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## Foreword

The International Symposium on Theoretical Aspects of Computer Science (STACS) conference series is an internationally leading forum for original research on theoretical aspects of computer science. Typical areas are:

- algorithms and data structures, including: design of parallel, distributed, approximation, parameterized and randomized algorithms; analysis of algorithms and combinatorics of data structures; computational geometry, cryptography, algorithmic learning theory, algorithmic game theory;
- automata and formal languages, including: algebraic and categorical methods, coding theory;
- complexity and computability, including: computational and structural complexity theory, parameterized complexity, randomness in computation;
- logic in computer science, including: finite model theory, database theory, semantics, specification verification, rewriting and deduction;
- current challenges, for example: natural computing, quantum computing, mobile and net computing, computational social choice.

STACS is held alternately in France and in Germany. This year's conference (taking place March 13-16 in Berlin) is the 36th in the series. Previous meetings took place in Paris (1984), Saarbrücken (1985), Orsay (1986), Passau (1987), Bordeaux (1988), Paderborn (1989), Rouen (1990), Hamburg (1991), Cachan (1992), Würzburg (1993), Caen (1994), München (1995), Grenoble (1996), Lübeck (1997), Paris (1998), Trier (1999), Lille (2000), Dresden (2001), Antibes (2002), Berlin (2003), Montpellier (2004), Stuttgart (2005), Marseille (2006), Aachen (2007), Bordeaux (2008), Freiburg (2009), Nancy (2010), Dortmund (2011), Paris (2012), Kiel (2013), Lyon (2014), München (2015), Orléans (2016), Hannover (2017), Caen (2018).

The interest in STACS has remained at a very high level over the past years. The STACS 2019 call for papers led to 260 submissions with authors from 39 countries. Each paper was assigned to three program committee members who, at their discretion, asked external reviewers for reports. The committee selected 54 papers during a three-week electronic meeting held in November/December 2018. This means an acceptance rate of only $21 \%$. For the fifth time within the STACS conference series, there was also a rebuttal period during which authors could submit remarks to the PC concerning the reviews of their papers. As co-chairs of the program committee, we would like to sincerely thank all its members and 491 external reviewers for their valuable work. In particular, there were intense and interesting discussions inside the PC committee. The overall very high quality of the submissions made the selection an extremely difficult task. This year, the conference includes two invited tutorials. We would like to express our thanks to the speakers Karl Bringmann (Saarbrücken) and Tobias Friedrich (Potsdam) for their tutorials, as well as to the three invited speakers, Leslie Ann Goldberg (Oxford), Anca Muscholl (Bordeaux), and Petra Mutzel (Dortmund). Special thanks go to the local organizing committee for continuous help throughout the conference organization. In particular, we wish to thank Till Fluschnik for his day-to-day support on the technical side and Christlinde Thielcke for her permanent administrative support. We also thank André Nichterlein for his final assistance in producing the conference proceedings and TUBS GmbH for their handling of financial accounting.

Moreover, we thank Michael Wagner from the Dagstuhl/LIPIcs team for assisting us in the publication process and the final production of the proceedings. These proceedings contain extended abstracts of the accepted contributions and abstracts of the invited talks and the tutorials. The authors retain their rights and make their work available under a Creative Commons license. The proceedings are published electronically by Schloss Dagstuhl - Leibniz-Center for Informatics within their LIPIcs series. STACS 2019 has received funds and help from the Deutsche Forschungsgemeinschaft (DFG) and support and help from the Technische Universität Berlin (TU Berlin), for which we are very grateful.
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# Computational Complexity and Partition Functions 

Leslie Ann Goldberg (©<br>Department of Computer Science, University of Oxford, Oxford, UK<br>leslie.goldberg@cs.ox.ac.uk


#### Abstract

This paper is an extended abstract of my STACS 2019 talk "Computational Complexity and Partition Functions".


2012 ACM Subject Classification Theory of computation
Keywords and phrases partition functions, approximation
Digital Object Identifier 10.4230/LIPIcs.STACS.2019.1
Category Invited Talk
Funding The research leading to these results has received funding from the European Research Council under the European Union's Seventh Framework Programme (FP7/2007-2013) ERC grant agreement no. 334828. The paper reflects only the authors' views and not the views of the ERC or the European Commission. The European Union is not liable for any use that may be made of the information contained therein.

## 1 Extended Abstract and Annotated Bibliography

A partition function is a polynomial which summarises properties of physical systems such as spin models (for example - the Ising model, the Potts model, the hard core model, or the monomer-dimer model). The talk does not assume knowledge of these models. The goal in the research area is to develop good approximation algorithms for partition functions, and to understand, in terms of the parameters of the models, when the partition functions can be (approximately) evaluated. Typically, a partition function is represented implicitly by a (small) graph, but it has exponentially many terms, so evaluation is non-trivial.

This talk is a survey, designed to introduce results, methods, and open problems in the area. An emerging trend is that, in order to really understand partition functions, it is useful to work over complex numbers, rather than just over the reals. This written extended abstract does not discuss methods - it is meant to serve more as an annotated bibliography helping somebody who attended the talk to find the relevant papers.

The talk will start by introducing the independence polynomial of a graph, which is the partition function of the hard core model. This is a model of a gas whose particles occupy the vertices of a graph. Particles have non-negligible size (so cannot be adjacent). The model has a parameter $\lambda$. The partition function is given by $Z_{G}(\lambda)=\sum_{I \in \mathcal{I}_{G}} \lambda^{|I|}$, where $\mathcal{I}_{G}$ is the set of independent sets of a graph $G$ and $|I|$ is the number of vertices in the independent set $I$. We will consider the problem of approximating $Z_{G}(\lambda)$, given a graph $G$ with maximum degree at most $\Delta$.

When $\lambda$ is a real number, much is known. In particular, the complexity of approximating $Z_{G}(\lambda)$ is completely captured by two real-valued thresholds $\lambda^{*}$ and $\lambda_{c}$ which depend on $\Delta$ and satisfy $0<\lambda^{*}<\lambda_{c}$. In the positive direction, $Z_{G}(\lambda)$ is efficiently approximable if $\lambda$ is in the interval $\left(-\lambda^{*}, \lambda_{c}\right)[8,11,15,16]$.

Outside of the interval $\left[-\lambda^{*}, \lambda_{c}\right]$, subject to suitable complexity-theoretic assumptions, no efficient approximation algorithm exists [7, 14]. The talk will discuss the relevance of
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the thresholds $-\lambda^{*}$ and $\lambda_{c}$. In fact, these are the two real points on the boundary of a cardiod-shaped region in the complex plane [12] which is the region in which the "occupation ratio" at the root of a $\Delta$-regular tree converges, as the height of the tree grows. (This means that, for parameters $\lambda$ inside this region, when we consider the model on a $\Delta$-regular tree, the contribution to the partition function from independent sets in which the root is occupied converges to some fixed fraction of the value of the total partition function.) Peters and Regts naturally asked whether this cardiod coincides with the region where efficient approximation is possible. It is now known [5] that efficient approximation is impossible outside of the cardiod (subject to complexity-theoretic assumptions). Inside the cardiod, there are many regions where we do have efficient approximation algorithms $[4,8,11,12]$ but the full picture is not fully resolved, so there are plenty of open questions.

Another interesting partition function is the matching polynomial of a graph, which is the partition function of the monomer dimer model. A "monomer" is an unmatched vertex in a matching, and a "dimer" is a pair of matched vertices. The model has a parameter $\gamma$ and the partition function is given by $Z_{G}(\gamma)=\sum_{M \in \mathcal{M}_{G}} \gamma^{|M|}$, where $\mathcal{M}_{G}$ is the set of matchings of a graph $G$ and $|M|$ is the number of edges in a matching $M$. When $\gamma$ is a positive real, there is an efficient randomised approximation algorithm based on Monte Carlo simulation [10]. The applicability of deterministic approximation is fully resolved for bounded-degree graphs. It turns out that this is possible for any $\gamma$ except (subject to complexity assumptions) when $\gamma$ is a real number less than $-1 /(4(\Delta-1))[3,6,11]$. The reason that approximation is impossible for these values of $\gamma$ (and possible elsewhere) is to do with the fact that this is where the zeroes of the polynomial are located [9]. In general, the method of Barvinok [1, 2] leads to efficient approximation algorithms in complex domains where there are no roots, but in turn, the existence of roots sometimes leads to provable intractability. The approximability question has also been investigated when the bounded-degree requirement is relaxed to a notion of average degree, namely the connective constant. For graphs with bounded connective constant, it turns out that efficient approximation is possible everywhere except when $\gamma$ is a negative real. Moreover, there is a set of values which is dense on the negative real axis where efficient approximation is impossible (subject to complexity assumptions) [6, 13].

There are many interesting partition functions, such as the partition functions of the Ising model and the Potts model, that will not be discussed in the talk. The chosen examples are designed to give a taste of results, methods and open problems in this research area.
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#### Abstract

Regular word transductions extend the robust notion of regular languages from a qualitative to a quantitative reasoning. They were already considered in early papers of formal language theory, but turned out to be much more challenging. The last decade brought considerable research around various transducer models, aiming to achieve similar robustness as for automata and languages. In this paper we survey some older and more recent results on string transducers. We present classical connections between automata, logic and algebra extended to transducers, some genuine definability questions, and review approaches to the equivalence problem.
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## 1 Introduction

Since the early times of computer science, the notion of transduction has played a fundamental role, as computers typically process data and transform it between different formats. Numerous fields of computer science are ultimately concerned with transformations, ranging from databases to image processing, and an important issue is to perform transformations with low cost, whenever possible.

The most basic form of transformations is realized by processing inputs and producing outputs using finite memory. Such machines are called finite-state transducers. Finite-state string transducers were considered in very early work in formal language theory [22, 73, 41, $54,67,1,40,26,14]$, and it was soon clear that achieving a good understanding of transducers would be much more challenging than for the classical finite-state automata. There are many aspects that change from automata to transducers, in particular non-determinism and the capability to process the input in both directions strictly increase the expressive power of transducers, while this not the case for automata [69, 77]. A further difference is that some fundamental questions, such as the equivalence problem, are undecidable for transducers.

We consider in this survey string transducers, as non-deterministic finite-state transducers that compute relations (or functions) over finite words. It turns out that for string-tostring functions, (single-valued) two-way transducers nicely capture the notion of regularity: Engelfriet and Hoogeboom showed in [42] that two-way transducers have the same expressive power as Courcelle's monadic second-order logic definable graph transductions [28], restricted to words. This equivalence supports thus the notion of "regular" functions, in the spirit of classical results on regular word languages from automata theory and logic (due to
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Büchi, Elgot, Trakhtenbrot, Rabin, and others). Recently, Alur and Cerný [3] fostered new interest into this topic by introducing streaming string transducers, that have the same expressiveness as the two previous models, but allow for more flexibility in extending the model of string-to-string transductions to other quantitative models.

This survey is about classical connections between automata, logic and algebra extended to transducers, some genuine definability questions for transducers, and the main approaches to the equivalence problem. For space reasons we had to leave out several interesting topics, for example regular expressions for transductions [6, 33, 20], transductions over infinite strings [5, 45], visibly pushdown transducers [31, 49], or multi-tape transducer models [63, 25, 23]. Finally, we acknowledge the inspiration provided by a recent survey by Filiot and Reynier [50].

## 2 String transducers: the setting

As it happens for languages, relations on strings can be specified using many different formalisms. Following a long-lasting tradition, classes of relations are defined using equational, descriptive, or operational formalisms, e.g. algebras, logics, or automata. Unlike for languages, however, different specification formalisms for relations have often different expressive powers, as well as different closure and algorithmic properties. Another important distinction is whether we consider arbitrary relations or functions. For simplicity, hereafter we use the term function to generically refer to a partial function, and we say that a relation is single-valued if it is a (partial) function. Similarly, we say that a relation is $k$-valued (resp. finite-valued) is it is a union of $k$ (resp. finitely many) partial functions.

Below, we present a few common formalisms based on logics and automata that received most of the attention in the literature.

## MSO transductions

Within the realm of logics, monadic second-order (MSO) logic is one of the most expressive formalisms for specifying functions, but also relations on words. The approach, as originally proposed by Courcelle for graphs [28], consists of logically interpreting an output on a given input (or copies of it), where both input and output are seen as relational structures. More precisely, an MSO interpretation consists of a family of MSO formulas $\varphi_{\text {dom }}, \varphi_{\text {pos }}(x), \varphi_{c \text {-lab }}(x)$ (one for every letter $c$ in the target alphabet), and $\varphi_{\text {succ }}(x, y)$, that describe, respectively, when the output string is defined, which positions from the input become positions of the output, the labels of the output positions, and the successor relation. An MSO transduction can be seen as an MSO interpretation preceded by an operation that copies the input a fixed number of times, annotating each copy with a distinguished color. For example, Figure 1 gives a very simple example of MSO transduction that removes all occurrence of $b$ from the input, and replaces every $a$ by a $c$.

$$
\begin{aligned}
\varphi_{\mathrm{pos}}(x):= & a(x) \\
\varphi_{c \text {-lab }}(x):= & \text { true } \\
\varphi_{\mathrm{succ}}(x, y):= & x<y \wedge a(x) \wedge a(x) \\
& \wedge \forall z \quad x<z<y \rightarrow b(z)
\end{aligned}
$$



Figure 1 An MSO transduction with formulas defining positions, labels, and successor relation.


$$
\text { abbaaababab } \mapsto \text { babbaaababa }
$$

Figure 2 A 1NFT. An arrow labeled by $c \mid v$ represents a transition that consumes an input letter $c \in\{a, b\}$ and appends the word $v$ to the output.

In order to define multi-valued relations, one can first annotate the input with arbitrary colors, and then perform an MSO transduction on the annotated input: this allows a certain degree of freedom in the possible outputs associated with the original input. The latter type of relation is called NMSO transduction, the ' N ' standing for non-deterministic. There are of course restricted variants of (N)MSO transductions, where, for instance, monadic secondorder quantification is forbidden (FO transductions), or where the order on output positions is directly inherited from the order on input positions (order-preserving MSO transductions). For example, the transduction of Figure 1 is an order-preserving FO transduction.

While the formalism of string-to-string (N)MSO transductions is already quite expressive, automata are certainly the most versatile tool for defining relations in an operational way. The literature offers many different models of automata for relations (a.k.a. transducers), which can roughly be distinguished based on the amount of non-determinism and on how the input and the associated output are consumed and produced, respectively. For instance, one can distinguish between models in which the input head moves only from left to right (one-way) or in either direction (two-way).

## One-way transducers

A rather simple model is that of one-way non-deterministic finite-state transducer (abbreviated as 1NFT), describing the so-called rational relations. This is basically a non-deterministic automaton in which every transition consumes at most one letter from the input and appends a word of any length to the output. Figure 2 gives an example of a 1NFT realizing the cyclic rotation $f$ defined by $f(u a)=a u$ and $f(u b)=b u$, for all $u \in\{a, b\}^{*}$.

1NFT are readily seen to be equivalent to the formalism of order-preserving NMSO transductions. They can also be equally presented as languages. For example, Nivat [67] observed that the set of runs of a 1NFT can be presented as a language of interleavings of input and output letters, called synchronization language. As a consequence, every rational relation $R \subseteq \Sigma^{*} \times \Gamma^{*}$ can be presented by at least one regular synchronization language (possibly more) over $\Sigma \uplus \Gamma$.

The deterministic variant of 1NFT, denoted 1DFT and defining the so-called of sequential functions, has a deterministic underlying automaton and at most one transition $(p, a, q, u)$, for every pair of states $p, q$ and input letter $a$. In addition, every final state is associated with an output word that is produced at the end of the run ${ }^{1}$.

[^0]```
\(c=\sqcup \left\lvert\, \begin{aligned} & x \\ & y\end{aligned}\right.:=\varepsilon=y \sqcup x\)
```



```
\(c \neq \sqcup \quad \left\lvert\, \begin{aligned} & x:=x^{x} c \\ & y \\ & :=\end{aligned}\right.\)
```

Figure 3 A DSST that updates two registers, named $x, y$, based on whether the input letter $c$ is the blank space or not.

As a matter of fact, interesting subclasses of rational relations can be obtained by restricting the forms of interleavings of input and output letters in the synchronization languages. For example, synchronization languages contained in $(\Sigma \Gamma)^{*}\left(\Sigma^{*} \cup \Gamma^{*}\right)$, which enforce a strict alternation between input and output letters, capture the class of automatic relations. This latter class is closed under all boolean operations (union, intersection, complement), and has a decidable equivalence problem and several other nice algorithmic properties [71]. The idea of defining classes of relations based on synchronization languages was investigated in detail in a series of works [43, 47, 36, 35].

## Two-way transducers

The two-way variant of a non-deterministic finite-state transducer (abbreviated as 2 NFT ) allows the input head to move in any direction, to the left or to the right. This gives a more powerful model than 1 NFT , which captures e.g. the relation $\left\{\left(u, u^{n}\right): u \in \Sigma^{*}, n \in \mathbb{N}\right\}$.

When 2NFT are restricted to be single-valued, they turn out to be be equivalent to MSO transductions, so to their deterministic variant 2DFT as well [42]. This is a striking difference compared to the one-way models, where single-valued 1NFT are strictly more powerful than 1DFT.

## Streaming string transducers

More recently, a third transducer model, called streaming string transducer (abbreviated as DSST or NSST, depending on whether it is deterministic or not), was proposed by Alur and Cerný in [3]. In this model the input is processed from left to right, while storing partial outputs in a finite set $R$ of write-only registers. Transitions consume one input letter at a time, and can append words to the left and to the right of a register, as well as concatenate registers together. In particular, register updates correspond to substitutions $\sigma: R \rightarrow(R \cup \Gamma)^{*}$, where $\Gamma$ is the output alphabet. As an example, the streaming transducer in Figure 3 reformats author names in bibliographies by transforming strings of the form first-name second-name surname into strings of the form surname, first-name second-name.

An SST is called copyless if no register occurs more than once in the right hand-=-sides of the update rules. According to the usual nomenclature we refer to copyless SST just as SST, and to unrestricted SST as copyful SST. Copyful DSST are close to an old formalism for grammars called HDT0L, a special family of Lindenmayer systems. Strictly speaking, HDT0L systems define word languages, as images of an initial word via sequences of morphisms, that is, words of the form $h_{i_{1}} \circ \cdots \circ h_{i_{n}}(w)$ for some indexes $i_{1}, \ldots, i_{n}$ and for a fixed tuple of morphisms $h_{1}, \ldots, h_{k}$ and a fixed word $w$. Such grammars can be extended naturally so as to define functions from an indexing sequence $i_{1}, \ldots, i_{n}$ (the input) to $h_{i_{1}} \circ \cdots \circ h_{i_{n}}(w)$

[^1](the output). Copyful DSST define precisely those functions that can be obtained from the previous ones by restricting their domains to regular languages, and by possibly applying a final additional morphism [51].

In the single-valued case, NSST can be determinized and are expressively equivalent to 2DFT and MSO transductions [3]. Determinization incurs an exponential blow-up, and so does the transformation from DSST to 2DFT. Surprisingly, the reverse transformation from DSST to 2DFT turned out to be doable in quadratic time [32], through a construction based on reversible (i.e. deterministic and co-deterministic) transducers. Based on the equivalence between 2DFT, DSST, and MSO transductions, one often calls the induced class of string-to-string functions regular, in the spirit of classical results on regular languages, relating automata theory and logics. Unfortunately, this correspondence cannot be fully generalized to the relational case, where the transducer models 2NFT and NSST turn out to be incomparable. For example, the relation $\left\{\left(u, u^{n}\right): u \in \Sigma^{*}, n \in \mathbb{N}\right\}$ is 2NFT-definable, but not NSST-definable, whereas the relation $\left\{(u v, v u): u, v \in \Sigma^{*}\right\}$ is NSST-definable but not 2NFT-definable. It is however the case that NSST and NMSO transductions are equally expressive even in the relational case, as shown in [4]. Moreover, it is possible to capture the latter class of relations by a variant of two-way transducers, enhanced with the so-called common guess [19]. Formally, a two-way transducer (input-deterministic or not) has common guess if, before starting the computation, it can annotate the input with arbitrary colors, so that the same color is read each time the head revisits a position. This model is naturally closed under projections on the input, and easily simulates NSST. As a consequence, 2DFT with common guess are equivalent to NSST and to NMSO transductions:

- Proposition 1. NMSO transductions, NSST, and 2DFT with common guess define the same class of relations.

In the following sections we will consider two families of decision problems on relations: the class-membership and the equivalence problems. These are very natural problems, that cover most of the difficulties of reasoning with relations. As we will see, the rule of thumb in this context is that most problems turn out to be undecidable as soon as they involve nontrivial properties of rational relations. However, decidability can be recovered in restricted settings, notably in the single-valued, and possibly finite-valued, case. An alternative idea that is often used for recovering decidability of those problems is the origin semantics [17], that we discuss in Section 5.

## 3 Class-membership problems

Given any two classes $\mathcal{C}_{1}, \mathcal{C}_{2}$ of relations, the following class-membership (or characterization) problem arises naturally: given a relation $R \in \mathcal{C}_{1}$, decide whether $R \in \mathcal{C}_{2}$. Clearly, the decidability status and complexity of the above problem depends on the choice of the classes $\mathcal{C}_{1}, \mathcal{C}_{2}$, and on the formalisms used to represent their relations. Before discussing in more detail a few decidable cases, and their complexity, we give a necessary, and rather strict criterion for avoiding undecidability. The criterion is based on the following undecidability result for the universality problem of rational relations:

- Theorem 2 (Fischer and Rosenberg [52]). It is undecidable whether a given 1NFT realizes the universal relation $\Sigma^{*} \times \Gamma^{*}$.

Proof. We give a simple proof of this undecidability result due to Ibarra [60], showing that undecidability even holds for a unary output alphabet. The proof reduces the Post
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Correspondence Problem: given two word morphisms $f, g: \Omega^{*} \rightarrow \Delta^{*}$, with $\Omega$ and $\Delta$ finite alphabets, decide whether there is a non-empty word $w \in \Omega^{+}$so that $f(w)=g(w)$. Given such $f$ and $g$, let $R_{+}$be the set of all pairs $\left(w u, c^{n}\right)$ such that $n=|u|$ and $u=f(w)=g(w)$ - here we assume w.l.o.g. that the alphabets $\Omega$ and $\Delta$ are disjoint. Intuitively $R_{+}$consists of correct encodings of solutions of the PCP instance. Further let $R_{-}=\left(\Sigma^{*} \times \Gamma^{*}\right) \backslash R_{+}$be the complement relation, where $\Sigma=\Omega \uplus \Delta$ and $\Gamma=\{c\}$. In particular, $R_{-}$contains pairs of the form $\left(w u, c^{n}\right) \in\left(\Omega^{+} \Delta^{*}\right) \times \Gamma^{*}$ such that either $n \neq|u|$, or $u \neq f(w)$, or $u \neq g(w)$. Note that $R_{-}$is universal if and only if there is no solution to the PCP instance.

Now, it suffices to verify that $R_{-}$is a rational relation. The pairs outside $\left(\Omega^{+} \Delta^{*}\right) \times \Gamma^{*}$ can be easily realized by a 1 NFT. Similarly, the pairs $\left(w u, c^{n}\right)$ satisfying $n \neq|u|$ can be obtained by consuming the suffix $u$ of the input while producing an output $c^{n}$ of length strictly smaller or greater than $|u|$. The remaining pairs satisfying $u \neq f(w) \wedge n=|u|$ (resp. $u \neq g(w) \wedge n=|u|)$ are covered using the following strategy. One guesses factorizations of $w$ and $u$ of the form $w_{1} a w_{2}$ and $u_{1} u_{2}$, so that $u_{2}$ does not begin with $f(a)$ (resp. $g(a)$ ), and $\left|u_{1}\right|=\left|f\left(w_{1}\right)\right|$ (resp. $\left.\left|u_{1}\right|=\left|g\left(w_{1}\right)\right|\right)$. Accordingly, one outputs $c^{\left|f\left(w_{1}\right)\right|}$ (resp. $\left.c^{\left|g\left(w_{1}\right)\right|}\right)$ while reading $w_{1}$, and $c^{\left|u_{2}\right|}$ while reading $u_{2}$.

When considering a class-membership problem from a class $\mathcal{C}_{1}$ that contains all rational relations to a proper subclass $\mathcal{C}_{2}$ of it that contains at least the universal relation, one can sometimes adapt the proof above to show that the considered problem is undecidable. For example, following a result from [7], if $\mathcal{C}_{1}$ is the class of 2NFT-definable relations and $\mathcal{C}_{2}$ is the class of rational relations, then, given a PCP instance $(f, g)$, one can modify the relation $R_{-}$in the previous proof by replacing the pairs $\left(w u, c^{n}\right)$ with pairs of the form $\left(w u, w c^{n}\right)$, where the first part $w$ of the input is copied once to the output. These pairs can be easily produced by a two-way transducer that reads the input twice. It can be shown that, when the PCP instance has a solution, the second pass on the input is necessary for producing the correct number of $c$ 's. Otherwise, if the PCP instance has no solutions, then the relation becomes 1NFT-definable: a transducer can read the input prefix $w$ to copy it onto the output, and then cover the arbitrary remaining parts of the input and the output. From this it follows that the class-membership problem from 2NFT to 1NFT is undecidable.

Theorem 2 exploits in a crucial way relations that associate arbitrarily many outputs with the same input, and in particular the existence of the universal relation. This suggests that decidability of universality and class-membership problems can be recovered by restricting to classes of functions. ${ }^{2}$ We present below a few cases in which this approach succeeds, notably, for $1 \mathrm{NFT} / 2 \mathrm{NFT} / \mathrm{NSST}$ vs. single-valued 1NFT/2NFT/NSST (single-valuedness), for 1NFT vs. 1DFT (sequentiality), for 2NFT vs. single-valued 1NFT (one-way definability), and for 2NFT vs. FO transductions (FO-definability).

## Single-valuedness

The class-membership problem from the class $\mathcal{C}_{1}$ of rational relations to the class $\mathcal{C}_{2}$ of rational functions boils down to testing single-valuedness of 1NFT. This property was first shown to be decidable by Schützenberger [75]. Later, polynomial-time algorithms were given in [58, 81, 12]. The precise complexity is NlogSpace-complete, which can be shown using a rather simple reduction to emptiness of one-counter automata, as explained below. Using

[^2]a similar technique, one can prove that single-valuedness remains decidable for 2 NFT and NSST, but now with PsPACE complexity (for 2NFT decidability was first shown in [30], and for NSST was shown in [4]).

- Theorem 3. The single-valuedness problem is

1. Nlogspace-complete for 1 NFT.
2. Pspace-complete for 2NFT.
3. in Pspace for NSST.

Proof. Given a 1NFT $T$, one guesses an input word, together with two runs of $T$ on it, and checks that the respective outputs are different. The test for different outputs can be done with a counter, that verifies on a given input that either (1) the lengths of the two outputs are different, or (2) there is some position in the two outputs where the respective symbols differ. In both cases the question can be reduced to emptiness of a one-counter automaton of quadratic size, which yields the claimed complexity. More precisely, the counter is updated on the basis of the number of output symbols produced by the transitions in the two runs, one contributing positively and the other contributing negatively; checking the same position in the two outputs amounts at checking that the value of counter is zero.

The result for single-valuedness of a 2 NFT $T$ follows the same idea as above, except that now the (one-way) one-counter automaton is obtained through a crossing sequence construction [77], and thus has exponential size. More precisely, one follows two runs of $T$ on the same input by guessing tuples of states crossing each position. The length of every tuple can be bounded by $2 n$, where $n$ is the number of states of $T$, since to detect a violation of single-valuedness it suffices to consider only runs that visit the same position with the same state at most twice. This reduces single-valuedness of $T$ to emptiness of a one-counter automaton of exponential size, which can be checked in Pspace. Then Pspace-hardness follows by reducing emptiness of intersection of finite-state automata [62].

Similarly, for NSST, the one-counter automaton that checks different outputs is exponential in the number of registers, since it needs to guess, for instance, which registers have a non-empty content that eventually appears in the final output [4]. To the best of our knowledge no matching lower bound is known in this case.

## Sequentiality

Let us now consider the problem of testing sequentiality of 1NFT, namely, the classmembership problem from rational to sequential functions. The problem was first shown decidable by Choffrut [26]. Later the complexity was shown to be in Ptime [11]. In fact, a close inspection to those proofs shows that the problem is NlogSpace-complete:

- Theorem 4. The sequentiality problem for 1 NFT is NlOGSPACE-complete.

Proof. The theorem is established by first giving a topological characterization of sequential functions as those rational functions that are Lipschitz w.r.t. the prefix distance $d$; more precisely, such that there is a uniform constant $k$ satisfying $d(f(u), f(v)) \leq k \cdot d(u, v)$ for all $u, v \in \operatorname{dom}(f)$, where $d(u, v)=|u|+|v|-2|u \wedge v|$ and $u \wedge v$ is the longest common prefix of $u$ and $v$. For example, the function $f: c u \mapsto u c\left(c \in\{a, b\}, u \in\{a, b\}^{*}\right)$ is Lipschitz with constant $k=1$, while its inverse $f^{-1}: u c \mapsto c u$ is not.

If one starts with a 1NFT $T$, the above characterization can be rephrased in terms of a structural property of the squared transducer $T^{2}$, which has for states the pairs of states of $T$ and associates with any input $u$ a pair of possible outputs $\left(v_{1}, v_{2}\right)$ of $T$ on $u$. Formally
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[11], one proves that the function realized by $T$ is Lipschitz w.r.t. the prefix distance if and only if $T^{2}$ satisfies the so-called twinning property:

- for every path $\left(q_{0}, q_{0}^{\prime}\right) \xrightarrow{u \mid v_{1}, v_{2}}\left(q, q^{\prime}\right) \xrightarrow{v \mid w_{1}, w_{2}}\left(q, q^{\prime}\right)$ in $T^{2}$, with $\left(q_{0}, q_{0}^{\prime}\right)$ initial state, either $w_{1}=w_{2}=\varepsilon$ or $\left|w_{1}\right|=\left|w_{2}\right| \wedge v_{1} \cdot w_{1}^{\omega}=v_{2} \cdot w_{2}^{\omega}$ (in particular, the latter condition implies that $w_{1}, w_{2}$ are conjugated).
For non-empty $w_{1}, w_{2}$ as above, one can check the condition $\left|w_{1}\right|=\left|w_{2}\right|$ of the twinning property with a one-counter automaton of quadratic size. As for the second condition $v_{1} \cdot w_{1}^{\omega}=v_{2} \cdot w_{2}^{\omega}$, it boils down to checking that the trimmed part of $T$, seen as a transducer on infinite words with a trivial Büchi condition (all states set to be final), is single-valued. The latter problem is easily shown to be in Nlogspace.

Some generalizations of the above result were given for transducers on infinite $\omega$-words [11] and for variants of SST with updates of the form $x:=y \cdot v$, where $x, y$ are registers and $v$ is a word (possibly over an infinitary group) [34].

## One-way definability

Here we explain how to decide which regular functions are rational, or, equally, we solve the class-membership problem from single-valued 2NFT to 1NFT. The problem was first shown decidable, with non-elementary complexity, by Filiot et al. in [46]. In [9, 10], the complexity was improved to 2-Expspace, together with an Expspace lower bound. A refinement of a pumping argument in [10] due to I. Jecker, shows that the problem is Expspace-complete.

- Theorem 5. One-way definability of 2NFT is EXPSPACE-complete.

The key notion underlying the above result is that of inversion of a run, which roughly corresponds to having long factors of the output that are generated without following the left-to-right order. The minimum length of factors forming an inversion is chosen as a function of the number of states of the transducer, so as to enable suitable pumping and combinatorial arguments. The characterization shows that a single-valued 2NFT is equivalent to some 1NFT if and only if every inversion in every successful run delimits a factor of the output that is periodic, with uniformly bounded period. As an example, consider a 2NFT $T$ that realizes the function $f(u)=u u$, e.g. as follows (we draw arrows to represent some dependency relationships between positions in the output and in the input):


Every run of $T$ that is long enough must have an inversion, essentially because one can find many output positions in the first copy of $u$ and many output positions in the second copy of $u$ for which the origin arrows are pairwise crossing. Based on the previous characterization, we know that $f$ cannot be defined by a 1NFT. Observe however, that if the domain of $f$ is restricted to a periodic language, e.g. $\operatorname{dom}(f)=(a b)^{*}$, then $f$ becomes definable by a 1NFT, e.g. one that produces $a b$ at each position of the input.

In [8] a result similar to Theorem 5 is obtained, that characterizes effectively the functions definable by sweeping transducers, i.e., 2NFT with head reversals occurring only at the extremities of the input. This latter characterization can be used to minimize the number of
passes performed by a sweeping transducer. Moreover, [8] shows a correspondence between the number of passes of sweeping transducers and the number of registers of equivalent concatenation-free NSST, namely, NSST in which the right hand-side of every update rule contains at most one register (in particular, updates of the form $x:=\ldots y \ldots z \ldots$ are forbidden). Based on this correspondence one derives a minimization procedure for the number of registers of concatenation-free NSST:

- Theorem 6 ([8]). One can compute in 2-ExpsPace the minimum number of registers needed to implement a function given as a concatenation-free NSST. The complexity is EXPSPACE if the given NSST is unambiguous.


## FO-definability

We finally turn towards FO-definability of regular functions. The reader may recall the deep theorem of Schützenberger about the equivalence of star-free and aperiodic word languages [74]. This theorem gives a decision procedure for knowing whether a regular language is first-order expressible (or equivalently, [64]), using semigroup properties (see also $[68,82,38,39]$ for some more recent presentations). The general idea is to lift the characterization of FO-definable regular languages to regular functions.

A first trivial observation is that FO-definability of the domain language is a necessary, but not a sufficient condition: for instance, the function $f(w)=w(2) w(4) \cdots w\left(2\left\lfloor\frac{\lfloor w \mid}{2}\right\rfloor\right)$ has domain $\Sigma^{*}$, which is a star-free language, but it is not an FO transduction. We will see that the natural and correct choice is rather to test aperiodicity on the automaton underlying the transducer - intuitively, aperiodicity means that any two inputs $u^{n}$ and $u^{n+1}$, for large enough $n$, induce the same transformation in the underlying automaton.

The FO-definability problem for regular functions is still open in its full generality, and thought to be difficult. Non-effective characterizations were obtained for 2NFT [24] and for DSST [48]. In both cases the characterization is expressed in terms of the aperiodicity property of a suitable transition monoid - for 2NFT, this is just the standard transition monoid of the underlying automaton, while for DSST, the transition monoid is defined on the basis of the underlying automaton and the register updates.

- Theorem 7 ([24, 48]). The string-to-string FO transductions are precisely
- the functions realized by 2NFT with an aperiodic transition monoid,
- the functions realized by DSST with an aperiodic transition monoid.
- Open question 8. Is it decidable whether a transduction given by a 2NFT/DSST is first-order definable?

There are essentially two ways by means of which one can simplify the FO-definability problem and establish decidability: by either moving from classical semantics to origin semantics, or by restricting further the class of functions. The first approach was followed in [17], where the problem of deciding whether a given 2DFT is origin-equivalent to some FO transduction was shown to be decidable. We will discuss this approach later, in Section 5 , while here we focus on the second approach, specifically by considering the subclass of rational (rather than regular) functions. We point out that both approaches, in the end, give a notion of 'minimal' object that is used as a canonical representative of the given function.

For the sake of presentation, we begin by considering an even more restricted case, that of sequential (i.e. 1DFT-definable) functions. As already explained, the goal here is to test aperiodicity on the automaton underlying the minimal 1DFT, where minimality is intended
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in a strong categorical sense, namely, as an object to which every other equivalent object can be homomorphically mapped to:

- Theorem 9 ([27]). For every sequential function $f$, there is a transducer $T_{f}$ that realizes $f$ and such that for every equivalent trimmed transducer $T$, there is a unique morphism from $T$ to $T_{f}$. Moreover, $T_{f}$ can be constructed in Ptime from a 1DFT realizing $f$.

Before sketching the construction of the minimal transducer $T_{f}$, it is worth spending a few more words on the notion of transducer morphism. For this notion, it is tempting to adopt the classical definition of graph morphism, that preserves transitions as labeled edges. However, there are 1NFT that realize the same function using a minimal number of states, but that are not isomorphic in the usual sense, e.g.:


This simple observation suggests that the correct notion of transducer morphism should take into account the possible different 'speeds' at which equivalent transducers may produce their outputs. This can be done by pairing the morphism application with a mapping from states to elements of the free group $\left(\Gamma \cup \Gamma^{-1}\right)^{*}$ that encode output lags.

Proof of Theorem 9. The main ingredient underlying the definition of $T_{f}$ is a notion of congruence for sequential functions, very similar to the Nerode congruence. The additional crux is to correctly identify words that induce the same behavior w.r.t. the produced output. This requires a normalization step, that guarantees that outputs are produced as early as possible, based only on the finite information that comes from the consumed part of the input. Formally, given a function $f$, let $\hat{f}$ be the function that has as domain the prefix closure of the domain of $f$, and such that $\hat{f}(u)=\bigwedge\{f(u v): u v \in \operatorname{dom}(f)\}$ is the longest common prefix of all $f(u v)$. Using $\hat{f}$, one defines the equivalence $\equiv_{f}$ by $u \equiv_{f} v$ if and only if for all words $w$, either $f(u w)$ and $f(v w)$ are undefined, or they are both defined and, once the respective prefixes $\hat{f}(u)$ and $\hat{f}(v)$ are removed, they result in the same word. It is not difficult to see that $\equiv_{f}$ is a right congruence, and that it has finite index if and only if $f$ is sequential. Finally, one defines ${ }^{3}$ the minimal transducer $T_{f}$ that has as states the $\equiv_{f}$-equivalence classes $[u]\left(u \in \Sigma^{*}\right)$ and transitions of the form $[u] \xrightarrow{a \mid v}[u a]$, where $v$ is obtained from $\hat{f}(u a)$ by removing the prefix $\hat{f}(u)$.

Based on Theorem 7 and Theorem 9, one concludes that $f$ is an FO transduction if and only if the underlying automaton of $T_{f}$ is finite and aperiodic. Moreover, it is easy to see that if $f$ is defined by a 1DFT, then $T_{f}$ is finite, and aperiodicity can be tested in Pspace. This shows that the FO-definability problem for 1DFT is in Pspace.

Recently, Filiot et al. [44] generalized the characterization of FO-definability from 1DFT to 1NFT (in fact, to the equivalent, but less succinct model of bimachines):

- Theorem 10 ([44]). A rational function $f$ is an FO transduction if and only if its canonical bimachine is aperiodic. Moreover, if $f$ is given by a bimachine (resp. by a 1NFT), then the property can be decided in Pspace (resp. 2-Exptime).

[^3]We discuss the terminology and the main ideas underlying the decidability of the above problem (for more details, we refer the reader to $[44,50]$ ). First, the model of bimachine, which was originally introduced in [74], is conveniently seen as a 1DFT enhanced with regular lookahead. Here by regular look-ahead we mean a finite-state automaton that deterministically processes the input from right to left (so it is co-deterministic). The transitions of a 1DFT $T$ enhanced with the look-ahead automaton $A$ depend on the current state of $T$, the input symbol, and the state reached by $A$ after processing the suffix of the input up to the current position. In [41], it is shown that 1NFT are exactly as expressive as bimachines (or equally, 1DFT with regular look-ahead), with a doubly-exponential time translation from the former to the latter - one exponent is due to the co-deterministic look-ahead, and the other exponent is due to the determinization of the transducer parametrized by the look-ahead.

The existence of a canonical bimachine realizing a rational function $f$ essentially relies on the possibility of computing a minimal look-ahead automaton based only on $f$, and then using this to reduce to the previous minimization problem for simple 1DFT without look-ahead. More precisely, in [70] it is shown that, given any function $f$, one can define a co-deterministic (possibly infinite) automaton $A_{f}$ such that $f$ is rational if and only if

- $A_{f}$ is finite,
- the function $f\left[A_{f}\right]$ that maps every input $u \in \operatorname{dom}(f)$, annotated with the unique run of $A$ on $u$, to the output $f(u)$, is sequential.
For example, the co-deterministic automaton $A_{f}$ can be obtained from a left congruence $\sim_{f}$ defined by $u \sim_{f} v$ if and only if there is a bound $k$ (depending on $u, v$ ) such that, for all words $w$, either $f(w u), f(w v)$ are undefined, or they are both defined and $d(f(w u), f(w v)) \leq k$, where $d$ is the prefix distance defined on page 7 .

Summing up, assuming that $f$ is rational, one constructs the minimal co-deterministic automaton $A_{f}$ and the minimal 1DFT $T_{f}$ for the sequential function $f\left[A_{f}\right]$. Pairing $A_{f}$ and $T_{f}$ results in a minimal and canonical bimachine realizing $f$. It is then routine to prove that $f$ is an FO transduction if and only if both $A_{f}$ and $T_{f}$ are aperiodic.

We conclude by observing that the complexity in Theorem 10 is optimal when we are concerned with functions described by bimachines (Pspace-hardness follows from the usual reduction from universality of finite-state automata). However, when the function is given by a 1NFT, the FO-definability problem is only known to be between Pspace and 2-Exptime.

## 4 The equivalence problem

Historically, string transducers have been first studied within their deterministic, or unambiguous, one-way machine models. One reason for this is that many fundamental problems about rational relations are undecidable, in particular the equivalence problem (recall Theorem 2).

This section reviews the status of the equivalence problem for various types of string transducers, together with a selection of the main technical arguments for proving decidability. One of the first references for decidability in the deterministic case, and specifically for length-preserving 1DFT, is due to Moore [66]. The result was then extended progressively. Equivalence for 1DFT was shown decidable by Blattner and Head [16]. The same authors also showed that it is decidable whether a 1NFT is single-valued (see also [75]), and that equivalence of single-valued 1NFT is decidable [15]. For two-way transducers, Gurari showed that equivalence is PSPACE-complete in the deterministic case [56], by reducing it to emptiness of bounded-reversal counter machines [59], a polynomial-time solvable problem [57]. Interestingly, the complexity remains the same for single-valued 2NFT, even though, to the best of our knowledge there is no reference available for this latter result.

The above decidability and complexity results can be presented in a uniform way using reductions to equivalence of finite-state automata and to single-valuedness of relational transducers (see Section 3):

- Theorem 11. The equivalence problem $T_{1} \stackrel{?}{=} T_{2}$ is

1. NLOGSPACE-complete if $T_{1}, T_{2}$ are $1 D F T$.
2. Ptime if $T_{1}, T_{2}$ are unambiguous $1 N F T$.
3. PsPACE-complete if $T_{1}, T_{2}$ are 2DFT, or single-valued 2NFT or NSST.

Proof. The idea is to reduce the equivalence problem for $T_{1}$ and $T_{2}$ to testing equivalence of the domains and single-valuedness of the union of $T_{1}$ and $T_{2}$. For example, when $T_{1}, T_{2}$ are 1DFT, testing equivalence of the underlying deterministic automata is in Nlogspace, and the same for testing single-valuedness of the 1NFT $T_{1} \cup T_{2}$ (cf. Theorem 3).

For single-valued 1NFT, it is the complexity of the equivalence problem for the domains that dominates, since this is in general PsPace-complete [62]. However, if the transducers are unambiguous (which is not a restriction, see e.g. [40, 76]), then $T_{1} \stackrel{?}{=} T_{2}$ can be solved in Ptime [58], since equivalence of unambiguous automata has a polynomial-time solution [78].

Finally, when $T_{1}, T_{2}$ are 2NFT (or NSST), single-valuedness of $T_{1} \cup T_{2}$ is in PSPACE, again by Theorem 3. We need only to show that domain equivalence can also be solved in Pspace. While this is easy for NSST, it is perhaps not completely obvious that we can check equivalence of two-way, non-deterministic automata in PsPace. This is indeed the case using e.g. a construction due to Vardi [79]: for every two-way, non-deterministic automaton $A$ of size $n$, one can construct two deterministic, one-way automata of size $2^{O\left(n^{2}\right)}$, recognizing respectively $L(A)$ and its complement. As usual, PsPACE-hardness for 2NFT follows from emptiness of intersection of finite-state automata [62]; for NSST it follows from universality of finite-state automata [65].

It is worth noting that the exact complexity for the equivalence problem of DSST is unknown, since the problem is shown to be in Pspace and Nlogspace-hard:

- Open question 12. What is the exact complexity of the equivalence problem for DSST?

A powerful tool that can be used to establish decidability of equivalence problems on transducers is the Ehrenfeucht conjecture. It was originally stated as a conjecture about formal languages: for every language $L \subseteq \Sigma^{*}$, there is a finite subset $F \subseteq L$ such that for every homomorphisms $f, g: \Sigma^{*} \rightarrow \Delta^{*}$,

$$
\forall u \in L \quad f(u)=g(u) \quad \text { if and only if } \quad \forall u \in F \quad f(u)=g(u)
$$

Such a set $F$ is called a test set for $L$. There is an equivalent formulation of Ehrenfeucht conjecture in terms of word equations [61]. Let $\Sigma$ and $\Omega$ be two alphabets, where the elements in $\Omega$ are variables. A word equation is a pair $(u, v) \in \Omega^{*} \times \Omega^{*}$, and a solution is a homomorphism $\sigma: \Omega \rightarrow \Sigma^{*}$ such that $\sigma(u)=\sigma(v)$. The Ehrenfeucht conjecture then says that any system of equations over $\Omega$ has a finite, equivalent subsystem, where equivalence means that the solution sets are the same. The proof of Ehrenfeucht conjecture is based on encodings of the free monoid and Hilbert's basis theorem [2, 55].

An elegant application of Ehrenfeucht conjecture is due to Culik and Karhumäki, who established decidability of the equivalence problem for $k$-valued 1NFT [29]. Their decidability result does not come with any complexity upper bound, however the following stronger result leads to an algorithm of elementary complexity:

- Theorem 13 ([80, 72]). Every $k$-valued $1 N F T$ can be effectively decomposed into a union of $k$ unambiguous $1 N F T$ of exponential size.

Since $k$-valuedness of 1NFT can be checked in Ptime [58], this yields:

- Corollary 14. The equivalence problem for $k$-valued $1 N F T$ is in Exptime (for fixed $k$ ).

Let us come back to the argument used by Culik and Karhumäki for the equivalence of $k$-valued 1NFT [29]. The proof consists of two parts. First the Ehrenfeucht conjecture is used to show that there is a finite test set for any two $k$-valued transducers with at most $n$ states (for any fixed $n$ ). In this case, a test set is a language $F$ such that any two transducers with at most $n$ states are equivalent if and only if they are equivalent on inputs from $F$. In the second part it is shown how to find effectively a finite test set for the class of $k$-valued transducers with at most $n$ states. This step amounts to determine whether two finite systems of equations are equivalent, which reduces to solvability of word equations, and can be solved by Makanin's algorithm (see e.g. [37]). This proof idea extends to $k$-valued 2NFT:

- Theorem 15 ([29]). The equivalence problem for $k$-valued 2NFT is decidable.

Proof. We sketch the proof of [29] for one-way transducers, then explain how it adapts to two-way transducers. We tacitly assume that all transducers are trimmed.

For the existence of a test set one uses the formulation of Ehrenfeucht conjecture with word equations. As mentioned, the set we are looking for will be a test set for any pair of $k$-valued transducers with at most $n$ states (and fixed alphabets). An important observation is that for $k$-valued transducers (one-way or two-way), the following holds: for every pair of states $p, q$ and input letter $a$, at most $k$ different output words can label the transition $(p, a, q)$. Thanks to this, any $k$-valued transducer with at most $n$ states can be described by a partial mapping $\Delta:\{1, \ldots, n\}^{2} \times \Sigma \times\{1, \ldots, k\} \rightarrow \Omega$ into a finite set $\Omega$ of variables (a schema), paired with an interpretation $\sigma: \Omega \rightarrow \Gamma^{*}$. The (uninterpreted) output of a run that respects a schema $\Delta$ is then a word over $\Omega$. For instance, below we depict a transducer (on the left) with the corresponding schema (on the right):


Note that the transducer is 3 -valued, and its schema satisfies for instance the equation $x_{1} x_{3} x_{5}^{m}=x_{2} x_{3} x_{5}^{m}$, relating two runs with the same output and over the input $u=a^{m+2}$.

Now, for every pair of concrete $k$-valued transducers $T_{1}, T_{2}$ with at most $n$ states, and for every input $u$, the runs of $T_{1}$ and respectively $T_{2}$, over $u$, can be partitioned into at most $k$ groups, each associated with an output among the $k$ possible ones. For each group of runs, we can write word equations over $\Omega$ as expected. So two transducers as above, being interpretations of some schemata $\Delta_{1}, \Delta_{2}$, are equivalent only if they satisfy a formula $\varphi_{n}$ of the form $\bigwedge_{u \in \Sigma^{*}} \bigvee_{\pi} S_{\pi}$, where $\pi$ ranges over the possible $\Delta_{1}, \Delta_{2}$ and partitions the set of runs of $\Delta_{1}$ and respectively $\Delta_{2}$, over the input $u$, into at most $k$ groups, and $S_{\pi}$ is the associated system of word equations. Ehrenfeucht conjecture is used in [29] to show that any $\varphi_{n}$ as above is equivalent to some finite formula $\varphi_{n, m}=\bigwedge_{u \in \Sigma \leq m} \bigvee_{\pi} S_{\pi}$.

For the effectiveness part, let us assume that for some $m$, the formulas $\varphi_{n, m}$ and $\varphi_{n, m+1}$ are equivalent, i.e., they have the same sets of solutions (recall that testing the latter equivalence reduces to solvability of word equations). The goal is to prove that $\Sigma \leq m$ is a test set, namely, for all $r>m$ and all $k$-valued transducers $T_{1}, T_{2}$ of size at most $n$,

$$
T_{1} \equiv_{r} T_{2} \quad \text { if and only if } \quad T_{1} \equiv_{m} T_{2}
$$

where $T_{1} \equiv_{m} T_{2}$ stands for equivalence relativized to inputs of length at most $m$. The above property is proved by induction on $r$, as follows. Suppose for the moment that, given any
transducer $T$ and any input letter $a$, one can construct a transducer $T_{a}$ with the same number of states as $T$ and such that $T_{a}(u)=T(a u)$. Clearly, $T_{1} \equiv_{r+1} T_{2}$ is equivalent to $T_{1, a} \equiv_{r} T_{2, a}$ for every $a \in \Sigma$, and $T_{1} \equiv{ }_{0} T_{2}$ (the latter being abbreviated as $(*)$ below). Therefore,

$$
\begin{array}{rlrl}
T_{1} \equiv \equiv_{r+1} T_{2} \quad \Leftrightarrow \quad T_{1, a} & \equiv_{r} T_{2, a}(\forall a \in \Sigma) \text { and }(*) & & T_{1} \\
& & \equiv_{m} T_{2} . \\
& \Uparrow \text { (ind. hyp.) } \\
& & \\
T_{1, a} & \equiv_{m} T_{2, a}(\forall a \in \Sigma) \text { and }(*) \quad \Leftrightarrow \quad T_{1} \equiv_{m+1} T_{2}
\end{array}
$$

This shows that $\Sigma \leq m$ is a test set. According to the first part, we are guaranteed to find such an $m$.

If $T$ is a 1NFT, one can build $T_{a}$ while preserving the number of states, just by a shortcut of the transitions departing from the initial state, which can be assumed to have no incoming transition. If $T$ is a 2 NFT , a similar idea works, but now the shortcut is more complex since the first input position can be read several times. Still we can shortcut the transitions involving the first input position, assuming, w.l.o.g., that all our transducers have the extra possibility to check whether the current position is the first one.

Recall that single-valued NSST and 2NFT are equivalent transducer models (actually equivalent to DSST and 2DFT). It is natural to ask whether this equivalence extends to $k$-valued transducers. One direction is an easy generalization of the deterministic case:

- Proposition 16. For every $k$-valued 2NFT, there is an equivalent $k$-valued NSST.
- Open question 17. Are NSST strictly more expressive than 2NFT in the $k$-valued case?

The approach of Culik and Karhumäki [29] does not appear to generalize to NSST (and not even to the equivalent model of 2NFT with common guess, cf. Section 2). The main difficulty is that it is not clear how to construct the transducer $T_{a}$ from $T$ while preserving the number of states. This difficulty, however, can be overcome for $k$-valued, 1-register NSST, which thus turn out to have a decidable equivalence problem:

- Theorem 18. The equivalence problem for $k$-valued, 1-register NSST is decidable.

The above result also follows from [53], where, in analogy with Theorem 13, it is shown that $k$-valued, 1-register NSST can be effectively decomposed into $k$ unambiguous NSST. Not surprisingly, a generalization of the decomposition theorem for $k$-valued NSST with multiple registers faces the same difficulties as the approach of Culik and Karhumäki. We conjecture however that Theorem 18 generalizes to concatenation-free NSST:

- Conjecture 19. The equivalence problem for $k$-valued, concatenation-free NSST is decidable.

The difficulty in proving this conjecture is combinatorial, since it requires to determine if for two partial runs of an NSST, there is some extension that makes their outputs equal.

We conclude this section by presenting a different approach to show equivalence of transducers, that was recently applied to copyful DSST:

- Theorem 20 ([51]). The equivalence problem for copyful DSST is decidable.

Proof. The original proof of [51] shows that copyful DSST are equivalent to HDT0L systems, and then applies [29]. An alternative proof was presented in [13], translating copyful DSST into so-called polynomial automata, and showing that the zeroness problem for such automata
is decidable. Recently, Bojańczyk reformulated the proof in terms of polynomial grammars [18]. We briefly sketch his proof below.

The starting idea is to encode words by values computed by polynomials. Such encodings were known even before Matiyasevich' negative solution to Hilbert's 10th problem and Makanin's algorithm for word equations. For example, [18] represents a binary word $w$ by the pair $\operatorname{enc}(w)=\left(\operatorname{bin}(w), 2^{|w|}\right)$, where $\operatorname{bin}(w)$ is the integer with binary representation $w$. Word concatenation becomes then a polynomial operation: if $w_{i}$ is encoded by $A_{i}=\left(A_{i, 1}, A_{i, 2}\right)$, then $w_{1} w_{2}$ is encoded by the pair of integers $A_{1} \odot A_{2}:=\left(A_{1,1} A_{2,2}+A_{2,1}, A_{1,2} A_{2,2}\right)$. A copyful DSST easily translates into a context-free grammar that generates pairs of integers, a so-called polynomial grammar [18].

For example, for the DSST of Figure 3, the grammar has one non-terminal $A=\left(A_{x}, A_{y}\right)$ for the unique state, plus a starting symbol $S$ for the final output. The rules are as follows:

$$
\begin{aligned}
S & \rightarrow A_{x} \odot e n c(, \sqcup) \odot A_{y} \\
\left(A_{x}, A_{y}\right) & \rightarrow\left(\operatorname{enc}(\varepsilon), A_{y} \odot \operatorname{enc}(\sqcup) \odot A_{x}\right) \\
\left(A_{x}, A_{y}\right) & \rightarrow\left(A_{x} \odot e n c(c), A_{y}\right) \quad(\forall c \neq \sqcup) .
\end{aligned}
$$

The question of whether two copyful DSST $T, T^{\prime}$ are equivalent reduces to asking whether the difference $S-S^{\prime}$ of the starting symbols of the associated grammars generates only the null vector. Using the decidability of the first-order of reals, there is a semi-algorithm to know if a polynomial grammar can generate some non-zero value, by enumerating derivations. Using Hilbert's basis theorem, there is also a semi-algorithm for proving that a polynomial grammar generates only the null vector, by enumerating finite sets of polynomials and checking that (1) they induce a solution for the grammar, and (2) they produce only zero (see [18] for details). This shows that one can decide whether a polynomial grammar generates only the null vector, hence the equivalence of copyful DSST.

## 5 Transducers with origins

Transducers with origin information have been introduced by Bojańczyk in [17] as a way to recover the algebraic world that appears to get lost when switching from regular string languages to regular string transductions. We recall that for 2DFT or DSST there is no canonical (e.g. minimal) model on which properties like aperiodicity can be tested. As we saw in Section 3, the situation is slightly better for one-way transducers, that do have canonical models - the minimal transducer in the deterministic case, and the canonical bimachine in the general case.

In the standard semantics, a string transduction is simply a relation $R \subseteq \Sigma^{*} \times \Gamma^{*}$ that consists of pairs of words. In the origin semantics, a transduction is a set of pairs from $\Sigma^{*} \times(\Gamma \times \mathbb{N})^{*}$ such that the output from $(\Gamma \times \mathbb{N})^{*}$ also records at which position of the input it was generated. Every formalism used for describing transductions, be it transducers, logic or expressions, can be enriched by the origin information in a natural way. For example, the origin semantics for 1NFT is the same as a synchronization language - recall from Section 2 that this is a language of interleavings of input and output letters, and that there could be many synchronization languages representing the same relation. For 2NFT, the origin semantics is conveniently described by origin graphs, which are special graphs consisting of two total orders (for the input and the output), together with edges from output positions to input positions (the origin mapping). For example, the two origin graphs of Figure 4 are different, although they have the same input/output pair.

Recall that a string-to-string function is called regular if it is realized by one of the following, equivalent formalisms: 2DFT, DSST, MSO transductions. The main contribution
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Figure 4 Two origin graphs; the upper line is the input, the lower line the output.
of [17] was to show a Myhill-Nerode theorem for regular functions with origin semantics, and give an effective characterization for the subclass of FO transductions. The result amounts to define left and right congruences, as follows. Recall that the Nerode (right) congruence for a language $K$ defines $u \equiv v$ if $u^{-1} K=v^{-1} K$. Similarly, for a function $f: \Sigma^{*} \rightarrow \Gamma^{*}$, we define a right congruence by $u \equiv_{R} v$ if $f_{u_{-}}=f_{v_{-}}$, where $f_{u_{-}}(w)$ is obtained from $f(u w)$ by replacing all maximal non-empty factors with origins inside $u$ by a special marker $\bullet$. For example, for $f(w)=w w$ there are two possibilities for $f_{u_{-}}$, depending on whether $u$ is empty or not: one is $v \mapsto v v$, and the other is $v \mapsto \bullet v \bullet v$. Symmetrically, one defines a left congruence $\equiv_{L}$ using $f_{-} u(w)$, that is obtained from $f(w u)$ by replacing with $\bullet$ all maximal non-empty factors with origins inside $u$.

- Theorem 21 ([17]). Let $f$ be a string-to-string function with origins.

1. $f$ is regular if and only if the associated congruences $\equiv_{L}$ and $\equiv_{R}$ have finite index.
2. A regular $f$ is origin-equivalent to an $F O$ transduction if and only if all classes of the associated congruences $\equiv_{L}$ and $\equiv_{R}$ are $F O$-definable languages.

An immediate consequence of the above theorem is that one can decide FO-definability in the origin semantics. Using that the congruences $\equiv_{L}$ and $\equiv_{R}$ can be tested in PSPACE we get:

- Corollary 22. The problem whether given 2DFT or DSST is origin-equivalent to some FO transduction is PSPACE-complete.

Register minimization of DSST is another problem that can be solved under the origin semantics, as stated below. The main ingredient of the characterization is the notion of $k$-crossing. Formally, an output position $y$ is said to cross an input position $x$ if the origin of $y$ is $x$ or to the left of $x$, and the origin of $y+1$ is to the right of $x$ (if $y+1$ is defined). An origin graph is $k$-crossing if every input position is crossed by at most $k$ output positions.

- Theorem 23 ([19]). A set $\mathcal{G}$ of origin graphs is realizable by a $k$-register DSST if and only if it satisfies all conditions below:

1. every graph in $\mathcal{G}$ is $k$-crossing,
2. there is a constant $c$ such that, for all graphs in $\mathcal{G}$, every input position is the origin of at most c output positions,
3. $\mathcal{G}$ is MSO-definable.

Taking the right hand-side graph of Figure 4 as an example, one sees that $c=k=1$, and the MSO formula defining such graphs says, among other things, that the origin of the output position $y+1$ is the predecessor of the origin of $y$.

Another quite interesting phenomenon is that the equivalence problem becomes decidable in the origin semantics, even for non-deterministic, two-way transducers with common guess:

- Theorem 24 ([21]). The origin-equivalence problem for 2NFT (possibly enhanced with common guess) is PSPACE-complete.

The previous result is consistent with the intuition that under the origin semantics, one does not reason anymore on two separate objects (input and output), but on one single object (the origin graph). In this perspective, it becomes natural to ask whether some amount of information can be removed from the origin semantics, while still preserving decidability of equivalence. The argument below reveals that not much information can be removed.

Consider a modified notion of origin, that instead of mapping output positions to input positions, defines an equivalence on the output so that any two positions are equivalent when they have the same origin in the input. A small modification of the proof of Theorem 2 show that decidability of equivalence is lost under this weaker semantics. Indeed, one can replace the pairs ( $w u, c^{n}$ ) that encode non-solutions of the PCP instance by pairs of the form $\left(w^{\prime} u^{\prime}, c^{n}\right)$, where $w^{\prime} u^{\prime}$ is obtained from $w u$ by inserting a fixed dummy word $\quad \cdots$ ь between every two consecutive positions, so that it becomes possible to produce at most one output letter at each input position. In this case, the equal-origin information becomes vacuous, and the universality problem turns out to be undecidable.

## 6 Conclusions

We have reviewed some of the fundamental questions on string transducers, mostly concerning characterization and equivalence problems. Some of the problems were shown decidable, notably in the single-valued and in the finite-valued case, but a few important problems remain open.

This is the case, for instance, for the FO-definability problem for regular functions: given a 2DFT or a DSST, is it equivalent to some FO transduction? As a possible first attempt, one may try to look at FO-definability for restricted variants of 2DFT and DSST (e.g. sweeping 2DFT and concatenation-free DSST), trying to lift the known characterization for 1DFT.

Another challenging question that remains unanswered is whether $k$-valued NSST are as expressive as $k$-valued 2NFT, or strictly more expressive. The related problem of testing equivalence of $k$-valued NSST is also open. A solution to both problems might stem from a decomposition theorem, that is, from a proof that every $k$-valued NSST can be decomposed into an equivalent finite union of DSST. This latter result however seems rather difficult to get, due to the underlying word combinatorics. Also in this case, it might be helpful to consider first the problem for the restricted class of concatenation-free NSST.

We finally recall a couple of open problems related to equivalence and single-valuedness of SST. We have seen that equivalence for single-valued NSST is Pspace-complete, but what about DSST? Is the equivalence problem still PSPACE-hard, or is it possible to exploit determinism to lower the complexity? Similarly, the problem of testing singe-valuedness on NSST is shown to be in Pspace, but no matching lower bound is known. Finally, the problem of minimizing the number of registers in a DSST is also open.
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#### Abstract

The area of algorithmic data science provides new opportunities for researchers in the algorithmic community. In this paper we will see examples that demonstrate that algorithm engineering is the perfect basis for algorithmic data science. But there are also many open interesting questions for purely theoretically interested computer scientists. In my opinion, these opportunities should be taken because this will be fruitful for both areas, algorithmics as well as data sciences. I like to call for more participation in algorithmic data science by our community. Now we have the opportunity to shape this new emerging field.
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## 1 Introduction

"Data is the new oil. It's valuable, but if unrefined it cannot really be used." - You may have read this quote, originally phrased by the Mathematician Clive Humby in 2006, several times. However, more than 12 years later, it is still relevant.

The ongoing digital transformation of business and society also affects science. The incoming amount of data that is stored and communicated is still increasing. Autonomously driving cars are not only recording data by various sensors but also sending their data (e.g., location, speed) to other cars that will be analysed in order to avoid critical situations. Smart home sensors are not only convenient but are very helpful for senior citizens who prefer to spend their life at home instead of institutional care. There are many other application domains, e.g., social media interaction, web mining, and video streaming systems. Concerning science, data analysis already became essential in many areas, e.g., biology, chemistry, medicine, neuroscience, linguistics, and geography.

Data science is the field responsible for extracting information out of (unstructured) data. This includes data integration, data cleaning, mathematical modelling, data analysis, and visualisation. Originally settled in the field of statistics, with increasing data sizes, also computer science and applied mathematics became increasingly relevant to the field. However, in contrast to common believe, for the analysis of the data, not only machine learning knowledge is needed. The area of data science is very broad, and not all the tasks need statistical concepts or machine learning. There are many problems for which fundamental and deep knowledge of theoretical aspects of computer science is needed.
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In this paper we will see that data analysis provides many opportunities for researchers based in theoretical computer science as well as in algorithmic theory and algorithm engineering. However, there is only a very small overlap of researchers having published in both, leading theoretical computer science venues and data mining venues. The author is convinced that the field of data science will need more researchers from the theoretical computer science community. Experience shows that when co-authors from both communities join their forces, the outcome is quite profitable. For example, very recently, the mixed team Ben-David, Hrubeś, Moran, Shpilka, and Yehudayoff [8] has shown that simple scenarios of learnability are undecidable using the standard axioms of mathematics. For their proof they used the equivalence between learnability and compression. The purpose of this paper is to call for more activity of our community concerning data science tasks. In order to be more visible and to make our algorithmic basis clear, we could, e.g., start an initiative and make the name algorithmic data science our own.

The paper is organised as follows. Section 2 motivates the need for algorithmic data science performed by theoretical computer scientists and provides a brief introduction into data science and its main analysis tasks. Section 3 is more specific and gives an introduction to the wide area of graph similarity. The author has chosen this topic, since it is quite important in data science and machine learning, and it has many relations to different fields, since it connects graph algorithms with graph theory, algebra, descriptive logic, pebble games, linear programming relaxations, and functional analysis. Last but not least, there are plenty of interesting open questions.

## 2 Motivation

The vast majority of publications in data mining conferences and journals is applied. Similarly to algorithm engineering, in the top ranked publication venues also some kind of theory is mandatory. The area of algorithm engineering is relatively close to algorithmic data science, since it is about the design, theoretical analysis, implementation, and experimental evaluation of algorithms and data structures. The focus is on solving a real problem with realistic data provided by practitioners. Algorithm engineering researchers are always interested in the application of their research results. In order to be successful (in publishing at high ranked algorithmic venues) a solid basis on fundamental theoretical algorithmic knowledge is needed. It is important to be able to assess the limits of what is feasible and, if this does not meet the practical requirements, to be able to extend feasibility by means of guaranteed approvals. Alternatively, the structure of the data may help for making an approach efficient or sometimes also the change of the mathematical model of the problem. Sometimes this even leads to better practical and theoretical methods (see, e.g., subsection 3.1). Algorithmic data science essentially asks for the same. The aim is to develop new algorithms and tools for the analysis of the given data. Also for these tasks, a solid and deep knowledge of algorithmic concepts is needed. In both areas, close cooperation with the respective domain scientists is necessary.

## Topics of interest for theoretical computer scientists

Blum, Hopcroft, and Kannan [9] recently published a book titled "Foundations of Data Science", since they were convinced that the "emergence of the web and social networks as central aspects of daily life presents both opportunities and challenges for theory" ([9], p. 9). They state that in their book they "cover the theory we expect to be useful in the next 40 years" ([9], p. 9). This includes high-dimensional geometry, singular value decomposition,
random walks, sampling, sketching, streaming, clustering, graphical models, and foundations of machine learning.

In his book "Data Mining: The Textbook" [2] Aggarwal argues that the following four problems are fundamental to the process of analysing data: clustering, classification, association pattern mining, and outlier detection. However, an important basis for all of these are distances and similarity.

Clustering is the task to group the given data points so that items within the same group are more similar to each other than to outside items. Already from this definition it becomes clear that there are many possibilities to formally define the clustering problem. Clustering has been studied for a long time in the statistics community and in practical computer science (e.g., data bases, machine learning). Only recently, there is increasing interest by researchers in theoretical computer science (see, e.g., $[1,18]$ ). Clustering has become even more popular during the big data hype, since it can be used for data sparsification and sampling approaches (e.g., [18]). Also for big data approaches on graphs, clustering plays an important role and became a research object of its own in the area of sublinear algorithms (e.g., [14]).

In contrast to clustering which belongs to so-called unsupervised learning, classification is a supervised learning approach. In classification a training set of data is provided whose items are labelled by its classes (groups). The aim is to train a classifier so that a new incoming item will be assigned to its correct class. Similar to clustering, also classification problems differ widely and have many applications in practice, e.g., in medicine for making decisions or predictions. Other popular applications are in spam detection. Classification is mostly studied in the machine learning community, while the related regression problems, where the labels are continuous, are mostly studied in statistics. However, this separation increasingly disappears. Popular approaches are support vector machines (e.g., in combination with kernel functions), $k$-nearest neighbour methods, logistic regression, Bayes classifiers, decision tree methods, and deep learning.

A popular data mining task is to find frequent patterns in a data set. A given parameter defines the minimum support $s$. An item is said to be frequent if it occurs at least $s$ times. For example, in a graph $G$ the set of (frequent) subgraphs (often restricted to a certain size) are those appearing at least $s$ times in $G$. In a (temporal) sequence of data the considered patterns are subsequences. The aim is to find inherent regularities in the data. This is useful for deriving similarity measures on given data sets, which is important for clustering, classification, and outlier detection. Association pattern mining denotes a generalisation of frequent pattern mining, since it does not only rely on absolute frequencies but also on other statistical quantifications leading to association rules from a statistical perspective. The confidence of a rule $A \Rightarrow B$ is defined as the fraction of data points containing $A$ that also contain $B$. The algorithmic aspects of frequent pattern mining problems have been studied widely in the early data mining literature. In their book [3], Aggarwal and Han provide a great survey on the current state of this topic.

Outlier detection is the problem of finding data items that are different from the majority of the given data set. Outliers may reflect errors in the data or they may belong to certain interesting rare events (e.g., in physics). Applications include fraud detection, network intrusion detection, finding unusual symptoms in medicine, or measuring errors from sensors. Also for this task, many models and approaches have been developed so far. There are statistical models (e.g., statistical tests), models based on spatial proximity (e.g., $k$-nearest neighbour), density-based techniques, ensemble techniques, and many more. The three above mentioned data analysis tasks clustering, classification, and association pattern mining can be used for finding outliers.

All of the above tasks rely on a notion of similarity or dissimilarity. For vectorial data or spatial data it is natural to use distance functions (two points are close to each other if their distance is small), whereas for graphs the notion of similarity is more common. In this context, also fundamental algorithmic techniques and data structures such as finding nearest neighbours and locality-sensitive hashing are useful.

It is important to develop special methods for certain data domains. For text data, pattern mining algorithms as well as compressed data structures are relevant. Of increasing interest are sequence data and time-series data recorded by sensors. For these data types, topics like sequence similarity, time series forecasting, classification, motifs, clustering, and outlier detection are of interest. Streaming algorithms are essential for dealing with continuous data streams.

Spatial data appears in the public health sector, energy and water supplies, smart cities, and many other domains. Examples are, e.g., remotely-sensed satellite images for weather forecast, climate, or crops. In summer 2018, the University Consortium for Geographic Information Science (UCGIS) published a call to action for bringing the geospatial perspective into data science degrees and curricula [47].

A natural representation for linked data sets are graphs. Some applications lead to sequences of large graphs, such as the web graph, while others to large numbers of small static graphs as in chemical molecule databases. One example of successful algorithmic data science where both communities, the data mining and the algorithmic community merged, is the computation of distances in a graph, which is important for social network analysis (e.g., centrality metrics). Other topics such as connectivity, matchings, network design and partitioning problems have not yet been brought to data science attention, although there will be potential. Concerning the classical basic graph algorithms, Skiena states: "I have not seen these tools applied as generally in data science as I think they should be" ([45], p. 323). A possible reason for this may be that the graphs tend to be quite large. On the other hand, this maybe overcome with graph sketching, graph sparsification, graph sampling, sublinear graph algorithms, and network summarisation. All of these are topics studied in the theoretical computer science community and of interest to data science.

## 3 Graph Similarity

The basis for many data analysis tasks for graphs and networks like clustering, classification and outlier analysis is graph similarity. One can think of many different models and definitions for this depending on the current applications. Although some similarity notions have been studied from practical and theoretical perspectives already, there are still many open questions.

### 3.1 Isomorphism based Approaches

Graph similarity is closely related to graph isomorphism. In the data mining literature, the notion of exact graph matching is devoted to find strict correspondences between two graphs being matched, or at least their subgraphs.

## Graph isomorphism

Obviously, two graphs are most similar if they are isomorphic to each other.

- Definition 1. Let $G=\left(V_{G}, E_{G}\right)$ and $H=\left(V_{H}, E_{H}\right)$ be two simple graphs. A bijective map $\pi: V_{G} \rightarrow V_{H}$ is a graph isomorphism if the following holds:

$$
\forall v, w \in V_{G}:(v, w) \in E_{G} \Longleftrightarrow(\pi(v), \pi(w)) \in E_{H}
$$

The graph isomorphism problem asks the question if a graph isomorphism between two given graphs exists.

The complexity of the graph isomorphism problem is still open. NP-completeness of the problem would result in the collapse of the polynomial time hierarchy to its second level [41]. There are quite a few special graph classes for which the graph isomorphism problem is known to be solvable in polynomial time such as planar graphs [26], bounded degree graphs [33], and graphs of bounded tree width [10]. A quite general result by Grohe and Marx shows that the graph isomorphism problem can be solved in $O\left(n^{f(|H|)}\right)$ time for $H$-topological-minor-free graphs [22], where $f$ denotes a function. For a long time, fixed-parameter-tractability of the graph isomorphism problem concerning the parameter tree width was open. Recently, Lokshtanov et al. [32] solved the problem by suggesting a graph canonisation approach leading to a $2^{O\left(k^{5} \log k\right)} n^{5}$ time algorithm that either solves the graph isomorphism problem for two given graphs or concludes that one of the graphs does not have tree width bounded by $k$. Grohe et al. [23] have improved this result to an isomorphism test for graphs with tree width $k$ with running time $O\left(2^{k} \operatorname{polylog}(k) \operatorname{poly}(n)\right)$.

The theoretically best algorithm for general graphs known is the quasi-polynomial time algorithm by Babai [6]. Surprisingly, most practical instances on general graphs can be solved quite fast. However, most of the graph pairs provided for graph analysis are not isomorphic to each other and we are interested in their similarity.

## Maximum common subgraph

A natural extension of graph isomorphism to graph similarity between $G$ and $H$ is to search for the largest subgraph that is contained in $G$ and $H$. This gives rise to the maximum common subgraph problem.

- Definition 2. Let $G=\left(V_{G}, E_{G}\right)$ and $H=\left(V_{H}, E_{H}\right)$ be two simple graphs. A graph $C$ is called a common subgraph if there exist two vertex sets $R \subseteq V_{G}$ and $S \subseteq V_{H}$ so that the induced subgraphs $G[R]$ and $H[S]$ are isomorphic to $C$. The common subgraph of largest size is called the maximum common subgraph.


Figure 1 Two graphs and their maximum common subgraph displayed with blue vertices. The red darts demonstrate the mapping between the two isomorphic subgraphs.

Figure 1 shows two graphs and their maximum common subgraph. In contrast to the graph isomorphism problem, the maximum common subgraph problem is well-known to be NP-hard. Also here many variants are possible by asking for non-induced subgraphs
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or introducing weights to the vertices and edges. Kann studied the complexity of several variations of the maximum common subgraph problem including approximation [27]. In practice, researchers often use the relationship between the maximum common subgraph problem and the maximum clique problem in the product graph of $G=\left(V_{G}, E_{G}\right)$ and $H=\left(V_{H}, E_{H}\right)$. If the graphs are small, then the algorithm by Bron and Kerbosch [12] can be used which enumerates the set of all maximal cliques in a graph. For larger graphs, this can be combined with branch-and-bound techniques. The theoretical fastest clique algorithm by Robson [40] leads to running time $O\left(2^{0.249\left|V_{G}\right|\left|V_{H}\right|}\right)$. However, this algorithm has not been published so far and is quite involved. Therefore, the result by Fomin, Grandoni, and Kratsch [19] is of interest for practitioners, since it introduces a simple algorithm with running time $O\left(2^{0.288\left|V_{G}\right|\left|V_{H}\right|}\right)$. In [30] Kriege suggested an algorithm based on graph canonisation with running time $O\left(2^{V_{H}+V_{G}^{1 / 2+o(1)}}\right)$ assuming that $\left|V_{G}\right| \leq\left|V_{H}\right|$.

Concerning special graph classes, the maximum common subgraph problem remains NP-hard even if both given graphs are trees [11]. However, if the output is restricted to be connected, then this problem can be solved in polynomial time [35]. Akutsu and Tamura [4] have shown that the maximum common connected subgraph problem is NP-hard in vertexlabeled partial 11-trees of bounded degree. Kriege et al. [28] have shown that the problem remains NP-hard in biconnected partial 2-trees with all but one vertex of degree three or less.



Figure 2 The structure of the caffeine molecule and its molecule graph with vertex labels (atoms) and edge attributes (single or double bonds).

In practice, this problem is highly relevant for chemical molecule databases used for drug design. Molecule graphs are often outerplanar, almost all of them are planar. They have bounded tree width and vertex degree. Very important are the vertex and edge labels corresponding to atoms and activity attributes (see Fig. 2). Chemists want to find small molecules having a similar function as a given molecule or they want to conduct highthroughput screening in order to find promising candidates. Graph similarity approaches work well for answering these type of questions, since there is a direct connection between the structure (atoms and their bonds) and the effect of a molecule. When studying the chemical problem, it turned out that a restricted version of the maximum common subgraph problem which preserves the blocks (maximal biconnected components) and the bridges of the input graphs, is even of more relevance to the chemists. Luckily, this restricted version can be solved in polynomial time [28] in contrast to the original stated problem. For outerplanar bounded degree graphs, the block-and-bridge preserving maximum common connected subgraph can be computed in quadratic time [16]. These examples show that looking at the practical data as well as analysing the given practical problem may often help to find theoretically and practically useful algorithms. A new direction relevant to molecular graphs is to further relax the restriction of isomorphism and instead only require a homeomorphism (see, e.g., [17]). Recently, Kriege, Humbeck and Koch [29] have provided a survey on chemical similarity and substructure search in the area of drug design.

### 3.2 Distance based Approaches

Distance based approaches for graph comparison have been used widely in the machine learning community and in certain application domains like bioinformatics.

## Frobenius distance

A natural distance measure between two graphs $G$ and $H$ is to search a permutation of the vertex set of $G$ so that the number of edge mismatches is minimised. The Frobenius distance between two graphs investigated in [25] takes up this idea. Here, a permutation $\pi$ of the rows and columns of the adjacency matrix $A_{G}$ is searched that minimises the Frobenius norm of the matrix $A_{G}^{\pi}-A_{H}$. Although this problem has been extensively studied in the machine learning literature (also called graph matching) only few theoretical results are known. Recently, Grohe, Rattan, and Woeginger [25] have investigated the complexity of this and related problems. They have shown that this graph similarity problem is NP-hard even if both input graphs are trees or if one input graph is a path. On the other hand, the authors show that in the case that the two graphs are a path and a tree, the problem can be solved in polynomial time. On the positive side, they also show that the weighted version (taking weights of the edges into account) of the graph similarity problem related to the Frobenius norm is tractable if both adjacency matrices are positive semidefinite and have bounded rank, and where one of the matrices has a bounded clustering number. For details, please see [25]. Many problems in this area are worth further studying. It would be of interest if the problem or some restrictions can be approximated in polynomial time. Also results concerning fixed-parameter-tractability would be of great interest for algorithmic data science.

## Graph edit distance

A more general distance is the graph edit distance in which the goal is to transform graph $G$ into graph $H$ by adding, substituting or deleting vertices and edges with the smallest total cost. This very general problem is often used in bioinformatics (e.g., for sequence comparisons), since it has the advantage that arbitrary vertex and edge attributes (e.g., labels) and many different cost functions and edit operations can be taken into account. However, this flexibility also comes with costs. The graph edit distance is a generalisation of the maximum common subgraph problem, which is NP-complete and hard to approximate with given guarantees [27]. Practical approaches for computing the graph edit distance of two given graphs are often based on backtracking or tree search algorithms and work for small graphs only. Recently, a binary linear programming formulation for computing the graph edit distance has been proposed (Lerouge et al., 2017), which allows to compare graphs of moderate size using state-of-the art general purpose solvers.

### 3.3 Weisfeiler-Leman Approaches

Despite the fact that the complexity of the graph isomorphism problem is open, experience shows that the problem can be solved quite fast in practice for most instances. The basis for many of the practical algorithms (e.g., nauty [36]) as well as for the quasi-polynomial time algorithm by Babai [6] is the vertex colouring algorithm by Weisfeiler-Leman ${ }^{1}$. The hypothesis

[^5]that similar graphs tend to have similarly coloured vertex sets led to its usage for classification tasks. For many practical tasks, Weisfeiler-Leman based classification (also called colour refinement) successfully competes with or even dominates the best state-of-the-art methods.

## Basic Weisfeiler-Leman

The Weisfeiler-Leman algorithm (WL) simultaneously colours the vertices of the two given graphs iteratively. In the beginning, all vertices get the same colour $c$. In each iteration, the vertex sets of each colour class are further separated. This is done by looking at the neighbours of each vertex. E.g., if a vertex $v$ has three neighbours of a colour $c$ while vertex $w$ has only two neighbours of colour $c$, then $v$ and $w$ will get different colours. The algorithm stops if the colour classes do not change anymore. If now the two given graphs have different colour classes, we know that these graphs cannot be isomorphic to each other.

Figure 3 shows two graphs and their colouring after the second iteration. By looking at the colour histograms of each graph, which are different for our example, it becomes clear that the two graphs cannot be isomorphic to each other. So we do not even need to compute further iterations. We say that the Weisfeiler-Leman algorithm distinguishes the two graphs if the colour patterns are different.


Figure 3 The first iterations of the WL-algorithm for two graphs $G$ and $H$.

In the case that the colour classes are identical after the final round of the WeisfeilerLeman algorithm, we cannot be sure if both graphs are isomorphic to each other. Consider, for instance, a $k$-regular graph (all vertices have degree $k$ ). The algorithm would stop after the first round, since every vertex has the same number of neighbours of colour $c$. Hence all vertices get the same colour. Hence, the WL algorithm can be used as a heuristic with one-sided error for solving the graph isomorphism problem.

WL has the nice property that two random graphs will end up with different colour classes with high probability [7]. In data analysis, the algorithm is been used for solving classification problems via graph kernels. Graph kernels have been used with established learning algorithms such as support vector machines and have proven to be a key technique for solving classification and prediction tasks on graphs [43].

A graph kernel is a similarity measure between graphs, which can be represented as a dot product between feature vectors obtained from the graphs. The colour histograms after every round of the WL-algorithm directly provide such a feature vector. E.g., in our example the feature vector after the first round for $G$ would be $(3,1,1)$ (three yellow, one red, one blue) and after the second round ( $2,0,0,1,1,1,0$ ) (because there is no red, blue or dark green coloured vertex in $G$ ). In order to get one feature vector, we can simply concatenate the two feature vectors, hence we get $(3,1,1,2,0,0,1,1,1,0)$. We could also scale some of these vectors up or down. The similarity measure is then given by the dot product of these feature vectors. By doing this for all pairs of graphs in a given data set, we get a similarity function that can be plugged into a learning algorithm, such as a support vector machine.
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Figure 4 An example for the first rounds of 2-WL (set-based) for a graph $G$.

## Higher dimensional Weisfeiler-Leman approaches

We get a stronger version of the WL algorithm by colouring the set of all $k$-tuples or $k$-sets of vertices. There are many different possibilities to generalise the WL approach to $k$ dimensions by defining the neighbourhood of the elements. So be aware about the different definitions in the literature, in particular, if results from other papers concerning the $k$-WL are used. Most results may be true for the various definitions, but not all of them.

For simplicity we discuss the version in which we consider the set of all unordered $k$-sets instead of tuples. Then we say that two $k$-sets of vertices are neighbours if they differ in exactly one element. Initially, the $k$-sets $R$ and $S$ get the same colour if the induced graphs $G[R]$ and $H[S]$, respectively, are isomorphic to each other. In each iteration two $k$-sets $R$ and $S$ of the same colour get different colours, if there exists a colour $c$ for which $R$ and $S$ have a different number of neighbours coloured $c$. Figure 4 shows an example for $k=2$.

It turns out that, in general, the $k$-WL algorithm is stronger than the original WLalgorithm in the sense that it is able to distinguish two non-isomorphic graphs (answer "not isomorphic") whenever the original is able to do so. Moreover, for large enough $k$, the generalised approach would be able to solve the graph isomorphism problem. However, note that already the initialisation phase for $k=n$ asks for solving the graph isomorphism problem. Babai in his quasi-polynomial algorithm uses the $k$-tuple WL for $k=O(\log n)$ and many other involved algebraic techniques [6]. Cai, Führer, and Immerman [13] have shown that for every $k$ there exist 3-regular graphs $G_{k}$ and $H_{k}$ of size $O(k)$ that are not distinguishable by the $k$-WL. Altogether we can say that the $k$-WL for $k \geq 2$ is quite strong, but it is also slow to compute.

Because the $k$-WL algorithm is too slow for using it for classification tasks in data analysis, we have suggested a local version which takes the graph structure into account [37]. Here, we say that two $k$-sets are neighbours if they differ in exactly one element and there is an edge from a vertex in $R$ (resp. $S$ ) to a vertex in $S$ (resp. $R$ ). So our new local kernel takes both, local and global graph properties into account. Since for sparse graphs the neighbourhood of a $k$-set in the local WL is much smaller compared to the neighbourhood in the original $k$-WL, the algorithm runs much faster on such graphs. Our experiments on several graph classification benchmarks have shown that our kernels often outperform the state-of-the-art in terms of classification accuracies.

Surprisingly, in our experiments, our local version concerning $k$-sets (we tested for $k=2,3$ ) was at least as strong as the global $k$-WL and often even stronger. Also the number of colour classes of our local version is in general larger than that of $k$-WL (see, e.g., Fig. 5). This is nice, since in the best case, every vertex gets a different colour; and then it is easy to distinguish two non-isomorphic graphs. Currently, we are investigating the relationships more deeply; our theoretical as well as new empirical results can be found in [38]. Observe that there are quite a few different definitions of the $k$-WL in the literature, which differ in their strength. For more information, see, e.g., [21].


Figure 5 An example for the first rounds of the local 2-LWL (set-based) for a graph $G$.

Linear programming provides a nice relationship between graph isomorphism and the outcome of the Weisfeiler-Leman algorithm. There is a natural integer linear program for the graph isomorphism problem in which the nonnegative integer solutions of the equation system correspond to permutation matrices. Tinhofer [46] has denoted the nonnegative fractional solutions of the LP-relaxation of this integer linear program fractional isomorphisms. He has shown that two graphs are fractional isomorphic if and only if the Weisfeiler-Leman algorithm is not able to distinguish them.

## Weisfeiler-Leman and its relation to descriptive complexity

Cai, Han, and Führer [13] have revealed interesting connections between the $k$-WL and descriptive complexity. They provide a linear lower bound for the number of variables needed for first-order logic with counting to distinguish a sequence of pairs of graphs $G_{n}$ and $H_{n}$. The authors prove the equivalence of the $k$-variable language with counting and the ( $k-1$ )-dimensional WL. Then they introduce combinatorial pebble games and prove that they are logically equivalent in the considered languages.

Atserias and Maneva [5] provide an equation system related to the generalisation of the Weisfeiler-Leman algorithm to $k$-tuples which is in close relation to the level- $k$ Sherali-Adams relaxation of Tinhofer's equation system. More precisely, they show that the levels of the Sherali-Adams hierarchy of linear programming relaxations applied to Tinhofer's equation system interleave with the levels of $k$-dimensional Weisfeiler-Leman, and in addition with the levels of indistinguishability in a logic with counting quantifiers and bounded number of variables. The former results have also been obtained by Malkin [34] using polyhedral arguments. Grohe and Otto [24] have further simplified the arguments and strengthened the above result using a modified $k$-pebble counting game.

## Counting homomorphisms

In the graph mining community, graph similarity is often measured by counting small subgraphs. For example, for a given input graph, the number of triangles, paths of length 4 , and subtrees of certain sizes and structure are counted. These counts provide the input values for a feature vector for this graph. The dot product yields a graph kernel which can then be used for graph classification using a support vector machine (e.g., see [44]).

Dell, Grohe, and Rattan [15] suggest to count homomorphism vectors restricted to certain subgraphs instead. Their motivation is a classical result due to Lovász stating that a graph $G$ can be characterised by counting the homomorphisms from the set of all graphs $F$ to $G$. The authors show that if the homomorphism vectors are restricted to trees, then the feature vectors of the homomorphism counts of two graphs are identical if and only if the Weisfeiler-Leman algorithm does not distinguish the graphs. The LP-relaxation of the natural
integer linear program for the graph isomorphism problem has a rational solution if and only if the two feature vectors of the homomorphism counts are identical [15]. Moreover, the authors generalised their result to the $k$-dimensional Weisfeiler-Leman algorithm. For this, they restrict the homomorphism counts to the graph class of all graphs of tree width at most $k$. Then they show that the following three statements are equivalent:
(i) The feature vectors of the homomorphism counts restricted to the graph class of graphs with tree width at most $k$ of two given graphs are identical.
(ii) The $k$-dimensional Weisfeiler-Leman algorithm does not distinguish both graphs.
(iii) The system of linear equations has a nonnegative solution.

The following results have been proven for one direction only: In the case that the system of linear equations has a real solution, then the feature vectors of the homomorphism counts restricted to the graph class of graphs with path width at most $k$ of two given graphs are identical. It is still open if the converse holds. The authors state that it would be very interesting to study the graph similarity measures induced by the homomorphism vectors [15].

## Weisfeiler-Leman and deep learning

Deep neural networks are incredibly popular these days, since they have led to qualitative breakthroughs on a wide variety of tasks. They are among the most successful machine learning approaches for voice recognition and image recognition. Today they are used for almost any application related to sound, text, images, videos, graphs, and time series. Although there is plenty of successful empirical research on a wide variety of applications, there are only few theoretical papers explaining their behaviour.

Gilmer et al. [20] have suggested a message passing neural network for graphs with vertex and edge features which covers most of the current graph neural networks. Similar to Weisfeiler-Leman, also these graph neural networks are based on neighbourhood aggregation. In contrast to WL, the aggregation functions do not need to be discrete, and the architecture of the $T$-layered network defines the neighbourhood.

Morris et al. [39] have studied the relationship between Weisweiler-Leman and graph neural networks. The authors have shown that graph neural networks can be viewed as a neural version of the Weisfeiler-Leman algorithm, in which the colours are replaced by continuous feature vectors. The neural networks aggregate over the vertex neighbourhoods. The paper shows that although the graph neural networks are more flexible concerning learning tasks, they are not able to distinguish pairs of non-isomorphic graphs that cannot be distinguished by Weisfeiler-Leman. On the other hand, there exist architectures and parameters so that graph neural networks have the same strength as Weisfeiler-Leman. Based on their observation, the authors have suggested so-called $k$-graph neural networks as well as new hierarchical versions, and prove an equivalence concerning strength to the $k$-dimensional Weisfeiler-Leman approach. Their experimental study has revealed that their new hierarchical approach is able to dominate the state-of-the-art approaches. This a nice example where theory does lead to innovative approaches improving the practical state-of-the-art.

## 4 Conclusion

This paper tries to motivate the readers to get interested to the area of algorithmic data science. There are plenty of opportunities for achieving new theoretical results as well as practical impact. The paper should not be seen as a survey on the area of data analysis on graphs but rather as an attempt to get the reader interested in algorithmic data science. If you want to learn a bit more, you can find some suggestions in the following.
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Skiena [45] wrote a great book that gives a nice introduction into data science focusing on the skills and principles needed for the whole process including data integration, data cleaning, data analysis and visualisation. In particular, the author provides intuition for the presented statistical and mathematical concepts. The recent books by Blum, Hopcroft, and Kannan [9] as well as Aggarwal [2] dig deeper into theory (see section 2). Leskovec, Rajaraman and Ullman [31] cover certain aspects concerning Web mining including the technology of search engines like link-spam detection and recommendation systems. Other interesting books are, e.g., [48] and [42].
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#### Abstract

Suppose the fastest algorithm that we can design for some problem runs in time $O\left(n^{2}\right)$. However, we want to solve the problem on big data inputs, for which quadratic time is impractically slow. We can keep searching for a faster algorithm, but maybe none exists. Is there any reasoning that provides evidence against significantly faster algorithms, and thus allows us to stop searching? In other words, is there an analogue of NP-hardness for polynomial-time problems?

In this tutorial, we will give an introduction to fine-grained complexity theory, which allows to rule out faster algorithms by proving conditional lower bounds via fine-grained reductions from certain key conjectures. We will define these terms and show exemplary lower bounds.
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## 1 Introduction

The traditional way of establishing a problem as intractable is to prove it to be NP-hard. This makes a polynomial-time algorithm unlikely, so even for medium-size instances we cannot expect to solve the problem in reasonable time, at least on worst-case instances.

However, in a modern big data world with inputs such as DNA sequences, social network graphs, or sensor network measurings, even a quadratic-time algorithm can be too slow and essentially only near-linear-time algorithms are feasible. This shift necessitates changes in intractability theory. In order to avoid searching until eternity for a faster algorithm that does not exist, we need intractability tools that establish far-from-linear lower bounds. In other words, we need an analogue of NP-hardness for polynomial-time problems. Unfortunately, P vs. NP is too coarse to even differentiate between running time $O(n)$ and $O\left(n^{100}\right)$, and no techniques for proving unconditional lower bounds higher than $\Theta(n \log n)$ are known.

Therefore, the modern approach is to prove conditional lower bounds. To this end, we start from a widely believed conjecture ${ }^{1}$ about the time complexity of a key problem, and transfer the conjectured intractability to another problem via a fine-grained reduction, yielding a conditional lower bound on how fast the other problem can be solved. An exemplary conjecture is the Strong Exponential Time Hypothesis, which essentially states that any algorithm for Satisfiability requires time $2^{(1-o(1)) n}$ in the worst case [31], see Section 2 for details. The resulting area of fine-grained complexity theory, also sometimes called hardness in $P$, had initial results in the early 90s [29], was heavily influenced by developments in the fixed-parameter tractability community [23,27,33], and started to mature in the last 5 years, with a wealth of publications appearing every year at the topmost theory conferences, see $[1-4,6-15,17,18,20,21,25,30,34,35,39]$.
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The development of fine-grained complexity theory in particular enabled the design of conditionally best-possible algorithms: On the one hand, we design an efficient algorithm running in some time bound $T(n)$, on the other hand, we prove a conditional lower bound ruling out time $T(n)^{1-\delta}$ for any $\delta>0$ using fine-grained complexity theory. Together, we determined $T(n)$ as the best-possible time complexity of our problem (up to lower order factors and conditional on a plausible complexity-theoretic assumption). This provides strong indication to stop searching for a faster algorithm.

Despite fine-grained complexity theory being a young field of research, conditionally bestpossible algorithms have already been found for various problems. The fine-grained approach has been particularly successful for dynamic programming problems. For instance, assuming the Strong Exponential Time Hypothesis, quadratic running time is essentially optimal for similarity measures such as Edit distance [13], Longest Common Subsequence [3, 21], and Fréchet distance [18]. These developments have also fueled algorithmic improvements, e.g., the classic $O(n t)$-time algorithm for Subset Sum $^{2}$ from 1957 [16] has been improved to time $O(t$ polylog $(t))$ [19], which matches a SETH-based lower bound [5].

In this tutorial, we give an introduction to fine-grained complexity theory. An overview of the key conjectures is presented in Section 2. We introduce the notions of fine-grained reduction and conditional lower bound in Section 3. Then, in Sections 4 and 5 we show basic examples of fine-grained reductions. Finally, we conclude in Section 6.

## 2 Key Conjectures

The four most central conjectures of fine-grained complexity theory are as follows.

## Satisfiability

Recall the standard $k$-SAT problem: We are given a formula on $n$ Boolean variables in $k$-CNF (i.e., the formula is a conjunction of clauses, where each clause is a disjunction of at most $k$ literals, and each literal is a negated or unnegated variable). The task is to decide whether there is a satisfying assignment (i.e., an assignment of each variable to true or false for which the formula evaluates to true). This problem can be solved naively in time $O\left(2^{n} n^{k}\right)$, by enumerating all $2^{n}$ assignments and checking each of at most $O\left(n^{k}\right)$ clauses. The Strong Exponential Time Hypothesis (SETH) states that the naive running time is essentially optimal when $k$ tends to infinity. More formally, for any $\delta>0$ there is a $k \geq 3$ such that $k$-SAT has no $O\left(2^{(1-\delta) n}\right)$-time algorithm [31].

## Orthogonal Vectors

Given sets $A, B$ consisting of $n$ vectors in $\{0,1\}^{d}$, decide whether there are vectors $a \in A, b \in B$ that are orthogonal (i.e., for any $1 \leq i \leq d$ we have $a[i] \cdot b[i]=0$ ). This problem can be solved naively in time $O\left(n^{2} d\right)$, by enumerating all pairs of vectors and checking orthogonality in time $O(d)$. It is conjectured that Orthogonal Vectors has no $O\left(n^{2-\delta} d^{c}\right)$-time algorithm for any $\delta, c>0$. It is well-known that SETH implies the Orthogonal Vectors conjecture [41].
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## All Pairs Shortest Path

Given a graph $G$ with $n$ nodes and positive edge weights, compute for all pairs of nodes their shortest path distance. The classic Floyd-Warshall algorithm solves this problem in time $O\left(n^{3}\right)[28,40]$. It is conjectured that All Pairs Shortest Path has no $O\left(n^{3-\delta}\right)$-time algorithm for any $\delta>0$.

## 3SUM

Given a set $X$ of $n$ integers, decide whether there are $a, b, c \in X$ with $a+b+c=0$. A folklore algorithm solves this problem in time $O\left(n^{2}\right)$. It is conjectured that there is no $O\left(n^{2-\delta}\right)$-time algorithm for any $\delta>0$.

We remark that for all of these problems, lower order improvements beyond the stated running times are known. For instance, All Pairs Shortest Path can be solved in time $n^{3} / 2^{\Omega(\sqrt{\log n})}$ [42]. However, these improvements are not enough to falsify the conjectures.

## 3 Fine-Grained Reductions and Conditional Lower Bounds

For simplicity and since they form the majority of reductions in the literature, here we only consider many-one reductions, also known as Karp reductions. For a fine-grained variant of Turing reductions, see e.g. [37].

- Definition 1. For problems $P, Q$ and time bounds $t_{P}, t_{Q}$, a fine-grained reduction from $\left(P, t_{P}\right)$ to $\left(Q, t_{Q}\right)$ is an algorithm that, given an instance $I$ of $P$, computes an instance $J$ of $Q$ such that:

1. I is a YES-instance of $P$ if and only if $J$ is a YES-instance of $Q$,
2. for any $\varepsilon>0$ there is a $\delta>0$ such that $t_{Q}(|J|)^{1-\varepsilon}=O\left(t_{P}(|I|)^{1-\delta}\right)$, and
3. the running time of the reduction is $O\left(t_{P}(|I|)^{1-\gamma}\right)$ for some $\gamma>0$.

In particular, if there is a fine-grained reduction from $\left(P, t_{P}\right)$ to $\left(Q, t_{Q}\right)$ and there is an algorithm for $Q$ running in time $O\left(t_{Q}(n)^{1-\varepsilon}\right)$ for some $\varepsilon>0$, then by combining the two we can solve any instance $I$ of $P$ in time

$$
O\left(t_{P}(|I|)^{1-\gamma}+t_{Q}(|J|)^{1-\varepsilon}\right)=O\left(t_{P}(|I|)^{1-\gamma}+t_{P}(|I|)^{1-\delta}\right)=O\left(t_{P}(|I|)^{1-\delta^{\prime}}\right)
$$

for some $\delta^{\prime}>0$. In other words, any significant improvement over time $t_{Q}(n)$ for $Q$ yields a significant improvement over time $t_{P}(n)$ for $P$. Or, equivalently, if $P$ cannot be solved significantly faster than in time $t_{P}(n)$, then $Q$ cannot be solved significantly faster than in time $t_{Q}(n)$.

Suppose we have a fine-grained reduction from (All Pairs Shortest Path, $n^{3}$ ) to $\left(Q, t_{Q}\right)$. Then problem $Q$ cannot be solved in time $O\left(t_{Q}(n)^{1-\varepsilon}\right)$ for any $\varepsilon>0$ unless All Pairs Shortest Path can be solved in time $O\left(n^{3-\delta}\right)$ for some $\delta>0$, meaning that the All Pairs Shortest Path conjecture fails. In this situation, we say that we have proven a conditional lower bound of $t_{Q}(n)^{1-o(1)}$ for problem $Q$, assuming the All Pairs Shortest Path conjecture.

## 4 Example I: SETH-Hardness of Orthogonal Vectors

As a first example for a fine-grained reduction, we present the following by-now classic result.

- Theorem 2 ([41]). The Strong Exponential Time Hypothesis implies the Orthogonal Vectors conjecture.

Proof. We show a fine-grained reduction from Satisfiability to Orthogonal Vectors. Specifically, given a $k$-CNF formula $\phi$ on $n$ variables and $m$ clauses, we will construct sets $A, B$ of $N=2^{n / 2}$ vectors in dimension $D=m$.

Denote the clauses of $\phi$ by $C_{1}, \ldots, C_{m}$. We split the $n$ variables into sets $X, Y$ of size $n / 2$. For any assigment $\alpha$ of $X$, we construct a corresponding vector $a(\alpha) \in A$, by setting its $i$-th coordinate to 0 if $\alpha$ satisfies clause $C_{i}$ (i.e., if there is a literal in $C_{i}$ that is set to true by applying assignment $\alpha$ to $X$ ), and setting it to 1 otherwise. Similarly, for any assigment $\beta$ of $Y$, we construct a corresponding vector $b(\beta) \in B$, by setting its $i$-th coordinate to 0 if $\beta$ satisfies clause $C_{i}$, and setting it to 1 otherwise. Observe that $a(\alpha)$ and $b(\beta)$ are orthogonal if and only if $(\alpha, \beta)$ forms a satisfying assignment of $\phi$, since orthogonality means that each clause is satisfied by at least one of the two half-assignments $\alpha, \beta$. Thus, we constructed an equivalent Orthogonal Vectors instance.

Note that we indeed constructed sets $A, B$ consisting of $N=2^{n / 2}$ vectors in $\{0,1\}^{D}$ for $D=m$. Also note that we can construct $A, B$ in time $O(N D)$. Now suppose that the Orthogonal Vectors conjecture fails, i.e., Orthogonal Vectors has an $O\left(N^{2-\varepsilon} D^{c}\right)$-time algorithm for some $\varepsilon, c>0$. Then by combining this algorithm with our reduction, we can solve $k$-SAT on $n$ variables and $m$ clauses in time $O\left(2^{n / 2} m+2^{(2-\varepsilon) n / 2} m^{c}\right)=O\left(2^{(1-\delta) n} m^{c^{\prime}}\right)$ for some $\delta>0, c^{\prime} \geq 1$. Since in $k$-CNF there are $O\left(n^{k}\right)$ different clauses, and we can bound the polynomial $O\left(n^{k}\right)$ by the exponential function $O\left(2^{\delta n /\left(2 c^{\prime}\right)}\right)$, we may estimate the factor $m^{c^{\prime}}$ by $O\left(2^{\delta n / 2}\right)$. This yields a final time bound of $O\left(2^{(1-\delta / 2) n}\right)$ for $k$-SAT, which contradicts SETH. As contraposition, we obtain that SETH implies the Orthogonal Vectors conjecture.

## 5 Example II: Regular Expression Pattern Matching

Let us recall the basics of regular expressions. A regular expression $R$ is a search pattern that matches any string in the corresponding language $L(R)$. Here we only consider the following operations over a fixed alphabet $\Sigma$. For any symbol $c \in \Sigma$, the regular expression $R=c$ matches the length-1 string $c$, i.e., $L(R)=\{c\}$. For any regular expressions $R_{1}, R_{2}$, the regular expression $R=R_{1} \mid R_{2}$ matches any string matched by $R_{1}$ or $R_{2}$, i.e., $L(R)=L\left(R_{1}\right) \cup L\left(R_{2}\right)$. For any regular expressions $R_{1}, R_{2}$, the regular expression $R=R_{1} \circ R_{2}$ matches any string that is a concatenation of a string matched by $R_{1}$ with a string matched by $R_{2}$, i.e., $L(R)=\left\{a b \mid a \in L\left(R_{1}\right), b \in L\left(R_{2}\right)\right\}$.

In the Regular Expression Pattern Matching problem, given a regular expression $R$ and a text string $T$, the task is to decide whether any substring of $T$ matches $R$. Denoting the length of $T$ by $n$ and the number of operations that define $R$ by $m$, there is a classic $O(n m)$-time algorithm for this problem [36]. Here we show the following tight lower bound.

- Theorem 3 ([14]). Regular Expression Pattern Matching has no $O\left((n+m)^{2-\varepsilon}\right)$-time algorithm for any $\varepsilon>0$, unless the Orthogonal Vectors conjecture fails.

Proof. For a fine-grained reduction from Orthogonal Vectors to Regular Expression Pattern Matching, consider an Orthogonal Vectors instance $A, B \subseteq\{0,1\}^{D}$ of size $N$. We construct a regular expression $R$ and a text string $T$ as follows.

On the coordinate level, we define two regular expressions

$$
C R(1):=0 \quad \text { and } \quad C R(0):=(0 \mid 1)
$$

Note that for coordinates $x, y \in\{0,1\}$, regular expression $C R(x)$ matches string $y$ if and only if $x \cdot y=0$.

On the vector level, for any vector $b \in B$ we construct the regular expression

$$
V R(b):=C R(b[1]) \circ C R(b[2]) \circ \ldots \circ C R(b[D]) .
$$

Note that for vectors $a, b \in\{0,1\}^{D}$, the regular expression $V R(b)$ matches the string $a[1] a[2] \ldots a[D]$ if and only if $a$ and $b$ are orthogonal.

On the level of sets of vectors, for the set $B=\left\{b_{1}, \ldots, b_{N}\right\}$ we construct the regular expression

$$
R:=V R\left(b_{1}\right)\left|V R\left(b_{2}\right)\right| \ldots \mid V R\left(b_{N}\right)
$$

Note that for a vector $a \in\{0,1\}^{D}$, the regular expression $R$ matches the string $a[1] a[2] \ldots a[D]$ if and only if $a$ is orthogonal to some $b \in B$.

Finally, we define the text string $T$ to be the concatenation of all vectors in $A$, padded by a dummy symbol ' $\#$ ', i.e., for $A=\left\{a_{1}, \ldots, a_{N}\right\}$ we set

$$
T:=a_{1}[1] \ldots a_{1}[D] \# a_{2}[1] \ldots a_{2}[D] \# \ldots \# a_{N}[1] \ldots a_{N}[D]
$$

Since the dummy symbol does not appear in $R$, the regular expression $R$ matches text $T$ if and only if there is a vector $a \in A$ such that $R$ matches $a[1] a[2] \ldots a[D]$. Hence, $(R, T)$ is a YES-instance of Regular Expression Pattern Matching if and only if $(A, B)$ is a YES-instance of Orthogonal Vectors.

Note that $R$ and $T$ have size $O(N D)$ and can be constructed in time $O(N D)$. Thus, any $O\left((n+m)^{2-\varepsilon}\right)$-time algorithm for Regular Expression Pattern Matching for some $\varepsilon>0$ would yield an algorithm for Orthogonal Vectors in time $O\left((N D)^{2-\varepsilon}+N D\right)=O\left(N^{2-\delta} D^{c}\right)$ for some $\delta, c>0$, which contradicts the Orthogonal Vectors conjecture. Hence, Regular Expression Pattern Matching is not in time $O\left((n+m)^{2-\varepsilon}\right)$ for any $\varepsilon>0$ unless the Orthogonal Vectors conjecture fails.

## 6 Conclusion

In this short introduction to fine-grained complexity theory we focused on the main conjectures and two basic examples. Over the last years, fine-grained complexity theory developed into a widely applicable tool with many interesting directions including extensions to dynamic graph algorithms [9], hardness of approximation [8], compressed data [1], external memory algorithms [26], and many more. Besides the four main conjectures presented here, several other conjectures have been used and relations among conjectures have been explored $[4,22$, $24,32]$.

For further reading, we refer to the surveys [37,38]. Lecture material including slides can can be found at https://www.mpi-inf.mpg.de/departments/algorithms-complexity/ teaching/summer16/poly-complexity/ (or linked on the author's homepage).
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#### Abstract

Network science is driven by the question which properties large real-world networks have and how we can exploit them algorithmically. In the past few years, hyperbolic graphs have emerged as a very promising model for scale-free networks. The connection between hyperbolic geometry and complex networks gives insights in both directions: (1) Hyperbolic geometry forms the basis of a natural and explanatory model for real-world networks. Hyperbolic random graphs are obtained by choosing random points in the hyperbolic plane and connecting pairs of points that are geometrically close. The resulting networks share many structural properties for example with online social networks like Facebook or Twitter. They are thus well suited for algorithmic analyses in a more realistic setting. (2) Starting with a real-world network, hyperbolic geometry is well-suited for metric embeddings. The vertices of a network can be mapped to points in this geometry, such that geometric distances are similar to graph distances. Such embeddings have a variety of algorithmic applications ranging from approximations based on efficient geometric algorithms to greedy routing solely using hyperbolic coordinates for navigation decisions.
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## 1 Introduction

In the field of algorithms, a major discrepancy between theory and practice derives from the fact that the analysis usually assumes worst-case instances. However, real-world instances behave very differently. In fact, numerous NP-hard problems can be solved in reasonable time even on large real-world instances, using techniques such as branch-and-bound [30], branch-and-reduce [5], or reductions to integer linear programming [26], which in itself is an NP-hard problem that is rather well-behaved on practical instances. One approach to bridge this gap between theory and practice is to employ an average-case analysis by bounding the expected run time under the assumption that the input is randomly drawn from a certain distribution. This was already pointed out by Karp [42] in 1983, who noted that: "One way to validate or compare imperfect ${ }^{1}$ algorithms for NP-hard combinatorial problems is simply to run them on typical instances and see how often they fail. [...] While probabilistic assumptions are always open to question, the approach seems to have considerable explanatory power." In 1986, Levin [45] laid the foundation for average-case complexity theory by providing an average-case complete problem. For more on this topic, see the survey by Bogdanov and Trevisan [19].
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## Probability distributions on graphs

The practical relevance and "considerable explanatory power" [42] of an average-case analysis of course heavily depends on the assumed probability distribution of the input. Thus, when focusing on graph problems, the considered graph model should mimic at least the most important properties of typical real-world networks. Two fundamental properties that have been observed in large real-world networks of many domains are the following.

Heterogeneity. Large real-world networks are highly heterogeneous, i.e., they usually have some high-degree and many low-degree vertices. In fact, many real-world networks are scale-free, which means that the number of vertices of degree at most $x$ is roughly proportional to $x^{-\beta}$ for some constant $\beta$. One then says that such graphs have a power-law degree distribution with power-law exponent $\beta$, which usually lies between 2 and 3 .
Interdependency. Edges in real-world networks are typically not independent, i.e., vertices with a common neighbor tend to be rather similar and thus more likely to be connected than two random vertices. Formally, this can be measured using the so-called clustering coefficient, which comes in two flavors, local and global. The global clustering coefficient is the ratio of triangles among triples of vertices that have at least two edges; and the local clustering coefficient of a single vertex is the ratio of connected neighbors among all pairs of neighbors (one then usually considers these local clustering coefficients averaged over all vertices).

We note that some types of real-world networks are homogeneous in the sense that most vertices have roughly the same degree (e.g., the degrees of most vertices in a typical road network lie between 1 and 4 [52]). However, large networks from many domains (social networks, electricity maps, biological networks, co-author graphs, romantic relationships, etc. [41, 29, 46, 47]) are highly heterogeneous. Intuitively, this reflects the fact that the entities represented by nodes typically differ in importance, influence, or popularity.

The interdependency between edges is also not surprising. For example, two autonomous systems in the Internet that both have a direct connection to a third autonomous system are likely to be geographically close, which increases the chance that they also have a direct connection. In a similar fashion, two researchers who collaborated with the same third researcher are probably working on similar topics and are thus more likely to collaborate than two random researchers. One can therefore expect the clustering coefficients of real-world networks to be bounded away from 0 (e.g., the local clustering coefficients of collaboration networks are mostly above 0.5 [52]). In the following we briefly discuss different random graph models with heterogeneity and interdependency in mind.

## Random graphs

The earliest and most-studied model is the Erdős-Rényi random graph [31]. In this model, an input graph $G(n, p)$ with $n$ vertices is generated by connecting each vertex pair independently with probability $p$. Erdős-Rényi graphs are popular among researchers mainly for two reasons. First, for $p=\frac{1}{2}$, it produces each (labeled) graph with $n$ vertices with the same probability, which seems like a desirable property. Second, it is simple, which makes it accessible to rigorous and very detailed mathematical analysis. It is thus not surprising, that, on the one hand, Erdős-Rényi graphs were used in the early days of average-case analysis, and are, on the other hand, still the object of current research. To name two examples, Angluin and Valiant [8] showed in 1977 that on Erdős-Rényi random graphs the NP-hard problem Hamiltonian Circuit can be solved in expected time $O\left(n \log ^{2} n\right)$ if the probability $p$
is sufficiently large. Also the the $\mathrm{W}[1]$-hard $k$-CliQue problem admits an average-case FPT-algorithm on Erdős-Rényi graphs, bringing together the fields of average-case and parameterized complexity [33].

Unfortunately, graphs generated with the Erdős-Rényi model lack the above-mentioned desired properties. Asymptotically almost surely (i.e, with probability $\rightarrow 1$ for $n \rightarrow \infty$ ), all vertices have roughly the same degree, leading to almost regular graphs, and their clustering coefficients tend to 0 for $n \rightarrow \infty$.

## Heterogeneous random graphs

To account for the heterogeneity of real-world networks, different models have been introduced. The Barabási-Albert model [9] (also called preferential attachment) adds one vertex at a time, connecting it to already existing vertices with probability proportional to their degree. This model actually has an explanatory character in the sense that a reasonable assumption (namely that already popular nodes are more attractive to new nodes) leads to the power-law degree distribution observed in practice. On the downside, this procedural description of the model introduces strong stochastic dependencies, which makes a mathematical analysis of the resulting graphs rather difficult [21]. The Chung-Lu model [27, 28] produces scale-free graphs by assigning weights to the nodes (following a power law) and connecting every pair of vertices with a probability proportional to the product of their weights [3, 4]. Though the Chung-Lu model cannot explain the emergence of a power-law degree distribution in real-world networks, it is much more accessible to a mathematical analysis due to the fact that edges are chosen independently. Further similar random models are inhomogeneous random graphs by van der Hofstad [40] and Norros-Reittu graphs [48].

However, despite this abundance of theoretical models for power-law networks, all of them fall short in describing real-world networks as their clustering coefficient tends to 0 for $n \rightarrow \infty$ while it is bounded away from 0 for most real-world networks.

## Random graphs with interdependencies

There are a number of random graph models that lead to graphs with non-vanishing clustering coefficients. An example of such models are geometric random graphs [38] (also called random unit disk graphs). Such a graph is obtained by assigning random coordinates to each vertex and connecting two vertices if and only if they are close (with respect to Euclidean distance). It is not surprising that the geometric locality (two vertices close to a third vertex are also close to each other) leads to high clustering coefficients in the resulting graphs [49]. Though random geometric graphs are well suited to represent sensor networks [51], they are less suited for many other real-world networks. As in the Erdős-Rényi model, the resulting degree distribution is rather homogeneous [49]. Moreover, two other properties often observed in large real-world networks, namely sparsity and a small diameter, cannot be achieved together by random unit disk graphs for the following reason: If the generated graph is sparse, the vertices have to occupy an area linear in the number of vertices. This inevitably leads to a polynomial diameter (e.g., $\sqrt{n}$ in the 2-dimensional Euclidean plane).

Watts and Strogatz [56] proposed a model leading to sparse graphs with high clustering and logarithmic diameter and coined the term small-world network for this type of network. Their model starts with a regular graph with high clustering and randomly rewires edges (i.e., it deletes and adds edges randomly). The resulting graphs inherit the high clustering from the initial graph while obtaining a small diameter due to the edges added independently at random (as in the Erdős-Rényi model). On the downside, this model also leads to a homogeneous degree distribution.

## 2 Combining heterogeneity and interdependency

None of the aforementioned models fulfill both properties (heterogeneity and interdependency) at the same time. A natural model that leads to graphs with both features are hyperbolic random graphs as introduced by Krioukov et al. [44]. We strongly believe that hyperbolic random graphs are an excellent model to describe and study real-world networks. This believe is supported by an empirical analysis of a few hundred real-world networks [14]. In the following we briefly describe the model, discuss previous results establishing additional desirable properties and thereby debate why we believe that hyperbolic random graphs are well suited for representing large real-world networks.

## Definition and basic properties

Hyperbolic random graphs are generated in the same way as geometric random graphs, replacing the Euclidean with the hyperbolic plane, i.e., the vertices are assigned to random positions within a disk of the hyperbolic plane and two vertices are connected if and only if their hyperbolic distance is small. As in the Euclidean case, the geometry leads to a non-vanishing clustering coefficient [44, 39, 25]. However, the hyperbolic plane expands exponentially, i.e., the area and the circumference of a disk grows exponentially in its radius. Thus, when distributing the vertices evenly within a disk in the hyperbolic plane, most vertices will end up close to the boundary of the disk; see Figure 1a. As distances are much larger between vertices close to the boundary, these vertices have low degree, while the few vertices close to the center have high degree. In fact, this way of distributing the vertices leads to a power-law degree distribution with power-law exponent $\beta=3$ [44, 39]. Moreover, one can obtain arbitrary exponents $\beta$, with $\beta>2$, by assuming a hyperbolic space with different negative curvature when sampling the radial coordinates of the vertices [18]. Thus, the power-law exponent is a parameter of the model. Similarly, the expected average degree of the vertices can be controlled by changing the threshold distance, below which vertices are still connected.

Beyond these two fundamental properties of a heterogeneous degree distribution and interdependency between edges, hyperbolic random graphs show other desirable properties. In contrast to the Euclidean plane, the exponential expansion of hyperbolic space makes it possible to have a graph with low average degree and only logarithmic diameter (intuitively speaking, spreading the vertices over a region with linear area no longer implies that this region has polynomial diameter as in the Euclidean plane). In fact, hyperbolic random graphs have polylogarithmic diameter [35, 36, 43] and the average distance between pairs of vertices is $\Theta(\log \log n)[1]$.

Such a more realistic random graph model now opens up the possibility to explain why real-world instances tend to be algorithmically well-behaved, by performing an average-case analysis. There is not much work in this direction. One particular example is bidirectional breadth-first search. Borassi and Natale [22] observed that bidirectional search performs sublinear in practice. This was the motivation for Bläsius et al. [12], who proved that the runtime of bidirectional search is sublinear runtime with high probability for hyperbolic random graphs.

## Component structure and connectivity

Note that there is no explicit mechanism ensuring that a hyperbolic random graph is connected, and in fact, it usually consists of multiple connected components. As some applications are only interested in connected graphs, it is good to know that hyperbolic


Figure 1 A hyperbolic random graph (a) and an embedding of the Internet into the hyperbolic plane (b).
random graphs (at least for $2<\beta<3$ ) have a so-called giant component [17], i.e., a connected component with a linear number of vertices, while all other components have only polylogarithmic size [43].

Related to the component structure is the question of how densely connected each component is. Despite the fact that we assume real-world networks to have constant average degree, we still expect to find large highly connected subgraphs forming communities. For hyperbolic random graphs with power-law exponent $2<\beta<3$, it has been shown that the largest clique has polynomial size $\Theta\left(\sqrt{n^{3-\beta}}\right)$ and that there are $\sqrt{n^{(3-\beta) k}} \cdot \Theta(k)^{-k}$ cliques of size $k[34,15]$. On the other hand, different parts of the graph are loosely connected in the sense that hyperbolic random graphs have small balanced separators. To be more precise, if $2<\beta<3$, there exists a hierarchy of balanced separators each having size $\Theta\left(\sqrt{n^{3-\beta}}\right)$ [10], leading to sublinear treewidth of $\Theta\left(\sqrt{n^{3-\beta}}\right)$ (which is tight due to the matching bound for the clique size). On the one hand, this result enables faster algorithms by using dynamic programming on the tree decomposition. On the other hand, it gives structural insights distinguishing hyperbolic random graphs further from the Barabási-Albert model having linear treewidth [37]. We note that real-world networks typically have rather small treewidth [2, Tables I and V], which gives another indication that hyperbolic random graphs are well suited for representing large real-world networks.

## Generating algorithms and related models

Algorithmically, hyperbolic random graphs can naively be generated in $\Theta\left(n^{2}\right)$ time [7], which has been improved to $O\left(n^{1.5} \log n\right)$ [55] and even down to linear [24, 54, 50, 23] by using geometric data structures. The algorithm of Bringmann et al. [24, 23] additionally makes use of the relationship between hyperbolic random graphs and so-called geometric inhomogeneous
random graphs (GIRGs), which can be seen as a combination of the Chung-Lu model with a geometry. In a similar way, hyperbolic random graphs have been related to Barabási-Albert graphs additionally equipped with a geometry [32].

## The hyperbolic metric of real-world networks

Beyond the very promising hyperbolic random graph model (showing properties that one expects in large real-world networks of many domains), the metric defined by most networks appears to be very similar to the metric of the hyperbolic plane. To support this observation, we name three examples. Boguná [20] embedded the Internet network into the hyperbolic plane by assigning a hyperbolic coordinate to every autonomous system; see Figure 1b. They observed that greedy routing solely based on these coordinates is almost maximally efficient, i.e., it finds short paths between almost any two pairs of vertices. Verbeek and Suri [53] show that graphs with low quasi-cyclicity (which appears to be low for many networks) admit a metric embedding into a hyperbolic space of constant dimension with constant additive distortion. Finally, Albert et al. [6] computed the so-called Gromov hyperbolicity (which basically measures how close a graph metric is to the metric of the hyperbolic plane) for several biological and social networks. They found out that these networks are indeed hyperbolic in this sense, i.e., their Gromov hyperbolicity is small. Though all three results relate networks to hyperbolic geometry in different ways, they all support the above claim that the metric of networks is similar to the hyperbolic metric.

## Embeddings in the hyperbolic plane

A common application of a random model describing real-world instances reasonably well is the possibility to perform a meaningful average-case analysis. However, acknowledging hyperbolic random graphs as a reasonable model for real-world networks opens up another line of research: viewing a given real-world network as a hyperbolic random graph but without known coordinates. It is then a natural question, whether we can retrieve the missing geometric information, i.e., whether we can embed the graph into the hyperbolic plane such that most edges are short and most non-adjacent vertices are far apart. There are a number of algorithms for embedding a network into the hyperbolic space. Algorithms with quasilinear runtime are known for maximum likelihood embeddings [11, 16] and for optimizing greedy routing [13].
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#### Abstract

The Semialgebraic Orbit Problem is a fundamental reachability question that arises in the analysis of discrete-time linear dynamical systems such as automata, Markov chains, recurrence sequences, and linear while loops. An instance of the problem comprises a dimension $d \in \mathbb{N}$, a square matrix $A \in \mathbb{Q}^{d \times d}$, and semialgebraic source and target sets $S, T \subseteq \mathbb{R}^{d}$. The question is whether there exists $x \in S$ and $n \in \mathbb{N}$ such that $A^{n} x \in T$.

The main result of this paper is that the Semialgebraic Orbit Problem is decidable for dimension $d \leq 3$. Our decision procedure relies on separation bounds for algebraic numbers as well as a classical result of transcendental number theory - Baker's theorem on linear forms in logarithms of algebraic numbers. We moreover argue that our main result represents a natural limit to what can be decided (with respect to reachability) about the orbit of a single matrix. On the one hand, semialgebraic sets are arguably the largest general class of subsets of $\mathbb{R}^{d}$ for which membership is decidable. On the other hand, previous work has shown that in dimension $d=4$, giving a decision procedure for the special case of the Orbit Problem with singleton source set $S$ and polytope target set $T$ would entail major breakthroughs in Diophantine approximation.
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## 1 Introduction

This paper concerns decision problems of the following form: given $d \in \mathbb{N}$, a square matrix $A \in \mathbb{Q}^{d \times d}$, and respective source and target sets $S, T \subseteq \mathbb{R}^{d}$, does there exist $n \in \mathbb{N}$ and $x \in S$ such that $A^{n} x \in T$ ? One way to categorise such problems is according to the types of sets allowed for the source and target (e.g., polytopes or semialgebraic sets). We collectively refer to the various problems that arise in this way as Orbit Problems. Orbit Problems occur naturally in the reachability analysis of discrete-time linear dynamical systems, including Markov chains, automata, recurrence sequences, and linear loops in program analysis (see [5, 11, 9] and references therein).
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In order to describe the main result of this paper in relation to existing work, we identify three successively more general types of Orbit Problems. In the point-to-point version both the source and target are singletons with rational coordinates; in the Polytopic Orbit Problem the source and target $S$ and $T$ are polytopes (i.e., sets defined by conjunctions of linear inequalities with rational coefficients); in the Semialgebraic Orbit Problem $S$ and $T$ are semialgebraic sets defined with rational parameters.

The question of the decidability of the point-to-point Orbit Problem was raised by Harrison in 1969 [10]. The problem remained open for ten years until it was finally resolved in a seminal paper of Kannan and Lipton [11], who in fact gave a polynomial-time decision procedure.

The Polytopic Orbit Problem is considerably more challenging than the point-to-point version, and its decidablity seems out of reach for now. Indeed the special case in which $S$ is a singleton and $T$ is a linear subspace of $\mathbb{R}^{d}$ of dimension $d-1$ is a well-known decision problem in its own right, called the Skolem Problem, whose decidability has been open for many decades [20]. In contrast to the point-to-point case the only positive decidability results for the Polytopic Orbit Problem are in the case of fixed dimension d. For the Skolem Problem, decidability is known for $d \leq 4[14,22]$. In case $S$ and $T$ are allowed to be arbitrary polytopes, decidability is known in case $d \leq 3$ [1] (see also [4]). While Kannan and Lipton's decision procedure in the point-to-point case mainly relied on algebraic number theory (e.g., separation bounds between algebraic numbers and prime factorisation of ideals in rings of algebraic integers), the decision procedures for the Skolem Problem and the Polytopic Orbit Problem additionally use results about transcendental numbers (specifically Baker's theorem about linear forms in logarithms of algebraic numbers). It was shown in [4] that the existence of a decision procedure for the Polytopic Orbit Problem in dimension $d=4$ would entail computability of the Diophantine approximation types of a general class of transcendental numbers (a problem considered intractable at present). Not only does this suggest that the use of transcendental number theory is unavoidable in analysing the Polytopic Orbit Problem, it also indicates that further progress beyond the case $d=3$ is contingent upon significant advances in the field of Diophantine approximation.

In this paper we remain in dimension $d=3$ and consider a generalisation of previous work by allowing the source and target sets to be semialgebraic, that is, defined by Boolean combinations of polynomial equalities and inequalities. This allows us to handle threedimensional source and target sets in much greater geometrical generality than polytopes. In applications to program analysis and dynamical systems, semialgebraic sets are indispensable in formulating sufficiently expressive models (e.g., to describe initial conditions and transition guards) and in model analysis (e.g., in synthesising invariants and barrier certificates and approximating sets of reachable states) [15, 12].

The Semialgebraic Orbit Problem could be reduced to the polytopic case in a fairly straightforward fashion by increasing the dimension $d$ according to the degree of the polynomials appearing in the semialgebraic constraints. However such a general approach is doomed to failure in view of the obstacles to obtaining decidability in the polytopic case beyond dimension 3 and instead we develop specific techniques for the semialgebraic case that are considerably more challenging than in the Polytopic Problem. As in previous work on the Skolem Problem and on the Polytopic Orbit Problem, Baker's Theorem plays a crucial role in the present development. The main difficulty in generalising from the polytopic case to the semialgebraic case lies in the delicate analytic arguments that are required to bring Baker's Theorem to bear. More precisely: (i) we need to resort to symbolic quantifier elimination (in lieu of explicit Fourier-Motzkin elimination, which had been used in the Polytopic Orbit

Problem), since we are now dealing with non-linear constraints; (ii) we also need to perform spectral calculations symbolically, via the use of Vandermonde methods, instead of the explicit direct approach possible in our earlier work; and (iii) we replace triangulation of polytopes by cylindrical algebraic decomposition of semialgebraic sets into cells, which again necessitates a new symbolic treatment along with a substantially refined analysis based on Taylor approximation of the attendant functions.

In summary, this paper provides a decision procedure for the Orbit Problem in dimension $d=3$ with semialgebraic source and target sets. The latter appear to be a natural limit to the positive decidability results that can be obtained for this problem, barring major new advances in Diophantine approximation.

At a technical level, our contributions are twofold: in Section 3 we start by analysing the case of the Orbit Problem in which $S$ is a singleton and $T$ a semialgebraic set. We then reduce this problem in Section 3.1 to solving certain systems of polynomial-exponential equalities and inequalities, and in Section 3.2 we show precisely how to solve such systems. The second technical contribution consists in handling the general case of the Semialgebraic Orbit Problem, in Section 4. There, we show how to circumvent problems that arise when quantifying over the set $S$, and arrive at a system that can ultimately be solved using the techniques and results developed in Section 3.2.

For brevity, some proofs are omitted, and can be found in the full version on the authors' homepages.

## 2 Mathematical Tools

In this section we introduce the key technical tools used in this paper.

### 2.1 Algebraic numbers

For $p \in \mathbb{Z}[x]$ a polynomial with integer coefficients we denote by $\|p\|$ the bit length of its representation as a list of coefficients encoded in binary. Note that the degree of $p$, denoted $\operatorname{deg}(p)$ is at most $\|p\|$, and the height of $p$-i.e., the maximum of the absolute values of its coefficients, denoted $H(p)$ - is at most $2^{\|p\|}$.

We begin by summarising some basic facts about algebraic numbers and their (efficient) manipulation. The main references include [3, 6, 19]. A complex number $\alpha$ is algebraic if it is a root of a single-variable polynomial with integer coefficients. The defining polynomial of $\alpha$, denoted $p_{\alpha}$, is the unique polynomial of least degree, and whose coefficients do not have common factors, which vanishes at $\alpha$. The degree and height of $\alpha$ are respectively those of $p$, and are denoted $\operatorname{deg}(\alpha)$ and $H(\alpha)$. We denote the field of algebraic numbers by $\mathbb{A}$. A standard representation ${ }^{1}$ for algebraic numbers is to encode $\alpha$ as a tuple comprising its defining polynomial together with rational approximations of its real and imaginary parts of sufficient precision to distinguish $\alpha$ from the other roots of $p_{\alpha}$. More precisely, $\alpha$ can be represented by $\left(p_{\alpha}, a, b, r\right) \in \mathbb{Z}[x] \times \mathbb{Q}^{3}$ provided that $\alpha$ is the unique root of $p_{\alpha}$ inside the circle in $\mathbb{C}$ of radius $r$ centred at $a+b i$. A separation bound due to Mignotte [13] asserts that for roots $\alpha \neq \beta$ of a polynomial $p \in \mathbb{Z}[x]$, we have

$$
\begin{equation*}
|\alpha-\beta|>\frac{\sqrt{6}}{d^{(d+1) / 2} H^{d-1}} \tag{1}
\end{equation*}
$$

[^10]where $d=\operatorname{deg}(p)$ and $H=H(p)$. Thus if $r$ is required to be less than a quarter of the root-separation bound, the representation is well-defined and allows for equality checking. Given a polynomial $p \in \mathbb{Z}[x]$, it is well-known how to compute standard representations of each of its roots in time polynomial in $\|p\|[3,6,17]$. Thus given an algebraic number $\alpha$ for which we have (or wish to compute) a standard representation, we write $\|\alpha\|$ to denote the bit length of this representation. From now on, when referring to computations on algebraic numbers, we always implicitly refer to their standard representations.

Note that Equation (1) can be used more generally to separate arbitrary algebraic numbers: indeed, two algebraic numbers $\alpha$ and $\beta$ are always roots of the polynomial $p_{\alpha} p_{\beta}$ of degree at most $\operatorname{deg}(\alpha)+\operatorname{deg}(\beta)$, and of height at most $H(\alpha) H(\beta)$. Given algebraic numbers $\alpha$ and $\beta$, one can compute $\alpha+\beta, \alpha \beta, 1 / \alpha$ (for $\alpha \neq 0$ ), $\bar{\alpha}$, and $|\alpha|$, all of which are algebraic, in time polynomial in $\|\alpha\|+\|\beta\|$. Likewise, it is straightforward to check whether $\alpha=\beta$. Moreover, if $\alpha \in \mathbb{R}$, deciding whether $\alpha>0$ can be done in time polynomial in $\|\alpha\|$. Efficient algorithms for all these tasks can be found in $[3,6]$.

### 2.2 First-order theory of the reals

Let $\vec{x}=x_{1}, \ldots, x_{m}$ be a list of $m$ real-valued variables, and let $\sigma(\vec{x})$ be a Boolean combination of atomic predicates of the form $g(\vec{x}) \sim 0$, where each $g(\vec{x}) \in \mathbb{Z}[x]$ is a polynomial with integer coefficients over these variables, and $\sim \in\{>,=\}$. A formula of the first-order theory of the reals is of the form $Q_{1} x_{1} Q_{2} x_{2} \cdots Q_{m} x_{m} \sigma(\vec{x})$, where each $Q_{i}$ is one of the quantifiers $\exists$ or $\forall$. Let us denote the above formula by $\tau$, and write $\|\tau\|$ to denote the bit length of its syntactic representation. Tarski famously showed that the first-order theory of the reals is decidable [21]. His procedure, however, has non-elementary complexity. Many substantial improvements followed over the years, starting with Collins's technique of cylindrical algebraic decomposition [7], and culminating with the fine-grained analysis of Renegar [19]. In this paper, we will use the following theorems [18, 19].

- Theorem 1 (Renegar [18]). The problem of deciding whether a closed formula $\tau$ of the form above holds over the reals is in $2 \boldsymbol{E X P}$, and in $\boldsymbol{P S P A C E}$ if $\tau$ has only existential quantifiers.
- Theorem 2 (Renegar [19]). There is an algorithm that, given a sentence $\tau\left(x_{1}, \ldots, x_{m}\right)$ where $x_{1}, \ldots, x_{m}$ are free variables, computes an equivalent quantifier-free formula in disjunctive normal form (DNF) $\Phi\left(x_{1}, \ldots, x_{m}\right)=\bigvee_{I} \bigwedge_{J} R_{I, J}\left(x_{1}, \ldots, x_{m}\right) \sim_{I, J} 0$ where $R_{I, J}$ is a polynomial ${ }^{2}$ and $\sim_{I, J} \in\{>,=\}$. Moreover, the algorithm runs in time $2^{2^{\mathcal{O}(\|\tau\|)}}$, and in particular, $\|\Phi\|=2^{2^{\mathcal{O}(\|\tau\|)}}$.

A set $S \subseteq \mathbb{R}^{d}$ is semialgebraic if there exists a formula $\Phi\left(x_{1}, \ldots, x_{d}\right)$ in the first-order theory of the reals with free variables $x_{1}, \ldots, x_{d}$ such that $S=\left\{\left(c_{1}, \ldots, c_{d}\right): \Phi\left(c_{1}, \ldots, c_{d}\right)\right.$ is true $\}$.

We remark that algebraic constants can also be incorporated as coefficients in the firstorder theory of the reals (and in particular, in the definition of semialgebraic sets), as follows. Consider a polynomial $g\left(x_{1}, \ldots, x_{m}\right)$ with algebraic coefficients $c_{1}, \ldots, c_{k}$. We replace every $c_{j}$ with a new, existentially-quantified variable $y_{j}$, and add to the sentence the predicates $p_{c_{j}}\left(y_{j}\right)=0$ and $\left(y_{j}-(a+b i)\right)^{2}<r^{2}$, where $\left(p_{c_{j}}, a, b, r\right)$ is the representation of $c_{j}$. Then, in any evaluation of this formula to True, it must hold that $y_{j}$ is assigned value $c_{j}$.

[^11]
## 3 Almost Self-Conjugate Systems of Inequalities

In this section we lay the groundwork for solving the Semialgebraic Orbit Problem. We do so by initially treating the case where the set $S$ of initial points is a singleton.

### 3.1 Analysis of the Point-to-Semialgebraic Orbit Problem

The point-to-semialgebraic Orbit Problem is to decide, given a matrix $A \in \mathbb{Q}^{3 \times 3}$, an initial point $s \in \mathbb{Q}^{3}$ and a semialgebraic target $T \subseteq \mathbb{R}^{3}$, whether there exists $n \in \mathbb{N}$ such that $A^{n} s \in T$.

By Theorem 2, we can compute a quantifier-free representation of $T$. That is, we can write $T=\left\{(x, y, z): \bigvee_{I} \bigwedge_{J} R_{I, J}(x, y, z) \sim_{I, J} 0\right\}$ where $R_{I, J}$ are polynomials with integer coefficients, and $\sim_{I, J} \in\{>,=\}$. For the purpose of solving the point-to-semialgebraic Orbit Problem, we note that it is enough to consider each disjunct separately. Thus, we can assume $T=\left\{(x, y, z): \bigwedge_{J} R_{J}(x, y, z) \sim_{J} 0\right\}$, and it remains to decide whether there exists $n \in \mathbb{N}$ such that $\bigwedge_{J} R_{J}\left(A^{n} s\right) \sim_{J} 0$.

Note that, as per Theorem 2, we have that $\left\|R_{J}\right\|=2^{2^{\mathcal{O}(\|T\|)}}$. Moreover, the number of terms in the DNF formula above can itself be doubly-exponential in $\|T\|$. Complexity wise, this is the most expensive part of our algorithm.

Consider the eigenvalues of $A$. Since $A$ is a $3 \times 3$ matrix, then either it has only real eigenvalues, or it has one real eigenvalue and two conjugate complex eigenvalues. In particular, if $A$ has complex eigenvalues, then it is diagonalisable.

The case where $A$ has only real eigenvalues is treated in the full version for the general case of the Semialgebraic Orbit Problem, and is considerably simpler.

Henceforth, we assume $A$ has complex eigenvalues, so that $A=P D P^{-1}$ with $D=$ $\left(\begin{array}{ccc}\lambda & 0 & 0 \\ 0 & \bar{\lambda} & 0 \\ 0 & 0 & \rho\end{array}\right)$, where $\lambda$ is a complex eigenvalue, $\rho \in \mathbb{R}$, and $P$ an invertible matrix.

Observe that $A^{n}=P D^{n} P^{-1}$. By carefully analysing the structure of $P$, it is not hard to show that $A^{n} s=\left(\begin{array}{c}a_{1} \lambda^{n}+\overline{a_{1}} \bar{\lambda}^{n}+b_{1} \rho^{n} \\ a_{2} \lambda^{n}+\overline{a_{2}} \bar{\lambda}^{n}+b_{2} \rho^{n} \\ a_{3} \lambda^{n}+\overline{a_{3}} \bar{\lambda}^{n}+b_{3} \rho^{n}\end{array}\right)$ where the $a_{i}$ and $b_{i}$ are algebraic and the $b_{i}$ are also real (see the full version for a detailed analysis).

Thus, we want to decide whether there exists $n \in \mathbb{N}$ such that $R_{J}\left(a_{1} \lambda^{n}+\overline{a_{1}} \bar{\lambda}^{n}+\right.$ $\left.b_{1} \rho^{n}, a_{2} \lambda^{n}+\overline{a_{2}} \bar{\lambda}^{n}+b_{2} \rho^{n}, a_{3} \lambda^{n}+\overline{a_{3}} \bar{\lambda}^{n}+b_{3} \rho^{n}\right) \sim_{J} 0$ for every $J$. Since $R_{J}$ is a polynomial, then by aggregating coefficients we can write

$$
\begin{equation*}
R_{J}\left(A^{n} s\right)=\sum_{0 \leq p_{1}, p_{2}, p_{3} \leq k} \alpha_{p_{1}, p_{2}, p_{3}} \lambda^{n p_{1}} \bar{\lambda}^{n p_{2}} \rho^{n p_{3}}+\overline{\alpha_{p_{1}, p_{2}, p_{3}}} \bar{\lambda}^{n p_{1}} \lambda^{n p_{2}} \rho^{n p_{3}} \tag{2}
\end{equation*}
$$

for some $k \in \mathbb{N}$. Note that we treat the (real) coefficients of $\rho$ as a sum of complex conjugate coefficients, but this can easily be achieved by writing e.g., $c \rho^{n p}=\frac{c}{2} \rho^{n p}+\frac{c}{2} \rho^{n p}$.

We notice that for every $J$, the polynomial $R_{J}\left(A^{n} s\right)$, consists of conjugate summands. More precisely, $R_{J}\left(A^{n} s\right)$, when viewed as a polynomial in $\lambda^{n}, \lambda^{n}$, and $\rho^{n}$, has the following property.

- Property 3 (Almost Self-Conjugate Polynomial). A complex polynomial $Q\left(z_{1}, z_{2}, z_{3}\right)$ over $\mathbb{C}^{3}$ is almost self-conjugate if

$$
Q\left(z_{1}, z_{2}, z_{3}\right)=\sum_{0 \leq t_{1}, t_{2}, t_{3} \leq \ell} \delta_{t_{1}, t_{2}, t_{3}} z_{1}^{t_{1}} z_{2}^{t_{2}} z_{3}^{t_{3}}+\overline{\delta_{t_{1}, t_{2}, t_{3}}} z_{2}^{t_{1}} z_{1}^{t_{2}} z_{3}^{t_{3}}
$$

That is, if $z_{2}=\overline{z_{1}}$ and $z_{3}$ is a real variable, then the monomials in $Q$ appear in conjugate pairs with conjugate coefficients.

We refer to the conjunction $\bigwedge_{J} R_{J}\left(A^{n} s\right) \sim_{J} 0$ as an almost self-conjugate system. It remains to show that we can decide whether there exists $n \in \mathbb{N}$ that solves the system.

### 3.2 Solving Almost Self-Conjugate Systems

Our starting point is now an almost self-conjugate system as described above. In the following, we will consider a single conjunct $R_{J}\left(A^{n} s\right) \sim_{J} 0$.

We start by normalising the expression $R_{J}\left(A^{n} s\right) \sim_{J} 0$ in the form of (2), as follows. Let $\Lambda=\max \left\{\left|\lambda^{p_{1}} \bar{\lambda}^{p_{2}} \rho^{p_{3}}\right|: \alpha_{p_{1}, p_{2}, p_{3}} \neq \emptyset\right\}$, we divide the expression in (2) by $\Lambda^{n}$, and get that $R_{J}\left(A^{n} s\right) \sim_{J} 0 \mathrm{iff}$

$$
\begin{equation*}
\sum_{m=0}^{k} \beta_{m} \gamma^{n m}+\overline{\beta_{m}} \bar{\gamma}^{n m}+r(n) \sim_{J} 0 \tag{3}
\end{equation*}
$$

where the $\beta_{m}$ are algebraic coefficients, $\gamma=\frac{\lambda}{|\lambda|}$ satisfies $|\gamma|=1$ and $r(n)=\sum_{l=1}^{k^{\prime}} \chi_{l} \mu_{l}^{n}+{\overline{\chi_{l} \mu_{l}}}^{n}$ with $\chi_{l}$ being algebraic coefficients, and $\left|\mu_{l}\right|<1$ for every $1 \leq l \leq k^{\prime}$. Moreover, every $\mu_{l}$ is a quotient of two elements of the form $\lambda^{p_{1}} \bar{\lambda}^{p_{2}} \rho^{p_{3}}$, and thus, by Section 2.1, $\operatorname{deg}\left(\mu_{l}\right)=\left\|R_{J}\right\|^{\mathcal{O}(1)}$ and $H\left(\mu_{l}\right)=2^{\left\|R_{J}\right\|^{\mathcal{O}(1)}}$. Note that for simplicity, we reuse the number $k$, although it may differ from $k$ in (2). We refer to Equation (3) as the normalised expression.

In the following, we assume that at least one of the $\beta_{j}$ is nonzero for $j \geq 1$. Indeed, otherwise we can recast our analysis on $r(n)$, which is of lower order.

We now split our analysis according to whether or not $\gamma$ is a root of unity. That is, whether $\gamma^{d}=1$ for some $d \in \mathbb{N}$.

### 3.2.1 The case where $\gamma$ is a root of unity

Suppose that $\gamma$ is a root of unity. Then, the set $\left\{\gamma^{n}: n \in \mathbb{N}\right\}$ is a finite set $\left\{\gamma^{0}, \ldots, \gamma^{d-1}\right\}$. Thus, by splitting the analysis of $A^{n} s$ according to $n \bmod d$, we can reduce the problem to $d$ instances which involve only real numbers. In the full version we detail how to handle this case, and comment on its complexity.

### 3.2.2 The case where $\gamma$ is not a root of unity

When $\gamma$ is not a root of unity, the set $\left\{\gamma^{n}: n \in \mathbb{N}\right\}$ is dense in the unit circle. With this motivation in mind, we define, for a normalised expression, its dominant function $f: \mathbb{C} \rightarrow \mathbb{R}$ as $f(z)=\sum_{m=0}^{k} \beta_{m} z^{m}+\overline{\beta_{m}} \bar{z}^{m}$. Observe that (3) is now equivalent to $f\left(\gamma^{n}\right)+r(n) \sim_{J} 0$. Our main technical tool in handling (3) is the following lemma.

- Lemma 4. Consider a normalised expression as in (3). Let $\|\mathcal{I}\|$ be its encoding length, and let $f$ be its dominant function. Then there exists $N \in \mathbb{N}$ computable in polynomial time in $\|\mathcal{I}\|$ with $N=2^{\|\mathcal{I}\|^{\mathcal{O}(1)}}$ such that for every $n>N$ it holds that

1. $f\left(\gamma^{n}\right) \neq 0$,
2. $f\left(\gamma^{n}\right)>0$ iff $f\left(\gamma^{n}\right)+r(n)>0$,
3. $f\left(\gamma^{n}\right)<0$ iff $f\left(\gamma^{n}\right)+r(n)<0$.

In particular, the lemma implies that if $f\left(\gamma^{n}\right)+r(n)=0$, then $n \leq N$. That is, if $\sim_{J}$ is " $=$ ", then there is a bound on $n$ that solves the system.

Remark 5. In the formulation of Lemma 4, we measure the complexity with respect to $\|\mathcal{I}\|$. However, recall that when the input is $T$, we actually have $\|\mathcal{I}\|=2^{2^{\mathcal{O}(\|T\|)}}$. The analysis in Lemma 4 thus allows us to separate the blowup required for analysing the semialgebraic target from our algorithmic contribution. In particular, when the target has bounded description length, we can obtain better complexity bounds.

We prove Lemma 4 in the remainder of this section.
Since $\left\{\gamma^{n}: n \in \mathbb{N}\right\}$ is dense on the unit circle, our interest in $f$ is also about the unit circle. By identifying $\mathbb{C}$ with $\mathbb{R}^{2}$, we can think of $f$ as a function of two real variables. In this view, $f(x, y)$ is a polynomial with algebraic coefficients, and we can therefore compute a description of the algebraic set $Z_{f}=\left\{(x, y): f(x, y)=0 \wedge x^{2}+y^{2}=1\right\}$. We start by showing that this set is finite. Define $g:(-\pi, \pi] \rightarrow \mathbb{R}$ by $g(x)=f\left(e^{i x}\right)$. Explicitly, we have $g(x)=\sum_{m=0}^{k} 2\left|\beta_{m}\right| \cos \left(m x+\theta_{m}\right)$ where $\theta_{m}=\arg \left(\beta_{m}\right)$. Clearly there is a one-to-one correspondence between $Z_{f}$ and the roots of $g$.

We present the following proposition, which will be reused later in the proof.

Proposition 6. For every $x \in(-\pi, \pi]$ there exists $1 \leq i \leq 4 k$ such that $g^{(i)}(x) \neq 0$, where $g^{(i)}$ is the $i$-th derivative of $g$.

Proof. Assume by way of contradiction that $g^{\prime}(x)=\ldots=g^{4 k}(x)=0$. For every $1 \leq i \leq 4 k$ we have that

$$
g^{(i)}(x)= \begin{cases}\sum_{m=1}^{k} m^{i} 2\left|\beta_{m}\right| \cos \left(m x+\theta_{m}\right) & i \equiv_{4} 0 \\ \sum_{m=1}^{k}-m^{i} 2\left|\beta_{m}\right| \sin \left(m x+\theta_{m}\right) & i \equiv_{4} 1 \\ \sum_{m=1}^{k}-m^{i} 2\left|\beta_{m}\right| \cos \left(m x+\theta_{m}\right) & i \equiv_{4} 2 \\ \sum_{m=1}^{k} m^{i} 2\left|\beta_{m}\right| \sin \left(m x+\theta_{m}\right) & i \equiv_{4} 3\end{cases}
$$

(note that the summand that corresponds to $m=0$ is dropped out in the derivative, as it is constant).

Splitting according $i \bmod 4$, we rewrite the equations $g^{(i)}(x)=0$ in matrix form as follows. ${ }^{3}$

$$
\text { for } i \equiv{ }_{4} 0: \quad\left(\begin{array}{cccc}
1^{4} & 2^{4} & \ldots & k^{4} \\
1^{8} & 2^{8} & \cdots & k^{8} \\
\vdots & \vdots & \vdots & \vdots \\
1^{4 k} & 2^{4 k} & \cdots & k^{4 k}
\end{array}\right)\left(\begin{array}{c}
2\left|\beta_{1}\right| \cos \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \cos \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \cos \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

[^12]\[

$$
\begin{array}{ll}
\text { for } i \not \equiv_{4} 1: & \left(\begin{array}{cccc}
-1^{1} & -2^{1} & \cdots & -k^{1} \\
-1^{5} & -2^{5} & \cdots & -k^{5} \\
\vdots & \vdots & \vdots & \vdots \\
-1^{4 k-3} & -2^{4 k-3} & \cdots & -k^{4 k-3}
\end{array}\right)\left(\begin{array}{c}
2\left|\beta_{1}\right| \sin \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \sin \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \sin \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\text { for } i
\end{array}{ }_{4}: \quad\left(\begin{array}{cccc}
-1^{2} & -2^{2} & \cdots & -k^{2} \\
-1^{6} & -2^{6} & \cdots & -k^{6} \\
\vdots & \vdots & \vdots & \vdots \\
-1^{4 k-2} & -2^{4 k-2} & \cdots & -k^{4 k-2}
\end{array}\right)\left(\begin{array}{c}
2\left|\beta_{1}\right| \cos \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \cos \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \cos \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\text { for } i \equiv_{4} 3: \\
0
\end{array}\right)\right. \\
& \left(\begin{array}{cccc}
1^{3} & 2^{3} & \cdots & k^{3} \\
1^{7} & 2^{7} & \cdots & k^{7} \\
\vdots & \vdots & \vdots & \vdots \\
1^{4 k-1} & 2^{4 k-1} & \cdots & k^{4 k-1}
\end{array}\right)\left(\begin{array}{c}
2\left|\beta_{1}\right| \sin \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \sin \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \sin \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
\end{array}
$$
\]

Observe that the matrices we obtain are minors of Vandermonde Matrices (up to their sign), and as such are non-singular [8]. It follows that

$$
\left(\begin{array}{c}
2\left|\beta_{1}\right| \sin \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \sin \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \sin \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right) \text { and }\left(\begin{array}{c}
2\left|\beta_{1}\right| \cos \left(x+\theta_{1}\right) \\
2\left|\beta_{2}\right| \cos \left(2 x+\theta_{2}\right) \\
\vdots \\
2\left|\beta_{k}\right| \cos \left(k x+\theta_{k}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Recall that we assume at least one $\beta_{j}$ is nonzero for some $1 \leq j \leq k$, so we have $\cos \left(j x+\theta_{j}\right)=$ $\sin \left(j x+\theta_{j}\right)=0$, which is clearly a contradiction. We thus conclude the proof.

By Proposition 6, it follows that $g$ is not constant, and therefore $f(x, y)$ is not constant on the curve $x^{2}+y^{2}=1$. By Bezout's Theorem, we have that $Z_{f}$ is finite, and consists of at most $4 k$ points. Moreover, $f$ is a semialgebraic function (that is, its graph $\{(x, y, f(x, y)): x, y \in \mathbb{R}\}$ is semialgebraic set in $\mathbb{R}^{3}$ ). Thus, the points in $Z_{f}$ have semialgebraic coordinates, and we can compute them. By identifying $\mathbb{R}^{2}$ with $\mathbb{C}$, denote $Z_{f}=\left\{z_{1}, \ldots, z_{4 k}\right\}$.

- Remark 7. Since the polynomial $f$ has algebraic coefficients, it is not immediately clear how the degree and height of the points in $Z_{f}$ relate to $\|f\|$. However, recall that the algebraic coefficients in $f$ are polynomials in the entries of $A^{n} s$, which are, in turn, algebraic numbers of degree at most 3 whose description is polynomial in that of $A$ and $s$.

Thus, we can define $Z_{f}$ with a formula in the first-order theory of the reals with a fixed number of variables. Using results of Renegar [19], we show in the full version that the points in $Z_{f}$ have semialgebraic coordinates with description length polynomial in $\|f\|$.

We now employ the following lemma from [16], which is itself a consequence of the Baker-Wüstholz Theorem [2].

- Lemma 8 ([16]). There exists $D \in \mathbb{N}$ such that for all algebraic numbers $\zeta, \xi$ of modulus 1 , and for every $n \geq 2$, if $\zeta^{n} \neq \xi$, then $\left|\zeta^{n}-\xi\right|>\frac{1}{n^{(\|\zeta\|+\|\xi\|)^{D}}}$.

Since $\gamma$ is not a root of unity, it holds that $\gamma^{n_{1}} \neq \gamma^{n_{2}}$ for every $n_{1} \neq n_{2} \in \mathbb{N}$. Thus, there exists a computable $N_{1} \in \mathbb{N}$ such that $\gamma^{n} \notin Z_{f}$ for every $n>N_{1}$. Moreover, by [5, Lemma D.1], we have that $N_{1}=\|f\|^{\mathcal{O}(1)}$. By Lemma 8, there exists a constant $D \in \mathbb{N}$ such that for every $n \geq N_{1}$ and $1 \leq j \leq 4 k$ we have that $\left|\gamma^{n}-z_{j}\right|>\frac{1}{n^{\left(\|f\|^{D}\right)}}\left(\right.$ since $\left\|z_{j}\right\|+\|\gamma\|=\mathcal{O}(\|f\|)$ ). Intuitively, for $n>N_{1}$ we have that $\gamma^{n}$ does not get close to any $z_{i}$ "too quickly" as a function of $n$. In particular, for $n>N_{1}$ we have $f\left(\gamma^{n}\right) \neq 0$. It thus remains to show that for
large enough $n, r(n)$ does not affect the sign of $f\left(\gamma^{n}\right)+r(n)$. Intuitively, this is the case because $r(n)$ decreases exponentially, while $\left|f\left(\gamma^{n}\right)\right|$ is bounded from below by an inverse polynomial.

For every $z_{j} \in Z_{f}$, let $\varphi_{j}=\arg z_{j}$, so that $f(z)=0$ iff $g\left(\varphi_{j}\right)=0$. We assume w.l.o.g. that $\varphi_{j} \in(-\pi, \pi)$ for every $1 \leq j \leq 4 k$. Indeed, if $\varphi_{j}=\pi$ for some $j$, then we can shift the domain of $g$ slightly so that all zeros are in the interior.

For every $1 \leq j \leq 4 k$, let $T_{j}$ be the Taylor polynomial of $g$ around $\varphi_{j}$ such that the degree $d_{j}$ of $T_{j}$ is minimal and $T_{j}$ is not identically 0 . Thus, we have $T_{j}(x)=\frac{g^{\left(d_{j}\right)}\left(\varphi_{j}\right)}{d_{j}!}\left(x-\varphi_{j}\right)^{d_{j}}$. By Proposition 6 we have that $d_{j} \leq 4 k$ for every $j$. In addition, the description of $T_{j}$ is computable from that of $\|f\|$.

By Taylor's inequality, we have that for every $x \in[-\pi, \pi]$ it holds that $\left|g(x)-T_{j}(x)\right| \leq$ $\frac{M_{j}\left|x-\varphi_{j}\right|^{d_{j}+1}}{\left(d_{j}+1\right)!}$ where $M_{j}=\max _{x \in[-\pi, \pi]}\left\{g^{\left(d_{j}+1\right)}(x)\right\}$ (where $g$ is extended naturally to the domain $[-\pi, \pi]$ ). By our description of $g^{\left(d_{j}+1\right)}(x)$, we see that $M_{j}$ is bounded by $M=$ $4 k \max _{1 \leq i \leq k}\left\{\left|\beta_{i}\right|\right\} k^{4 k+1}$.

Let $\epsilon_{1}>0$ be such that the following conditions hold for every $1 \leq j \leq 4 k$.

1. $\operatorname{sign}\left(g^{\prime}(x)\right)$ does not change in $\left(\varphi_{j}, \varphi_{j}+\epsilon_{1}\right)$ nor in $\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}\right)$.
2. $\left|g(x)-T_{j}(x)\right| \leq \frac{1}{2}\left|T_{j}(x)\right|$ for every $x \in\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$.
3. $\operatorname{sign}\left(g^{\prime}(x)\right)=\operatorname{sign}\left(T_{j}^{\prime}(x)\right)$ for every $x \in\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$.

Note that we can assume $\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right) \subseteq(-\pi, \pi)$, since by our assumption $\varphi_{j} \in(-\pi, \pi)$ for all $1 \leq j \leq 4 k$.

An $\epsilon_{1}$ as above exists due to the following properties (see Figure 1 for an illustration):

- There are only finitely many points where $g^{\prime}(x)=0$,
- $T_{j}(x)$ is of degree $d_{j}$, whereas $\left|g(x)-T_{j}(x)\right|$ is upper-bounded by a polynomial of degree $d_{j}+1$, and
- $T_{j}^{\prime}(x)$ is the Taylor polynomial of degree $d_{j}-1$ of $g^{\prime}(x)$ around $\varphi_{j}$, so by bounding the distance $\left|g^{\prime}(x)-T_{j}^{\prime}(x)\right|$ we can conclude the third requirement.


Figure $1 g(x)$ and two Taylor polynomials: $T_{1}(x)$ around $\varphi_{1}$ and $T_{2}(x)$ around $\varphi_{2}$. The shaded regions show where requirements (1)-(3) hold, which determine $\epsilon_{1}$. Observe that for $T_{1}$, the most restrictive requirement is $\left|g(x)-T_{1}(x)\right| \leq \frac{1}{2} T_{1}(x)$, whereas for $T_{2}$ the restriction is the requirement that $T_{2}(x)$ is monotone.

In order to establish Lemma 4, we must be able to effectively compute $\epsilon_{1}$. We thus proceed with the following lemma.

- Lemma 9. $\epsilon_{1}$ can be computed in polynomial time in $\|f\|$, and $\frac{1}{\epsilon_{1}}=2^{\|f\|^{\mathcal{O}(1)}}$.

Proof. We compute $\delta_{1}, \delta_{2}, \delta_{3}$ that satisfy requirements 1,2 , and 3 , respectively. Then, taking $\epsilon_{1}=\min \left\{\delta_{1}, \delta_{2}, \delta_{3}\right\}$ will conclude the proof.

Condition 1. We compute $\delta_{1}>0$ such that $\operatorname{sign}\left(g^{\prime}(x)\right)$ does not change in $\left(\varphi_{j}-\delta_{1}, \varphi_{j}\right)$ nor in $\left(\varphi_{j}, \varphi_{j}+\delta_{1}\right)$. This is done as follows. Recall that $g(x)=f\left(e^{i x}\right)=\sum_{m=0}^{k} \beta_{m} e^{i m x}+\overline{\beta_{m}} \overline{e^{i m x}}$. It is not hard to check that $g^{\prime}(x)=\sum_{m=0}^{k} i m \beta_{m} e^{i m x}+\overline{i m \beta_{m}} e^{i m x}$. Let $\widehat{f}(z): \mathbb{C} \rightarrow \mathbb{R}$ be the function $\widehat{f}(z)=\sum_{m=0}^{k} i m \beta_{m} z+\overline{i m \beta_{m}} \bar{z}$, then $g^{\prime}(x)=\widehat{f}\left(e^{i x}\right)$ and $\|\widehat{f}\|=\mathcal{O}(\|f\|)$.
Consider the algebraic set $F=\{z:|z|=1 \wedge \widehat{f}(z)=0\}$, then $\left\{x: g^{\prime}(x)=0\right\}=$ $\{\arg (z): z \in F\}$. By similar arguments as those by which we found the roots of $f$ on the unit circle, namely by adapting Proposition 6 to $\widehat{f}$, we can conclude that $F$ contains at most $4 k$ points. Thus, it is enough to set $\delta_{1}$ such that $\left(\bigcup_{j=1}^{4 k}\left(\varphi_{j}-\delta_{1}, \varphi_{j}\right) \cup\left(\varphi_{j}, \varphi_{j}+\delta_{1}\right)\right) \cap F=$ $\emptyset$.
By Equation (1), we have that for $z \neq z^{\prime} \in F$ it holds that $\left|z-z^{\prime}\right|>\frac{\sqrt{6}}{d^{\frac{d+1}{2}} \cdot H^{d-1}}$ where $d$ and $H$ are the degree and height of the roots of $\widehat{f}(z)$ (see Remark 7). Thus, $1 /\left|z-z^{\prime}\right|$ is $2^{\|f\|^{\mathcal{O}(1)}}$, and has a polynomial description. Since $\left|\arg (z)-\arg \left(z^{\prime}\right)\right|>\left|z-z^{\prime}\right|$, we conclude that by setting $\delta_{1}=\min \left\{\left|z-z^{\prime}\right|: z \neq z^{\prime} \in F\right\} / 3$, it holds that $\frac{1}{\delta_{1}}$ has a polynomial description in $\|f\|$, and $\delta_{1}$ satisfies the required condition.
Condition 2. Next, we compute $\delta_{2}>0$ such that $\left|g(x)-T_{j}(x)\right| \leq \frac{1}{2}\left|T_{j}(x)\right|$ for every $x \in\left(\varphi_{j}-\delta_{2}, \varphi_{j}+\delta_{2}\right)$. Recall that $T_{j}(x)=\frac{g^{\left(d_{j}\right)}\left(\varphi_{j}\right)}{d_{j}!}\left(x-\varphi_{j}\right)^{d_{j}}$. Note that this case is more challenging than Condition 1, as unlike $g(x)=f\left(e^{i x}\right)$, the polynomial $T_{j}(x)$ has potentially transcendental coefficients (namely $\varphi_{j}$ ). For clarity, we omit the index $j$ in the following. Thus, we write $T, d, \varphi$ instead of $T_{j}, d_{j}, \varphi_{j}$, etc.
In order to ignore the absolute value, assume $T(x) \geq g(x)>0$ in an interval $(\varphi, \varphi+\xi)$ for some $\xi>0$ (the other cases are treated similarly). Then, the inequality above becomes $g(x)-\frac{1}{2} T(x) \geq 0$. Since the degree of $T$ is $d$, then by the definition of $T$, the first $d-1$ derivatives of $g$ in $\varphi$ vanish. Define $h(x)=g(x)-\frac{1}{2} T(x)$, then we have $h(\varphi)=0, h^{\prime}(\varphi)=0, \ldots, h^{(d-1)}(\varphi)=0$ and $h^{(d)}(\varphi)=g^{(d)}(\varphi)-\frac{1}{2} g^{(d)}(\varphi)=\frac{1}{2} g^{(d)}(\varphi)$. By our assumption, $T(x) \geq \frac{1}{2} T(x)$ for $x \in(\varphi, \varphi+\xi)$, so $h^{(d)}(\varphi)>0$. In addition, recall that $\left|h^{(d+1)}(x)\right|=\left|g^{(d+1)}(x)\right| \leq M$ for every $x \in[-\pi, \pi]$. Thus, by writing the $d$-th Taylor expansion of $h(x)$ around $\varphi$, we have that $h(x)=\frac{h^{(d)}(\varphi)}{d!}(x-\varphi)^{d}+E(x)$ where $|E(x)| \leq \frac{M}{(d+1)!}(x-\varphi)^{d+1}$. We now have that

$$
h(x) \geq \frac{1}{2} \frac{g^{(d)}(\varphi)}{d!}(x-\varphi)^{d}-\frac{M}{(d+1)!}(x-\varphi)^{d+1} .
$$

Taking $x \in\left(\varphi, \varphi+\frac{g^{(d)}(\varphi)(d+1)}{2 M}\right)$, it is easy to check that $h(x) \geq 0$. We can now set $\delta_{2}=\frac{g^{(d)}(\varphi)(d+1)}{2 M}$, which satisfies the required condition.
Condition 3. Finally, we compute $\delta_{3}>0$ such that $\operatorname{sign}\left(g^{\prime}(x)\right)=\operatorname{sign}\left(T_{j}^{\prime}(x)\right)$ for every $x \in\left(\varphi_{j}-\delta_{3}, \varphi_{j}+\delta_{3}\right)$. Observe that $T_{j}^{\prime}(x)$ is the $d_{j}-1$-th Taylor polynomial of $g^{\prime}(x)$ around $\varphi^{j}$. Thus, by following the reasoning used to find $\delta_{2}$, we can find $\delta_{3}$ such that $\left|g^{\prime}(x)-T_{j}^{\prime}(x)\right| \leq \frac{1}{2}\left|T_{j}^{\prime}(x)\right|$ for every $x \in\left(\varphi-\delta_{3}, \varphi+\delta_{3}\right)$, and in particular it holds that $\operatorname{sign}\left(g^{\prime}(x)\right)=\operatorname{sign}\left(T_{j}^{\prime}(x)\right)$ for every $x \in\left(\varphi_{j}-\delta_{3}, \varphi_{j}+\delta_{3}\right)$.
As mentioned above, by setting $\epsilon_{1}=\min \left\{\delta_{1}, \delta_{2}, \delta_{3}\right\}$, we conclude the proof.
Conditions 1,2 , and 3 above imply that within the intervals $\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$ we have that $|g(x)| \geq \frac{1}{2}\left|T_{j}(x)\right|$, that $g(x)$ and $T_{j}(x)$ have the same sign, and that they are both decreasing/increasing together.

We now claim that there exists a polynomial $p(n)$ and a number $N_{2} \in \mathbb{N}$ such that for every $n>N_{2}$ it holds that $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right|>\frac{1}{p(n)}$. In order to compute $p(n)$, we compute separate polynomials for the domain $\bigcup_{j=1}^{4 k}\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$ and for its complement. Then, taking their minimum and bounding it from below by another polynomial yields $p(n)$.

We start by considering the case where $\arg \left(\gamma^{n}\right) \in \bigcup_{j=1}^{4 k}\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$. Recall that since $\gamma$ is not a root of unity, then for every $n>N_{1}$ it holds that $\gamma^{n} \notin Z_{f}=\left\{z_{1}, \ldots, z_{4 k}\right\}$. Then, by Lemma 8 , for every $1 \leq j \leq 4 k$ and every $n \geq N_{2}=\max \left\{N_{1}, 2\right\}$ we have $\left|\gamma^{n}-z_{j}\right|>\frac{1}{n\|f\| D)}$. In addition, $\left|\gamma^{n}-z_{j}\right| \leq\left|\arg \left(\gamma^{n}\right)-\varphi_{j}\right|$ (since the LHS is the Euclidean distance and the RHS is the spherical distance). Therefore, $\left|\arg \left(\gamma^{n}\right)-\varphi_{j}\right|>\frac{1}{n\left(\|f\|^{D}\right)}$, so either $\arg \left(\gamma^{n}\right)>\varphi_{j}+\frac{1}{\left.n\|f\|^{D}\right)}$ or $\arg \left(\gamma^{n}\right)<\varphi_{j}-\frac{1}{n(\|f\| D)}$. Next, we have that if $\arg \left(\gamma^{n}\right) \in\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$ for some $1 \leq$ $j \leq 4 k$, then $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right| \geq \frac{1}{2}\left|T_{j}\left(\arg \left(\gamma^{n}\right)\right)\right| \geq \frac{1}{2} \min \left\{\left|T_{j}\left(\varphi_{j}+\frac{1}{n\left(\|f\|^{D}\right)}\right)\right|,\left|T_{j}\left(\varphi_{j}-\frac{1}{\left.n\| \| f \|^{D}\right)}\right)\right|\right\}$, where the last inequality follows from condition 3 above, which implies that $T_{j}$ is monotone with the same tendency as $g$.

Observe that $T_{j}\left(\varphi_{j}-\frac{1}{\left.n\|f\|^{D}\right)}\right)=\frac{g^{\left(d_{j}\right)}(\varphi)}{d_{j}!} \frac{1}{n\left(\|f\|^{D}\right)}$ and that similarly $T_{j}\left(\varphi_{j}+\frac{1}{n\left(\|f\|^{D}\right)}\right)=$ $-\frac{g^{\left(d_{j}\right)}(\varphi)}{d_{j}!} \frac{1}{n\left(\|f\|^{D}\right)}$ are both inverse polynomials (in $\left.n\right)$. Thus, $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right|$ is bounded from below by an inverse polynomial. Moreover, these polynomials can be easily computed in time polynomial in $\|f\|$.

Finally, we note that for $x \notin \bigcup_{j=1}^{4 k}\left(\varphi_{j}-\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$ we can compute in polynomial time a bound $B>0$ such that $|g(x)|>B$. Indeed, $B=\min \left\{|g(x)|: x \in[-\pi, \pi] \backslash \bigcup_{j=1}^{4 k}\left(\varphi_{j}-\right.\right.$ $\left.\epsilon_{1}, \varphi_{j}+\epsilon_{1}\right)$ (where $g(-\pi)$ is defined naturally by extending the domain), and we have that $|B|>0$ since we assumed non of the $\varphi_{j}$ are exactly at $\pi$ (in which case we would have had $g(-\pi)=0)$. In particular, we can combine the two domains and compute a polynomial $p$ as required. We remark that we can compute $\|B\|$ in polynomial time, since it is either at least $\frac{1}{2}\left|T_{j}\left(\varphi_{j} \pm \epsilon_{1}\right)\right|$ for some $1 \leq j \leq 4 k$ (and by Lemma $9,\left\|\epsilon_{1}\right\|$ can be computed in polynomial time), or it is the value of one of the extrema of $g$, and the latter can be computed by finding the extrema of the (algebraic) function $f$ on the unit circle.

To recap, for every $n>N_{2}$ it holds that $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right|>\frac{1}{p(n)}$ for a non-negative polynomial $p$, and both $N_{2}$ and $p$ can be computed in polynomial time in the description of the input.

Next, we wish to find $N_{3} \in \mathbb{N}$ such that for every $n>N_{3}$ it holds that $r(n)<\frac{1}{p(n)}$. Recall that $r(n)=\sum_{l=1}^{k^{\prime}} \chi_{l} \mu_{l}^{n}+{\overline{\chi l \mu_{l}}}^{n}$ where for every $1 \leq l \leq k^{\prime}$ we have that $\mu_{l}$ is algebraic with $\operatorname{deg}\left(\mu_{l}\right)=\|f\|^{\mathcal{O}(1)}$ and $H\left(\mu_{l}\right)=2^{\|f\|^{\mathcal{O}(1)}}$. Observe that $1-\left|\mu_{l}\right|$ is also an algebraic number. Indeed, $1-\left|\mu_{l}\right|=1-\sqrt{\mu_{l} \overline{\mu_{l}}}$. Moreover, we get that $\operatorname{deg}\left(1-\left|\mu_{l}\right|\right) \leq \operatorname{deg}\left(\mu_{l}\right)^{4}$, as it is the root of a polynomial of degree at most $\operatorname{deg}\left(\mu_{l}\right)^{4}$, and that $H\left(1-\left|\mu_{l}\right|\right)$ is polynomial in $H\left(\mu_{l}\right)$. Since $\left|\mu_{l}\right|<1$, by applying Equation (1), we get $1-\left|\mu_{l}\right|=\left|1-\left|\mu_{l}\right|\right|>\frac{\sqrt{6}}{d^{(d+1) / 2} H\left(\mu_{l}\right)^{d-1}}$ where $d=\operatorname{deg}\left(\mu_{l}\right)^{\mathcal{O}(1)}$ and $H\left(\mu_{l}\right)=2^{\|I\|^{(1)}}$. It follows that we can compute $\delta \in(0,1)$ with $\frac{1}{\delta}=2^{\|I\|^{\mathcal{O}(1)}}$ such that $1-\left|\mu_{l}\right|>\delta$, and hence $|\mu|^{n}<1-\delta$. Thus,

$$
|r(n)| \leq \sum_{l=1}^{k^{\prime}} 2\left|\chi_{l} \| \mu_{l}\right|^{m n} \leq \sum_{l=1}^{k^{\prime}} 2\left|\chi_{l}\right|(1-\delta)^{m n} \leq 2 k^{\prime} \max _{1 \leq l \leq k^{\prime}}\left|\chi_{l}\right|(1-\delta)^{n}
$$

We can now compute $\epsilon \in(0,1)$ and $N_{3} \in \mathbb{N}$ such that:

1. $\frac{1}{\epsilon}=2^{\|I\|^{\mathcal{O}(1)}}$
2. $N_{3}=2^{\|I\|^{O(1)}}$
3. For every $n>N_{3}$ it holds that $|r(n)|<(1-\epsilon)^{n}$

Finally, by taking $N_{4} \in \mathbb{N}$ such that $(1-\epsilon)^{n}<\frac{1}{p(n)}$ (which satisfies $N_{4}=2^{\|I\| \|^{(1)}}$ ) for all $n>N_{4}$, we can now conclude that for every $n>\max \left\{N_{2}, N_{3}, N_{4}\right\}$, the following hold.

1. $f\left(\gamma^{n}\right)=g\left(\arg \left(\gamma^{n}\right)\right) \neq 0$.
2. If $f\left(\gamma^{n}\right)>0$, then $g\left(\arg \left(\gamma^{n}\right)\right)>0$, so $g\left(\arg \left(\gamma^{n}\right)\right)>\frac{1}{p(n)}$. Since $|r(n)|<\frac{1}{p(n)}$, it follows that $f\left(\gamma^{n}\right)+r(n)=g\left(\arg \left(\gamma^{n}\right)\right)+r(n)>\frac{1}{p(n)}-|r(n)|>0$. Conversely, if $f\left(\gamma^{n}\right)+r(n)>0$, then $g\left(\arg \left(\gamma^{n}\right)\right)+r(n)>0$, but since $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right|>\frac{1}{p(n)}$ and $|r(n)|<\frac{1}{p(n)}$, then it must hold that $g\left(\arg \left(\gamma^{n}\right)\right)>0$, so $f\left(\gamma^{n}\right)>0$.
3. If $f\left(\gamma^{n}\right)<0$, then $g\left(\arg \left(\gamma^{n}\right)\right)<0$, so $g\left(\arg \left(\gamma^{n}\right)\right)<-\frac{1}{p(n)}$. Since $|r(n)|<\frac{1}{p(n)}$, it follows that $f\left(\gamma^{n}\right)+r(n)=g\left(\arg \left(\gamma^{n}\right)\right)+r(n)<-\frac{1}{p(n)}+|r(n)|<0$. Conversely, if $f\left(\gamma^{n}\right)+r(n)<0$, then $g\left(\arg \left(\gamma^{n}\right)\right)+r(n)<0$, but since $\left|g\left(\arg \left(\gamma^{n}\right)\right)\right|>\frac{1}{p(n)}$ and $|r(n)|<\frac{1}{p(n)}$, then it must hold that $g\left(\arg \left(\gamma^{n}\right)\right)<0$, so $f\left(\gamma^{n}\right)<0$.
This concludes the proof of Lemma 4.
We are now ready to use Lemma 4 in order to solve the systems.

- Theorem 10. The problem of deciding whether an almost self-conjugate system has a solution is decidable.

Proof. Consider an almost self-conjugate system of the form $\bigwedge_{J} R_{J}\left(A^{n} s\right) \sim_{J} 0$. For each expression $R_{J}\left(A^{n} s\right) \sim_{J} 0$, let $f$ be the corresponding dominant function, as per Lemma 4, and compute its respective bound $N$. If $\sim_{J}$ is " $=$ ", then by Lemma 4, if the equation is satisfiable for $n \in \mathbb{N}$, then $n<N$.

If all the $\sim_{J}$ are " $>$ ", then for each such inequality compute $\{z: f(z)>0\}$, which is a semialgebraic set. If the intersection of these sets is empty, then if $n$ is a solution for the system, it must hold that $n<N$. If the intersection is non-empty, then it is an open set. Since $\gamma$ is not a root of unity, then $\left\{\gamma^{n}: n \in \mathbb{N}\right\}$ is dense in the unit circle. Thus, there exists $n>N$ such that $\gamma^{n}$ is in the above intersection, so the system has a solution. Checking the emptiness of the intersection can be done using Theorem 1.

Thus, it remains to check whether there exists a solution $n<N$, which is clearly decidable.

Observe that from Theorem 10, combined with Section 3.1, we can conclude the decidability of the point-to-semialgebraic Orbit Problem. However, as it turns out, we can reuse Theorem 10 to obtain a much stronger result, namely the decidability of the Semialgebraic Orbit Problem.

## 4 The Semialgebraic Orbit Problem

In [1], we proved that the following problem is decidable: given two polytopes $S, T \subseteq \mathbb{R}^{3}$ and a matrix $A \in \mathbb{Q}^{3 \times 3}$, does there exist $n \in \mathbb{N}$ such that $A^{n} S \cap T \neq \emptyset$. We now show that the techniques developed here can be used as an alternative solution for this problem, and in fact solve a much stronger variant, where $S$ and $T$ are replaced by semialgebraic sets. That is, given two semialgebraic sets $S, T \subseteq \mathbb{R}^{3}$ and a matrix $A \in \mathbb{Q}^{3 \times 3}$, does there exist $n \in \mathbb{N}$ such that $A^{n} S \cap T \neq \emptyset$.

- Theorem 11. The Semialgebraic Orbit Problem is decidable.

Proof. Consider semialgebraic sets $S, T \subseteq \mathbb{R}^{3}$ and a matrix $A \in \mathbb{Q}^{3 \times 3}$, as described above. Recall that we can write $S=\left\{\vec{x}: \bigvee_{I} \bigwedge_{J} R_{I, J}(\vec{x}) \sim_{I, J} 0\right\}$ and similarly for $T$. Since we want to decide whether some point in $S$ hits $T$, we can consider each disjunct in the description of $S$ separately. Thus, we henceforth assume $S=\left\{\vec{x}: \bigwedge_{J} R_{J}(\vec{x}) \sim_{J} 0\right\}$.

We now turn to characterise the set $A^{n} S$ for every $n \in \mathbb{N}$. For this purpose, we assume $A$ is invertible. The case where $A$ is not invertible can be reduced to analysis in a lower dimension, and is handled in the full version. For every $n \in \mathbb{N}$, we now have

$$
A^{n} S=\left\{A^{n} \vec{x}: \bigwedge_{J} R_{J}(\vec{x}) \sim_{J} 0\right\}=\left\{\vec{x}: \bigwedge_{J} R_{J}\left(\left(A^{-1}\right)^{n} \vec{x}\right) \sim_{J} 0\right\} .
$$

We further assume that $A$ has a complex eigenvalue. As in Section 3, the case where all eigenvalues are real is simpler (even if $A$ is not diagonalisable), and is handled in the full version. We can now write $A=P D P^{-1}$ with $D=\left(\begin{array}{ccc}\lambda & 0 & 0 \\ 0 & \bar{\lambda} & 0 \\ 0 & 0 & \rho\end{array}\right)$, where $\lambda$ is a complex eigenvalue, $\rho \in \mathbb{R}$, and $P$ an invertible matrix. We thus have $A^{-1}=P D^{-1} P^{-1}$ where $D^{-1}=\left(\begin{array}{ccc}\frac{\bar{\lambda}}{|\lambda|^{2}} & 0 & 0 \\ 0 & \frac{\lambda}{|\lambda|^{2}} & 0 \\ 0 & 0 & \rho^{-1}\end{array}\right)$. We denote $\zeta=\frac{\bar{\lambda}}{|\lambda|^{2}}$ and $\eta=\rho^{-1}$, so $D^{-1}=\left(\begin{array}{ccc}\zeta & 0 & 0 \\ 0 & \bar{\zeta} & 0 \\ 0 & 0 & \eta\end{array}\right)$. As in Section 3, by analysing the structure of $P$ and $P^{-1}$, we have that for $\vec{x}=\left(x_{1}, x_{2}, x_{3}\right)$, $\left(A^{-1}\right)^{n}(\vec{x})_{i}=\sum_{j=1}^{3}\left(a_{i, j} \zeta^{n}+\overline{a_{i, j}} \bar{\zeta}^{n}+b_{i, j} \eta^{n}\right) x_{j}$ with $a_{i, j} \in \mathbb{A}$ and $b_{i, j} \in \mathbb{A} \cap \mathbb{R}$. That is, each coordinate $1 \leq i \leq 3$, is a linear combination of $x_{1}, x_{2}, x_{3}$ where the coefficients are of the form above. In particular, the coefficient of every $x_{j}$ is an almost self-conjugate polynomial (see the full version for a complete analysis).

Consider a monomial of the form $x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}}$ in $R_{J}(\vec{x})$. Replacing $\vec{x}$ with $\left(A^{-1}\right)^{n} \vec{x}$, the monomial then becomes $Q\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right) x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}}$, where $Q\left(z_{1}, z_{2}, z_{3}\right)$ is an almost selfconjugate polynomial. Indeed, this follows since the coordinates of $\left(A^{-1}\right)^{n} \vec{x}$ above are almost self-conjugate, and products of almost self-conjugate polynomials remain almost self-conjugate.

Recall that the polynomials $R_{J}$ in the description of $S$ have integer (and in particular, real) coefficients. By lifting the discussion about monomials to $R_{J}$, we can write

$$
R_{J}\left(\left(A^{-1}\right)^{n}(\vec{x})\right)=\sum_{0 \leq s_{1}, s_{2}, s_{3} \leq k} Q_{s_{1}, s_{2}, s_{3}}^{J}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right) x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}}
$$

where $k \in \mathbb{N}$ and the coefficients $Q_{s_{1}, s_{2}, s_{3}}^{J}$ are almost self-conjugate.
Observe that now, there exists $n \in \mathbb{N}$ such that $A^{n} S \cap T \neq \emptyset$ iff there exists $n \in \mathbb{N}$ and $\vec{x} \in \mathbb{R}^{3}$ such that $\vec{x} \in T$ and

$$
\begin{equation*}
\bigwedge_{J} \sum_{0 \leq s_{1}, s_{2}, s_{3} \leq k} Q_{s_{1}, s_{2}, s_{3}}^{J}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right) x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}} \sim_{J} 0 \tag{4}
\end{equation*}
$$

Intuitively, we now want to eliminate the quantifiers on $\vec{x}$ in the expression above. However, we cannot readily do so, as the expression is also quantified by $n \in \mathbb{N}$. Nonetheless, in the following we manage to circumvent this problem by increasing the dimension of the problem.

Let $K$ be the number of polynomials $Q_{s_{1}, s_{2}, s_{3}}^{J}$ that appear in the conjunction (4) above, indexed by $J, s_{1}, s_{2}, s_{3}$. Consider the set

$$
U=\left\{\left(y_{1}, \ldots, y_{K}\right) \in \mathbb{R}^{K}: \begin{array}{l}
\exists \vec{x} \in \mathbb{R}^{3}, x \in T \wedge \\
\bigwedge_{J} \sum_{0 \leq s_{1}, s_{2}, s_{3} \leq k} y_{s_{1}, s_{2}, s_{3}}^{J} x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}} \sim_{J} 0
\end{array}\right\}
$$

That is, $U$ is obtained by replacing each polynomial $Q_{s_{1}, s_{2}, s_{3}}^{J}$ with a "placeholder" real variable $y_{s_{1}, s_{2}, s_{3}}^{J}$. $U$ is clearly a semialgebraic set, so by Theorem 2 , we can eliminate the quantifier on $\vec{x}$, and write

$$
U=\left\{\left(y_{1}, \ldots, y_{K}\right) \in \mathbb{R}^{K}: \bigwedge_{J} S_{J}\left(y_{1}, \ldots, y_{K}\right) \sim_{J} 0\right\}
$$

where $S_{J}$ are polynomials with integer coefficients. It is now the case that there exists $n \in \mathbb{N}$ such that $A^{n} S \cap T \neq \emptyset$ iff there exists $n \in \mathbb{N}$ such that $\left(Q_{1}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right), \ldots, Q_{K}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right)\right) \in$ $U$. That is, we need to decide whether there exists $n \in \mathbb{N}$ such that $S_{J}\left(Q_{1}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right), \ldots\right.$, $\left.Q_{K}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right)\right) \sim_{J} 0$ for every $J$.

It is easy to see that since the polynomials $Q_{i}$ are almost self-conjugate, then so is $S_{J}\left(Q_{1}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right), \ldots, Q_{K}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right)\right)$, (when viewed as a polynomial in $\left.\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right)$.

Thus, the conjunction

$$
\bigwedge_{J} S_{J}\left(Q_{1}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right), \ldots, Q_{K}\left(\zeta^{n}, \bar{\zeta}^{n}, \eta^{n}\right)\right)
$$

is an almost self-conjugate system, and by Theorem 10, it is decidable whether it has a solution. This concludes the proof.

## 5 Discussion

This paper establishes the decidability of the Semialgebraic Orbit Problem in dimension at most three. The class of semialgebraic sets is arguably the largest natural class of subsets of $\mathbb{R}^{n}$ for which membership is decidable. Thus, our results reach the limit of what can be decided about the orbit of a single matrix. Moreover, our techniques shed light on the decidability (or hardness) of orbit problems in higher dimensions: the techniques we develop for analysing orbits can be applied to any matrix (in any dimension) whose eigenvalues have arguments that are pairwise linearly dependent over $\mathbb{Q}$ (i.e., the arguments of all the eigenvalues are rational multiples of some angle $\theta$ ). Indeed, it is easy to see that the orbits generated by such matrices can be reduced to solving almost self-conjugate systems (see Section 3). This can be put in contrast to known hardness results [4] in dimension $d \geq 4$, which require a single pair of eigenvalues whose arguments do not satisfy the above property. Thus, we significantly sharpen the border of known decidability, and allow future research to focus on hard instances.

Technically, our contribution uncovers two interesting tools. First, the identification of almost self-conjugate polynomials, and their amenability to analysis (Section 3), and second, the ability to abstract away integral exponents in order to perform quantifier elimination, by increasing the dimension (Section 4). The former arises naturally in the context of matrix exponentiation, while the latter is an obstacle that is often encountered when quantifying over semialgebraic sets in the presence of a discrete operator (e.g., matrix exponentiation). In the future, we plan to further investigate the applications of these directions.
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#### Abstract

In search problems, a mobile searcher seeks to locate a target that hides in some unknown position of the environment. Such problems are typically considered to be of an on-line nature, in that the input is unknown to the searcher, and the performance of a search strategy is usually analyzed by means of the standard framework of the competitive ratio, which compares the cost incurred by the searcher to an optimal strategy that knows the location of the target. However, one can argue that even for simple search problems, competitive analysis fails to distinguish between strategies which, intuitively, should have different performance in practice.

Motivated by the above, in this work we introduce and study measures supplementary to competitive analysis in the context of search problems. In particular, we focus on the well-known problem of linear search, informally known as the cow-path problem, for which there is an infinite number of strategies that achieve an optimal competitive ratio equal to 9 . We propose a measure that reflects the rate at which the line is being explored by the searcher, and which can be seen as an extension of the bijective ratio over an uncountable set of requests. Using this measure we show that a natural strategy that explores the line aggressively is optimal among all 9-competitive strategies. This provides, in particular, a strict separation from the competitively optimal doubling strategy, which is much more conservative in terms of exploration. We also provide evidence that this aggressiveness is requisite for optimality, by showing that any optimal strategy must mimic the aggressive strategy in its first few explorations.
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## 1 Introduction

Searching for a hidden target is an important paradigm in computer science and operations research, with numerous applications. A typical search problem involves an environment, a mobile searcher (who may, or may not, have knowledge of the environment) and a hider (sometimes also called target) who hides at some position within the environment that is oblivious to the searcher. The objective is to define a search strategy, i.e., a traversal of the environment, that optimizes a certain efficiency criterion. A standard approach to the latter is by means of competitive analysis, in which we seek to minimize the worst-case cost for
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locating the target, divided by some concept of "optimal" solution; e.g., the minimum cost to locate the target once its position is known. Even prior to the advent of online computation and competitive analysis, search games had already been studied under such normalized measures within operations research [9]. Explicit studies of the competitive ratio and the closely related search ratio were given in [7] and [28], respectively, and led to the development of online searching $[24,11]$ as a subfield of online computation. See also [1] for an in-depth treatment of search games, including the role of payoff functions that capture the competitive ratio.

In this work we revisit one of the simplest, yet fundamental search problems, namely the linear search, or, informally, cow-path problem. The setting involves an infinite (i.e., unbounded) line, with a point $O$ designated as its origin, a searcher which is initially placed at the origin, and an immobile target which is at some position on the line that is unknown to the searcher. More specifically, the searcher does not know whether the hider is at the left branch or at the right branch of the line. The searcher's strategy $S$ defines its exploration of the line, whereas the hider's strategy $H$ is determined by its placement on the line. Given strategies $S, H$, the cost of locating the hider, denoted by $c(S, H)$ is the total distance traversed by the searcher at the first time it passes over $H$. Let $|H|$ denote the distance of the hider from the origin. The competitive ratio of $S$, denoted by $\operatorname{cr}(S)$, is the worst-case normalized cost of $S$, among all possible hider strategies. Formally,

$$
\begin{equation*}
\operatorname{cr}(S)=\sup _{H} \frac{c(S, H)}{|H|} \tag{1}
\end{equation*}
$$

It has long been known $[8,20]$ that the competitive ratio of linear search is 9 , and is achieved by a simple doubling strategy: in iteration $i$, the searcher starts from $O$, explores branch $i \bmod 2$ at a length equal to $2^{i}$, and then returns to $O$. However, this strategy is not uniquely optimal; in fact, it is known that there is an infinite number of competitively optimal strategies for linear search (see Lemma 6 in Section 3). In particular, consider an "aggressive" strategy, which in each iteration searches a branch to the maximum possible extent, while maintaining a competitive ratio equal to 9 . This can be achieved by searching, in iteration $i$, branch $i \bmod 2$ to a length equal to $(i+2) 2^{i+1}$ (see Corollary 8 ).

While both doubling and aggressive are optimal in terms of competitive ratio, there exist realistic situations in which the latter may be preferable to the former. Consider, for example, a search-and-rescue mission for a missing backpacker who has disappeared in one of two (very long) concurrent, hiking paths. Assuming that we select our search strategy from the space of 9 -competitive strategies, it makes sense to choose one that is tuned to discovering new territory, rather than a conservative strategy that tends to often revisit already explored areas.

With the above observation in mind, we first need to quantify what constitutes efficiency in exploration. To this end, given a strategy $S$ and $l \in \mathbb{R}^{+}$, we define $D(S, l)$ as the cost incurred by $S$ the first time the searcher has explored an aggregate length equal to $l$, combined in both branches. An efficient strategy should be such that $D(S, l)$ is small, for all $l$. Unfortunately, this criterion by itself is insufficient: Consider a strategy that first searches one branch to a length equal to $L$, where $L$ is very large. Then $D(S, l)$ is as small as possible for all $l<L$; however, this is hardly a good strategy, since it all but ignores one of the branches (and thus its competitive ratio becomes unbounded as $L \rightarrow \infty$ ).

To remedy this situation, we will instead use the above definition in a way that will allow us a pairwise comparison of strategies, which also considers all possible explored lengths. More formally, we define the following:

- Definition 1. Let $S_{1}, S_{2}$ denote two search strategies, we define the discovery ratio of $S_{1}$ against $S_{2}$, denoted by $\operatorname{dr}\left(S_{1}, S_{2}\right)$, as

$$
d r\left(S_{1}, S_{2}\right)=\sup _{l \in \mathbb{R}^{+}} \frac{D\left(S_{1}, l\right)}{D\left(S_{2}, l\right)}
$$

Moreover, given a class $\mathcal{S}$ of search strategies, the discovery ratio of $S$ against the class $\mathcal{S}$ is defined as

$$
d r(S, \mathcal{S})=\sup _{S^{\prime} \in \mathcal{S}} d r\left(S, S^{\prime}\right)
$$

In the case $\mathcal{S}$ is the set $\Sigma$ of all possible strategies, we simply call $d r(S, \mathcal{S})$ the discovery ratio of $S$, and we denote it by $d r(S)$.

Intuitively, the discovery ratio preserves the worst-case nature of competitive analysis, and at the same time bypasses the need for an "offline optimum" solution. Note that if a strategy $S$ has competitive ratio $c$ then it also has discovery ratio $c$; this follows easily from the fact that for every hider position $H, c(S, H) \geq D(S,|H|)$. However, the opposite is not necessarily true.

It is worth pointing out that one could have defined the discovery ratio over a discrete, countable space (i.e., the target hides at some integer distance from the origin), which turns out to be identical to the bijective ratio. This performance measure was introduced in [5] as an extension of (exact) bijective analysis of online algorithms [4], and which in turn is based on the pairwise comparison of the costs induced by two online algorithms over all request sequences of a certain size. Bijective analysis has been applied in fundamental online problems (with a discrete, finite set of requests) such as paging and list update [6], $k$-server [14, 5], and online search ${ }^{1}$ [15].

In what concerns linear search, in this work we choose to present the analysis over a "continuous" space of requests for two reasons. First, we demonstrate that this is indeed possible, which can be useful for other online problems which are defined over a continuous setting of requests (e.g., $k$-server problems defined over a metric space rather than over a finite graph). Second, the discretization introduces certain unnecessary and undesirable technical issues, e.g., in the choice of the "right" $t$ for strategy $R_{t}$ ( see Lemma 11). While the analysis is still tractable for our problem, for more complex search domains such as star search, the discrete analysis may be too complicated to yield results. We further discuss the connections between the discovery and the bijective ratios in Section 4.

The above observation implies that the discovery ratio inherits the appealing properties of bijective analysis, which further motivate its choice. In particular, note that bijective analysis has helped to identify theoretically efficient algorithms which also tend to perform well in practice (such as Least-Recently-Used for paging [6], and greedy-like $k$-server policies for certain types of metrics [5]). Furthermore, if an algorithm has bijective ratio $c$, then its average cost, assuming a uniform distribution over all request sequences of the same length, is within a factor $c$ of the average cost of any other algorithm. Thus, bijective analysis can be used to establish "best of both worlds" types of performance comparisons. In fact, assuming again uniform distributions, much stronger conclusions can be obtained, in that bijective analysis implies a stochastic dominance relation between the costs of the two algorithms [5]. However, since the search domain is infinite, one must be careful in defining a uniform

[^13]distribution of requests. More specifically, one could fix $L \geq 1$ and consider the uniform density function on the space $[-L,-1] \cup[1, L]$ (where the origin is assumed to be at 0 ). Thus, the probability that a request is at distance at most $x$ from the origin is $(x-1) /(L-1)$. Our results then correspond to the setting in which $L$ is unknown to the algorithm, and thus can be arbitrarily large. For known, and thus bounded $L$, the situation is much more complicated, since the optimal competitive ratio now depends on $L$ and does not have a closed formula [13]. Our overall techniques still apply but the results unavoidably will be much more technical, and probably not tight.

It should be noted that the central question we study in this work is related to a phenomenon that is not unusual in the realm of online computation. Namely, for certain online problems, competitive analysis results in very coarse performance classification of algorithms. This is due to the pessimistic, worst-case nature of the competitive ratio. The definitive example of an online problem in which this undesired situation occurs is the (standard) paging problem in a virtual memory system, which motivated the introduction of several analysis techniques alternative to the competitive ratio (see [19] for a survey). In our paper we demonstrate that a similar situation arises in the context of online search, and we propose a remedy by means of the discovery ratio. We emphasize, however, that in our main results, we apply the discovery ratio as supplementary to the competitive ratio, instead of using it antagonistically as a measure that replaces the competitive ratio altogether.

## Contribution

We begin, in Section 2, by identifying the optimal tradeoff between the competitive ratio of a strategy and its discovery ratio (against all possible strategies). The result implies that there are strategies of discovery ratio $2+\epsilon$, for arbitrarily small $\epsilon>0$, which is tight. As corollary, we obtain that strategy doubling has discovery ratio equal to 3 . These results allow us to set up the framework and provide some intuition for our main results, but also demonstrate that the discovery ratio, on itself, does not lead to a useful classification of strategies, when one considers the entire space of strategies.

Our main technical results are obtained in Section 3. Here, we apply synthetically both the competitive and the discovery ratios. More precisely, we restrict our interest to the set of competitively optimal strategies, which we further analyze using the discovery ratio as a supplementary measure. We prove that the strategy aggressive, which explores the branches to the furthest possible extent while satisfying the competitiveness constraint, has discovery ratio $\frac{8}{5}$; moreover, we show that this is the optimal discovery ratio in this setting. In contrast, we show that the strategy doubling has discovery ratio $\frac{7}{3}$. In addition, we provide evidence that such "aggressiveness" is requisite. More precisely, we show that any competitively optimal strategy that is also optimal with respect to the discovery ratio must have the exact same behavior as the aggressive strategy in the first five iterations.

In terms of techniques, the main technical difficulty in establishing the discovery ratios stems from answering the following question: given a length $l \in \mathbb{R}^{+}$, what is the strategy $S$ that minimizes $D(S, l)$, and how can one express this minimum discovery cost? This is a type of inverse or dual problem that can be of independent interest in the context of search problems, in the spirit of a concept such as the reach of a strategy [23], also called extent in [24] (and which is very useful in the competitive analysis of search strategies). We model this problem as a linear program for whose objective value we first give a lower bound; then we show this bound is tight by providing an explicit 9-competitive strategy which minimizes $D(S, l)$.

## Related work

The linear search problem was first introduced and studied in works by Bellman [10] and Beck [8]. The generalization of linear search to $m$ concurrent, semi-infinite branches is known as star search or ray search; thus linear search is equivalent to star search for $m=2$. Optimal strategies for linear search under the (deterministic) competitive ratio were first given by [9]. Moreover [21] gave optimal strategies for the generalized problem of star search, a result that was rediscovered later [7]. Some of the related work includes the study of randomization [26]; multi-searcher strategies [29]; multi-target searching [27, 30]; searching with turn cost [18, 3]; searching with an upper bound on the target distance [23, 13]; fault-tolerant search [17]; and the variant in which some probabilistic information on target placement is known [24, 25]. This list is not exclusive; see also Chapter 8 in the book [1].

Linear search and its generalization can model settings in which we seek an intelligent allocation of resources to tasks under uncertainty. For this reason, the problem and its solution often arises in the context of diverse fields such as AI (e.g., in the design of interruptible algorithms $[12,2]$ ) and databases (e.g., pipeline filter ordering [16]).

Strategy aggressive has been studied in [23, 24] in the special case of maximizing the reach of a strategy (which informally is the maximum possible extent to which the branches can be searched without violating competitiveness) when we do not know the distance of the target from the origin. Although this gives some intuition that aggressive is indeed a good strategy, to the best of our knowledge, our work is the first that quantifies this intuition, in terms of comparing to other competitively optimal strategies using a well-defined performance measure.

Due to space limitations, some proofs are omitted or only sketched.

## Preliminaries

In the context of linear search, the searcher's strategy can be described as an (infinite) sequence of lengths at which the two branches (numbered 0,1 , respectively) are searched. Formally, a search strategy is determined by an infinite sequence of search segments $\left\{x_{0}, x_{1}, \ldots\right\}$ such that $x_{i}>0$ and $x_{i+2}>x_{i}$ for all $i \in \mathbb{N}$, in the sense that in iteration $i$, the searcher starts from the origin, searches branch $i \bmod 2$ to distance $x_{i}$ from the origin, and then returns back to $O$. We require that the search segments induce a complete exploration of both branches of the line, in that for every $d \in \mathbb{R}^{+}$, there exist $i, j \in \mathbb{N}$ such that $x_{2 i} \geq d$, and $x_{2 j+1} \geq d$.

The constraint $x_{i+2}>x_{i}$ implies that the searcher explores a new portion of the line in each iteration. It is easy to see that any other strategy $X$ that does not conform to the above (namely, a strategy such that iterations $i, i+1$ search the same branch, or a strategy in which $x_{i+2} \leq x_{i}$ can be transformed to a conforming strategy $X^{\prime}$ such that for any hider $\left.H, c\left(X^{\prime}, S\right) \leq c(X, H)\right)$. For convenience of notation, we will define $x_{i}$ to be equal to 0 , for all $i<0$. Given a strategy $X$, we define $T_{n}(X)$ (or simply $T_{n}$, when $X$ is clear from context) to be equal to $\sum_{i=0}^{n} x_{i}$. For $n<0$, we define $T_{n}:=0$.

We say that the searcher turns in iteration $i$ at the moment it switches directions during iteration $i$, namely when it completes the exploration of length $x_{i}$ and returns back to the origin. Moreover, at any given point in time $t$ (assuming a searcher of unit speed), the number of turns incurred by time $t$ is defined accordingly.

We will denote by $\Sigma$ the set of all search strategies, and by $\Sigma_{c}$ the subset of $\Sigma$ that consists of strategies with competitive ratio $c$. Thus $\Sigma_{9}$ is the set of competitively optimal strategies, and $\Sigma_{\infty} \equiv \Sigma$. When evaluating the competitive ratio, we will make the standard assumption that the target must be at distance at least 1 from $O$, since no strategy can have bounded competitive ratio if this distance can be arbitrarily small.
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## 2 Strategies of optimal discovery ratio in $\Sigma$

We begin, by establishing the optimal tradeoff between the competitive ratio and the discovery ratio against all possible strategies. This will allow us to obtain strategies of optimal discovery ratio, and also setup some properties of the measure that will be useful in Section 3.

Let $X, Y$, denote two strategies in $\Sigma$, with $X=\left(x_{0}, x_{1}, \ldots\right)$. From the definition of the discovery ratio we have that

$$
\operatorname{dr}(X, Y)=\sup _{i \in \mathbb{N}} \sup _{\delta \in\left(0, x_{i}-x_{i-2}\right]} \frac{D\left(X, x_{i-1}+x_{i-2}+\delta\right)}{D\left(Y, x_{i-1}+x_{i-2}+\delta\right)}
$$

Note that for $i=0$, we have

$$
\frac{D\left(X, x_{i-1}+x_{i-2}+\delta\right)}{D\left(Y, x_{i-1}+x_{i-2}+\delta\right)}=\frac{D(X, \delta)}{D(Y, \delta)} \leq \frac{\delta}{\delta}=1
$$

This is because for all $\delta \leq x_{0}, D(X, \delta)=\delta$, and for all $\delta>0, D(Y, \delta) \geq \delta$. Therefore,

$$
\begin{equation*}
\operatorname{dr}(X, Y)=\sup _{i \in \mathbb{N}^{*} *} \sup _{\delta \in\left(0, x_{i}-x_{i-2}\right]} \frac{D\left(X, x_{i-1}+x_{i-2}+\delta\right)}{D\left(Y, x_{i-1}+x_{i-2}+\delta\right)} \tag{2}
\end{equation*}
$$

The following theorem provides an expression of the discovery ratio in terms of the search segments of the strategy.

- Theorem 2. Let $X=\left(x_{0}, x_{1}, \ldots\right)$. Then

$$
d r(X, \Sigma)=\sup _{i \in \mathbb{N}^{*}} \frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}}{x_{i-1}+x_{i-2}}
$$

Proof. Fix $Y \in \Sigma$. From the definition of search segments in $X$, we have that

$$
\begin{equation*}
D\left(X, x_{i-1}+x_{i-2}+\delta\right)=2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}+\delta, \quad \text { for } \delta \in\left(0, x_{i}-x_{i-2}\right] \tag{3}
\end{equation*}
$$

Moreover, for every $Y$, we have

$$
\begin{equation*}
D\left(Y, x_{i-1}+x_{i-2}+\delta\right) \geq x_{i-1}+x_{i-2}+\delta \tag{4}
\end{equation*}
$$

Substituting (3) and (4) in (2) we obtain

$$
\begin{equation*}
\operatorname{dr}(X, Y) \leq \sup _{i \in \mathbb{N}^{*}} \sup _{\delta \in\left(0, x_{i}-x_{i-2}\right]} \frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}+\delta}{x_{i-1}+x_{i-2}+\delta} \leq \sup _{i \in \mathbb{N}^{*}} \frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}}{x_{i-1}+x_{i-2}} \tag{5}
\end{equation*}
$$

For the lower bound, consider a strategy $Y_{i}=\left(y_{0}^{i}, y_{1}^{i}, \ldots\right)$, for which $y_{0}^{i}=x_{i-1}+x_{i-2}+\delta$ (the values of $y_{j}^{i}$ for $j \neq 0$ are not significant, as long as $Y_{i}$ is a valid strategy). Clearly, $D\left(Y_{i}, x_{i-1}+x_{i-2}+\delta\right)=x_{i-1}+x_{i-2}+\delta$. Therefore, (2) implies

$$
\begin{equation*}
\operatorname{dr}\left(X, Y_{i}\right) \geq \sup _{\delta \in\left(0, x_{i}-x_{i-2}\right]} \frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}+\delta}{x_{i-1}+x_{i-2}+\delta}=\frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}}{x_{i-1}+x_{i-2}} . \tag{6}
\end{equation*}
$$

The lower bound on $\operatorname{dr}(X, \Sigma)$ follows from $\operatorname{dr}(X, \Sigma) \geq \sup _{i \in \mathbb{N}^{*}} \operatorname{dr}\left(X, Y_{i}\right)$.

In particular, note that for $i=2$, Theorem 2 shows that for any strategy $X$,

$$
\operatorname{dr}(X, \Sigma) \geq \frac{3 x_{0}+2 x_{1}}{x_{0}+x_{1}} \geq 2
$$

We will show that there exist strategies with discovery ratio arbitrarily close to 2 , thus optimal for $\Sigma$. To this end, we will consider the geometric search strategy defined as $G_{\alpha}=\left(1, \alpha, \alpha^{2}, \ldots\right)$, with $\alpha>1$.

- Lemma 3. For $G_{\alpha}$ defined as above, we have $d r\left(G_{\alpha}, \Sigma\right)=\frac{2 \alpha^{2}+\alpha-1}{\alpha^{2}-1}$.

In particular, Lemma 3 shows that the discovery ratio of $G_{\alpha}$ tends to 2 , as $\alpha \rightarrow \infty$, hence $G_{\alpha}$ has asymptotically optimal discovery ratio. However, we can show a stronger result, namely that $G_{\alpha}$ achieves the optimal trade-off between the discovery ratio and the competitive ratio. This is established in the following theorem. Note that the competitive ratio of $G_{\alpha}$ is easily verified to be $1+2 \frac{\alpha^{2}}{\alpha-1}$ (and is minimized for $\alpha=2$ ).

- Theorem 4. For every strategy $X \in \Sigma$, there exists $\alpha>1$ such that $d r(X, \Sigma) \geq \frac{2 \alpha^{2}+\alpha-1}{\alpha^{2}-1}$ and $\operatorname{cr}(X) \geq 1+2 \frac{\alpha^{2}}{\alpha-1}$.

In order to prove Theorem 4, we will use of a result by Gal [22] and Schuierer [31] which, informally, lower-bounds the supremum of an infinite sequence of functionals by the supremum of simple functionals of a certain geometric sequence, and which we state here in a simplified form. This result will allow us to lower bound the supremum of a sequence of functionals by the supremum of simple functionals of a geometric sequence. Given an infinite sequence $X=\left(x_{0}, x_{1}, \ldots\right)$, define $X^{+i}=\left(x_{i}, x_{i+1}, \ldots\right)$ as the suffix of the sequence $X$ starting at $x_{i}$.

- Theorem $5([22,31])$. Let $X=\left(x_{0}, x_{1}, \ldots\right)$ be a sequence of positive numbers, $r$ an integer, and $\alpha=\lim \sup _{n \rightarrow \infty}\left(x_{n}\right)^{1 / n}$, for $\alpha \in \mathbb{R} \cup\{+\infty\}$. Let $F_{i}, i \geq 0$ be a sequence of functionals which satisfy the following properties:

1. $F_{i}(X)$ only depends on $x_{0}, x_{1}, \ldots, x_{i+r}$,
2. $F_{i}(X)$ is continuous for all $x_{k}>0$, with $0 \leq k \leq i+r$,
3. $F_{i}(\lambda X)=F_{i}(X)$, for all $\lambda>0$,
4. $F_{i}(X+Y) \leq \max \left(F_{i}(X), F_{i}(Y)\right)$, and
5. $F_{i+1}(X) \geq F_{i}\left(X^{k+1}\right)$, for all $k \geq 1$,
then

$$
\sup _{0 \leq i<\infty} F_{i}(X) \geq \sup _{0 \leq i<\infty} F_{i}\left(G_{\alpha}\right) .
$$

Proof of Theorem 4. Let $X=\left(x_{0}, x_{1}, \ldots\right)$ denote a strategy in $\Sigma$. From (6) we know that

$$
\operatorname{dr}(X, \Sigma) \geq \sup _{i} F_{i}(X)
$$

where $F_{i}(X)$ is defined as the functional $\frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}}{x_{i-1}+x_{i-2}}$. Moreover, the competitive ratio of $X$ can be lower-bounded by

$$
\operatorname{cr}(X) \geq \sup _{i} F_{i}^{\prime}(X), \quad \text { where } F_{i}^{\prime}(X)=1+2 \frac{\sum_{j=0}^{i+1} x_{j}}{x_{i}}
$$

This follows easily by considering a hider placed at distance $x_{i}+\epsilon$, with $\epsilon \rightarrow 0$, at the branch that is searched by $X$ in iteration $i$.

It is easy to see that both $F_{i}(X)$ and $F_{i}^{\prime}(X)$ satisfy the conditions of Theorem 5 (this also follows from Example 7.3 in [1]). Thus, there exists $\alpha$ defined as in the statement of Theorem 5 such that

$$
\begin{align*}
& \operatorname{dr}(X, \Sigma) \geq \sup _{i} F_{i}\left(G_{\alpha}\right)=\frac{2 \sum_{j=0}^{i-1} \alpha^{j}+\alpha^{i-2}}{\alpha^{i-1}+\alpha^{i-2}}, \text { and }  \tag{7}\\
& \operatorname{cr}(X, \Sigma) \geq \sup _{i} F_{i}^{\prime}\left(G_{\alpha}\right)=1+2 \frac{\sum_{j=0}^{i+1} \alpha^{j}}{\alpha^{i}} \tag{8}
\end{align*}
$$

It is easy to verify that if $\alpha=1$, then $\operatorname{dr}(X, \Sigma), \operatorname{cr}(X, \Sigma)=\infty$. We can thus assume that $\alpha>1$, and thus obtain from (7), (8), after some manipulations, that

$$
\begin{aligned}
& \operatorname{dr}(X, \Sigma) \geq \sup _{i} \frac{2\left(\alpha^{2}-\frac{1}{\alpha^{i-2}}\right)+\alpha-1}{\alpha^{2}-1}=\frac{2 \alpha^{2}+\alpha-1}{\alpha^{2}-1}, \text { and } \\
& \operatorname{cr}(X, \Sigma) \geq 1+\sup _{i} \frac{2 \sum_{j=0}^{i+1} \alpha^{j}}{\alpha^{i}}=\sup _{i} 1+2 \frac{\alpha^{2}-\frac{1}{\alpha^{i}}}{\alpha-1}=1+2 \frac{\alpha^{2}}{\alpha-1}
\end{aligned}
$$

which concludes the proof.

Note, however, that although $G_{\alpha}$, with $\alpha \rightarrow \infty$ has optimal discovery ratio, its competitive ratio is unbounded. Furthermore, strategy doubling $\equiv G_{2}$ has optimal competitive ratio equal to 9 , whereas its discovery ratio is equal to 3 . This motivates the topic of the next section.

## 3 The discovery ratio of competitively optimal strategies

In this section we focus on strategies in $\Sigma_{9}$, namely the set of competitively optimal strategies. For any strategy $X \in \Sigma_{9}$, it is known that there is an infinite set of linear inequalities that relate its search segments, as shown in the following lemma (see, e.g, [24]).

- Lemma 6. The strategy $X=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ is in $\Sigma_{9}$ if and only if its segments satisfy the following inequalities

$$
1 \leq x_{0} \leq 4, \quad x_{1} \geq 1 \quad \text { and } \quad x_{n} \leq 3 x_{n-1}-\sum_{i=0}^{n-2} x_{i}, \quad \text { for all } n \geq 1
$$

We now define a class of strategies in $\Sigma_{9}$ as follows. For given $t \in[1,4]$, let $R_{t}$ denote the strategy whose search segments are determined by the linear recurrence

$$
x_{0}=t, \quad \text { and } \quad x_{n}=3 x_{n-1}-\sum_{i=0}^{n-2} x_{i}, \quad \text { for all } n \geq 1
$$

In words, $R_{t}$ is such that for every $n>1$, the inequality relating $x_{0}, \ldots, x_{n}$ is tight. The following lemma determines the search lengths of $R_{t}$ as function of $t$. The lemma also implies that $R_{t}$ is indeed a valid search strategy, for all $t \in[1,4]$, in that $x_{n}>x_{n-2}$, for all $n$, and $x_{n} \rightarrow \infty$, as $n \rightarrow \infty$.

Lemma 7. The strategy $R_{t}$ is defined by the sequence $x_{n}=t\left(1+\frac{n}{2}\right) 2^{n}$, for $n \geq 0$. Moreover, $T_{n}\left(R_{t}\right)=t(n+1) 2^{n}$.

Proof. The lemma is clearly true for $n \in\{0,1\}$. For $n \geq 2$, the equality $x_{n}=3 x_{n-1}-$ $\sum_{i=0}^{n-2} x_{i}$ implies that $T_{n}=\sum_{i=0}^{n} x_{i}=4 x_{n-1}$. Therefore,

$$
T_{n}-T_{n-1}=4 x_{n-1}-4 x_{n-2} \Rightarrow x_{n}=4\left(x_{n-1}-x_{n-2}\right)
$$

The characteristic polynomial of the above linear recurrence is $\xi^{2}-4 \xi+4$, with the unique root $\xi=2$. Thus, $x_{n}$ is of the form $x_{n}=(a+b n) 2^{n}$, for $n \geq 0$, where $a$ and $b$ are determined by the initial conditions $x_{0}=t$ and $x_{1}=3 t$. Summarizing, we obtain that for $n \geq 0$ we have that $x_{n}=t\left(1+\frac{n}{2}\right) 2^{n}$, and $T_{n}=4 x_{n-1}=t(n+1) 2^{n}$.

Among all strategies in $R_{t}$ we are interested, in particular, in the strategy $R_{4}$. This strategy has some intuitively appealing properties: It maximizes the search segments in each iteration (see Lemma 9) and minimizes the number of turns required to discover a certain length (as will be shown in Corollary 10). Using the notation of the introduction, we can say that $R_{4} \equiv$ aggressive. In this section we will show that aggressive has optimal discovery ratio among all competitively optimal strategies. Let us denote by $\bar{x}_{i}$ the search segment in the $i$-th iteration in aggressive.

- Corollary 8. The strategy aggressive can be described by the sequence $\bar{x}_{n}=(n+2) 2^{n+1}$, for $n \geq 0$. Moreover, $T_{n}($ aggressive $)=(n+1) 2^{n+2}$, for $n \geq 0$.

The following lemma shows that, for any given $n$, the total length discovered by any competitively optimal strategy $X$ at the turning point of the $n$-th iteration cannot exceed the corresponding length of aggressive. Its proof can also be found in [24], but we give a different proof using ideas that we will apply later (Lemma 11).

- Lemma 9. For every strategy $X=\left(x_{0}, x_{1}, \ldots\right)$ with $X \in \Sigma_{9}$, it holds that $x_{n} \leq \bar{x}_{n}$, for all $n \in \mathbb{N}$, where $\bar{x}_{n}$ is the search segment in the $n$-th iteration of aggressive. Hence, in particular, we have $x_{n}+x_{n-1} \leq \bar{x}_{n}+\bar{x}_{n-1}$, for all $n \in \mathbb{N}$.

Proof. For a given $n \geq 0$, let $P_{n}$ denote the following linear program.

$$
\begin{aligned}
\max & x_{n} \\
\text { subject to } & 1 \leq x_{0} \leq 4 \\
& x_{1} \geq 1 \\
& x_{i} \leq 3 x_{i-1}-\sum_{j=0}^{i-2} x_{j}, \quad 1 \leq i \leq n
\end{aligned}
$$

We will show, by induction on $i$, that for all $i \leq n$,

$$
x_{n} \leq(i+2) 2^{i-1} x_{n-i}-i 2^{i-1} T_{n-i-1}(X)
$$

The lemma will then follow, since for $i=n$ we have

$$
x_{n} \leq(n+2) 2^{n-1} x_{0} \leq(n+2) 2^{n-1} \cdot 4=(n+2) 2^{n+1}=\bar{x}_{n}
$$

where the last equality is due to Corollary 8 . We will now prove the claim. Note that, the base case, namely $i=1$, follows directly from the LP constraint. For the induction hypothesis, suppose that for $i \geq 1$, it holds that

$$
\begin{equation*}
x_{n} \leq(i+2) 2^{i-1} x_{n-i}-i 2^{i-1} T_{n-i-1}(X) \tag{9}
\end{equation*}
$$

We will show that the claim holds for $i+1$. Since

$$
\begin{equation*}
x_{n-i} \leq 3 x_{n-i-1}-T_{n-i-2}(X) \tag{10}
\end{equation*}
$$

then

$$
\begin{array}{rlr}
x_{n} & \leq(i+2) 2^{i-1}\left(3 x_{n-i-1}-T_{n-i-2}(X)\right)-i 2^{i-1} T_{n-i-1}(X) & \text { (subst. (10) in (9)) } \\
& =(i+2) 2^{i-1}\left(3 x_{n-i-1}-T_{n-i-2}(X)\right)-i 2^{i-1}\left(T_{n-i-2}(X)+x_{n-i-1}\right) & \left(\text { def. } T_{n-i-1}\right) \\
& =(i+3) 2^{i} x_{n-i-1}+(i+1) 2^{i} T_{n-i-2}(X), & \text { (arranging terms) }
\end{array}
$$

which completes the proof of the claim.
Given strategy $X$ and $l \in \mathbb{R}^{+}$, define $m(X, l)$ as the number of turns that $X$ has performed by the time it discovers a total length equal to $l$. Also define

$$
m^{*}(l)=\inf _{X \in \Sigma_{9}} m(X, l)
$$

that is, $m^{*}(l)$ is the minimum number of turns that a competitively optimal strategy is required to perform in order to discover length equal to $l$. From the constraint $x_{0} \leq 4$, it follows that clearly $m^{*}(l)=0$, for $l \leq 4$. The following corollary to Lemma 9 gives an expression for $m^{*}(l)$, for general values of $l$.

- Corollary 10. For given $l>4, m^{*}(l)=m$ (aggressive, $\left.l\right)=\min \left\{n \in \mathbb{N}_{\geq 1}:(3 n+5) 2^{n} \geq\right.$ $l\}$.

Proof. From Lemma 9, the total length discovered by any $X \in \Sigma_{9}$ at the turning point of the $n$-th iteration cannot exceed $\bar{x}_{n}+\bar{x}_{n-1}$ for $n \geq 1$, which implies that $m^{*}(l)=n$, if $l \in\left(\bar{x}_{n-1}+\bar{x}_{n-2}, \bar{x}_{n}+\bar{x}_{n-1}\right]$ for $n \geq 1$. In other words,

$$
m^{*}(l)=\min \left\{n \in \mathbb{N}_{\geq 1}: \bar{x}_{n}+\bar{x}_{n-1} \geq l\right\} .
$$

From Corollary 8, we have $\bar{x}_{n}=(n+2) 2^{n+1}$, for $n \geq 0$. Hence,

$$
m^{*}(l)=\min \left\{n \in \mathbb{N}_{\geq 1}:(3 n+5) 2^{n} \geq l\right\}
$$

The following lemma is a central technical result that is instrumental in establishing the bounds on the discovery ratio. For a given $l \in \mathbb{R}^{+}$, define

$$
d^{*}(l)=\inf _{X \in \Sigma_{9}} D(X, l)
$$

In words, $d^{*}(l)$ is the minimum cost at which a competitively optimal strategy can discover a length equal to $l$. Trivially, $d^{*}(l)=l$ if $l \leq 4$. Lemma 11 gives an expression of $d^{*}(l)$ for $l>4$ in terms of $m^{*}(l)$; it also shows that there exists a $t \in(1,4]$ such that the strategy $R_{t}$ attains this minimum cost.

We first give some motivation behind the purpose of the lemma. When considering general strategies in $\Sigma$, we used a lower bound on the cost for discovering a length $l$ as given by (4), and which corresponds to a strategy that never turns. However, this lower bound is very weak when one considers strategies in $\Sigma_{9}$. This is because a competitive strategy needs to turn sufficiently often, which affects considerably the discovery costs.

We also give some intuition about the proof. We show how to model the question by means of a linear program. Using the constraints of the LP, we first obtain a lower bound on its objective in terms of the parameters $l$ and $m^{*}(l)$. In this process, we also obtain a lower bound on the first segment of the strategy $\left(x_{0}\right)$; this is denoted by $t$ in the proof. In the next step, we show that the strategy $R_{t}$ has discovery cost that matches the lower bound on the objective, which suffices to prove the result.

Lemma 11. For $l>4$, it holds

$$
d^{*}(l)=D\left(R_{t}, l\right)=l \cdot \frac{6 m^{*}(l)+4}{3 m^{*}(l)+5}, \quad \text { where } t=l \cdot \frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} \in(1,4] .
$$

Proof. Let $X=\left(x_{0}, x_{1}, \ldots\right) \in \Sigma_{9}$ denote the strategy which minimizes the quantity $D(X, l)$. Then there must exist a smallest $n \geq m^{*}(l)$ such that the searcher discovers a total length $l$ during the $n$-th iteration. More precisely, suppose that this happens when the searcher is at branch $n \bmod 2$, and at some position $p$ (i.e., distance from $O$ ), with $p \in\left(x_{n-2}, x_{n}\right]$. Then we have $x_{n-1}+p=l$, and

$$
d^{*}(l)=D(X, l)=2 \sum_{i=0}^{n-1} x_{i}+p=2 \sum_{i=0}^{n-1} x_{i}+\left(l-x_{n-1}\right)=2 \sum_{i=0}^{n-2} x_{i}+x_{n-1}+l .
$$

Therefore, $d^{*}(l)$ is the objective of the following linear program.

$$
\begin{array}{lll}
\min & 2 \sum_{i=0}^{n-2} x_{i}+x_{n-1}+l & \\
\text { subject to } & x_{n}+x_{n-1} \geq l, & \\
& 1 \leq x_{0} \leq 4, & i \in[2, n] \\
& x_{i-2} \leq x_{i}, & i \in[1, n]
\end{array}
$$

Recall that $n \geq m^{*}(l)$ is a fixed integer. Let Obj denote the objective value of the linear program. We claim that, for $1 \leq i \leq n$,

$$
x_{n-i} \geq \frac{2^{2-i}}{3 i+5} l+\frac{3 i-1}{3 i+5} T_{n-i-1} \quad \text { and } \quad \mathrm{Obj} \geq \frac{6 i+4}{3 i+5} l+\frac{9 \cdot 2^{i}}{3 i+5} T_{n-i-1} .
$$

The claim provides a lower bound of the objective, since for $i=n$ it implies that

$$
x_{0} \geq \frac{2^{2-n}}{3 n+5} l \quad \text { and } \quad \operatorname{Obj} \geq \frac{6 n+4}{3 n+5} l \geq \frac{6 m^{*}(l)+4}{3 m^{*}(l)+5} l
$$

where the last inequality follows from the fact $n \geq m^{*}(l)$. We will argue later that this lower bound is tight.

First, we prove the claim, by induction on $i$, for all $i \leq n$. We first show the base case, namely $i=1$. Since $x_{n} \leq 3 x_{n-1}-T_{n-2}$ and $x_{n}+x_{n-1} \geq l$, it follows that

$$
\begin{aligned}
& x_{n-1} \geq l-x_{n} \geq l-\left(3 x_{n-1}-T_{n-2}\right) \Rightarrow x_{n-1} \geq \frac{l}{4}+\frac{T_{n-2}}{4}, \quad \text { hence } \\
& \text { Obj }=l+2 T_{n-2}+x_{n-1} \geq l+2 T_{n-2}+\frac{l}{4}+\frac{T_{n-2}}{4}=\frac{5}{4} l+\frac{9}{4} T_{n-2},
\end{aligned}
$$

thus the base case holds. For the induction step, suppose that

$$
x_{n-i} \geq \frac{2^{2-i}}{3 i+5} l+\frac{3 i-1}{3 i+5} T_{n-i-1} \quad \text { and } \quad \mathrm{Obj} \geq \frac{6 i+4}{3 i+5} l+\frac{9 \cdot 2^{i}}{3 i+5} T_{n-i-1} .
$$

Then,

$$
\begin{array}{rlr}
3 x_{n-i-1}-T_{n-i-2} & \geq x_{n-i} & \text { (by LP constraint) } \\
& \geq \frac{2^{2-i}}{3 i+5} l+\frac{3 i-1}{3 i+5} T_{n-i-1} & \text { (ind. hyp.) } \\
& =\frac{2^{2-i}}{3 i+5} l+\frac{3 i-1}{3 i+5}\left(T_{n-i-2}+x_{n-i-1}\right) & \text { (def. } \left.T_{n-i-1}\right)
\end{array}
$$

By rearranging terms in the above inequality we obtain

$$
\begin{aligned}
\left(3-\frac{3 i-1}{3 i+5}\right) x_{n-i-1} & \geq \frac{2^{2-i}}{3 i+5} l+\left(1+\frac{3 i-1}{3 i+5}\right) T_{n-i-2} \Rightarrow \\
\frac{6 i+16}{3 i+5} x_{n-i-1} & \geq \frac{2^{2-i}}{3 i+5} l+\frac{6 i+4}{3 i+5} T_{n-i-2} \Rightarrow x_{n-i-1} \geq \frac{2^{1-i}}{3 i+8} l+\frac{3 i+2}{3 i+8} T_{n-i-2}
\end{aligned}
$$

and

$$
\begin{array}{rlr}
\text { Obj } & \geq \frac{6 i+4}{3 i+5} l+\frac{9 \cdot 2^{i}}{3 i+5} T_{n-i-1} & \quad \text { (ind. hyp.) } \\
& =\frac{6 i+4}{3 i+5} l+\frac{9 \cdot 2^{i}}{3 i+5}\left(T_{n-i-2}+x_{n-i-1}\right) & \left.\quad \text { (def. } T_{n-i-1}\right) \\
& \geq \frac{6 i+4}{3 i+5} l+\frac{9 \cdot 2^{i}}{3 i+5} T_{n-i-2}+\frac{9 \cdot 2^{i}}{3 i+5}\left(\frac{2^{1-i}}{3 i+8} l+\frac{3 i+2}{3 i+8} T_{n-i-2}\right) & \quad \text { (ind. hyp.) } \\
& =\frac{6 i+10}{3 i+8} l+\frac{9 \cdot 2^{i+1}}{3 i+8} T_{n-i-2} . &
\end{array}
$$

This concludes the proof of the claim, which settles the lower bound on $d^{*}(l)$. It remains to show that this bound is tight. Consider the strategy $R_{t}$, with $t=\frac{2^{2-m^{*}}(l)}{3 m^{*}(l)+5} l$. In what follows we will show that $R_{t}$ is a feasible solution of the LP, and that $D\left(R_{t}, l\right)=\frac{6 m^{*}(l)+4}{3 m^{*}(l)+5} l$.

First, we show that $t \in(1,4]$. For the upper bound, from Corollary 10, we have $\left(3 m^{*}(l)+5\right) 2^{m^{*}(l)} \geq l$, which implies that

$$
1 \geq l \cdot \frac{2^{-m^{*}(l)}}{3 m^{*}(l)+5} \Rightarrow 4 \geq l \cdot \frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} \Rightarrow 4 \geq t
$$

In order to show that $t>1$, consider first the case $l \in(4,5]$. Then $m^{*}(l)=1$, which implies that

$$
t=\frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} l=\frac{l}{4} \geq 1
$$

Moreover, if $l>5$, by Corollary 10, $m^{*}(l)$ is the smallest integer solution of the inequality $(3 n+5) 2^{n} \geq l$, then $\left(3 m^{*}(l)+2\right) 2^{m^{*}(l)-1}<l$, hence

$$
\begin{aligned}
t & =\frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} l=\frac{4 l}{\left(3 m^{*}(l)+5\right) 2^{m^{*}(l)}}=\frac{2 l}{\left(3 m^{*}(l)+2\right) 2^{m^{*}(l)-1} \cdot \frac{3 m^{*}(l)+5}{3 m^{*}(l)+2}} \\
& >\frac{2 l}{l \cdot \frac{3 m^{*}(l)+5}{3 m^{*}(l)+2}}=\frac{6 m^{*}(l)+4}{3 m^{*}(l)+5}>1
\end{aligned}
$$

The last inequality holds since we have $m^{*}(l) \geq 1$, for $l>5$. This concludes that $t \in(1,4]$, and $R_{t}$ is a feasible solution of the LP since $R_{t}$ satisfies all other constraints by its definition.

It remains thus to show that $D\left(R_{t}, l\right)=\frac{6 m^{*}(l)+4}{3 m^{*}(l)+5} l$. By Lemma 7, we have

$$
\begin{aligned}
x_{m^{*}(l)}+x_{m^{*}(l)-1} & =t\left(1+\frac{m^{*}(l)}{2}\right) 2^{m^{*}(l)}+t\left(1+\frac{m^{*}(l)-1}{2}\right) 2^{m^{*}(l)-1} \\
& =t \cdot 2^{m^{*}(l)} \cdot \frac{3 m^{*}(l)+5}{4}=\frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} l \cdot 2^{m^{*}(l)} \cdot \frac{3 m^{*}(l)+5}{4}=l .
\end{aligned}
$$

Then $R_{t}$ has exactly discovered a total length $l$ right before the $m^{*}(l)$-th turn. Hence,

$$
\begin{array}{rlr}
D\left(R_{t}, l\right) & =2 T_{m^{*}(l)-2}+x_{m^{*}(l)-1}+l & \\
& =t \cdot\left(m^{*}(l)-1\right) 2^{m^{*}(l)-1}+t \cdot\left(1+\frac{m^{*}(l)-1}{2}\right) 2^{m^{*}(l)-1}+l & \\
& \text { (by Lemma 7) } \\
& =t \cdot \frac{\left(3 m^{*}(l)-1\right) 2^{m^{*}(l)}}{4}+l & \\
& =\frac{2^{2-m^{*}(l)}}{3 m^{*}(l)+5} l \cdot \frac{\left(3 m^{*}(l)-1\right) 2^{m^{*}(l)}}{4}+l & \\
& =\left(\frac{3 m^{*}(l)-1}{3 m^{*}(l)+5}+1\right) \cdot l=\frac{6 m^{*}(l)+4}{3 m^{*}(l)+5} \cdot l . & \text { (substituting } t) \\
& \text { (arranging terms) } \\
&
\end{array}
$$

This concludes the proof of the lemma.
We are now ready to prove the main results of this section. Recall that for any two strategies $X, Y, \operatorname{dr}(X, Y)$ is given by (2). Combining with (3), as well as with the fact that for $Y \in \Sigma_{9}$, we have that $D(Y, l) \geq d^{*}(l)$, (from the definition of $d^{*}$ ), we obtain that

$$
\begin{equation*}
\operatorname{dr}\left(X, \Sigma_{9}\right)=\sup _{i \in \mathbb{N}^{*}} \sup _{\delta \in\left(0, x_{i}-x_{i-2}\right]} F_{i}(X, \delta), \quad \text { where } F_{i}(X, \delta)=\frac{2 \sum_{j=0}^{i-1} x_{j}+x_{i-2}+\delta}{d^{*}\left(x_{i-1}+x_{i-2}+\delta\right)} . \tag{11}
\end{equation*}
$$

Recall that for the strategy aggressive $\equiv R_{4}=\left(\bar{x}_{0}, \bar{x}_{1}, \ldots\right)$, its segments $\bar{x}_{i}$ are given in Corollary 8.

- Theorem 12. For the strategy aggressive it holds that $d r\left(\right.$ aggressive, $\left.\Sigma_{9}\right)=8 / 5$.

Proof. We will express the discovery ratio using (11). For $i=1$, and $\delta \in\left(0, \bar{x}_{1}\right]$, we have that

$$
F_{1}(\text { aggressive }, \delta)=\frac{2 \bar{x}_{0}+\delta}{d^{*}\left(\bar{x}_{0}+\delta\right)}=\frac{8+\delta}{d^{*}(4+\delta)}
$$

From Lemma 11, $d^{*}(4+\delta)=(4+\delta) \cdot \frac{6 \cdot 1+4}{3 \cdot 1+5}=\frac{5(4+\delta)}{4}$; this is because $1 \leq m^{*}(4+\delta) \leq$ $m^{*}(16)=1$. Then,

$$
\begin{equation*}
F_{1}(\text { aggressive }, \delta)=\frac{8+\delta}{\frac{5(4+\delta)}{4}}=\frac{32+4 \delta}{20+5 \delta} \text {, hence } \sup _{\delta \in\left(0, \bar{x}_{1}\right]} F_{1}(\text { aggressive, } \delta)=\frac{8}{5} \tag{12}
\end{equation*}
$$

For given $i \geq 2$, and $\delta \in\left(0, \bar{x}_{i}-\bar{x}_{i-2}\right]$, we have

$$
F_{i}(\text { aggressive }, \delta)=\frac{2 T_{i-1}+\bar{x}_{i-2}+\delta}{d^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right)},
$$

where $T_{i-1}$ is given by Corollary 8 . Moreover, from Lemma 11 we have that

$$
d^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right)=\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right) \cdot \frac{6 m^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right)+4}{3 m^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right)+5}=\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right) \cdot \frac{6 i+4}{3 i+5},
$$

where the last equality follows from the fact that $m^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right)=i$. This is because

$$
i \leq m^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\delta\right) \leq m^{*}\left(\bar{x}_{i-1}+\bar{x}_{i-2}+\bar{x}_{i}-\bar{x}_{i-2}\right)=m^{*}\left(\bar{x}_{i}+\bar{x}_{i-1}\right)=i
$$

Substituting with the values of the search segments as well as $T_{i-1}$, we obtain that

$$
F_{i}(\text { aggressive }, \delta)=\frac{i \cdot 2^{i+2}+i \cdot 2^{i-1}+\delta}{\left((i+1) 2^{i}+i \cdot 2^{i-1}+\delta\right) \cdot \frac{6 i+4}{3 i+5}}=\frac{9 i \cdot 2^{i-1}+\delta}{\left((3 i+2) 2^{i-1}+\delta\right) \cdot \frac{6 i+4}{3 i+5}} .
$$

Since

$$
\frac{\partial F_{i}(\text { aggressive }, \delta)}{\partial \delta}=-\frac{2^{i+1}(3 i-1)(3 i+5)}{(3 i+2)\left(2^{n}(3 i+2)+2 \delta\right)^{2}} \leq 0
$$

then $F_{i}$ (aggressive, $\delta$ ) is monotone decreasing in $\delta$. Thus

$$
\sup _{\delta \in\left(0, \bar{x}_{i}-\bar{x}_{i-2}\right]} F_{i}(\text { aggressive }, \delta)=\frac{9 i \cdot 2^{i-1}}{\left((3 i+2) 2^{i-1}\right) \cdot \frac{6 i+4}{3 i+5}}=\frac{9 i(3 i+5)}{(3 i+2)(6 i+4)}
$$

and then

$$
\begin{equation*}
\sup _{i \in \mathbb{N}_{i \geq 2}} \sup _{\delta \in\left(0, \bar{x}_{i}-\bar{x}_{i-2}\right]} F_{i}(\text { aggressive }, \delta)=\frac{(9 \cdot 2)(3 \cdot 2+5)}{(3 \cdot 2+2)(6 \cdot 2+4)}=\frac{99}{64}<\frac{8}{5} . \tag{13}
\end{equation*}
$$

Combining (11), (12) and (13) yields the proof of the theorem.
The following theorem shows that aggressive has optimal discovery ratio among all competitively optimal strategies.

- Theorem 13. For every strategy $X \in \Sigma_{9}$, we have $\operatorname{dr}\left(X, \Sigma_{9}\right) \geq \frac{8}{5}$.

Proof. Let $X=\left(x_{0}, \ldots\right)$. We will consider two cases, depending on whether $x_{0}<4$ or $x_{0}=4$. Suppose, first, that $x_{0}<4$. In this case, for sufficiently small $\epsilon$, we have $m^{*}\left(x_{0}+\epsilon\right)=0$, which implies that $d^{*}\left(x_{0}+\epsilon\right)=x_{0}+\epsilon$, and therefore.

$$
F_{1}(X, \epsilon)=\frac{2 x_{0}+\epsilon}{d^{*}\left(x_{0}+\epsilon\right)}=\frac{2 x_{0}+\epsilon}{x_{0}+\epsilon}
$$

from which we obtain that

$$
\sup _{\delta \in\left(0, x_{1}\right]} F_{1}(X, \delta) \geq F_{1}(X, \epsilon) \geq \frac{2 x_{0}+\epsilon}{x_{0}+\epsilon} \rightarrow 2 \text {, as } \epsilon \rightarrow 0^{+}
$$

Next, suppose that $x_{0}=4$. In this case, for $\delta \in\left(0, x_{1}\right]$, it readily follows that $F_{1}(X, \delta)=$ $F_{1}$ (aggressive, $\delta$ ). Therefore, from (12), we have that

$$
\sup _{\delta \in\left(0, x_{1}\right]} F_{1}(X, \delta)=\sup _{\delta \in\left(0, x_{1}\right]} \frac{32+4 \delta}{20+5 \delta}=\frac{8}{5}
$$

The lower bound follows directly from (11).
Recall that doubling $\equiv G_{2}=\left(2^{0}, 2^{1}, 2^{2}, \ldots\right)$. The following theorem shows that within $\Sigma_{9}$, doubling has worse discovery ratio than aggressive. The proof follows along the lines of the proof of Theorem 12, where instead of using the search segments $\bar{x}_{i}$ of aggressive, we use the search segment $x_{i}=2^{i}$ of doubling.

- Theorem 14. We have $d r$ (doubling, $\left.\Sigma_{9}\right)=\frac{7}{3}$.

A natural question arises: Is aggressive the unique strategy of optimal discovery ratio in $\Sigma_{9}$ ? The following theorem provides evidence that optimal strategies cannot be radically different than aggressive, in that they must mimic it in the first few iterations.

- Theorem 15. Strategy $X=\left(x_{0}, x_{1}, \ldots\right) \in \Sigma_{9}$, has optimal discovery ratio in $\Sigma_{9}$ only if $x_{i}=\bar{x}_{i}$, for $0 \leq i \leq 4$.

Proof. Consider a strategy $X\left(x_{0}, x_{1}, \ldots\right) \in \Sigma_{9}$. Recall that the discovery ratio of $X$ is given by Equation (11). We will prove the theorem by induction on $i$.

We first show the base case, namely $i=0$. The base case holds by the argument used in the proof of Theorem 13 which shows that if $x_{0}<4$, then $\operatorname{dr}\left(X, \Sigma_{9}\right) \geq 2$. For the induction step, suppose that, if $X$ has optimal discovery ratio then for $j \in[0, i], x_{j}=\bar{x}_{j}$, with $i<4$. We will show $x_{i+1}=\bar{x}_{i+1}$ by contradiction, hence assume $x_{i+1}<\bar{x}_{i+1}$. For sufficiently small $\epsilon>0$, we have

$$
\begin{aligned}
m^{*}\left(x_{i+1}+x_{i}+\epsilon\right) & =m^{*}\left(x_{i+1}+\bar{x}_{i}+\epsilon\right) \\
& \leq m^{*}\left(\bar{x}_{i+1}+\bar{x}_{i}\right) \\
& =i+1,
\end{aligned}
$$

(by induction hypothesis)
(by monotonicity of $m^{*}$ and Lemma 9)
which implies that, by Lemma 11,

$$
\begin{equation*}
d^{*}\left(x_{i}+x_{i-1}+\epsilon\right)=\left(x_{i}+x_{i-1}+\epsilon\right) \cdot \frac{6 \cdot m^{*}\left(x_{i+1}+x_{i}+\epsilon\right)+4}{3 \cdot m^{*}\left(x_{i+1}+x_{i}+\epsilon\right)+5} \leq\left(x_{i}+x_{i-1}+\epsilon\right) \cdot \frac{6 \cdot(i+1)+4}{3 \cdot(i+1)+5} \tag{14}
\end{equation*}
$$

Therefore

$$
\begin{array}{rlr}
F_{i+2}(X, \epsilon) & =\frac{2 \cdot \sum_{j=0}^{i+1} x_{j}+x_{i}+\epsilon}{d^{*}\left(x_{i+1}+x_{i}+\epsilon\right)} & \\
& =\frac{2 T_{i}(\text { aggressive })+2 x_{i+1}+\bar{x}_{i}+\epsilon}{d^{*}\left(x_{i+1}+\bar{x}_{i}+\epsilon\right)} & \\
& \geq \frac{2 T_{i}(\text { aggressive })+2 x_{i+1}+\bar{x}_{i}+\epsilon}{\left(x_{i+1}+\bar{x}_{i}+\epsilon\right) \cdot \frac{6 \cdot(i+1)+4}{3 \cdot(i+1)+5}} & \text { (by ind. hyp.) } \\
& =\frac{(i+1) 2^{i+3}+(i+2) 2^{i+1}+2 x_{i+1}+\epsilon}{\left(x_{i+1}+(i+2) 2^{i+1}+\epsilon\right) \cdot \frac{6 \cdot(i+1)+4}{3 \cdot(i+1)+5}} & \text { (Cquation (14)) } \\
& \geq \frac{(i+1) 2^{i+3}+(i+2) 2^{i+1}+(i+3) 2^{i+3}+\epsilon}{(i+3) 2^{i+2}+(i+2) 2^{i+1}+\epsilon} \cdot \frac{3 i+8}{6 i+10} . & \text { (monoton. on } \left.x_{i+1}\right)
\end{array}
$$

Hence

$$
\sup _{\delta \in\left(0, x_{i+2}-x_{i}\right]} F_{i+2}(X, \delta) \geq \frac{(i+1) 2^{i+3}+(i+2) 2^{i+1}+(i+3) 2^{i+3}}{(i+3) 2^{i+2}+(i+2) 2^{i+1}} \cdot \frac{3 i+8}{6 i+10}=\frac{9 i+18}{6 i+10},
$$

which is greater than $\frac{8}{5}$ if $i \leq 3$. We conclude, from (11) that $\operatorname{dr}\left(X, \Sigma_{9}\right)>8 / 5$, which is a contradiction.

## 4 Connections between the discovery and the bijective ratios

In this last section we establish a connection between the discovery and the bijective ratios. Bijective analysis was introduced in [4] in the context of online computation, assuming that each request is drawn from a discrete, finite set. For instance, in the context of the paging
problem, each request belongs to the set of all pages. Let $\mathcal{I}_{n}$ denote the set of all requests of size $n$. For a cost-minimization problem $\Pi$ with discrete, finite requests, let $\pi: \mathcal{I}_{n} \rightarrow \mathcal{I}_{n}$ denote a bijection over $\mathcal{I}_{n}$. Given two online algorithms $A$ and $B$ for $\Pi$, the bijective ratio of $A$ against $B$, is defined as

$$
\operatorname{br}(A, B)=\min _{\pi: \mathcal{I}_{n} \rightarrow \mathcal{I}_{n}} \sup _{\sigma \in \mathcal{I}_{n}} \frac{A(\sigma)}{B(\pi(\sigma))}, \text { for all } n \geq n_{0}
$$

where $A(\sigma)$ denotes the cost of $A$ on request sequence $\sigma$.
Assuming $\mathcal{I}_{n}$ is finite, an equivalent definition of $\operatorname{br}(A, B)$ is as follows. Let $A(i, n)$ denote the $i$-th least costly request sequence for $A$ among request sequences in $\mathcal{I}_{n}$. Then

$$
\operatorname{br}(A, B)=\sup _{n} \max _{i} \frac{A(i, n)}{B(i, n)}
$$

Consider in contrast, the linear search problem. Here, there is only one request: the unknown position of the hider (i.e., $n=1$ ). However, the set of all requests is not only infinite, but uncountable. Thus, the above definitions do not carry over to our setting, and we need to seek alternative definitions. One possibility is to discretize the set of all requests (as in [5]). Namely, we may assume that the hider can hide only at integral distances from the origin. Then given strategies $S_{1}, S_{2}$, one could define the bijective ratio of $S_{1}$ against $S_{2}$ as $\sup _{i} \frac{S_{1}(i)}{S_{2}(i)}$, where $S(i)$ denotes the $i$-th least costly request (hider position) in strategy $S$.

While the latter definition may indeed be valid, it is still not a faithful representation of the continuous setting. For instance, for hiding positions "close" to the origin, the discretization adds overheads that should not be present, and skews the expressions of the ratios. For this reason, we need to adapt the definition so as to reflect the continuous nature of the problem. Specifically, note that while the concept "the cost of the $i$-th least costly request in $S$ " is not well-defined in the continuous setting, the related concept of "the cost for discovering a total length equal to $l$ in $S^{\prime \prime}$ is, in fact, well defined, and is precisely the value $D(S, l)$. We can thus define the bijective ratio of $S_{1}$ against $S_{2}$ as

$$
\operatorname{br}\left(S_{1}, S_{2}\right)=\sup _{l} \frac{D\left(S_{1}, l\right)}{D\left(S_{2}, l\right)}
$$

which is the same as the definition of the discovery ratio (Definition 1 ).
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#### Abstract

Let $A$ and $B$ be two sets of points in $\mathbb{R}^{d}$, where $|A|=|B|=n$ and the distance between them is defined by some bipartite measure $\operatorname{dist}(A, B)$. We study several problems in which the goal is to translate the set $B$, so that $\operatorname{dist}(A, B)$ is minimized. The main measures that we consider are (i) the diameter in two and three dimensions, that is $\operatorname{diam}(A, B)=\max \{d(a, b) \mid a \in A, b \in B\}$, where $d(a, b)$ is the Euclidean distance between $a$ and $b$, (ii) the uniformity in the plane, that is $\operatorname{uni}(A, B)=\operatorname{diam}(A, B)-d(A, B)$, where $d(A, B)=\min \{d(a, b) \mid a \in A, b \in B\}$, and (iii) the union width in two and three dimensions, that is union_width $(A, B)=\operatorname{width}(A \cup B)$. For each of these measures we present efficient algorithms for finding a translation of $B$ that minimizes the distance: For diameter we present near-linear-time algorithms in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, for uniformity we describe a roughly $O\left(n^{9 / 4}\right)$-time algorithm, and for union width we offer a near-linear-time algorithm in $\mathbb{R}^{2}$ and a quadratic-time one in $\mathbb{R}^{3}$.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Computational geometry
Keywords and phrases Translation-invariant similarity measures, Geometric optimization, Minimumwidth annulus

Digital Object Identifier 10.4230/LIPIcs.STACS.2019.8
Funding Boris Aronov: Work on this paper by Boris Aronov was supported by NSF Grants CCF-11-17336, CCF-12-18791, and CCF-15-40656, and by grant 2014/170 from the US-Israel Binational Science Foundation.
Omrit Filtser: Work on this paper by Omrit Filtser was supported by the Israel Ministry of Science, Technology \& Space, and by the Lynn and William Frankel Center.
Matthew J. Katz: Work on this paper by Matthew Katz was supported by grant 1884/16 from the Israel Science Foundation, and by grant 2014/170 from the US-Israel Binational Science Foundation. Khadijeh Sheikhan: Work on this paper by Khadijeh Sheikhan was supported by NSF Grant CCF-12-18791.

Acknowledgements We would like to thank Pankaj K. Agarwal, Mark de Berg, and Timothy Chan for their assistance in the preparation of this manuscript.

## 1 Introduction

Determining the similarity between two sets of points in a metric space, and, in general, determining the value of some measure defined for two sets of points, is a well investigated problem in computational geometry. Sometimes, however, the answer that is obtained is meaningless, unless one of the sets undergoes some transformation before performing the computation. In this paper, we consider a family of problems in which the goal is to compute a translation which minimizes some bipartite measure. For example, one of the measures that we consider is the bipartite diameter, which is the distance between the farthest bichromatic pair, that is the maximum distance between a point from one set and a point from the other set.

The motivation for studying these problems is twofold. The first, as mentioned, is to find a translation for which the computed value is most meaningful. The second is when we are allowed to translate one of the sets in order to minimize some bipartite measure. In general, problems in which the goal is to find a transformation of a given type that minimizes or maximizes some measure are fundamental in computational geometry and have been studied extensively. It is therefore somewhat surprising that the natural versions that we study here have not been considered before. For example, another measure that we consider is the bipartite uniformity, which is the difference between the bipartite diameter and the distance between the closest bichromatic pair. When this difference is small, all bichromatic distances are similar, which is often a desirable property due to its close connection to the notions of fairness and balancing. Thus, the optimization problem in this case is to translate one of the sets to achieve the best possible uniformity.

Formally, let $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, \ldots, b_{m}\right\}$ be two sets of points in $\mathbb{R}^{d}$. For the sake of simplicity, we assume that $m=n$, and obtain bounds that depend only on $n$; however, it is not difficult to adapt our algorithms and bounds to the case where the sets $A$ and $B$ have different sizes. We are interested in problems of the following kind: Find a translation $t^{*}$ that minimizes some bipartite measure of $A$ and $B+t$ over all translations $t$, where $B+t$ denotes $B$ translated by $t .{ }^{1}$ The main bipartite measures that we consider are (i) diameter, denoted $\operatorname{diam}(A, B)$, and defined as $\max \{d(a, b) \mid a \in A, b \in B\}$, where $d(a, b)$ is the Euclidean distance between $a$ and $b$, (ii) uniformity, denoted uni $(A, B)$, and defined as $\operatorname{diam}(A, B)-d(A, B)$, where $d(A, B)=\min \{d(a, b) \mid a \in A, b \in B\}$, and (iii) union width, denoted union_width $(A, B)$, and defined as width $(A \cup B)$, i.e., the width of the union of the two sets.

Notice that while for the (one-sided) Hausdorff distance (see below) one considers the distance from each point of $A$ to its closest point in $B$, for the bipartite diameter measure one considers the distance from each point of $A$ to its farthest point in $B$ : The former variant is more relevant when $B$ represents a set of homogeneous facilities, equally acceptable, while the latter variant is more relevant when $B$ represents a set of unique facilities such that it is desirable to be close to all of them.

Related work. When comparing two sets of points of the same size, a natural approach is to find a matching or a mapping of one set to the other, such that the distances between the matched points are small. For instance, in the problem of congruence testing [6, 17],

[^14]one needs to decide if there exists a geometric transformation (a combination of translation, rotation, and reflection) that maps a point set $A$ exactly or approximately into a point set $B$ of the same size. Another example is the well-known RMS distance, where the goal is to minimize the sum of squares of distances in a perfect matching between $A$ and $B$ [2].

In general, when one of the sets is larger than the other, we can look for a minimum partial matching, which in some sense corresponds to a copy of the smaller set in the larger one. This version of the problem (under various geometric transformations) was also widely investigated for bottleneck matching [8, 15], RMS distance [7], and more [20].

Another way to compare two sets of points of different sizes, is to use some bipartite distance measure for point sets, such as the well-known Hausdorff distance. The Hausdorff distance between two sets of points is the maximum of the distances from a point in each of the sets to the nearest point in the other set (the one-sided version of Hausdorff distance is a special case of our framework, but we do not consider it here beyond this summary). Huttenlocher et al. [19] showed that the minimum Hausdorff distance under translation in $\mathbb{R}^{2}$ can be computed in $O(m n(m+n) \alpha(m n) \log (m n))$ time, where $m$ and $n$ are the sizes of the two sets. The minimum Hausdorff distance under geometric transformations was widely investigated in the literature, and we refer to [2] for a survey of the results. A different example of bipartite measure is the maximum overlap between the convex hulls of the sets $A$ and $B$. This measure was considered in [5], where, assuming $A$ and $B$ are point sets of size $n$ in $\mathbb{R}^{3}$, an algorithm is presented that computes the optimal translation in expected time $O\left(n^{3} \log ^{4} n\right)$.

In this paper, we focus on three bipartite measures under translation: diameter, uniformity, and width. To our knowledge, all three measures are being considered here for the first time.

The diameter of a set of $n$ points in the plane can be computed in $O(n \log n)$ time. However, in higher dimensions the problem becomes much harder. Clarkson and Shor [13] gave a randomized algorithm with expected running time $O(n \log n)$ for points in $\mathbb{R}^{3}$, which is not very efficient in practice. Then there was a sequence of attempts to find a (simple) deterministic algorithm, which led to an optimal $O(n \log n)$ deterministic algorithm by Ramos [22].

The width of a set $A$ of $n$ points in the plane is the smallest distance between a pair of parallel lines, such that the closed strip between the lines contains $A$, and it can be easily computed in time $O(n \log n)$ using the rotating calipers method. However, again, in three dimensions the problem becomes harder, and the best-known algorithm is an $O\left(n^{3 / 2+\varepsilon}\right)$ expected time algorithm, due to Agarwal and Sharir [3].

To compute the uniformity of two point sets under translation, we construct the minimum enclosing annulus of a set of $n$ points in the plane (with only $O(\sqrt{n})$ extreme points). In [3], it is shown that the minimum enclosing annulus of $n$ points in the plane (without a constraint on the number of extreme points) can be computed in $O\left(n^{3 / 2+\varepsilon}\right)$ expected time, which is the current state of the art for this problem.

Our results. Consider the set $\mathcal{P}=\{a-b \mid a \in A, b \in B\}$ of all translations that take a point $b \in B$ to a point $a \in A$. We show that the optimal translations in the diameter and uniformity problems are the centers of the minimum enclosing circle of $\mathcal{P}$ and the minimum-width annulus containing $\mathcal{P}$, respectively. Thus, we could apply the best known algorithms for computing these objects to obtain solutions to these problems. More precisely, applying the algorithm of Megiddo [21] for computing the minimum enclosing ball would yield an $O\left(n^{2}\right)$-time solution for the diameter problem, in any fixed dimension, and applying the algorithm of Agarwal and Sharir [3] for computing the minimum-width annulus would
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yield an $O\left(n^{3+\varepsilon}\right)$-time solution for the uniformity problem in the plane. However, by making some additional observations and employing sophisticated known techniques, we are able to do much better. Specifically, we solve the diameter problem in $O(n \log n)$ time in the plane and in $O\left(n \log ^{2} n\right)$ expected time in three dimensions, and we solve the uniformity problem in the plane in $O\left(n^{9 / 4+\varepsilon}\right)$ expected time, for any $\varepsilon>0$. As a by-product of the latter result, we show that the minimum enclosing annulus of $n$ points in the plane with only $O(\sqrt{n})$ extreme points can be computed in $O\left(n^{9 / 8+\varepsilon}\right)$ expected time (in contrast to $O\left(n^{3 / 2+\varepsilon}\right)$ expected time for the unconstrained case, see above).

For the union width problem under translation, we present an $O(n \log n)$-time solution in the plane and an $O\left(n^{2}\right)$-time one in three dimensions. Finally, we consider another new width-based measure, the red-blue width. The directional red-blue width (w.r.t. direction $v$ ) is the maximum red-blue distance after projecting the points onto a line parallel to direction $v$. The red-blue width is then defined as the minimum directional red-blue width over all directions. In other words, it measures the width of $A+(-B)$, the Minkowski sum of $A$ and $-B$. We present solutions for the red-blue width problem under translation that run in time $O(n \log n)$ and $O\left(n^{2}\right)$, respectively, in the plane and in three dimensions.

## 2 Diameter

In the first problem that we consider, the measure is the bipartite diameter. Given two sets of points $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, \ldots, b_{n}\right\}$ in $\mathbb{R}^{d}$, the bipartite diameter of $A$ and $B$ is $\operatorname{diam}(A, B)=\max \{d(a, b) \mid a \in A, b \in B\}$, where $d(a, b)$ is the Euclidean distance between $a$ and $b$.

- Problem 1 (Bipartite Diameter under Translation). Find a translation $t^{*}$ that minimizes the bipartite diameter of $A$ and $B+t$ over all translations $t$. That is, for any translation $t$, $\operatorname{diam}\left(A, B+t^{*}\right) \leq \operatorname{diam}(A, B+t)$.

Consider the set $\mathcal{P}=\{a-b \mid a \in A, b \in B\}$ of all possible translations taking a point of $B$ to a point of $A$. Clearly, $|\mathcal{P}|=O\left(n^{2}\right)$.
$\triangleright$ Claim 1. Let $t$ be a translation and let $S_{t}$ be the minimum enclosing ball of $\mathcal{P}$ centered at $t$. Then, the radius $r_{t}$ of $S_{t}$ is equal to $\operatorname{diam}(A, B+t)$.

Proof. Since $r_{t}$ is the radius of the minimum enclosing ball of $\mathcal{P}$ centered at $t$,

$$
\begin{align*}
r_{t}=\max _{a \in A, b \in B} d(a-b, t) & =\max _{a \in A, b \in B}\|(a-b)-t\| \\
& =\max _{a \in A, b \in B}\|a-(b+t)\| \\
& =\max _{a \in A, b \in B} d(a, b+t)=\operatorname{diam}(A, B+t)
\end{align*}
$$

- Corollary 2. The optimal translation $t^{*}$ minimizing bipartite diameter coincides with the center $c=c(\mathcal{P})$ of the minimum enclosing ball $S=S(\mathcal{P})$ of $\mathcal{P}$.

Notice that Corollary 2 implies that the optimal translation $t^{*}$ is unique. The minimum enclosing ball of a set of $n$ points can be computed in linear time or expected linear time using, e.g., Megiddo's algorithm [21] or Welzl's randomized algorithm [24], respectively. Therefore, by Corollary 2, one can compute the optimal translation by simply finding $c$ in $O\left(n^{2}\right)$ time. In this section we present near-linear-time algorithms for the problem in two and three dimensions.

Diameter in the plane. Let $\mathcal{Q}$ be the set of extreme points of $\mathcal{P}$. Denote by $\mathrm{CH}(X)$ the convex hull of a point set $X$.

Since $\mathcal{P}$ is the Minkowski sum of two sets of size $n$, it is well known [14] that $\mathcal{Q}$ has size $O(n)$ and can be constructed in linear time from $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$ using the rotating calipers method of $[18,23]$.

Once $\mathcal{Q}$ is constructed, we compute its minimum enclosing disk $S^{\prime}=S(\mathcal{Q})=S(\mathcal{P})$.

- Theorem 3. Let $A$ and $B$ be two sets of points in $\mathbb{R}^{2}$, both of size $n$. A translation $t^{*}$ that minimizes the bipartite diameter of $A$ and $B+t$ can be found in $O(n \log n)$ time.

Diameter in three dimensions. We describe an algorithm for computing the minimum enclosing ball of $\mathcal{P}$, without computing $\mathcal{P}$ (whose size may be $\Theta\left(n^{2}\right)$ ) explicitly. We adapt Clarkson's scheme for solving LP-type problems [12] to the problem of computing the minimum enclosing ball of a set of points; see [1] for a similar-in-spirit adaptation of Clarkson's scheme to an entirely different situation.

The high-level algorithm uses an initially empty set $X$ of points. It repeats the following process until the minimum enclosing ball is found.
1: Pick a random sample $\mathcal{R}$ of $\mathcal{P}$ of size $4 n$.
2: Compute the minimum enclosing ball $S=S(\mathcal{R} \cup X)$.
3: Find the set of violators $V$, i.e., the set of all points of $\mathcal{P}$ that are not in $S$. If $|V|>2 n$ (there are too many violators), go to 1 .
4: If $V=\emptyset$, then return $S$ and stop, else $X \leftarrow X \cup V$ and go to 1 .
We call an iteration of the algorithm that reaches line 4 "successful." Clarkson's analysis establishes that in each iteration the expected size of $V$ is $n$. Therefore, for a random choice of $\mathcal{R}$, the probability of the number of violators being at most $2 n$ is at least $\frac{1}{2}$, so an iteration is unsuccessful with probability at most $\frac{1}{2}$. In particular, a constant expected number of unsuccessful iterations is followed by a successful one.

On the other hand, it is not difficult to check (see Clarkson's analysis once again) that, when violators are found, one of the violators must be a point defining the minimum enclosing ball. Therefore, the number of successful iterations cannot exceed five: each iteration adds at least one of the points defining the desired ball to $X$ and once all of them are in $X$, the optimal ball is discovered in line 2 , there are no further violators, and the algorithm stops. Therefore the total number of iterations is expected to be $O(1)$ and the size of the set $X$ never grows beyond $O(n)$. Thus in each iteration we invoke a standard minimum-ball algorithm on $O(n)$ points, requiring $O(n)$ expected time.

Next, we describe how to efficiently implement steps 1 and 3 . A random sample of $\mathcal{P}$ can be obtained by repeatedly picking random points $a \in A$ and $b \in B$ and returning $a-b$.

The set of violators $V$ can be found by modifying an algorithm by Chazelle et al. [10] for $k$ th nearest neighbor search. First, consider the following problem:

- Problem 2. Given two sets $A$ and $B$, each of $n$ points in $\mathbb{R}^{3}$, and a distance $r$, decide whether there are two points $a \in A$ and $b \in B$ with $d(a, b)>r$.
This problem can be solved in $O(n \log n)$ expected time by the following algorithm:
1: Set $\mathcal{I}_{A}=\bigcap_{a \in A} D(a, r)$, where $D(a, r)$ is the ball of radius $r$ centered at $a$, and construct a corresponding inside/outside point-location data structure. (This structure preprocesses the set $\{D(a, r) \mid a \in A\}$ to facilitate point location queries of the form "Given a point $q$, is it contained in $\mathcal{I}_{A}$ or not?"). $\mathcal{I}_{A}$, together with its corresponding inside/outside point-location data structure, can be computed using the randomized $O(n \log n)$-time algorithm of Clarkson and Shor [13], after which queries are answered in $O(\log n)$ time.

2: If $\mathcal{I}_{A}=\emptyset$, then clearly there exist two such points. Otherwise, check for each $b \in B$ whether $b \in \mathcal{I}_{A}$. This can be done by $n$ point-location queries in total $O(n \log n)$ time. If for some $b \in B, b \notin \mathcal{I}_{A}$, there exists some $a \in A$ for which $d(a, b)>r$.

Now we consider the thresholded reporting version of Problem 2:

- Problem 3. Given two sets $A$ and $B$, each of $n$ points in $\mathbb{R}^{3}$, a distance $r$ and a parameter $k$, report all the pairs of points $a \in A, b \in B$ with $d(a, b)>r$, if there are at most $k$ such pairs. Otherwise, return TOO_MANY without necessarily listing them.

The reporting problem can be solved by building a binary tree of point-location data structures. The root of the tree corresponds to $\mathcal{I}_{A}$. Next, we arbitrarily divide $A$ into two subsets $A_{1}, A_{2}$ of size $n / 2$, and build two new point-location data structures, corresponding to $\mathcal{I}_{A_{1}}$ and $\mathcal{I}_{A_{2}}$, respectively. Then we continue recursively for $A_{1}$ and $A_{2}$. The total expected preprocessing time is $O\left(n \log ^{2} n\right)$.

To report the pairs with distance larger than $r$, we simply query the nodes of the tree as in step 2 of the decision algorithm above. Given some $b \in B$, if $b \in \mathcal{I}_{A}$, then $d(a, b) \leq r$ for all $a \in A$ and we can stop the search with $b$. Else, if $b \notin \mathcal{I}_{A}$, then there exists some $a \in A$ for which $d(a, b)>r$. In this case we check $\mathcal{I}_{A_{1}}$ and $\mathcal{I}_{A_{2}}$ recursively. At a leaf, $\mathcal{I}_{\{a\}}=D(a, r)$, so $b \notin \mathcal{I}_{\{a\}}$ means $d(a, b)>r$; in that case, report the pair $(a, b)$. Keep count of the pairs reported so far. If more than $k$ pairs have been reported, stop and return TOO_MANY. For any reported pair, we visit $O(\log n)$ nodes of the tree, including the ones where no pairs were reported, and perform a logarithmic-time point-location query at each node. An additional query is performed for every $b \in B$ that is not part of any pair to be reported. Thus the running time of the reporting phase is no more than $O\left(n \log n+k \log ^{2} n\right)$.

The expected total running time of the algorithm is $O\left((n+k) \log ^{2} n\right)$.

- Observation 4. Let $o$ be the center of the ball $S$ and $r$ its radius. A point $a-b \in \mathcal{P}$ is in $S$ if and only if $d(a, b+o) \leq r$.

Proof. The point $a-b$ is in $S$ if and only if $d(a-b, o) \leq r$, and $d(a-b, o)=\|(a-b)-o\|=$ $\|a-(b+o)\|=d(a, b+o)$.

The set of violators $V$ can be found by solving problem 3 with the input $A, B+o=$ $\{b+o \mid b \in B\}$, the radius of $S$, and $k=2 n$. We summarize our result.

- Theorem 5. Let $A$ and $B$ be two sets of points in $\mathbb{R}^{3}$, both of size $n$. A translation $t^{*}$ that minimizes the bipartite diameter of $A$ and $B+t$ can be found in $O\left(n \log ^{2} n\right)$ expected time.


## 3 Uniformity

Define uni $(A, B)$ as the difference between the largest and the smallest distances between a point of $A$ and a point of $B$. Formally, we set uni $(A, B)=\operatorname{diam}(A, B)-d(A, B)$, where $d(A, B)=\min \{d(a, b) \mid a \in A, b \in B\}$. The quantity uni $(A, B)$ measures the uniformity of the red-blue distances. The smaller it is, the more uniform are the distances. One may consider minimizing the ratio rather than the difference of these quantities, which we leave for future research. In this section we consider the following problem:

- Problem 4 (Bipartite Uniformity under Translation). Find a translation $t^{*}$ that minimizes the uniformity of $A$ and $B+t$. That is, for any translation $t$, uni $\left(A, B+t^{*}\right) \leq \operatorname{uni}(A, B+t)$.

We study this problem in the plane. Notice that in general $t^{*}$ may not be unique.
$\triangleright$ Claim 6. Let $c$ be the center of a minimum-width enclosing annulus of $\mathcal{P}$. Then, $t^{*}=c$.
Proof. Similarly to the proof of Claim 1, for any translation $t$, the annulus $S_{t}$ centered at the point $t$ with radii $\operatorname{diam}(A, B+t)$ and $d(A, B+t)\left(S_{t}\right.$ 's width is thus uni $\left.(A, B+t)\right)$, contains all the points of $\mathcal{P}$. Indeed, given some $a-b \in \mathcal{P}$, we have $d(a-b, t)=d(a, b+t)$ and $d(A, B+t) \leq d(a, b+t) \leq \operatorname{diam}(A, B+t)$. Since $c$ is the center of the minimum-width enclosing annulus of $\mathcal{P}$, we get $\operatorname{uni}(A, B+c) \leq \operatorname{uni}(A, B+t)$ for any translation $t$. $\quad \triangleleft$

We are thus left with the following algorithmic problem.

- Problem 5 (Restricted Minimum-Width Annulus). Given a set $\mathcal{P}$ of $n^{2}$ points in the plane with only $O(n)$ extreme points, compute the minimum-width annulus covering $\mathcal{P}$.

Note that if we apply a standard quadratic-time algorithm from the textbook [14] to $\mathcal{P}$ as a black box, we would obtain running time $O\left(n^{4}\right)$. Instead, we could apply the cutting-edge algorithm of Agarwal and Sharir [3] to $\mathcal{P}$, again as a black box, to achieve $O\left(n^{3+\varepsilon}\right)$ expected running time. But, as we shall see below, we improve these bounds by a more refined use of these and other tools, for the specific situation presented above.

Let $\mathcal{Q} \subset \mathcal{P}$ be the set of extreme points of $\mathcal{P}$. Let $F=\operatorname{FVor}(\mathcal{Q})$ be the farthest-point Voronoi diagram of $\mathcal{Q}$, and let $V=\operatorname{Vor}(\mathcal{P})$ be the closest-point Voronoi diagram of $\mathcal{P}$. We compute $V$ of size $O\left(n^{2}\right)$ in time $O\left(n^{2} \log n\right)$ and $F$ of size $O(n)$ in time $O(n \log n)$. It is known (see, for example, [14, Section 7.4]) that the center of the minimum-width annulus covering $\mathcal{P}$ must lie at (i) a vertex of $F$, (ii) a vertex of $V$, or (iii) an intersection point between an edge of $F$ and an edge of $V$. Cases (i) and (ii) can be handled in $O\left(n^{2} \log n\right)$ time. Indeed, one can preprocess both $F$ and $V$ for point location and then locate vertices of each diagram in the other, obtaining the identities of the closest and farthest points of $\mathcal{P}$ for each Voronoi vertex and allowing one to compute the width of the annulus centered at it.

Hereafter we focus on case (iii). Its naïve implementation requires $\Omega\left(n^{3}\right)$ time, as the number of intersections between edges of $F$ and $V$ might be cubic in the worst case. (Indeed, an $O\left(n^{3}\right)$-time algorithm exists that simply overlays $F$ and $V$. The vertices of the overlay are precisely the points described in cases (i) through (iii) above. We can now process each point in amortized constant time. See Section 4 of [14] for the routine details.)

Complete bipartite clique decomposition To do better, we start by recalling a variant of a classical fact, first observed in [11].

- Fact 7. Let $C$ and $D$ be two sets, each consisting of non-crossing line segments in the plane, with $|C|=n,|D|=m$, and $n<m$. Then there exists a collection of pairs $\left\{\left(C_{i}, D_{i}\right)\right\}$ such that:
(a) $C_{i} \subset C$ and $D_{i} \subset D$.
(b) For every intersecting pair of segments $(c, d) \in C \times D$, there exists a unique $i$ such that $(c, d) \in C_{i} \times D_{i}$.
(c) For every $i$, every segment in $C_{i}$ intersects every segment in $D_{i}$ and the slopes of all segments in $C_{i}$ are larger than the slopes of all segments of $D_{i}$, or vice versa.
(d) The collection $\left\{\left(C_{i}, D_{i}\right)\right\}$ can be constructed in time $O\left((n+m) \log ^{2} n\right)$.
(e) The number of pairs in the collection is $O(n \log n)$.
(f) $\sum_{i}\left|C_{i}\right|=O\left(n \log ^{2} n\right)$ and $\sum_{i}\left|D_{i}\right|=O\left(m \log ^{2} n\right)$.

We outline the proof here, as the version we need is slightly more general than the most commonly used one, such as in $[1,3]$ (see [1] for a very similar construction; the distinction is in item (f), where we need separate bounds on $\sum_{i}\left|C_{i}\right|$ and $\left.\sum_{i}\left|D_{i}\right|\right)$; the usual assumption is that $n=m$ while in the application below we will set $m=n^{2}$.

Proof. Construct a 2-level hereditary segment tree on $C$ : Build a segment tree on the segments of $C$ so that each segment appears in $O(\log n)$ nodes and each node $\nu$ corresponds to a canonical vertical strip $S_{\nu}$ and a vertically ordered list $C_{\nu}$ of (parts) of segments of $C$ that completely cross $S_{\nu}$ left-to-right. For the second level, store each of the sets $C_{\nu}$ in a separate balanced binary tree $T_{\nu}$ in vertical order; each node $\mu$ of $T_{\nu}$ stores a canonical subset $C_{\mu}$ of contiguous segments of $C_{\nu}$; at the node $\mu$ we also store a second set $D_{\mu} \subset D$ of segments, initially empty. Now query the structure with each segment $d \in D$. It crosses $O(\log n)$ canonical vertical strips completely and its endpoints land in two leaves of the primary tree, which correspond to elementary canonical strips.

For each strip $S_{\nu}$ completely spanned by $d, d$ crosses a contiguous portion of the segments of $C_{\nu}$, represented by $O(\log n)$ canonical subsets, each corresponding to a node $\mu$ in $T_{\nu}$. We add $d$ to $D_{\mu}$, for all such choices of $\nu$ and $\mu$.

A very similar process handles the endpoints of $D$.
Having repeated this process for each $d \in D,{ }^{2}$ we output $\left(C_{\mu}, D_{\mu}\right)$ for all secondary tree nodes $\mu$. It is easily verified that a pair of segments $(c, d) \in C \times D$ cross if and only if there is a (unique) $\mu$ with $d \in C_{\mu}$ and $d \in D_{\mu}$.

The number of nodes $\mu$ in the secondary tree of $S_{\nu}$ is $O\left(\left|C_{\nu}\right|\right)$ and hence the number of pairs $\left(C_{\mu}, D_{\mu}\right)$ is $O(n \log n)$. By construction, each segment $c \in C$ appears in $O\left(\log ^{2} n\right)$ nodes of the structure and we touch $O\left(\log ^{2} n\right)$ nodes when searching for $d \in D$. This implies the bounds on $\sum_{\mu}\left|C_{\mu}\right|$ and on $\sum_{\mu}\left|D_{\mu}\right|$.

Reduction to the minimum-"distance" problem between lines in three dimensions. We now use a reinterpretation of the problem, first noticed in [4] and most recently used in [3] to efficiently compute the minimum-width annulus covering a finite point set in the plane.

Lift the points of $\mathcal{P}$ to the standard paraboloid $z=x^{2}+y^{2}$, obtaining the set $\mathcal{P}^{*}$ and the corresponding set $\mathcal{Q}^{*} \subset \mathcal{P}^{*}$; we will use an asterisk to denote a lifted object. As is well known, a minimal disk enclosing $\mathcal{P}$ in the plane corresponds to an upper tangent plane to the convex hull $\mathrm{CH}\left(\mathcal{P}^{*}\right)$ of $\mathcal{P}^{*}$ (which coincides with the upper convex hull of $\mathcal{Q}^{*}$ ), while a maximal disk empty of points of $\mathcal{P}$ corresponds to a lower tangent plane to $\mathrm{CH}\left(\mathcal{P}^{*}\right)$. In case (iii) described above, the upper plane passes through an edge $q_{1}^{*} q_{2}^{*}$ of the upper hull of $\mathcal{Q}^{*}$ and the lower plane through an edge $p_{1}^{*} p_{2}^{*}$ of the lower hull of $\mathrm{CH}\left(\mathcal{P}^{*}\right)$. The two planes are parallel and this event corresponds precisely to the intersection of an edge $c$ of $V$ separating the regions of $p_{1}$ and of $p_{2}$ and an edge $d$ of $F$ separating the regions of $q_{1}$ and of $q_{2}$.

It was observed in [4] that the width of the (minimal) annulus containing $\mathcal{P}$ and centered at $c \cap d$ corresponds to the "distance" between two parallel planes passing through the lines supporting edges $q_{1}^{*} q_{2}^{*}$ and $p_{1}^{*} p_{2}^{*}$ in $\mathbb{R}^{3}$; the distance is not measured using the conventional Euclidean metric, but using a different function that satisfies the properties enumerated in [3] (another application of their machinery is for computing the three-dimensional width of a finite point set in $\mathbb{R}^{3}$; in that application the distance is Euclidean, for pairs of edges that support parallel planes sandwiching the set; see [3] for the details).

In other words, we need to solve the following problem: For all pairs of lines $q_{1}^{*} q_{2}^{*}, p_{1}^{*} p_{2}^{*}$ supporting upper and lower edges of $\mathrm{CH}\left(\mathcal{P}^{*}\right)$ as above that correspond to a pair of crossing edges of $F$ and $V$, find the shortest "distance" between the lines $q_{1}^{*} q_{2}^{*}$ and $p_{1}^{*} p_{2}^{*}$.

[^15]Complete bipartite case. Apply Fact 7 to the two sets of edges (line segments) $C$ and $D$, producing a decomposition into pairs $\left\{\left(C_{i}, D_{i}\right)\right\}$ with the described properties. We now focus on one such pair, $\left(C_{i}, D_{i}\right)$. By construction, each pair of edges $(c, d) \in C_{i} \times D_{i}$ intersect. We now perform the calculation on the corresponding pair of sets of lifted lines $\left(C_{i}^{*}, D_{i}^{*}\right)$, using the "distance" defined above:

- Fact 8 (Agarwal and Sharir [3]). Given a set $X$ of $n$ lines and a set $Y$ of $m$ lines, so that every line of $X$ lies above every line of $Y$, the shortest "distance" between a line of $X$ and a line of $Y$ can be computed in expected time $O\left(n^{3 / 4+\varepsilon} m^{3 / 4+\varepsilon}+n^{1+\varepsilon}+m^{1+\varepsilon}\right)$, for any $\varepsilon>0$.

In particular, the best annulus width corresponding to points $c \cap d$, with $(c, d) \in\left(C_{i} \times D_{i}\right)$, corresponds precisely to the shortest "distance" between $C_{i}^{*}, D_{i}^{*}$ as above and can be computed using Fact 8 in time $O\left(n_{i}^{3 / 4+\varepsilon} m_{i}^{3 / 4+\varepsilon}+n_{i}^{1+\varepsilon}+m_{i}^{1+\varepsilon}\right)$, where $n_{i}=\left|C_{i}\right|$ and $m_{i}=\left|D_{i}\right|$.

Putting it all together. Recall that in our case $m=n^{2}$. Therefore, the total work required includes $O\left(n^{2} \log n\right)$ for cases (i) and (ii), $O\left((n+m) \log ^{2} n\right)=O\left(n^{2} \log ^{2} n\right)$ for constructing the pairs $\left\{\left(C_{i}, D_{i}\right)\right\}$, and finally the following for processing every pair $\left(C_{i}, D_{i}\right)$, using Fact 8:

$$
\sum_{i} O\left(n_{i}^{3 / 4+\varepsilon} m_{i}^{3 / 4+\varepsilon}+n_{i}^{1+\varepsilon}+m_{i}^{1+\varepsilon}\right)
$$

subject to the constraints described in Fact 7. We bound the above expression by

$$
O\left(n^{3 \varepsilon}\right) \cdot \sum_{i} O\left(n_{i}^{3 / 4} m_{i}^{3 / 4}+n_{i}+m_{i}\right)
$$

where we have used the facts that $n_{i} \leq n$ and $m_{i} \leq n^{2}$, for all $i$. Since $\sum_{i} n_{i}=O\left(n \log ^{2} n\right)=$ $o\left(n^{1+\varepsilon}\right)$ and $\sum_{i} m_{i}=O\left(m \log ^{2} n\right)=o\left(n^{2+\varepsilon}\right)$, the last two terms are bounded by $o\left(n^{2+\varepsilon}\right)$. We proceed to focus on the larger first term.

Using Hölder's inequality, we have

$$
\begin{aligned}
\sum_{i} m_{i}^{3 / 4} n_{i}^{3 / 4} & =\sum_{i} m_{i}^{3 / 4}\left(n_{i}^{3}\right)^{1 / 4} \leq\left(\sum_{i} m_{i}\right)^{3 / 4} \cdot\left(\sum_{i} n_{i}^{3}\right)^{1 / 4} \\
& \leq O\left(n^{2} \log ^{2} n\right)^{3 / 4}\left(n^{3} \cdot O\left(\log ^{2} n\right)\right)^{1 / 4}=O\left(n^{9 / 4} \log ^{2} n\right)=O\left(n^{9 / 4+\varepsilon}\right)
\end{aligned}
$$

where we have used the fact that $\sum_{i} m_{i}=O\left(n^{2} \log ^{2} n\right), \sum_{i} n_{i}=O\left(n \log ^{2} n\right)$, and $n_{i} \leq n$. Plugging everything together, the expected running time of the entire algorithm is $O\left(n^{9 / 4+4 \varepsilon}\right)$. Replacing $\varepsilon$ by $\varepsilon / 4$ in the above reasoning, we obtain:

- Theorem 9. Given a set $\mathcal{P}$ of $n^{2}$ points in the plane that has $O(n)$ extreme points, the total expected time required to compute the minimum-width annulus enclosing $\mathcal{P}$ is $O\left(n^{9 / 4+\varepsilon}\right)$, for any positive $\varepsilon$.
Returning to our original motivation, we conclude:
- Theorem 10. Let $A$ and $B$ be two sets of points in $\mathbb{R}^{2}$, both of size $n$. A translation $t^{*}$ that minimizes the uniformity of $A$ and $B+t$ can be found in $O\left(n^{9 / 4+\varepsilon}\right)$ time.


## 4 Width

In this section, first we minimize the union width measure. The width of a point set is the smallest distance between two parallel supporting hyperplanes of the set. Given two sets of points $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, \ldots, b_{n}\right\}$ in $\mathbb{R}^{d}$, the union width of $A$ and $B$ is defined as the width of their union, namely, union_width $(A, B)=\operatorname{width}(A \cup B)$.

- Problem 6 (Union Width under Translation). Find a translation t* that minimizes the union width of $A$ and $B+t$ over all translations $t$. That is, for any translation $t$, we have union_width $\left(A, B+t^{*}\right) \leq$ union_width $(A, B+t)$.

Directional width. The directional width function $\operatorname{width}_{v}(X)$ of a compact set $X$ in $\mathbb{R}^{d}$ gives, for every direction $v$, the distance between the two supporting hyperplanes of $X$ that are orthogonal to $v$ :

$$
\operatorname{width}_{v}(X)=\max _{x_{1}, x_{2} \in X}\left(x_{1}-x_{2}\right) \cdot v
$$

In particular, the width of a set corresponds to the minimum of its directional widths. We define the directional union width of $A$ and $B$ as the directional width of their union:

$$
\text { union_ } \operatorname{width}_{v}(A, B)=\operatorname{width}_{v}(A \cup B) \text {. }
$$

- Problem 7 (Directional Union Width under Translation). For a given direction v, find a translation $t^{*}$ that minimizes the directional union width of $A$ and $B+t$ over all translations $t$. That is, for any translation $t$, union__ width $_{v}\left(A, B+t^{*}\right) \leq \operatorname{union}^{\prime} \operatorname{width}_{v}(A, B+t)$.
$\triangleright$ Claim 11. For a given direction $v$, the minimum directional union width under translation, union_ $\operatorname{width}_{v}(A, B+t)$, is equal to the maximum of $\operatorname{width}_{v}(A)$ and $\operatorname{width}_{v}(B)$.

Proof. To obtain the smallest directional width we translate $B$ so that the slab between the supporting hyperplanes of the wider set contains the other set, then union_width ${ }_{v}(A, B+t)$ will be equal to the directional width of the wider set which means:

This claim reduces Problem 7 to finding the maximum of two directional widths. Now we return to Problem 6, which now reduces to finding the minimum value of the function $\max \left(\operatorname{width}_{v}(A), \operatorname{width}_{v}(B)\right)$ over all directions $v$. In Sections 4.1 and 4.2, we present an $O(n \log n)$-time algorithm for the two-dimensional and a quadratic-time algorithm for the three-dimensional version of the problem. Finally, in Section 4.3, we define a bipartite measure closely related to width and show that it can be computed using similar methods with slight modifications.

### 4.1 Width in the plane

To compare the width of the two sets in different directions and measure the union width, we first compute the convex hulls of the two sets in $O(n \log n)$ time. We use the rotating calipers method of $[18,23]$ to construct, for both $A$ and $B$, their directional width functions width $(A)$ and width $_{v}(B)$. Each of these two functions is a piecewise-algebraic function (with a suitable choice of parametrization) of low degree with $\Theta(n)$ breakpoints. Now consider their pointwise maximum defined by $\max \left(\operatorname{width}_{v}(A), \operatorname{width}_{v}(B)\right)$. The global minimum of this function, according to Claim 11, determines the answer to Problem 7. It can be computed by merging the two lists of breakpoints and computing the intersections between the function graphs in each interval; the resulting function still has $O(n)$ breakpoints in total and its minimum can be computed in linear time which results in the following theorem.

- Theorem 12. The union width of two n-point sets in the plane can be computed in $O(n \log n)$ time.


### 4.2 Width in three dimensions

To better understand the problem, we first review the tools used to compute the standard width of a set in $\mathbb{R}^{3}$. Recall that computing the width is equivalent to finding the smallestwidth slab enclosing the set. In their paper [18], Houle and Toussaint showed that two supporting planes with minimum distance apart pass through either an antipodal vertexface (VF) pair or an antipodal edge-edge (EE) pair of the convex hull. To compute and compare the antipodal pairs, they used the Gauss map (also called the normal diagram). In this transformation, which was originally introduced to computational geometry by Brown [9], the convex hull of the point set is mapped to the surface of a unit sphere $\mathbb{S}^{2}$. Every face is mapped to a point (the direction of its outer normal), every edge is mapped to the great circle arc connecting its two neighboring faces (the locus of the directions of all planes supporting the set at the edge), and every vertex is mapped to a region (the locus of the directions of all supporting planes at the vertex). Then they overlay the upper hemisphere of the Gauss map on the lower hemisphere and compute the intersections between them. We call the resulting diagram the antipodal diagram. Each vertex of the overlay corresponds to an antipodal VF or EE pair, and the width can be determined by computing the distance of the antipodal pair at these vertices and choosing the one with the smallest such distance.

The antipodal diagram encodes the antipodal pair of features for all directions and can be viewed as a representation of the directional width function; in particular, it can be used to compute the directional width for any given direction. As mentioned above, Houle and Toussaint showed that the minimum can only occur at the vertices of the antipodal diagram, not in the middle of an edge nor in the interior of a face [18].

To solve Problem 6, we need to represent the antipodal pairs and directional pairs for both sets together. We create the new combined antipodal diagram by overlaying the antipodal diagrams for $A$ and for $B$.

- Observation 13. If the minimum directional union width under translation occurs at direction $v^{*}$, then one of the following must occur (as it holds for the maximum of any two functions):

1. $\operatorname{width}_{v^{*}}(A) \geq \operatorname{width}_{v^{*}}(B)$ and $v^{*}$ is a local minimum for $\operatorname{width}_{v^{*}}(A)$,
2. $\operatorname{width}_{v^{*}}(B) \geq \operatorname{width}_{v^{*}}(A)$ and $v^{*}$ is a local minimum for $\operatorname{width}_{v^{*}}(B)$, or
3. $\operatorname{width}_{v^{*}}(A)=\operatorname{width}_{v^{*}}(B)$ and neither function has a local minimum at $v^{*}$.

In cases 1 and 2, the optimal direction is a local optimum of one of the two sets as well and occurs at a vertex of the antipodal diagram. But what happens in case 3? Is it possible that the minimum occurs in the middle of an edge or in the interior of a face? In order to answer these questions we use the following lemma [18]:

- Lemma 14 (Houle and Toussaint [18]). Let $\ell_{1}$ and $\ell_{2}$ be parallel lines in $\mathbb{R}^{3}$. Let $\pi_{1}$ and $\pi_{2}$ be distinct parallel planes containing $\ell_{1}$ and $\ell_{2}$, respectively. Then there exists a preferred direction of rotation such that if $\pi_{1}$ and $\pi_{2}$ are rotated about $\ell_{1}$ and $\ell_{2}$, respectively, in that direction to form new parallel planes $\pi_{1}^{\prime}$ and $\pi_{2}^{\prime}$, then $d\left(\pi_{1}^{\prime}, \pi_{2}^{\prime}\right)<d\left(\pi_{1}, \pi_{2}\right)$.
$\triangleright$ Claim 15. The minimum value of $\max \left(\operatorname{width}_{v}(A), \operatorname{width}_{v}(B)\right)$ cannot occur in the interior of a face of the antipodal diagram.

Proof. Suppose for the sake of contradiction that the optimal direction $v^{*}$ lies in the interior of a face of the diagram. Being in the interior means each set has an antipodal VV pair in direction $v^{*}$. Since a VV pair cannot be an optimal direction for either of the sets separately, according to Observation 13 the directional widths of $A$ and $B$ are equal, and we
may translate them so that the two corresponding parallel slabs coincide. Therefore, each supporting plane passes through exactly one vertex from each set. Let $\pi_{1}$ and $\pi_{2}$ be the two supporting planes with $a_{1}, b_{1} \in \pi_{1}$ and $a_{2}, b_{2} \in \pi_{2}$. We can translate $B$ so that $b_{1}$ is translated to $a_{1}$. After translation, let $\ell_{2} \subset \pi_{2}$ be the line through $a_{2}$ and $b_{2}$ and let $\ell_{1} \subset \pi_{1}$ be the line through $a_{1}$ parallel to $\ell_{1}$. According to Lemma 14, there is a direction to rotate the two planes so that they remain supporting for both sets, but the distance between them is reduced, contradicting $v^{*}$ being the optimal direction.

We proved that minimum union width cannot occur in the interior of a face; however, unlike the width of a single set, the minimum union width may occur in the interior of an antipodal diagram edge.
(An example when this happens will be described in the full version of this paper.) Even though comparing directional width at vertices of the antipodal diagram is not sufficient anymore, the following theorem proves that the union width still can be computed in quadratic time.

- Theorem 16. The union width of two n-point sets in three dimensions can be computed in $O\left(n^{2}\right)$ time.
Proof. Each of the four subdivisions used to create the antipodal diagram for the union width has linear complexity, so their overlay has complexity $O\left(n^{2}\right)$ and can be computed in $O\left(n^{2}\right)$ time using convex subdivision overlay algorithm of Guibas and Seidel [16]. Although the minimum union width can occur at an interior point of a diagram edge, we can still compute it in $O\left(n^{2}\right)$. Directional union width function along each edge has constant complexity and we can find its minimum value in constant time. Since there are at most $O\left(n^{2}\right)$ edges and vertices in the diagram, we can compute the minimum union width in $O\left(n^{2}\right)$ time.


### 4.3 Red-blue width

We now present a different interpretation of the width of a set, to motivate the definition of a new bipartite measure. Directional width of a point set $X$ in a given direction $v$ is the maximum of all the pairwise distances projected on that direction, $\max _{x_{1}, x_{2} \in X}\left(x_{1}-x_{2}\right) \cdot v$. For two sets $A$ and $B$, we define the directional red-blue width as

$$
\operatorname{rb}_{\_} \operatorname{width}_{v}(A, B)=\max _{a \in A, b \in B}(a-b) \cdot v
$$

and the red-blue width of $A$ and $B$ as the minimum of all the directional red-blue widths:

$$
\operatorname{rb} \_\operatorname{width}(A, B)=\min _{v} r b \_\operatorname{width}_{v}(A, B) .
$$

- Problem 8 (Red-blue Width under Translation). Find a translation $t^{*}$ that minimizes the red-blue width of $A$ and $B+t$ over all translations $t$. That is, for any translation $t$, we have rb_width $\left(A, B+t^{*}\right) \leq \operatorname{rb} \_$width $(A, B+t)$.
$\triangleright$ Claim 17. For a given direction $v$, the minimum directional red-blue width under translation is equal to the average of $\operatorname{width}_{v}(A)$ and $\operatorname{width}_{v}(B)$.

Proof. Since all the distances are projected on a line parallel to $v$, one can use the projection of the points to compute the width. The two sets $A$ and $B$ get projected to intervals with lengths equal to $\operatorname{width}_{v}(A)$ and $\operatorname{width}_{v}(B)$, respectively. A translation of $B$ will translate its corresponding interval along the line without changing its length. The extreme distances that define the red-blue width are between the leftmost point of $A$ and the rightmost point of $B$, and vice versa. The maximum of these two distances is always at least width $(A) / 2+\operatorname{width}_{v}(B) / 2$ and is realized when the two interval centers are aligned.

So to solve Problem 8, we need to minimize the sum of the two directional widths, rather than their maximum, as in Problem 6. Using the same techniques with slight modifications we obtain the following result; details are omitted in this version.

- Theorem 18. The red-blue width of two n-point sets $A$ and $B$ under translation can be computed in $O(n \log n)$ time in the plane and $O\left(n^{2}\right)$ time in the three-dimensional space.
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#### Abstract

The best algorithm so far for solving Simple Stochastic Games is Ludwig's randomized algorithm [21] which works in expected $2^{O(\sqrt{n})}$ time. We first give a simpler iterative variant of this algorithm, using Bland's rule from the simplex algorithm, which uses exponentially less random bits than Ludwig's version. Then, we show how to adapt this method to the algorithm of Gimbert and Horn [15] whose worst case complexity is $O(k!)$, where $k$ is the number of random nodes. Our algorithm has an expected running time of $2^{O(k)}$, and works for general random nodes with arbitrary outdegree and probability distribution on outgoing arcs.
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## 1 Introduction

A simple stochastic game, SSG for short, is a two-player zero-sum game, a turn-based version of stochastic games introduced by Shapley [22]. SSGs were introduced by Condon [11] and provide a simple framework that allows to study algorithmic complexity issues underlying reachability objectives. An SSG is played by moving a pebble on a graph. Some nodes are divided between players MIN and MAX: if the pebble reaches a node controlled by a player then she has to move the pebble along an arc leading to another node. Some other nodes are ruled by chance, the pebble following one outgoing arc according to some given probability distribution. Finally, there are sink nodes with a rational value, which is the gain that MAX-player achieves when the pebble reaches this sink.

Player MAX's objective is, given a starting node for the pebble, to maximize the expectation of her gain against any strategy of min. One can show that it is enough to consider stationary deterministic strategies for both players [11]. Though seemingly simple since the number of stationary deterministic strategies is finite, the task of finding a pair of optimal strategies, or equivalently, of computing the so-called optimal values of nodes, is in complexity class PPAD [13] but not known to be in P.

Simple stochastic games are a powerful model since they can simulate many other games such as parity games, mean or discounted payoff games [2, 7]. However these games are believed to be simpler than SSGs and better algorithms are known for them; in particular, parity game is in quasi-polynomial time [5]. Stochastic versions of the previous games
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also exist and are computationally equivalent to SSGs [2]. Interestingly, SSGs have many application domains, for instance autonomous urban driving [9], smart energy management [8], model checking of the modal $\mu$-calculus [23], etc.

There are some restrictions for SSGs for which the problem of finding optimal strategies is tractable. If the game is acyclic, it can be solved in linear time, and in polynomial time for almost acyclic games (few cycles or small feedback arc sets) [3]. If there is no randomness, the game can be solved in almost linear time [1]. Furthermore, Gimbert and Horn were the first to extend this result by giving Fixed Parameter Tractable (FPT) algorithms in the number of random nodes [15]. They indeed show that optimal strategies depend only on the ordering of the values of random nodes, and not on their actual values. Using this idea, they devise two algorithms. The first one exhaustively enumerates these orders until it finds one that actually corresponds to optimal values. The second one is a strategy improvement algorithm based on an iterative refinement of the orders. Both have a complexity of $k!n^{O(1)}$, where $k$ is the number of random nodes. It has been improved to $\sqrt{k!} n^{O(1)}$ expected time in [12], by randomly selecting a good strategy as a starting point for a strategy improvement algorithm. In fact, as remarked in [6], the distance between the values of two consecutive strategies in any strategy improvement algorithm depends on the number of random nodes. Hence any SSG can be solved in time $4^{k} n^{O(1)}$ (in fact $\sqrt{6}^{k} n^{O(1)}$ using Lemma 1.1 in [3]). The complexity has been further improved to $2^{k} n^{O(1)}$ in [19], by using a value iteration algorithm. Here a bit of caution is in order; in some papers, random nodes can have an arbitrary outdegree and probability distribution on outgoing arcs, and in some other they must be binary with uniform distribution. In the former case, if we denote by $p$ the bit-size of the largest probability distribution on a random node, the first two cited algorithms have a complexity of $p \cdot k!$ and $p \cdot \sqrt{k!}$. On the other hand, the two algorithms with an exponential complexity in $k$ have an exponential dependency on $p$ when adapted to this context.

Without the previous restrictions, only algorithms running in exponential time are known. Most of them are strategy improvement algorithms, which produce a sequence of strategies of increasing values. These algorithms, such as the classical Hoffman-Karp [18] algorithm, rely on the switch operation, which by a local best-response, produces a strategy with better value. Several ways of choosing the nodes that are switched have been proposed [24], which can be compared to the rules for pivot selection for the simplex algorithm in linear programming. Though efficient in practice, these algorithms fail to run in polynomial time on a well designed input [14]. The best algorithm so far, proposed by Ludwig [21, 16], is also a strategy iteration algorithm using a randomized version of Bland's rule [4] to choose a switch. It solves any SSG in expected time $2^{O(\sqrt{n})}$. The first analysis of this kind of algorithm is due to Kalai [20] and it has been slightly improved recently [17].

## Our contributions

In Section 3, we present an iterative variant of Ludwig's recursive algorithm which uses less random bits. In the rest of the paper we adapt the idea of this algorithm to carefully enumerate orders of random nodes in an SSG. First, in Section 4, we present a pivot operation yielding a strategy improvement algorithm, which improves the one of [15]. This pivot operation comes from a randomized dichotomy on all orders that we explain in details in Section 5, using an auxilliary game similar to the one of [12]. We prove that our algorithm finds the optimal strategies in expected time polynomial in $2^{k}$ and $p$, where $k$ is the number of random nodes and $p$ is the maximum bit-length of a distribution on a random node, answering positively a question of Ibsen-Jensen and Miltersen [19].

## 2 Definitions and classic results on simple stochastic games

We here review definitions and results related to SSGs. We only sketch what we need and refer to longer expositions such as [11, 24] for more details.

- Definition 1 (SSG). A simple stochastic game (SSG) is defined by a directed graph $G=(V, A)$, where $V$ is the set of nodes and $A$ the set of arcs, together with a partition of $V$ in four parts $V_{\mathrm{MAX}}, V_{\mathrm{MIN}}, V_{\mathrm{RAN}}$ and $V_{\mathrm{SINK}}$, whose elements are respectively called MAX-nodes, MIN-nodes, RAN-nodes (for random) and sinks. We require that every node $x \in V$ has outdegree at least one, while sink nodes have outdegree exactly 1 consisting of a single loop on themselves. We also specify for every $\operatorname{sink} x \in V_{\text {SINK }}$ a value $\operatorname{Val}(x)$ which is a rational number, and for every random node $x \in V_{\mathrm{RAN}}$ a rational probability distribution $p(x)$ on the outneighbours of $x$.

In the original version of Condon [11], all nodes except sinks have outdegree exactly two, the probability distribution on every RAN-node is $\left(\frac{1}{2}, \frac{1}{2}\right)$, and there are only two sinks, one with value 0 and another with value 1 . Here, we allow more than two sinks, with general rational values, and also allow more than outdegree two for all non-sink nodes, with an arbitrary probability distribution for RAN-nodes. However, for Ludwig's Algorithm (see Algorithms 1, 2 and 3 in Section 3) we shall suppose that all MAX-nodes have outdegree 2 and call such games MAX-binary.

## Strategies and values

We now define strategies, by which we mean stationary and pure strategies. This is enough for our purpose and it turns out to be sufficient for optimality, see [11]. Such strategies specify the choice of a neighbour for every node of a given player.

- Definition 2 (Strategy). A strategy for player MAX is a map $\sigma$ from $V_{\text {MAX }}$ to $V$ such that $\forall x \in V_{\text {MAX }},(x, \sigma(x)) \in A$.

Strategies for player MIN are defined analogously on min-nodes and are usually denoted by $\tau$.

- Definition 3 (Play). A play is a sequence of nodes $x_{0}, x_{1}, x_{2}, \ldots$ such that for all $t \geq 0$, $\left(x_{t}, x_{t+1}\right) \in A$. Such a play is consistent with strategies $\sigma$ and $\tau$, respectively for player max and player MIN, if for all $t \geq 0, x_{t} \in V_{\mathrm{MAX}} \Rightarrow x_{t+1}=\sigma\left(x_{t}\right)$ and $x_{t} \in V_{\mathrm{MIN}} \Rightarrow x_{t+1}=\tau\left(x_{t}\right)$.

A couple of strategies $\sigma, \tau$ and an initial node $x_{0} \in V$ define recursively a random play consistent with $\sigma, \tau$ by setting (i) $x_{t+1}=\sigma\left(x_{t}\right)$ if $x_{t} \in V_{\mathrm{MAX}}$, (ii) $x_{t+1}=\tau\left(x_{t}\right)$ if $x_{t} \in V_{\text {MIN }}$, (iii) $x_{t+1}=x_{t}$ if $x_{t} \in V_{\text {SINK }}$, and finally (iv) $x_{t+1}$ is one of the outneighbours of $x_{t}$, randomly chosen independently of everything else according to probability distribution $p(x)$, if $x_{t} \in V_{\mathrm{RAN}}$.

Hence, this defines a probability measure $\mathbb{P}_{\sigma, \tau}^{x_{0}}$ on plays consistent with $\sigma, \tau$. Note that if a play contains a sink node $x_{s}$, then at every subsequent time the play stays in $x_{s}$. Such a play is said to reach $\operatorname{sink} x_{s}$. To every play $x_{0}, x_{1}, \ldots$ we associate a value which is the value of the sink reached by the play if any, and 0 otherwise. If we denote by $X$ this value, then $X$ is a random variable once two strategies and an initial node $x$ are fixed. We are interested in the expected value of this quantity, which we call the value of a node $x \in V$ under strategies $\sigma, \tau: \operatorname{Val}_{\sigma, \tau}(x)=\mathbb{E}_{\sigma, \tau}^{x}(X)$ where $\mathbb{E}_{\sigma, \tau}^{x}$ is the expected value under probability $\mathbb{P}_{\sigma, \tau}^{x}$.

The goal of player max is to maximize this (expected) value, and the best he can ensure against a strategy $\tau$ is $\operatorname{Val}_{*, \tau}(x):=\max _{\sigma} \operatorname{Val}_{\sigma, \tau}(x)$ where the maximum is considered over all mAX-strategies (which are in finite number). Similarly, against $\sigma$ player MIN can ensure that the expected value is at most $\operatorname{Val}_{\sigma, *}(x):=\min _{\tau} \operatorname{Val}_{\sigma, \tau}(x)$.

Finally, the value of a node $x$ is $\operatorname{Val}_{*, *}(x):=\max _{\sigma} \operatorname{Val}_{\sigma, *}(x)=\min _{\tau} \operatorname{Val}_{*, \tau}(x)$. The fact that these two quantities are equal is nontrivial, and it can be found for instance in [11]. A pair of strategies $\sigma^{*}, \tau^{*}$ such that, for all nodes $x, \operatorname{Val}_{\sigma^{*}, \tau^{*}}(x)=\operatorname{Val}_{*, *}(x)$ always exists and these strategies are said to be optimal strategies. It is polynomial-time equivalent to compute optimal strategies or to compute the values of all nodes in the game.

- Definition 4 (Stopping SSG). An SSG is said to be stopping if for every couple of strategies almost all plays eventually reach a sink node.

Usually, this condition is required in order to ensure simple optimality conditions (Thm. 5 below). Condon [11] proved that every SSG $G$ can be reduced in polynomial time to a stopping SSG $G^{\prime}$ whose size is quadratic in the size of $G$, and whose values almost remain the same. The values of the new game are close enough to recover the values of the original game. A problem for us is that squaring the size of the game does not behave well relatively to precise complexity bounds.

However, in our case we need a milder condition. We call a MAX-strategy $\sigma$ stopping if, for any MIN-strategy $\tau$, the random play consistent with $(\sigma, \tau)$ reaches a sink with probability one.

- Theorem 5 (Optimality conditions, [11]). Let $G$ be an SSG, $\sigma$ a stopping MAX-strategy and $\tau$ a min-strategy. Then $(\sigma, \tau)$ are optimal strategies if and only if
- for every $x \in V_{\mathrm{MAX}}, \operatorname{Val}_{\sigma, \tau}(x)=\max _{(x, y) \in A} \operatorname{Val}_{\sigma, \tau}(y)$;
- for every $x \in V_{\mathrm{MIN}}, \operatorname{Val}_{\sigma, \tau}(x)=\min _{(x, y) \in A} \operatorname{Val}_{\sigma, \tau}(y)$.


## Switches and strategy improvement

Consider the usual partial order on real vectors indexed by $V$, i.e. for $w_{1}, w_{2} \in \mathbb{R}^{V}$, denote $w_{1} \leq w_{2}$ if $w_{1}(x) \leq w_{2}(x)$ for all $x \in V$, and denote $w_{1}<w_{2}$ if $w_{1} \leq w_{2}$ and at least one inequality is strict. For two MAX-strategies $\sigma, \sigma^{\prime}$, simply denote $\sigma \leq \sigma^{\prime}$ (resp. $\sigma<\sigma^{\prime}$ ) if $\operatorname{Val}_{\sigma, *} \leq \operatorname{Val}_{\sigma^{\prime}, *}\left(\right.$ resp. $\left.\operatorname{Val}_{\sigma, *}<\operatorname{Val}_{\sigma^{\prime}, *}\right)$. Define a similar order on min-strategies.

A switch, given a strategy, is the fact of changing this strategy at a node (or a set of nodes) in order to obtain a new one.

- Definition 6. Let $\sigma, \sigma^{\prime}$ be MAX-strategies. We say that $\sigma^{\prime}$ is a profitable switch of $\sigma$ if for all $x \in V_{\mathrm{MAX}}$, one has $\operatorname{Val}_{\sigma, *}\left(\sigma^{\prime}(x)\right) \geq \operatorname{Val}_{\sigma, *}(\sigma(x))$ with this condition strict for at least one MAX-node (such a node is said to be switchable).

Indeed, the following result states that such a switch actually improves values

- Theorem 7 ([10], [24]). If $\sigma^{\prime}$ is a profitable switch of $\sigma$, then $\sigma^{\prime}>\sigma$.

Before ending this section, please note that Th. 5 can be restated in terms of nonexistence of switchable node. Hence, we have the following result:

- Theorem 8. A stopping MAX-strategy is optimal if and only if it has no switchable nodes.

For the last section, we require another form of switch.

- Theorem 9 ([10], [24]). Let $\sigma, \sigma^{\prime}$ be stopping MAX-strategies and $\tau, \tau^{\prime}$ be MIN-strategies such that for all $x \in V_{\mathrm{MAX}}, \operatorname{Val}_{\sigma, \tau}\left(\sigma^{\prime}(x)\right) \geq \operatorname{Val}_{\sigma, \tau}(\sigma(x))$ and for all $x \in V_{\mathrm{MIN}}, \operatorname{Val}_{\sigma, \tau}\left(\tau^{\prime}(x)\right) \geq$ $V a l_{\sigma, \tau}(\tau(x))$ with one of these conditions strict for at least one node. Then $V a l_{\sigma^{\prime}, \tau^{\prime}}>V^{\prime} l_{\sigma, \tau}$.


## Orders

For $k \geq 1$ consider the set of integers $[1, k]=\{1,2, \cdots, k\}$ and let $\mathcal{T}(k)$ denote the set of total orders on $[1, k]$. For sake of clarity we view these orders as sets of couples $(i, j) \in[1, k]^{2}$ satisfying reflexivity, transitivity and antisymmetry.

If $t \in \mathcal{T}(k)$, it can also be described in ascending ordering such as $\left[x_{1}, x_{2}, \ldots, x_{k}\right]$ where $\left(x_{i}, x_{j}\right) \in t$ if and only if $i \leq j$. An interval in $t$ is a sequence of consecutive elements in ascending ordering. The rank of an element $x \in[1, k]$ is the number of elements that are lower of equal to $x$ in $t$, i.e. it is $i$ if $x=x_{i}$ with notation above.

For lack of a better word, we define a pretotal order as an antisymmetric and reflexive relation and denote by $\mathcal{P}(k)$ the set of pretotal orders on $[1, k]$. If $p \in \mathcal{P}(k)$ and $(i, j) \notin p$ is such that $p \cup\{(i, j)\}$ is still antisymmetric, we denote simply by $p+(i, j)$ this new pretotal order.

If $t \in \mathcal{T}(k)$ and $v_{1}, v_{2}, \cdots, v_{k}$ are real numbers, we say that the $v_{i}$ 's are nondecreasing along $t$ if $(i, j) \in t \Rightarrow v_{i} \leq v_{j}$. Likewise, we say that $t$ is a nondecreasing order for $v_{1}, v_{2}, \ldots, v_{k}$.

## 3 Iterative formulation of Ludwig's algorithm

In this part, we suppose that $G$ is max-binary. Hence, if a node $x$ is switchable there is a single possibility for changing the strategy's choice at this node. Let switch $(\sigma, x)$ denote the profitable switch obtained from $\sigma$ by switching $\sigma$ at node $x$.

### 3.1 Bland's rule version

In [21], Ludwig mentions that his algorithm is a version of Bland's rule, however he does not make it explicit and gives a recursive definition. We formulate his algorithm iteratively (see Algorithm 1), and show that instead of randomly choosing a node at every step, we can choose a total order on nodes prior to the execution of the algorithm. This version uses much less random bits : $O(n \log n)$ bits instead of $2^{O(\sqrt{n})}$ in average in Ludwig's version.

```
Algorithm 1: Bland's rule formulation for Ludwig's Algorithm.
    input : \(G\) max-binary SSG, initial stopping MAX-strategy \(\sigma\).
    output: an optimal MAX-strategy
    - Pick randomly and uniformly a total order \(\Theta\) on max-nodes
    while \(\sigma\) is not optimal do
        - compute the set of switchable nodes for \(\sigma\)
        - let \(x\) be the first switchable node in order \(\Theta\)
        - \(\sigma \longleftarrow \operatorname{switch}(\sigma, x)\)
    return \(\sigma\)
```

By Theorems 7 and 8 if we proceed by switching Strategy $\sigma$ until there are no more switchable nodes, we reach an optimal strategy in a finite number of steps. The number of steps is at most the number of maX-strategies, i.e. $2^{\left|V_{\max }\right|}$. However, we have the following:

- Theorem 10. The expected number of strategies considered by Alg. 1 is at most $e^{2 \sqrt{\left|V_{\text {max }}\right|}}$.


### 3.2 Analysis of Algorithm 1

Our strategy to prove Theorem 10 is to reformulate Alg. 1 as a recursive algorithm (see Alg. 3), which is close to Ludwig's algorithm in [21]. The proofs of this section will be provided in a long version of this article; they are quite similar to Ludwig's, with a bit of caution on the moments where random choices are made. In particular, we detail our strategy in this part since it will be helpful to understand our results in section 4 where the context is more involved.

Stated as above, it is perhaps unclear how Alg. 1 has a recursive structure. Too see this, consider an execution of Alg. 1, and let $x_{1}$ be the last mAX-node in the order $\Theta$. In the beginning, the current strategy $\sigma$ makes an initial choice $\sigma\left(x_{1}\right)$ on $x_{1}$, which does not change until the first time when $x_{1}$ becomes switchable (if this happens). If $x_{1}$ is switched, then $\sigma\left(x_{1}\right)$ will then remain unchanged until the end of this algorithm. Hence, once $\Theta$ is fixed, we can think of this execution as two parts, where $\sigma\left(x_{1}\right)$ is fixed in each part. These can then be decomposed as subparts where $\sigma\left(x_{1}\right)$ and $\sigma\left(x_{2}\right)$ are fixed (where $x_{2}$ is the second-to-last max-node in order $\Theta$ ), and so on.

## Generalization to partially fixed strategies

To formalize the discussion above, we give a generalization which can be applied to the case where $\sigma(x)$ is fixed for some vertices in a given set $F$ (see Alg. 2).

In the following, if $F$ is a set of MAX-nodes and $\sigma$ is a MAX-strategy, a $(\sigma, F)$-compatible strategy is any MAX-strategy $\sigma^{\prime}$ such that $\forall x \in F, \sigma^{\prime}(x)=\sigma(x)$. For $F$ and $\sigma$ fixed, there is always a $(\sigma, F)$-strategy that is better than all others. It can be obtained by solving the game where any $x \in F$ is replaced by a random node with a probability 1 to go to $\sigma(x)$. We call such a $(\sigma, F)$-compatible strategy optimal and we denote it by opt $(\sigma, F)$. In particular, an optimal $(\sigma, \emptyset)$-strategy is an optimal strategy for $G$, whereas $\sigma$ is the only $\left(\sigma, V_{\mathrm{MAX}}\right)$-compatible strategy.

```
Algorithm 2: Iterative formulation for Ludwig's Algorithm with partial strategies.
    input : \(G\) mAx-binary SSG, total order \(\Theta\) on \(V_{\text {MAX }}\), subset \(F \subset V_{\text {MAX }}\), initial
            MAX-strategy \(\sigma=\sigma_{0}\).
    output: a \((\sigma, F)\)-compatible optimal MAX-strategy \(\operatorname{opt}(\sigma, F)\).
    while \(\sigma\) is not an optimal \(\left(\sigma_{0}, F\right)\)-compatible strategy do
        - compute the set of switchable nodes for \(\sigma\)
        - let \(v\) be the first switchable node in order \(\Theta\) which is not in \(F\)
        - \(\sigma \longleftarrow \operatorname{switch}(\sigma, v)\)
    return \(\sigma\)
```


## Recursive reformulation

Finally, we give a recursive version of Alg. 2 (see Alg. 3) which we use to derive the bound. The equivalence between these two algorithms should be clear by the previous explanations.

## Evaluating the number of switches

Let $f^{\Theta}(\sigma, F)$ be the total number of switches performed by Algorithm 3 on input $\sigma, \Theta, F$. We consider for the following lemma an execution of this algorithm.

```
Algorithm 3: Recursive formulation for Ludwig's Algorithm with partial strategies.
    input : \(G\) mAX-binary SSG, total order \(\Theta\) on \(V_{\text {MAX }}\), subset \(F \subset V_{\text {MAX }}\), initial
                    MAX-strategy \(\sigma_{0}\).
    output: a \((\sigma, F)\)-compatible optimal MAX-strategy \(\operatorname{opt}(\sigma, F)\).
    if \(F==V_{\text {MAX }}\) then return \(\sigma\)
    else
            - Let \(v_{0}\) be the last node not in \(F\) according to order \(\Theta\)
            - Recursively compute \(\sigma_{1}\), an optimal \(\left(\sigma_{0}, F \cup\left\{v_{0}\right\}\right)\)-compatible strategy
            if \(\sigma_{1}\) is an optimal \(\left(\sigma_{0}, F\right)\)-compatible strategy then return \(\sigma_{1}\)
            else
                - Let \(\sigma_{2} \longleftarrow \operatorname{switch}\left(\sigma_{1}, v_{0}\right)\)
                    - Recursively compute \(\sigma^{*}\), an optimal ( \(\sigma_{2}, F \cup\left\{v_{0}\right\}\) )-compatible strategy
                return \(\sigma^{*}\)
```

- Lemma 11. Let $\sigma_{0}$ be the initial strategy and $v_{0}$ be the last node which is not in $F$, according to order $\Theta$. Define $B \subset V_{\text {max }} \backslash F$ to be the set of nodes $v$ such that $\operatorname{opt}\left(\sigma_{0}, F \cup\{v\}\right) \ngtr$ $\operatorname{opt}\left(\sigma_{0}, F \cup\left\{v_{0}\right\}\right)$. Then $\left.f^{\Theta}\left(\sigma_{0}, F\right) \leq f^{\Theta}\left(\sigma_{0}, F \cup\left\{v_{0}\right\}\right)+1+f^{\Theta}\left(\sigma_{2}, F \cup B\right\}\right)$, where $\sigma_{2}$ is $\operatorname{opt}\left(\sigma_{0}, F \cup\left\{v_{0}\right\}\right)=\sigma_{1}$, switched at $v_{0}$.

Now, let us denote $\Phi(n)=\sup _{G, \sigma} \mathbb{E}^{\Theta}\left[f_{G}^{\Theta}(\sigma, \emptyset)\right]$ where the supremum is considered over all SSG $G$ with $n$ mAX-nodes and all max-strategies $\sigma$ in $G$. The average is considered over all possible prior choices of order $\Theta$, the rest of the algorithm being deterministic.

- Lemma 12. For all $n \geq 1, \Phi(n) \leq \Phi(n-1)+1+\frac{1}{n} \sum_{i=0}^{n-1} \Phi(i)$.

In order to conclude and prove Theorem 10, we now just have to infer the bound for sequences satisfying the conclusion of Lemma 12.

- Lemma 13 (Lemma 9 of [21]). Let $\Phi(n)$ be such that $\Phi(0)=0$ and for all $n \geq 1$, $\Phi(n) \leq \Phi(n-1)+1+\frac{1}{n} \sum_{i=0}^{n-1} \Phi(i)$. Then for all $n \geq 0, \Phi(n) \leq e^{2 \sqrt{n}}$.


## 4 Simple stochastic games with few random nodes

The idea that in an SSG, the optimal strategies depend only on the ordering of the values of Ran-nodes, and not on their actual values, has been introduced by Gimbert and Horn in [15]. Their main idea is that, if one gives an ordering $r_{1} r_{2} \cdots r_{k}$ of RaN-nodes such that $\mathrm{Val}_{*, *}\left(r_{i}\right)$ is nondecreasing with $i$, then MAX will try to reach a node $r_{i}$ with $i$ as high as possible, whereas min will try to minimize this index; this idea is hereafter formalized by the notion of forcing sets and forcing strategies (Section 4.1). Gimbert and Horn use this fact to derive an algorithm that will enumerate all possible orders on RAN-nodes an will identify one with the property mentionned above, yiedling the optimal strategies and values for $G$.

The algorithm that we describe and analyse in the rest of this paper (Alg. 4) uses the same principle, but iterates through orders in a special way, similarly to the iteration through strategies made by Ludwig's algorithms (see Section 3). We will derive a similar bound for the average number of iterations of this randomized algorithm. Hence, our main algorithm is still a variation on Bland's rule for pivot selection. The difficulty here does not lie in the proof of the bound, but in the description of the technique used to iterate on orders.

In [15], the game remains the same during the execution of the algorithm, but we proceed differently:
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- in Section 4.1, we describe how to associate to every total order $t \in \mathcal{T}(k)$ a new $\operatorname{SSG} G[t]$, and we show that this game can be solved in polynomial time.
- in Section 4.2, we prove that there is an optimal order $t^{*} \in \mathcal{T}(k)$ such that the optimal values of $G\left[t^{*}\right]$ give directly the optimal values of $G$; it is also the order that maximises values of $G[t]$ among all total orders $t$. If an order $t$ is not optimal, we describe a pivot operation yielding from $t$ a new order $t^{\prime}$ such that the optimal values of $G\left[t^{\prime}\right]$ improve those of $G[t]$.
- the proof of the bound will be derived in Section 5.


### 4.1 Modified game and forcing strategies

We need to assume that the games we consider enjoy some basic properties in order to describe our algorithm without considering too many special cases.

- Definition 14. An $S S G$ is in canonical form (CF) if max has a stopping strategy and only RAN-nodes can have an outgoing arc to a sink.

To ensure these conditions, one can first in linear time find and remove all nodes from which min player can force the game never to reach neither a sink node nor a RAN-node (see e.g. $[1,11]$ ). These nodes have value 0 and can as well be removed from the game. Then, all probabilities on RaN-nodes are modified by giving them a very small probability to go to a sink. One can prove as in [11] that values remain almost the same. The second condition ensures that all max and MIN nodes have to reach a RAN-node in order to reach a sink. It can be done by adding a dummy random node before every sink.

In all that follows we suppose that $G$ is an SSG in CF with random nodes $r_{1}, r_{2}, \ldots, r_{k}$. Let $t \in \mathcal{T}(k)$ be a total order on $[1, k]$. We define a game $G[t]$ as follows (the same construction is presented in [12]). Start with a copy of $G$. For every $1 \leq i \leq k$, add a min-node denoted $i$ to $G[t]$, which we call control node; add an arc $\left(i, r_{i}\right)$; for every $\operatorname{arc}\left(x, r_{i}\right) \in A$, remove this arc and add an arc $(x, i)$; finally, for every $(i, j) \in t, i \neq j$, add the $\operatorname{arc}(i, j)$ to $G[t]$.

So basically, every control node $i \in[1, k]$ intercepts all arcs entering in $r_{i}$ (see Fig. 1), and has an arc to every other control node $j \in[1, k]$ which is greater than $i$ in $t$. In the game $G[t]$, the set of sinks, max-nodes and RaN-nodes remain the same as in $G$, whereas the set of min-nodes will be denoted $V_{\text {MIN }} \cup[1, k]$, where $V_{\text {min }}$ is the set of min-nodes in $G$. This allows us to directly identify max-strategies in $G[t]$ and in $G$, and to identify projections onto $V_{\text {min }}$ of min-strategies in $G[t]$, to min-strategies in $G$.

Now, suppose we remove first all sinks and random nodes of $G[t]$, and then turn every control node $i$ into a sink with a value equal to its rank in $t$. This transformation clearly turns $G[t]$ into a game $G^{\prime}$ without random nodes.

- Definition 15 (Forcing strategy). By identifying strategies in $G[t]$ and $G^{\prime}$, we say that any optimal strategy for MAX or MIN in $G^{\prime}$ is a $t$-forcing strategy of $G[t]$.

In $t$-forcing strategies, the players try to ensure the reaching of a control node as high as possible for MAX, and as low as possible for MIN, in the order $t$. We refer to [1] and [15] for more details about how one can compute these optimal strategies in linear time, using the so-called deterministic attractors.

- Definition 16 (Forcing set). For any control node $i \in[1, k]$, define the forcing set for $i$, denoted $\operatorname{For}[t](i)$, as the set of MAX and MIN-nodes that reach $i$ if the game is played with a couple $\left(\sigma_{t}, \tau_{t}\right)$ of t-forcing strategies (forcing sets are independant of the choice of the strategies as long as they are $t$-forcing).


Figure 1 On the left, the structure of a game $G$ in canonical form, only random nodes can directly access sink nodes. On the right, the structure of $G[t]$.

An example of an SSG turned into a modified SSG and of computation of forcing strategies is presented in Fig. 2.

(a)

(b)

| step | total order | forcing strategy for $(M, m)$ | values of RAN-nodes | values of min-control nodes |
| :--- | :---: | :---: | :---: | :---: |
| 0 | $\left[r_{3} r_{1} r_{2}\right]$ | $\left(r_{2}, r_{3}\right)$ | $.1, .5, .18$ | $.1, .5, .1$ |
| 1 | $\left[r_{1} r_{3} r_{2}\right]$ | $\left(r_{2}, r_{3}\right)$ | $.46, .5, .54$ | $.46, .5, .5$ |
| 2 | $\left[r_{1} r_{2} r_{3}\right]$ | $\left(r_{2}, M\right)$ | $.46, .5, .54$ | $.46, .5, .54$ |

## Figure 2

Fig. (2a): example of an SSG taken from [15] with the additional min-control nodes $1,2,3$ before each RaN-node. Node $m$ (resp. $M$ ) belongs to player min(resp. player max). Note that we add the dummy RAN-node $r_{2}$ so that the game is in CF.
Fig. (2b): solving game $G[t]$ with total order $t=\left[r_{3} r_{1} r_{2}\right]$. Arcs between control nodes are added according to $t$. Forcing strategies for $m$ and $M$, and optimal strategy for nodes $m_{i}$ are shown with dashed edge. Hence, the forcing set of 1 is $\{1\}$, for 2 it is $\{2, M\}$, and $\{3, m\}$ for 3 .
Table: a run of Algorithm 4. The values of the Ran-nodes and the min-control nodes are given in the order from left to right.

Here are basic properties on $G[t]$ which should explain why we consider this game.

## - Lemma 17.

(i) if $G$ has stopping MAX-strategy, so does $G[t]$;
(ii) optimal values Val $_{*, *}(i)$ of control nodes $i \in[1, k]$ in $G[t]$ are nondecreasing along $t$;
(iii) optimal strategies in $G[t]$ coincide with forcing strategies for order $t$ on $V_{\text {MAX }} \cup V_{\text {MIN }}$;
(iv) the game $G[t]$ can be solved in polynomial time.

Proof. To see why $(i)$ is true, just note that since $t$ is an antisymmetric relation, this does not create new cycles among min-nodes.

Suppose now that $(i, j) \in t$. By optimality for the MIN player, and since $G[t]$ is stopping, $\mathrm{Val}_{*, *}(i)$ is the minimum value of $\mathrm{Val}_{*, *}(x)$ for all outneighbours $x$ of $i$ (see Th. 5). Since $j$ is an outneighbour of $i$ in $G[t]$, we have $\operatorname{Val}_{*, *}(i) \leq \operatorname{Val}_{*, *}(j)$. Hence $(i i)$ is true.

Now, consider replacing in $G[t]$ every control node $i \in[1, k]$ by a new sink $s_{i}$ with value $\operatorname{Val}_{*, *}(i)$. Clearly the values of this new game remain the same. But, by construction of $G[t]$, random nodes have no incoming arcs and they could be as well removed without changing the optimal values on $V_{\text {MAX }} \cup V_{\text {MIN }}$. By reducing the game in this way, we get a deterministic game whose optimal values on $V_{\text {MAX }} \cup V_{\text {MIN }}$ are the same as those of $G[t]$. By definition, optimal strategies of this game are $t$-forcing strategies, hence $(i i i)$ is true.

Finally, to solve $G[t]$ we can choose a couple $\left(\sigma_{t}, \tau_{t}\right)$ of $t$-forcing strategies and search for optimal strategies in $G[t]$ that match with $\left(\sigma_{t}, \tau_{t}\right)$ on $V_{\text {MAX }} \cup V_{\text {MIN }}$. Hence, the strategy of all MAX-nodes is fixed, and only min-strategies on control nodes are computed by solving a one player SSG. It can be done in polynomial time by linear programming (see [11]).

As explained in the proof above, to solve $G[t]$, it is enough to compute $t$-forcing strategies on $V_{\text {MAX }} \cup V_{\text {MIN }}$, which can be done in linear time, and then to solve a one player SSG with only $O(k)$ nodes.

### 4.2 Value intervals and pivot

In what follows, we write $\operatorname{Val}[t]$ for the vector of optimal values of $G[t]$.

- Definition 18 (Constrained control node). We say that a control node $i \in[1, k]$ is constrained in $G[t]$ if $\operatorname{Val}[t](i)<\operatorname{Val}[t]\left(r_{i}\right)$.

Constrained control nodes are similar to switchable nodes in SSG. In fact, we can characterize optimality of an order by the absence of constrained node as follows.

- Lemma 19 (Optimal order). Let $t \in \mathcal{T}(t)$. The game $G[t]$ does not have any constrained control nodes if and only if the forcing strategies $\left(\sigma_{t}, \tau_{t}\right)$ are optimal strategies for $G$. In this case we say that $t$ is an optimal order for $G$.

Proof. First note that since $G$ is in $\mathrm{CF}, \sigma_{t}$ is always stopping.
If $G[t]$ does not have any constrained control nodes, then optimal strategies are the forcing strategies $\left(\sigma_{t}, \tau_{t}\right)$ on $V_{\text {MAX }} \cup V_{\text {MIN }}$, together with the choice $\left(i, r_{i}\right)$ for each control node $i \in[1, k]$. Then, by merging the control nodes with their associated random node while removing the unused arcs between the control nodes (hence recovering the initial game G), the values on the remaining nodes are kept, and so are the optimality conditions of Th. 5 .

If $\left(\sigma_{t}, \tau_{t}\right)$ are optimal strategies for $G$, then the values $v_{1}, v_{2}, \ldots, v_{k}$ of the RAN-nodes are nondecreasing along order $t$. Hence, by turning $G$ into $G[t]$ and extending strategies $\left(\sigma_{t}, \tau_{t}\right)$ with the choice $\left(i, r_{i}\right)$ for each control node $i \in[1, k]$, we will obtain values that satisfy optimality conditions and such that $\operatorname{Val}[t](i)=\operatorname{Val}[t]\left(r_{i}\right)$, showing that $i$ is not constrained.

We define the value interval of a control node $i \in[1, k]$ as the set of $j \in[1, k]$ that share the same optimal value in $G[t]$, i.e. $\operatorname{Val}[t](i)=\operatorname{Val}[t](j)$. This set is indeed an interval in order $t$ by ( $i i$ ) of Lemma 17, i.e. its elements are consecutive in order $t$.

- Definition 20. The pivot operation on a control node $i \in[1, k]$ for the order $t$ is the transformation of $t$ into a new order $t^{\prime} \in \mathcal{T}(k)$, obtained by moving $i$ just after the end of its value interval in $t$.

Note that if $i$ is the last node of its value interval, then the pivot operation does nothing. Also note that if $i$ is constrained, it cannot be the last node of its value interval (we shall only pivot on constrained control nodes).

Example. Let $k=7$ and let $t$ be in ascending order [7,2,4, 1, 3, 6, 5]. Suppose that the values of control nodes are, in this order $[0.2,0.2,0.3,0.3,0.3,0.4,0.4]$. The value intervals are $[7,2],[4,1,3]$ and $[6,5]$. The pivot operation on 4 places 4 after 3 , so that the obtained order would be $[7,2,1,3,4,6,5]$.

The following theorem shows that the pivot operation increases the value vector, which will enable us to design a strategy improvement algorithm on the forcing strategies (where the improvement is on $\operatorname{Val}[t]$ rather than on values in the original game $G$ ). A similar theorem is proved in [12] to build a different strategy improvement algorithm.

- Theorem 21. Let $t \in \mathcal{T}(t)$ and $i \in[1, k]$ be a constrained control node. If $t^{\prime}$ is obtained from $t \in \mathcal{T}(k)$ by pivoting on $i$, then $\operatorname{Val}\left[t^{\prime}\right]>\operatorname{Val}[t]$.

Proof. Consider a new game $G\left[t+t^{\prime}\right]$ which is obtained from $G$ like $G[t]$ and $G\left[t^{\prime}\right]$ but with $\operatorname{arcs}(i, j)$ for $i \neq j$ between control nodes for all $(i, j) \in t \cup t^{\prime}$. Let $(\sigma, \tau)$ and $\left(\sigma^{\prime}, \tau^{\prime}\right)$ be respective optimal strategies in $G[t]$ and $G\left[t^{\prime}\right]$. We can interpret these strategies as strategies in $G\left[t+t^{\prime}\right]$. Since the only difference between $G[t], G\left[t^{\prime}\right]$ and $G\left[t+t^{\prime}\right]$ are the arcs between control nodes, all strategies $(\sigma, \tau)$ give exactly the same values in $G[t]$ and in $G\left[t+t^{\prime}\right]$, and a similar observation can be made for $G\left[t^{\prime}\right]$. Hence, to prove the result, is is enough to show that $\mathrm{Val}_{\sigma^{\prime}, \tau^{\prime}}>\mathrm{Val}_{\sigma, \tau}$ in $G\left[t+t^{\prime}\right]$. Note that whereas $\sigma$ and $\sigma^{\prime}$ are respective stopping maX-strategies of $G[t]$ and $G\left[t^{\prime}\right]$, they could be not stopping in $G\left[t+t^{\prime}\right]$. However it is not difficult to see that conclusion of Th. 9 would still apply. Hence it is sufficient to show in $G\left[t+t^{\prime}\right]$ that changing $(\sigma, \tau)$ into $\left(\sigma^{\prime}, \tau^{\prime}\right)$ makes a nondecreasing switch on every node, and is increasing in at least one node.

In the order $t$, let $I=\left[i, i_{1}, i_{2}, \cdots, i_{\ell}\right]$, with $\ell \geq 1$ be the increasing sequence of consecutive nodes sharing the same value as $i$ for $(\sigma, \tau)$ (i.e. the value interval of $i$, starting from $i$ ). Since $i$ is constrained, $\ell \geq 1$.

The pivot operation transforms this part of $t$ into $\left[i_{1}, i_{2}, \cdots, i_{\ell}, i\right]$, hence the only differences between $G[t]$ and $G\left[t^{\prime}\right]$ are the $\ell \operatorname{arcs}\left(i, i_{c}\right)$ for $1 \leq c \leq \ell$ that are inverted into $\left(i_{c}, i\right)$. Hence, if $j \notin I$, it keeps the same position relatively to all other control nodes when we change the order $t$ into $t^{\prime}$, hence $\operatorname{For}[t](j)=\operatorname{For}\left[t^{\prime}\right](j)$. Hence, when we change $(\sigma, \tau)$ to $\left(\sigma^{\prime}, \tau^{\prime}\right)$, either there is no switch in $\operatorname{FOR}[t](j)$, or it is between nodes of the same values.

For nodes $x \in \operatorname{FOR}[t](j)$ with $j \in I$, clearly $\sigma^{\prime}(x)$ (resp. $\left.\tau^{\prime}(x)\right)$ is in some $\operatorname{FOR}[t]\left(j^{\prime}\right)$ with $j^{\prime} \in I$. Since all these nodes also share the same value (by definition of the value interval), these switches are also between nodes of same values.

Suppose that there is a decreasing switch on a control node, i.e. for a $j \in[1, k]$ we have $\operatorname{Val}[t]\left(\tau^{\prime}(j)\right)<\operatorname{Val}[t](j)$. In this case $\tau^{\prime}(j)$ should be stricly before $j$ in $t$ since optimal values are increasing along $t$. So we could not have $\left(j, \sigma^{\prime}(j)\right) \in t$ but should have $\left(j, \sigma^{\prime}(j)\right) \in t^{\prime}$. The only possibility is $\sigma^{\prime}(j)=i$ and $j \in I$. Since these nodes are in the same value interval, once again this switch is unchanging, a contradiction.

We showed that no switch from $(\sigma, \tau)$ to $\left(\sigma^{\prime}, \tau^{\prime}\right)$ is decreasing. Now consider the case of $i$ during the pivot operation. Since $i$ is constrained, $\operatorname{Val}[t](i)<\operatorname{Val}[t]\left(r_{i}\right)$. Since $\tau^{\prime}(i)$ can either be equal to $r_{i}$ or to some $j$ which is striclty after the value interval of $i$ in order $t$, hence has a greater value, we see that the switch at $i$ must be increasing.

### 4.3 Main algorithm

Algorithm 4 consists in iterating on orders $t \in \mathcal{T}(k)$, by picking randomly a pivotable element in $t$ and updating $t$ by a pivot on $i$, until we reach an optimal order.

Here is the pivot selection rule. First, prior to the execution of the algorithm, we choose randomly and uniformly an order $\Theta$ on the set of all $\frac{k(k-1)}{2}$ unordered pairs of control nodes $\{i, j\}$, with $i, j \in[1, k]$. Then, at each step of the algorithm, consider the game $G[t]$, and remove one by one the arcs between control nodes, following order $\Theta$. During this process, choose as pivot the first constrained control node, if any, which is disconnected from the following nodes of its value interval. In more detail, for a given order $t$, compute $\operatorname{Val}[t]$ and then partition the control nodes into value intervals. Each constrained control node $i$ has $d(i)$ arcs leading to other control nodes from the same value interval, where $d(i)$ is its distance in $t$ to the last element of this interval. Enumerating $\Theta$ in ascending order, the pivot is the first constrained node $i$ whose $d(i)$ arcs are encountered.

Example. Continued from the previous example with $k=7$ and value intervals [7, 2], $[4,1,3]$ and $[6,5]$. Suppose that the order $\Theta$ starts $\{2,5\},\{7,6\},\{1,4\},\{2,7\} \ldots$ The first element that is disconnected from its value interval is 7 which is the one we choose as a pivot leading to order $[2,7,4,1,3,6,5]$.

```
Algorithm 4: Iterative version for Bland's rule on random nodes.
    input : \(G\) SSG, initial total order \(t \in \mathcal{T}(k)\).
    output:optimal max and min-strategies.
    - pick randomly and uniformly a total order \(\Theta\) on all pairs of control nodes \(\{i, j\}\)
    - compute values in \(G[t]\) (poly. time, see Lemma 17)
    while \(t\) is not optimal (Lemma 19) do
        - choose a pivot \(i\) by the pivot selection rule
        - update \(t\) by pivoting on \(i\) as in Def. 20
        - compute values in \(G[t]\) (poly. time, see Lemma 17)
    return a couple of forcing strategies for order \(t\) in \(G\).
```

By Th. 21, no order $t \in \mathcal{T}(k)$ is repeated during the execution of Algorithm 4; since $\mathcal{T}(k)$ is finite, the algorithm reaches in a finite number of steps an order $t^{*} \in \mathcal{T}(k)$ which has no constrained node, i.e. which is optimal by Lemma 19. Hence, Algorithm 4 computes optimal strategies for $G$ in at most $k$ ! steps. However, we claim the following result, which will be proved in the next section.

- Theorem 22. Alg. 4 computes optimal strategies for $G$ in at most $e^{\sqrt{2} \cdot k}$ expected steps.

Note that for $k$ large enough we have $e^{\sqrt{2} \cdot k}<k$ !, whose growth is roughly equivalent to $2^{k \log k}$. Moreover, the algorithm uses $O\left(k^{2} \log k\right)$ random bits to choose the order $\Theta$ on pairs.

## 5 Analysis of Algorithm 4

In this section we prove Theorem 22. To do this we shall reformulate Algorithm 4 as a recursive algorithm, but we need additional notions for this. The recursive formulation also
reveals the nature of the algorithm: it computes an optimal order on control nodes by finding the right order between each pair of these nodes using dichotomy. This allows the same analysis as for Ludwig's Algorithm and its variants.

### 5.1 Modified game $G[p]$ for a pretotal order $p$

If $p \in \mathcal{P}(k)$ is a pretotal order, we define $G[p]$ exactly as was defined $G[t]$ for a total order $t \in \mathcal{T}(k)$ in Section 4.1. The only difference is that, since $p$ is not total, a control node $i \in[1, k]$ only has arcs to those $j \neq i \in[1, k]$ such that $(i, j) \in p$.

To simplify notation, for any node $x$ in $G[p]$, define $\operatorname{Val}_{*}[p](x):=\operatorname{Val}_{*, *}^{G[p]}(x)$ as the optimal value of $x$ in $G[p]$. We can now directly extend some of the observations of Lemma 17 to pretotal orders.

- Lemma 23. If $p \in \mathcal{P}(k)$, then optimal values of control nodes $i \in[1, k]$ in $G[p]$ are nondecreasing in order $p$, i.e. if $(i, j) \in p$ then $\operatorname{Val}_{*}[p](i) \leq \operatorname{Val}_{*}[p](j)$.

In order to solve $G[p]$, the algorithm will recursively compute an optimal total ordering of control nodes $i \in[1, k]$ extending $p$. Thus, for all total orders $t \in \mathcal{T}(k)$ extending $p \in \mathcal{P}(k)$, we need to assign a value in $G[p]$, which we denote $\operatorname{Val}[p](t)$. Here is how we define it.

- Definition 24. Let $t \in \mathcal{T}(k)$ extending $p \in \mathcal{P}(k)$. The values $\operatorname{Val}[p](t)$ associated to $t$ in $G[p]$ are the values Val $_{\sigma_{t}, \tau_{t}}$ where $\sigma_{t}$ and $\tau_{t}$ satisfy:
(i) $\sigma_{t}$ and $\tau_{t}$ are forcing strategies for $G[t]$;
(ii) $\tau_{t}$ statisfies the min-optimality conditions (Thm. 5) on every control node $i \in[1, k]$.

As a summary, $\operatorname{Val}_{*}[p]$ is the vector of optimal values of game $G[p]$ while $\operatorname{Val}[p](t)$ is the vector of optimal values of $G[p]$ when the strategies in $V_{\text {MIN }}$ and $V_{\text {MAX }}$ are forcing strategies. It follows that $\operatorname{Val}[p](t) \leq \operatorname{Val}_{*}[p]$. Recall that $\operatorname{Val}[t]$ is the vector of optimal values of $G[t]$. Then we have $\operatorname{Val}[t]=\operatorname{Val}_{*}[t]=\operatorname{Val}[t](t)$.

- Definition 25 (Optimal order). Let $p \in \mathcal{P}(k)$ and $t \in \mathcal{T}(k)$ extending $p(p \subset t)$. We say that $t$ is an optimal total order for $p$ if $\operatorname{Val}_{*}[p]=\operatorname{Val}[p](t)$.

The next lemma proves the existence and gives a characterization of optimal orders.

- Lemma 26. Suppose $G$ is in $C F$ and let $p \in \mathcal{P}(k), t \in \mathcal{T}(k), p \subset t$. Then the following conditions are equivalent:
(i) $t$ is an optimal order for $p$;
(ii) $t$ is a nondecreasing ordering of the values $\operatorname{Val}_{*}[p](i)$ for $i \in[1, k]$;
(iii) $\operatorname{Val}_{*}[p]=\operatorname{Val}[t]$.

Proof of Lemma 26. First, note that, by definition, optimality conditions are satisfied at control nodes in the definition of $\operatorname{Val}[p](t)$, so it is always true that values $\operatorname{Val}[p](t)(i)$ are nondecreasing along $p$.

Suppose now that $t$ is optimal for $p$, i.e. $\operatorname{Val}_{*}[p]=\operatorname{Val}[p](t)$, and suppose that $t$ is not a nondecreasing ordering of the values $\operatorname{Val}_{*}[p](i)$ for $i \in[1, k]$. Then there must be two consecutive $i, j$ in order $t$ such that $\operatorname{Val}_{*}[p](i)>\operatorname{Val}_{*}[p](j)$, and we must have $(i, j) \in t \backslash p$. Consider the order $t^{\prime}$ that we obtain from $t$ by inverting $j$ and $i$. Clearly, this order also extends $p$ since the only inversion between $t$ and $t^{\prime}$ is $(i, j)$. By an argument similar to the proof of Theorem 21, it is easy to obtain that $\operatorname{Val}[p]\left(t^{\prime}\right)>\operatorname{Val}[p](t)$, which contradicts optimality. Hence we proved $(i) \Rightarrow(i i)$.

Now suppose $(i i)$. Let $\left(\sigma^{*}, \tau^{*}\right)$ be an optimal strategy of $G[p]$; we show that optimality conditions are met in $G[t]$. First note that $\left(\sigma^{*}, \tau^{*}\right)$ has the same values in $G[p]$ and $G[t]$. For the nodes in $V_{\text {MAX }} \cup V_{\text {MIN }}$, no new arcs are added so the optimality conditions are still
satisfied. Now, consider control nodes. An arc $(i, j) \in t \backslash p$ cannot lead to a lower value for $i$ by assumption (ii). Hence the optimality conditions are still satisfied on control nodes, strategies $\left(\sigma^{*}, \tau^{*}\right)$ are optimal for $G[t]$, so finally $\operatorname{Val}_{*}[p]=\operatorname{Val}[t]$ and we proved $(i i) \Rightarrow(i i i)$.

Since $t$ involves more arcs than $p$ between the control min-nodes, we have $\operatorname{Val}[t] \leq$ $\operatorname{Val}[p](t) \leq \operatorname{Val}_{*}[p]$. Assume $(i i i)$, then $\operatorname{Val}_{*}[p]=\operatorname{Val}[p](t)$. Hence we proved $(i i i) \Rightarrow(i)$.

### 5.2 Recursive formulation

We now give Algorithm 5, a recursive formulation of Algorithm 4. We will prove that these two algorithms compute exactly the same sequence of total orders, and use the recursive formulation to derive a bound.

```
Algorithm 5: Recursive version for Bland's rule on random nodes.
    input : \(G\) SSG, order \(\Theta\) on all pairs \(\{i, j\}\) with \(i \neq j \in[1, k]\), initial total order \(t_{0}\) in
            \(\mathcal{T}(k)\) extending a pretotal order \(p_{0} \in \mathcal{P}(k)\).
    output: optimal total order of \(G\left[p_{0}\right]\)
    if \(p_{0}\) is total (i.e. \(p_{0}=t_{0}\) ) then return \(t_{0}\)
    else
        - select according to \(\Theta\) the last pair \(\{i, j\}\) s.t. \((i, j) \in t_{0} \backslash p_{0}\)
        - let \(p_{1}=p_{0}+(i, j)\) and \(p_{2}=p_{0}+(j, i)\)
        - recursively solve \(G\left[p_{1}\right]\) with initial order \(t_{0}\), giving optimal total order \(t_{1}\) for
            \(G\left[p_{1}\right]\)
        if \(t_{1}\) is optimal for \(G\left[p_{0}\right]\) (apply criterium in Lemma 26) then return \(t_{1}\)
        else
            - let \(t_{2}\) be the total order obtained by pivoting in \(t_{1}\) along \(i\)
            - recursively solve \(G\left[p_{2}\right]\) with initial order \(t_{2}\), giving optimal order \(t^{*}\) for \(G\left[p_{1}\right]\)
            return \(t^{*}\).
```

- Definition 27. Let $p_{0} \in \mathcal{P}(k)$ and $\{i, j\} \notin p_{0}$ such that $p_{1}=p_{0}+(i, j)$ is still a pretotal order. We say that the addition of $(i, j)$ to $p_{0}$ is constraining, or that $(i, j)$ is constrained, if $\operatorname{Val}_{*}\left[p_{1}\right]<\operatorname{Val}_{*}\left[p_{0}\right]$.

When an arc is constrained, it is essential to the min-optimal strategy in $G\left[p_{1}\right]$; in other words removing this arc would increase optimal values.

- Lemma 28. Suppose $G$ is in $C F$ and let $p \in \mathcal{P}(k), t \in \mathcal{T}(k), p \subset t$. Then the following conditions are equivalent:
(i) $t$ is an optimal ordering for $p$;
(ii) the addition of every arc $(i, j) \in t \backslash p$ to $p$ is not constraining;

Proof of Lemma 28. Let $p_{1}=p_{0}+(i, j)$. Since $p \subset p_{1} \subset t$, we have $\operatorname{Val}[t] \leq \operatorname{Val}_{*}\left[p_{1}\right] \leq$ $\mathrm{Val}_{*}[p]$.

Assume that $t$ is an optimal order for $p$. If the addition of $(i, j)$ to $p$ is constraining, then $\operatorname{Val}_{*}[t] \leq \operatorname{Val}_{*}\left[p_{1}\right]<\operatorname{Val}_{*}[p]$ which contradicts $\operatorname{Val}[t]=\operatorname{Val}_{*}[p]$ by Lemma 26. Hence we proved $(i) \Rightarrow(i i)$.

Assume that no arc in $t \backslash p$ is constraining. Then, add sequentially arcs in $t \backslash p$ to $G[p]$ until we get $G[t]$, hence forming a sequence of games $G[p]=G\left[p_{0}\right], G\left[p_{1}\right], \ldots, G[t]$. If none of these arcs is used in $G[t]$ then $\operatorname{Val}[t]=\operatorname{Val}_{*}[p]$ and $(i)$ is proved. Otherwise consider the first
$\operatorname{arc}(i, j)$ such that $\operatorname{Val}_{*}\left[p_{\ell}+(i, j)\right]<\operatorname{Val}_{*}\left[p_{\ell}\right]$. This implies that $\operatorname{Val}_{*}\left[p_{\ell}\right](j)<\operatorname{Val}_{*}\left[p_{\ell}\right](i)$. But $\operatorname{Val}_{*}[p]=\operatorname{Val}_{*}\left[p_{\ell}\right]$ since no constraining arc has been added until step $\ell$. Hence $\operatorname{Val}_{*}[p](j)<\operatorname{Val}_{*}[p](i)$, and finally $(i, j)$ is constraining for $p$, a contradiction.

Consider a run of the recursive algorithm and let $t$ be a total order at any step of the run. Let us inspect the first time where $t$ is modified. Order $t$ will be optimal for a sequence of pretotal orders that are obtained from $t$ by removing one by one pairs in order $\Theta$ as long as they are not constrained. This in fact amounts to ascending the recursive call tree. Let $(i, j)$ be the first constrained pair and $p_{0}$ the pretotal order obtained once $(i, j)$ is removed. Then $t$ is turned into $t^{\prime}$ by pivoting on node $i$ as we did in iterative Alg. 4. We show now that control node $i$ is same as the pivot selected by the pivot selection rule.

Note first that, during the process of removing the pairs one by one in order $\Theta$, the value intervals of $G[t]$ are kept unchanged until the pretotal order $p_{0}+(i, j)$ is reached. Since removing ( $i, j$ ) implies an increase of the optimal values, it means that $i$ and $j$ were in the same value interval and that $i$ had no other neighbour in that interval. Note here that, as a consequence, $p_{0}+(j, i)$ is then guaranteed to be a pretotal order. Clearly, node $i$ is the first control node in that situation. So the choice of node $i$ exactly obeys the pivot selection rule.

Finally, the following lemma enables us to analyze the complexity of Algorithm 5.

- Lemma 29. Let $p_{0} \in \mathcal{P}(k)$ and $\{i, j\} \notin p_{0}$ such that $p_{1}=p_{0}+(i, j)$ and $p_{2}=p_{0}+(j, i)$ are pretotal orders and where the addition of $(i, j)$ to $p_{0}$ is constraining. Let $t_{1}$ be an optimal total order for $p_{1}, t_{2}$ obtained from $t_{1}$ by pivoting in $i$, and let $t_{2}^{*}$ be an optimal total order for $p_{2}$.

Let $\left(i_{1}, j_{1}\right)$ such that $\operatorname{Val}_{*}\left[p_{0}+(i, j)\right] \not \leq \operatorname{Val}_{*}\left[p_{0}+\left(i_{1}, j_{1}\right)\right]$. Then for any total order $t$ obtained by Algorithm 5 between $t_{1}$ and $t_{2}^{*}$ (including those), one has $\left(j_{1}, i_{1}\right) \in t$.
Proof. Suppose that $\left(i_{1}, j_{1}\right) \in t$. Then $t \supset p_{0}+\left(i_{1}, j_{1}\right)$ hence $\operatorname{Val}[t] \leq \operatorname{Val}_{*}\left[p_{0}+\left(i_{1}, j_{1}\right)\right]$.
On the other hand, since the pivot operation is increasing values, we have $\operatorname{Val}_{*}\left[p_{0}+(i, j)\right]=$ $\operatorname{Val}\left[t_{1}\right]<\operatorname{Val}\left[t_{2}\right] \leq \operatorname{Val}[t]$, so $\operatorname{Val}_{*}\left[p_{0}+(i, j)\right] \leq \operatorname{Val}_{*}\left[p_{0}+\left(i_{1}, j_{1}\right)\right]$, a contradiction.

Using this result, the proof for the complexity bound is the same as the proof of Theorem 10 using the recursive formulation. Let $f^{\Theta}\left(G, p_{0}, t_{0}\right)$ be the total number of pivots performed by Algorithm 5 on input $G, p_{0}, t_{0}$ for an order $\Theta$ on pairs.

Now define $\Phi(m)=\sup _{G, p_{0}, t_{0}} \mathbb{E}^{\Theta}\left[f^{\Theta}\left(G, p_{0}, t_{0}\right]\right)$ where the supremum is taken over all games $G$, pretotal orders $p_{0}$ and total orders $t_{0}$ extending $p_{0}$ such that $t_{0} \backslash p_{0}$ is of size at most $m$. The expectation is taken over all possible uniform choices for $\Theta$.

Then by Lemma $29, \Phi(m)$ will satisfy Lemma 12 , hence the claimed bound of Th. 22 by Lemma 13 since the depth of the recursive tree is at most $\frac{k(k-1)}{2}$.
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#### Abstract

This paper studies sufficient conditions to obtain efficient distributed algorithms coloring graphs optimally (i.e. with the minimum number of colors) in the LOCAL model of computation. Most of the work on distributed vertex coloring so far has focused on coloring graphs of maximum degree $\Delta$ with at most $\Delta+1$ colors (or $\Delta$ colors when some simple obstructions are forbidden). When $\Delta$ is sufficiently large and $c \geq \Delta-k_{\Delta}+1$, for some integer $k_{\Delta} \approx \sqrt{\Delta}-2$, we give a distributed algorithm that given a $c$-colorable graph $G$ of maximum degree $\Delta$, finds a $c$-coloring of $G$ in $\min \left\{O\left((\log \Delta)^{13 / 12} \log n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds, with high probability. The lower bound $\Delta-k_{\Delta}+1$ is best possible in the sense that for infinitely many values of $\Delta$, we prove that when $\chi(G) \leq \Delta-k_{\Delta}$, finding an optimal coloring of $G$ requires $\Omega(n)$ rounds. Our proof is a light adaptation of a remarkable result of Molloy and Reed, who proved that for $\Delta$ large enough, for any $c \geq \Delta-k_{\Delta}$ deciding whether $\chi(G) \leq c$ is in P , while Embden-Weinert et al. proved that for $c \leq \Delta-k_{\Delta}-1$, the same problem is NP-complete. Note that the sequential and distributed thresholds differ by one.

Our first result covers the case where the chromatic number of the graph ranges between $\Delta-\sqrt{\Delta}$ and $\Delta+1$. Our second result covers a larger range, but gives a weaker bound on the number of colors: For any sufficiently large $\Delta$, and $\Omega(\log \Delta) \leq k \leq \Delta / 100$, we prove that every graph of maximum degree $\Delta$ and clique number at most $\Delta-k$ can be efficiently colored with at most $\Delta-\varepsilon k$ colors, for some absolute constant $\varepsilon>0$, with a randomized algorithm running in $O(\log n / \log \log n)$ rounds with high probability.
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## 1 Introduction

The graph coloring problem plays an important role in distributed computing, since it is used as a subroutine in distributed algorithms for a large variety of problems (see the recent survey book of Barenboim and Elkin [2] for more details and further references). The central problem in distributed coloring is the $(\Delta+1)$-coloring problem, where a graph of maximum
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degree at most $\Delta$ has to be colored with at most $\Delta+1$ colors (see [10] and [5] for the fastest deterministic and randomized algorithms to date and more on the history of the problem). The bound $\Delta+1$ on the number of colors is best possible in general, but it follows from Brooks' Theorem that any connected graph of maximum degree $\Delta$ which is neither an odd cycle nor a complete graph can indeed be colored with $\Delta$ colors, instead of $\Delta+1$, and there has been some work to find fast distributed algorithms coloring such graphs with $\Delta$ colors. The problem was first considered by Panconesi and Srinivasan [18], and it was recently proved in [12] that the $\Delta$-coloring problem can be solved with a randomized algorithm running in $O(\log \Delta)+2^{O(\sqrt{\log \log n)}}$ rounds when $\Delta \geq 4$, or $O\left((\log \log n)^{2}\right)$ rounds when $\Delta$ is a constant. On the other hand, it was proved in [4] that a randomized algorithm solving the $\Delta$-coloring problem needs $\Omega(\log \log n)$ rounds. These results, as well as all the other algorithms mentioned in this paper, are proved in the LOCAL model of computation (see below for more details).

The main idea of $\Delta$-coloring is that by forbidding some simple obstructions (complete graphs and odd cycles), we can save one color (compared with the easier ( $\Delta+1$ )-coloring problem) while still having a fast algorithm, whether sequential or distributed. A natural question is: can we go further? Is there some small set of obstructions (that can be easily recognized locally, at least when $\Delta$ is sufficiently large), such that if we forbid these obstructions we can find fast distributed algorithms coloring graphs of maximum degree $\Delta$ with $\Delta-1$ colors? Or $\Delta-2$ colors? Or $\Delta-k$ colors, for some constant $k$ ?

The sequential version of this question turned out to have a very precise answer. For any $\Delta$, let $k_{\Delta}$ be the maximum integer $k$ such that $(k+1)(k+2) \leq \Delta$. It can be checked that $k_{\Delta}=\lfloor\sqrt{\Delta+1 / 4}-3 / 2\rfloor$ and thus $\sqrt{\Delta}-3<k_{\Delta}<\sqrt{\Delta}-1$. The following was proved by Embden-Weinert, Hougardy and Kreuter [8].

- Theorem 1.1 ([8]). For $3 \leq c \leq \Delta-k_{\Delta}-1$, we cannot test for $c$-colorability of graphs with maximum degree $\Delta$ in polynomial time unless $P=N P$.

The following strong converse was then proved by Molloy and Reed [17].

- Theorem 1.2 ([17]). For sufficiently large (but constant) $\Delta$, and every $c \geq \Delta-k_{\Delta}$, there is a linear time deterministic algorithm to test whether graphs of maximum degree $\Delta$ are c-colorable. Furthermore, there is a polynomial time deterministic algorithm that will produce a c-coloring whenever one exists.

Our main result will be to prove that a similar dichotomy occurs in the LOCAL model, with a slightly larger tractability threshold ( $\Delta-k_{\Delta}+1$ instead of $\Delta-k_{\Delta}$ ).

- Theorem 1.3. For sufficiently large $\Delta$, and any $c \geq \Delta-k_{\Delta}+1$, there is a distributed randomized algorithm running w.h.p. in $\min \left\{O\left((\log \Delta)^{13 / 12} \log n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds, that takes a graph $G$ with maximum degree $\Delta$ as input, and does the following: either some vertex outputs a certificate that $G$ is not c-colorable, or the algorithm finds a c-coloring of $G$.

Here, w.h.p. (with high probability) means with probability at least $1-O\left(n^{-\alpha}\right)$, for any fixed $\alpha>0$. Note that the chromatic number of $G$ can be smaller than the threshold $\Delta-k_{\Delta}+1$, what matters is that the number $c$ of available colors is at least this threshold. We will prove that the value of $\Delta-k_{\Delta}+1$ is sharp, in the following sense.

- Theorem 1.4. When $c \leq \Delta-k_{\Delta}-1$ (for any value of $\Delta$ ), and when $c=\Delta-k_{\Delta}$ (for infinitely many values of $\Delta$ ), there exist arbitrarily large graphs $G$ of maximum degree $\Delta$ for which $\chi(G)=c$, and such that any distributed algorithm coloring $G$ with $c$ colors takes $\Omega(n / \Delta)$ rounds.
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In the LOCAL model of computation, if the algorithm runs in $r$ rounds, the color assigned to a vertex $v$ is based only on the (subgraph induced by the) vertices at distance at most $r$ from $v$. The fact that when $c \geq \Delta-k_{\Delta}+1$, it can be decided whether $G$ is $c$-colorable by only looking at each neighborhood was already proved by Molloy and Reed [17] (see Theorem 4.1). In this paper, we are mostly interested in producing such a coloring in a distributed way, and it is a priori unclear that it can be done in a small number rounds. For instance, in the LOCAL model it can be decided in a single round whether a graph has maximum degree at most two (and is therefore 3-colorable), but finding a 3-coloring of a path takes an unbounded number of rounds [15].

An interesting difference between Theorems 1.3 and 1.2 (besides the fact that the sequential and distributed thresholds are not the same), is that in the sequential result it is important that $\Delta$ is a constant. If $\Delta$ depends on $n$, then Molloy and Reed [17] proved that the tractability threshold is around $\Delta-\Theta(\log \Delta)$ colors. On the other hand, in the distributed setting there is no requirement on $\Delta$.

It should be mentioned that efficient distributed coloring algorithms involving the chromatic number are not frequent. A rare example of such an algorithm involving a general class of graphs (not just paths or cycles, or line-graphs for instance) is the following result of Schneider and Wattenhofer [20]: when $\Delta=\Omega\left(\log ^{1+1 / \log ^{*} n} n\right)$ and $\chi=O\left(\Delta / \log ^{1+1 / \log ^{*} n} n\right)$, they find a randomized distributed algorithm coloring graphs of maximum degree $\Delta$ and chromatic number $\chi$ with at most $(1-1 / O(\chi)) \Delta$ colors w.h.p., and running w.h.p. in $O\left(\log \chi+\log ^{*} n\right)$ rounds. Two significant differences with our result are the requirement on $\Delta$ and the fact that the number of colors in the resulting coloring is not best possible. We also note that in the setting of Theorem 1.2 and Theorem 1.5 below, the chromatic number is an additive factor away from the maximum degree, while the result of Schneider and Wattenhofer [20] mentioned above asks for a much larger (multiplicative) gap between $\chi$ and $\Delta$.

Theorem 1.3 covers in particular the situation where $\chi(G) \geq \Delta-\sqrt{\Delta}+1$ (and in this case, gives an efficient algorithm to obtain an optimal coloring of the graph). Recall that Brooks' theorem (and its algorithmic variants) colors graphs of maximum degree $\Delta \geq 3$ distinct from $K_{\Delta+1}$ (or equivalently, with clique number at most $\Delta$ ) with at most $\Delta$ colors. Our next result generalizes the algorithmic versions of Brooks' theorem in the following direction.

- Theorem 1.5. There exists $\Delta_{0}>0$ such that for every $\Delta \geq \Delta_{0}$ and $2^{59} \log \Delta \leq k \leq \frac{\Delta}{100}$, there exists a randomized distributed algorithm that given an n-vertex graph of maximum degree $\Delta$, does the following: either some vertex outputs a clique of size more than $\Delta-k$ if such a clique exists, or the algorithm finds a coloring with at most $\Delta-2^{-23} k$ colors. The round complexity is the minimum of $O\left(\log _{\Delta} n+\log _{k} \Delta\right)+2^{O(\sqrt{\log \log n)}}$ and $2^{O(\log \Delta+\sqrt{\log \log n})}$ w.h.p., and in particular it is $O(\log n / \log \log n)$ w.h.p.

We start with some preliminaries on distributed computing, probability, and graph theory in Section 2. We then prove Theorem 1.5 in Section 3. It turns out that the proof of Theorem 1.5 contains several ingredients that will be reused in the proof of Theorem 1.3. In Section 4, we prove Theorem 1.4 and explain how to adapt the proof of Theorem 1.2 in [17] to prove Theorem 1.3. We conclude with some remarks in Section 5.

## 2 Preliminaries

### 2.1 Distributed computing

We consider the classical LOCAL model of computation, which is a distributed model in which the network corresponds to the graph under consideration, i.e. each vertex of the graph corresponds to a processor, with infinite computational power, and vertices can communicate with their neighbors in synchronous rounds (in this model there is no restriction on the size of the messages exchanged by two neighboring vertices during each round of communication). Each vertex knows the number $n$ of vertices and its own id (a distinct integer between 1 and $n$ ). In this paper, the vertices also know the maximum degree $\Delta$ of the graph, and some number $c$ of colors. Once the communication between the nodes is over, each vertex outputs a value (in our case, an integer between 1 and $c$ corresponding to its color in a proper coloring of the graph, or some subset of its neighbors which cannot be colored with $c$ colors). The complexity of the algorithm is the number of rounds of communication.

### 2.2 Vertex coloring

A $c$-coloring of a graph $G$ is an assignment of integers from $\{1, \ldots, c\}$ to the vertices of $G$ such that any two adjacent vertices receive distinct colors. The chromatic number $\chi(G)$ of $G$ is the least $c$ such that $G$ has a $c$-coloring.

In this paper it will be convenient to consider a slightly more general scenario, in which the colors available for each vertex are not necessarily the same. A list-assignment $L$ for $G$ is a collection of lists $L(v)$ of colors, one for each vertex $v$ of $G$. Given a list-assignment $L$, an L-list-coloring of $G$ is a coloring of $G$ (i.e. any two adjacent vertices receive distinct colors, as before), with the additional constraint that each vertex $v$ is colored with a color from its own list $L(v)$. A simple greedy algorithm shows that if for each vertex $v,|L(v)| \geq d_{G}(v)+1$ (where $d_{G}(v)$ denotes the degree of $v$ in $G$ ), then $G$ has an $L$-list-coloring. This is a very useful generalisation of the fact that any graph of maximum degree $\Delta$ is $(\Delta+1)$-colorable.

In this paper we will repeatedly use the following two important algorithmic results on list-coloring. The first result was proved in [3]

- Theorem 2.1 ([3]). Let $G$ be a graph of maximum degree $\Delta$ and let $L$ be a list-assignment such that for any vertex $v,|L(v)|-d_{G}(v) \geq 1$. Then an L-list-coloring of $G$ can be found by a distributed randomized algorithm running in $O(\log \Delta)+2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

The following stronger result was then proved in [7].

- Theorem 2.2 ([7]). Let $G$ be a graph of maximum degree $\Delta$ and let $L$ be a list-assignment such that for any vertex $v,|L(v)|-d_{G}(v) \geq \epsilon \Delta$, for some $\epsilon>0$. Then an L-list-coloring of $G$ can be found by a distributed randomized algorithm running in $O(\log (1 / \epsilon))+2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

Note that Theorem 2.1 can be deduced from Theorem 2.2 by simply setting $\epsilon=1 / \Delta$.
The setting in which these two results will be applied is the following. Let $G$ be a graph of maximum degree $\Delta$ with a subset $S$ of vertices that are colored with at most $c$ colors. We want to extend the $c$-coloring of $S$ to a $c$-coloring of $G$ (i.e. find a $c$-coloring of $G$ that agrees with the original coloring on $S$ ).

Let $U=V(G)-S$ be the set of uncolored vertices, and for each vertex $u \in U$, let $L(u)$ be the subset of colors from $1, \ldots, c$ that do not appear among the neighbors of $u$ in $S$. Note
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that extending the $c$-coloring of $S$ to a $c$-coloring of $G$ is the same as finding an $L$-list-coloring of $G[U]$, the subgraph of $G$ induced by $U$.

Let us denote the degree of a vertex $u \in U$ in $G[U]$ by $d_{U}(u)$. The following simple observation will be particularly useful in combination with Theorems 2.1 or 2.2.

- Observation 2.3. If $u \in U$ has at least $\ell$ repeated colors in its neighborhood, then $|L(u)|-$ $d_{U}(u) \geq c+\ell-d_{G}(u) \geq c+\ell-\Delta$.

Note that this observation will sometimes be used without an explicit number of repeated colors (i.e. $\ell=0$ ) and the statement above simply becomes $|L(u)|-d_{U}(u) \geq c-d_{G}(u)$.

### 2.3 Probabilistic tools

Consider a set $X$ of independent random variables, and a set $B=B_{1}, \ldots, B_{n}$ of (typically bad) events, each depending on a subset of the variables from $X$. Consider the graph $H$ with vertex-set $B$, with an edge between two events if the set of variables they depend on intersect. The graph $H$ is called the event dependency graph. Let $d \geq 2$ be the maximum degree of $H$, and let $p$ be the maximum probability of an event from $B$.

We will use the following algorithmic versions of the Lovász Local Lemma [6, 11].

- Theorem 2.4 ([6]). If epd ${ }^{2}<1$, then there is a distributed randomized algorithm, running in $H$ in $O\left(\log _{1 / \text { epd }^{2}}(n)\right)$ rounds w.h.p., that finds a value assignment to the variables of $X$ such that no event from $B$ holds.
- Theorem 2.5 ([11]). If $2^{15} p d^{8}<1$, then there is a distributed randomized algorithm, running in $H$ in $2^{O(\log d+\sqrt{\log \log n})}$ rounds w.h.p., that finds a value assignment to the variables of $X$ such that no event from $B$ holds.

It should be noted that in each subsequent application of Theorem 2.4 or 2.5 , the event dependency graph $H$ will only be considered implicitly. The reason is that the variables of $X$ will be associated to the vertices of some other graph $G$, and the events from $B$ will correspond to connected subgraphs of $G$ of constant radius. Thus, the outcomes of Theorems 2.4 and 2.5 will be computed in $G$ directly (the round complexity is then simply multiplied by a constant, which does not change the asymptotic complexity).

We shall also use the following version of Talagrand's inequality (see the appendix in [17]).

- Theorem 2.6 (Talagrand's Inequality). Let $X$ be a non-negative random variable whose value is determined by $n$ independent trials $T_{1}, \ldots, T_{n}$ and satisfying the following for some $c, r \geq 0$ :
- changing the outcome of any one trial changes the value of $X$ by at most $c$.
- for any $s$, if $X \geq s$ then there is a set of at most rs trials whose outcomes certify $X \geq s$. Then for any $t \geq 0$,

$$
\mathbb{P}\left(|X-\mathbb{E}(X)|>t+20 c \sqrt{r \mathbb{E}(X)}+64 c^{2} r\right) \leq 4 \cdot \exp \left(-\frac{t^{2}}{8 c^{2} r(\mathbb{E}(X)+t)}\right)
$$

### 2.4 The dense decomposition

The graph decomposition described in this section is due to Reed [19] (see also [16, 17]). A somewhat similar (although not completely equivalent) decomposition was recently used by Harris, Schneider, and $\mathrm{Su}[14]$ (see also [5]) in the context of distributed ( $\Delta+1$ )-coloring algorithms.

Consider a graph $G=(V, E)$ of maximum degree $\Delta$. We call a vertex $d$-dense if its neighborhood has more than $\binom{\Delta}{2}-d \Delta$ edges (note that $d$ might depend on $\Delta$ ). A vertex $v$ that is not $d$-dense is said to be $d$-sparse.

We say that $S, X_{1}, X_{2}, \ldots, X_{t}$ is a $d$-dense decomposition of $G$ if each of the following holds:

1. $S, X_{1}, X_{2}, \ldots, X_{t}$ partition $V$;
2. every $X_{i}$ has between $\Delta-8 d$ and $\Delta+4 d$ vertices;
3. there are at most $8 d \Delta$ edges between $X_{i}$ and $V-X_{i}$;
4. a vertex is adjacent to at least $\frac{3 \Delta}{4}$ vertices of $X_{i}$ if and only if it is in $X_{i}$;
5. every vertex in $S$ is $d$-sparse.

The sets $X_{i}$ are called the dense components and $S$ is called the sparse component. Note that a simple consequence of (4) and (2) is that each dense component has diameter at most 2 , provided that $d \leq \frac{\Delta}{8}$. The proof of the following result is given in the full version of the paper [1].

- Lemma 2.7. A d-dense decomposition of $G$ can be constructed in $O(1)$ rounds for every $d \leq \frac{\Delta}{100}$.


## 3 Graphs with small clique number

In this section we prove Theorem 1.5. We will need the following two results, whose proofs are inspired from the proofs of Lemmas 10 and 16 in [17] (see also Section 10.3 in [16]).

- Lemma 3.1. Let $G$ be a graph of (sufficiently large) maximum degree $\Delta$ and let $\ell \geq$ $2^{54} \log \Delta$. Then there is a distributed randomized algorithm that finds a partial coloring of $G$ with $\Delta / 2$ colors in $\min \left\{O\left(\log _{\Delta} n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds w.h.p., such that for each uncolored vertex $v$ with at least $\ell \Delta$ pairs of non-adjacent vertices in $N(v)$, there are more than $2^{-18} \ell$ repeated colors in $N(v)$.
- Lemma 3.2. Let $S, X_{1}, \ldots, X_{t}$ be a $2^{-4} k$-dense decomposition of a graph $G$ of maximum degree $\Delta \geq 30 k$ and clique number at most $\Delta-k$. Then there is a distributed randomized algorithm that extends any c-coloring of $S$ with $c \geq \Delta-k / 48$ colors to a c-coloring of $G$ in $O\left(\log _{k} \Delta\right)+2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

We now explain how these two results can be combined to provide a proof of Theorem 1.5. It should be mentioned that we have made no significant effort to optimize the various constants appearing throughout the proof, and have chosen instead to focus on making the proof as simple as possible. The proofs of Lemmas 3.1 and 3.2 can be found in the full version of the paper [1].

Proof of Theorem 1.5. If $G$ contains a clique on more than $\Delta-k$ vertices, it can be found in $O(1)$ rounds so we may assume in the remainder that $G$ has clique number at most $\Delta-k$.

We start by using Lemma 2.7 to compute a $2^{-4} k$-dense decomposition $S, X_{1}, X_{2}, \ldots, X_{t}$ of $G$ (note that we have $2^{-4} k \leq 2^{-4} \Delta / 30 \leq \Delta / 100$, as required). Let $T$ be the vertices of $S$ with degree at least $\Delta-2^{-5} k$ in $S$. Since each vertex of $v \in T$ is $2^{-4} k$-sparse, $N(v)$ contains at least

$$
\binom{\Delta-2^{-5} k}{2}-\binom{\Delta}{2}+2^{-4} k \Delta \geq 2^{-5} k \Delta
$$

pairs of non-adjacent vertices in $S$.
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Using Lemma 3.1 with $\ell=2^{-5} k$, we then obtain a partial coloring of $S$ with at most $\Delta / 2 \leq \Delta-2^{-24} k$ colors in $\min \left\{O\left(\log _{\Delta} n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds w.h.p., such that each uncolored vertex of $T$ has more than $2^{-23} k$ repeated colors in its neighborhood. Let $U$ be the set of uncolored vertices of $S$, and for each vertex of $v \in U$, let $L(v)$ be the set of colors from $1, \ldots, \Delta-2^{-24} k$ that do not appear in the neighborhood of $v$. We claim that

$$
\begin{equation*}
\text { for each } v \in U,|L(v)|-d_{U}(v) \geq 2^{-24} k \tag{1}
\end{equation*}
$$

where $d_{U}(v)$ denotes the number of neighbors of $v$ in $U$, or equivalently the degree of $v$ in $G[U]$.

To see why (1) holds, consider first the case $v \in U-T$. Observe that in this case $v$ has degree at most $\Delta-2^{-5} k$ in $S$, and thus (1) follows directly from Observation 2.3 with $c=\Delta-2^{-24} k, \ell=0$, and $d_{S}(v) \leq \Delta-2^{-5} k$ (which implies $c-d_{S}(v) \geq \Delta-2^{-24} k-\Delta+2^{-5} k \geq$ $2^{-24} k$ ).

Assume now that $v \in U \cap T$. Since each uncolored vertex of $T$ has more than $2^{-23} d$ repeated colors in its neighborhood, (1) follows directly from Observation 2.3 with $c=$ $\Delta-2^{-24} k$ and $\ell=2^{-23} k$ (which implies $c-\Delta+\ell=\Delta-2^{-24} k-\Delta+2^{-23} k=2^{-24} k$ ). This concludes the proof of (1).

It follows from (1) that we can use Theorem 2.2 with $\epsilon=2^{-24} k / \Delta$ to extend the partial coloring of $S$ to all the vertices of $S$ in $O(\log (\Delta / k))+2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

It remains to extend the coloring of $S$ to the dense components $X_{1}, \ldots, X_{t}$. Using Lemma 3.2, the coloring of $S$ can then be extended to $X_{1}, \ldots, X_{t}$ in $O(\log (\Delta / k))+$ $2^{O(\sqrt{\log \log n})}$ rounds, w.h.p. It follows that the overall round complexity is the minimum of $O\left(\log _{\Delta} n+\log _{k} \Delta\right)+2^{O(\sqrt{\log \log n})}$ and $2^{O(\log \Delta+\sqrt{\log \log n})}$. In particular, it is w.h.p. $O(\log n / \log \log n)$, for any value of $\Delta$, which concludes the proof of Theorem 1.5.

## 4 Graphs with chromatic number close to the maximum degree

In this section, we prove the main result of this paper.
We start with a sketch of the proof of Theorem 1.4 (the full proof is given in [1]), and then explain how Theorem 1.3 can be deduced from appropriate parts of the proof of Theorem 1.2 in [17]. It should be noted that our assumption that $c \geq \Delta-k_{\Delta}+1$ makes the proof of Theorem 1.3 significantly easier than the proof of Theorem 1.2 in [17], where the main difficulty comes from the case $c=\Delta-k_{\Delta}$.

### 4.1 Reducers

A stable set, or independent set, is a set of pairwise non-adjacent vertices. A c-reducer in a graph $G$ is a subset $D$ of vertices consisting of a clique $C$ with $c-1$ vertices and a disjoint stable set $S$ such that every vertex of $C$ is adjacent to all of $S$ but none of $V(G)-D$. Given a graph $G$ with a $c$-reducer $D=(C, S)$, the graph $H$ obtained from $G$ by removing $C$ and identifying all the vertices of $S$ into a single vertex is called the reduction of $G$ with respect to $D$. Note that $G$ is $c$-colorable if and only if $H$ is $c$-colorable, and thus $c$-reductions preserve $c$-colorability and non- $c$-colorability.

Proof of Theorem 1.4 (Sketch). Let $\Delta$ be an integer, and assume that either (1) $c \leq$ $\Delta-k_{\Delta}-1$, or (2) $c=\Delta-k_{\Delta}$ and $\Delta=\left(k_{\Delta}+1\right)\left(k_{\Delta}+2\right)$.

For $i \geq 1$, we define a graph $G_{i}$ of maximum degree $\Delta$ and a subset $C_{i}$ of $G_{i}$ inductively as follows. $G_{1}$ is the complete graph on $c+1$ vertices, and $C_{1}$ is the set of vertices of $G_{1}$. For any $i \geq 2, G_{i}$ is obtained from $G_{i-1}$ by removing an arbitrary vertex $v_{i-1}$ of $C_{i-1}$, adding a stable set $S_{i}$ of size $\Delta-c+2$ and a $(c-1)$-clique $C_{i}$ such that (1) each neighbor of $v_{i-1}$ in $G_{i-1}$ is adjacent to exactly one vertex of $S_{i}$, and (2) each vertex of $S_{i}$ is adjacent to all the vertices of $C_{i}$.

In order to make sure that the maximum degree of $G_{i}$ is at most $\Delta$, while performing (1) we split as evenly as possible the degree of $v_{i-1}$ between the vertices of $S_{i}$ (each edge between $v_{i-1}$ and some neighbor $u$ in $G_{i-1}$ becomes an edge joining $u$ and some vertex of $S_{i}$ in $G_{i}$, and we want the degrees of the vertices of $S$ to be as balanced as possible). Since $\left|S_{i}\right|=\Delta-c+2$, each vertex of $C_{i}$ has degree $\Delta$ in $G_{i}$. Each vertex of $S_{i}$ must also have degree at most $\Delta$ so it can have up to $\Delta-c+1$ neighbors in $G_{i-1}$. Since $v_{i-1}$ has degree at most $\Delta$, and $(\Delta-c+2)(\Delta-c+1) \geq \Delta$, the edges incident to $v_{i-1}$ in $G_{i-1}$ can be split among the vertices of $S_{i}$ in such way that each vertex of $S_{i}$ has degree at most $\Delta$ in $G_{i}$.

We now make a couple of remarks on $G_{i}$. It can be observed that $G_{i-1}$ is the reduction of $G_{i}$ with respect to some $c$-reducer, and since $G_{1}$ is a clique on $c+1$ vertices and reductions preserve $c$-non-colorability, $G_{i}$ is not $c$-colorable. It is also easy to see that any proper subgraph of $G_{i}$ has chromatic number at most $c$ and $G_{i}$ has diameter at least $\frac{n}{2 \Delta}$, where $n$ denotes the number of vertices of $G_{i}$.

Let $G$ be the graph obtained from $G_{i}$ by deleting a single edge between a vertex of layer $i / 2$ (i.e. a vertex that was added at step $i / 2$ ) and a vertex of layer $i / 2+1$. As a proper subgraph of $G_{i}, G$ has maximum degree at most $\Delta$ and chromatic number at most $c$, and it can be checked that any ball of radius less than $\frac{n}{8 \Delta}$ in $G_{i}$ is isomorphic to a ball of the same radius in $G$. Since $G_{i}$ is not $c$-colorable, it follows from a classical observation of Linial [15], that $G$ cannot be colored optimally (i.e. with $c$ colors) in less than $\frac{n}{8 \Delta}$ rounds.

### 4.2 Overview of the proof of Theorem 1.3

We start by considering the first part of the statement of Theorem 1.3: if $G$ is not $c$-colorable, then some vertex is supposed to output a certificate that $G$ is not $c$-colorable. In order to do so, we will use the following result of Molloy and Reed (Theorem 5 in [17]).

- Theorem 4.1. For sufficiently large $\Delta$, and for $c \geq \Delta-k_{\Delta}+1$, if $G$ has maximum degree at most $\Delta$, and $\chi(G)>c$, then there is some vertex $v$ in $G$ such that the subgraph induced by $\{v\} \cup N(v)$ is not $c$-colorable.

In the LOCAL model of computation, testing the $c$-colorability of all closed neighborhoods (i.e. all the balls of radius 1) in $G$ can be done in a constant number of rounds, and any vertex finding a non $c$-colorable subgraph in its closed neighborhood can simply output this subgraph as a certificate of non $c$-colorability of $G$. It might be worth pointing that we heavily use the unbounded computational power of the nodes (and the unbounded bandwidth of the edges) in the LOCAL model here when $\Delta \gg \log n$. However, when $\Delta=O(\log n)$, all the closed neighborhoods have logarithmic size, so testing their $c$-colorability takes polynomial time (in $n$ ) in any classical model of computation. Moreover, when $\Delta=O(1)$ the same task can be performed in constant time in any classical model of computation.

We can now assume that $G$ is $c$-colorable, and the goal is to find a $c$-coloring of $G$ in $\min \left\{O\left((\log \Delta)^{13 / 12} \log n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds w.h.p. The high-level description of the proof is as follows: we set $d=10^{6} \sqrt{\Delta}$ and start by computing a $d$-dense decomposition $S, X_{1}, \ldots, X_{t}$ of $G$. We then delete all the sets $X_{i}$ that are $c$-reducers or such that $\overline{G\left[X_{i}\right]}$
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has a matching of size at least $100 \sqrt{\Delta}$. These sets will be colored at the very end, once the rest of the graph will be colored, using a proof very similar to that of Lemma 3.2, in $O(\log \Delta)+2^{O(\sqrt{\log \log n})}$ additional rounds (Lemmas 4.2 and 4.3). So we can assume that no set $X_{i}$ is a $c$-reducer or has a large antimatching. Using this assumption, we then find a specific $c$-coloring in each set $X_{i}$, independently of the other sets $X_{j}$, with desirable properties (Lemma 4.4). Using this coloring of each set $X_{i}$, we will construct a new graph $F$ from $G$ by contracting the color classes from the dense sets into single vertices, and adding suitable edges at strategic places in the graph (Lemma 4.5). All these contractions and edge additions can be easily simulated in $G$, since they involve pairs of vertices at distance at most 4 apart. The final part will consist in coloring $F$ with $c$ colors, and from this coloring it will be easy to deduce a $c$-coloring of $G$. Note that because of the edge additions and contraction, the maximum degree of $F$ is not bounded by $\Delta$ anymore, but it remains $O(\Delta)$. The coloring of $F$ is then obtained by a very intricate semi-random process. Fortunately, for us it boils down to repeated applications of the Lovász Local Lemma (more precisely, $O\left((\log \Delta)^{13 / 12}\right)$ successive applications), and we just need to make sure that Theorem 2.4 and 2.5 can be substituted everywhere in the proof (Lemma 4.6). With this high-level view in mind, we now proceed with the proof.

### 4.3 Proof of Theorem 1.3

Let $d=10^{6} \sqrt{\Delta}$. We first compute a $d$-dense decomposition $S, X_{1}, \ldots, X_{t}$ of $G$ in $O(1)$ rounds using Lemma 2.7.

A $c$-reducer $D=\left(C, S^{\prime}\right)$ is said to be deletable if there are fewer than $c$ vertices in $G-D$ with a neighbor in $S$. Observe that if $D=\left(C, S^{\prime}\right)$ is a deletable $c$-reducer in $G$, then any $c$-coloring of $G-D$ can be extended to $D$ (since there is a color which does not appear in the neighborhood of $S^{\prime}$ in $G-D$ ). It was observed in [17, Observation 8] that when $c \geq \Delta-k_{\Delta}+1$, any $c$-reducer is deletable. It has the following consequence.

- Lemma 4.2. Let $X^{r}$ be the union of all the c-reducers $X_{i}$. Then there is a distributed randomized algorithm (running in $G$ ) that extends any c-coloring of $G-X^{r}$ to $G$ in $O(\log \Delta)+$ $2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

Proof. For each $c$-reducer $X_{i}=\left(C_{i}, S_{i}\right)$, perform the reduction of $G$ with respect to $X_{i}$ (i.e. delete the clique $C_{i}$, and identify all the vertices of $S_{i}$ into a single vertex $v_{i}$ ). Let $R$ be the resulting graph, and let $N$ be the set of newly created vertices in $R$. Note that the $c$-coloring of $G-X^{r}$ corresponds to a $c$-coloring of $R-N$, and our goal is simply to extend this coloring to $R$ (once this is done, we only have to assign the color of $v_{i}$ to all the vertices of the stable set $S_{i}$ in $G$, and to color $C_{i}$ with the $c-1$ colors distinct from that of $v_{i}$, which can clearly be done in $O(1)$ rounds). Since each $X_{i}$ we consider here is deletable, each vertex $v_{i} \in N$ has degree at most $c-1$ in $R$. It follows from Observation 2.3 and Theorem 2.1 (similarly as in Section 3) that the $c$-coloring of $R-N$ can be extended to $N$ by a distributed randomized algorithm running in $O(\log \Delta)+2^{O(\sqrt{\log \log n})}$ rounds w.h.p., as desired.

We say that a dense set $X_{i}$ is hollow if $\overline{G\left[X_{i}\right]}$ (the complement of $G\left[X_{i}\right]$ ) contains a matching of size at least $100 \sqrt{\Delta}$. We now rephrase Lemma 16 from [17] for our convenience (the proof of Lemma 4.3 follows the same lines as that of Lemma 3.2).

- Lemma 4.3. Let $X^{h}$ be the union of the all the hollow sets $X_{i}$. Then any c-coloring of $G-X^{h}$ can be extended to $G$ by a distributed randomized algorithm running w.h.p. in $O(\log \Delta)+2^{O(\sqrt{\log \log n})}$ rounds.

We temporarily delete from $G$ all the $X_{i}$ that are $c$-reducers or hollow. These sets of vertices will be colored at the very end using Lemmas 4.2 and 4.3. Let $H$ be the graph obtained from $G$ by removing the dense components from Lemmas 4.2 and 4.3. Note that the restriction of the decomposition $S, X_{1}, \ldots, X_{t}$ to $H$ is still a $d$-dense decomposition of $H$, and for convenience we keep denoting it in this way (even if some sets $X_{i}$ have disappeared). It follows from our construction that no dense set $X_{i}$ in $H$ is a $c$-reducer or is such that $\overline{H\left[X_{i}\right]}$ contains a matching of size at least $100 \sqrt{\Delta}$.

Given a subset $Y$ of vertices from some dense component $X_{i}$, an external neighbor of $Y$ is a vertex outside of $X_{i}$ with a neighbor in $Y$. Recall that a coloring of a graph $G$ partitions the vertex-set of $G$ into stable sets, which are called the color classes associated to the coloring. Given a $c$-coloring of $X_{i}$, we define $C_{i}$ as the set of vertices of $X_{i}$ whose color class is a singleton. We say that a $c$-coloring of $X_{i}$ is nice if:
(1) $C_{i}$ is a clique of size at least $\Delta-2 \cdot 10^{6} \sqrt{\Delta}$,
(2) each vertex from any color class of size at least 3 is adjacent to all the vertices of $C_{i}$, and
(3) if $\{x, y\}$ is a color class of size 2 , then either there is $z \in C_{i}$ such that $x, y$ are both adjacent to all the vertices of $C_{i}-\{z\}$, or one of $x, y$ is adjacent to all the vertices of $C_{i}$ and the other is adjacent to all but at most $\frac{\Delta}{4}+10^{7} \sqrt{\Delta}$ vertices of $C_{i}$.

Note that the unique $c$-coloring of a $c$-reducer is nice. Lemma 4.3 now allows us to use the following result of [17]. The proof heavily uses the crucial property that no dense set $X_{i}$ contains a large antimatching.

- Lemma 4.4 (Lemmas 19, 20, 21, and 25 in [17]). Each dense set $X_{i}$ of $H$ has a nice c-coloring such that:
(a) If a color class is not the unique largest colour class in $X_{i}$, then it has at most $\frac{\Delta}{2}+10 \sqrt{\Delta}$ external neighbors.
(b) Every color class of $X_{i}$ has at most $c-\sqrt{\Delta}+3$ external neighbors.
(c) If there is a colour class of $X_{i}$ with more than $c-10^{8} \sqrt{\Delta}$ external neighbor, then $\left|C_{i}\right| \geq c-2 \cdot 10^{8}$ and each vertex of $C_{i}$ has at most $3 \cdot 10^{8}$ external neighbors.
(d) If there is a colour class of $X_{i}$ with more than $c-2 \sqrt{\Delta}+3$ external neighbours then $\left|C_{i}\right|=c-1$ and each vertex of $C_{i}$ has at most 5 external neighbors.
(e) If there is a colour class of $X_{i}$ with more than $c-2 \Delta^{3 / 4}$ external neighbors then $\left|C_{i}\right| \geq c-5 \Delta^{1 / 4}$ and each vertex of $C_{i}$ has at most $8 \Delta^{1 / 4}$ external neighbors.

We stress that the union of the $c$-colorings of each of the dense components $X_{i}$ is not necessarily a $c$-coloring of the union of the dense components: there might be some edges between vertices of different sets $X_{i}$ having the same color. It should be noted that parts (b)(e) of this result, as stated here, look a bit different from their counterparts from Lemma 25 in [17]. Indeed, each of properties (b)-(e) in Lemma 25 from [17] starts by the precondition "If $X_{i}$ is not a reducer or a near-reducer". We assumed earlier that $X_{i}$ is not a $c$-reducer, so this part of the precondition can certainly be omitted in our case. A c-near-reducer is a subgraph $D$ which is the union of a clique $C$ of size $c-1$ and a stable set $S^{\prime}$ of size $\Delta-c+1$, such that each vertex of $C$ is adjacent to every vertex of $S^{\prime}$ (in particular each vertex of $C$ has at most one neighbor outside $D$ ). Note that each vertex of $S^{\prime}$ has at most $\Delta-c+1$ neighbors outside $D$, and thus $S^{\prime}$ has at most $(\Delta-c+1)^{2}$ neighbors outside $D$. Since $c \geq \Delta-k_{\Delta}+1$ and $\sqrt{\Delta}-3<k_{\Delta}=\lfloor\sqrt{\Delta+1 / 4}-3 / 2\rfloor \leq \sqrt{\Delta+1 / 4}-3 / 2, S^{\prime}$ has at most

$$
(\Delta-c+1)^{2} \leq k_{\Delta}^{2} \leq \Delta-3 k_{\Delta}-2 \leq c-2 k_{\Delta}-3 \leq c-2 \sqrt{\Delta}+3
$$

neighbors outside $D$. In particular, in our case (i.e. when $c \geq \Delta-k_{\Delta}+1$ ), any dense set $X_{i}$ which is a $c$-near-reducer satisfies Lemma 4.4(a)-(e), so we can indeed remove the preconditions from Lemma 25 in [17]. Note also that since each dense set $X_{i}$ has diameter at most 2, a nice coloring of each $X_{i}$ with the additional properties of Lemma 4.4 can be found in $O(1)$ rounds.

Based on the nice $c$-coloring of each of the dense components $X_{i}$ resulting from Lemma 4.4, we now construct (locally) a new graph $F$ from $H$, which will be easier to color with a semirandom procedure, and such that any $c$-coloring of $F$ can be turned (locally and efficiently) into a $c$-coloring of $H$.

- Lemma 4.5 (Lemma 12 as used in the proof of Theorem 43 in [17]). We can construct locally in $H$ in $O(1)$ rounds a graph $F$ of maximum degree at most $10^{9} \Delta$ (such that a $c$-coloring of $H$ can be deduced from any c-coloring of $F$ in $O(1)$ rounds) and find a partition of the vertices of $F$ into $S, B, A_{1}, \ldots, A_{t}$ such that:
(a) Every $A_{i}$ is a clique with $c-10^{8} \sqrt{\Delta} \leq\left|A_{i}\right| \leq c$.
(b) Every vertex of $A_{i}$ has at most $10^{8} \sqrt{\Delta}$ neighbors in $F-A_{i}$.
(c) There is a set $\mathrm{All}_{i} \subseteq B$ of $c-\left|A_{i}\right|$ vertices which are adjacent to all of $A_{i}$. Every other vertex of $F-A_{i}$ is adjacent to at most $\frac{3}{4} \Delta+10^{8} \sqrt{\Delta}$ vertices of $A_{i}$.
(d) Every vertex of $S$ either has fewer than $\Delta-3 \sqrt{\Delta}$ neighbors in $S$ or has at least $900 \Delta^{3 / 2}$ non-adjacent pairs of neighbors within $S$.
(e) Every vertex of $B$ has fewer than $c-\sqrt{\Delta}+9$ neighbors in $F-\bigcup_{j} A_{j}$.
(f) If a vertex $\in B$ has at least $c-\Delta^{3 / 4}$ neighbors in $F-\bigcup_{j} A_{j}$, then there is some $i$ such that: $v$ has at most $c-\sqrt{\Delta}+9$ neighbors in $F-A_{i}$ and every vertex of $A_{i}$ has at most $30 \Delta^{1 / 4}$ neighbors in $F-A_{i}$.
(g) For every $A_{i}$, every two vertices outside of $A_{i} \cup \mathrm{All}_{i}$ which have at least $2 \Delta^{9 / 10}$ neighbors in $A_{i}$ are joined by an edge of $F$.

There is one subtlety in the application of Lemma 12 from [17]: the statement of Lemma 12 there start with the precondition "For any minimum counterexample". Here we avoid this precondition in the same way Molloy and Reed avoid it in their application of Lemma 12 in the algorithmic proof of Theorem 43 from [17] (by starting to remove deletable reducers and hollow sets).

We explain briefly how the graph $F$ is constructed in [17] to stress that the construction can indeed be performed locally in $H$ (and then in $G$ ).

The construction starts by doing the following for each colored dense component $X_{i}$. Recall that $C_{i}$ was defined above as the set of vertices of $X_{i}$ whose color class is a singleton, and it follows from the definition of a nice coloring that $C_{i}$ is a clique of size at least $\Delta-2 \cdot 10^{6} \sqrt{\Delta}$. Now, each color class of size at least 2 (i.e. each color class which is not a singleton) in $X_{i}$ is contracted into a single vertex, and vertices and edges are added inside $X_{i}$ to make it into a clique $D_{i}$ of size precisely $c$. It can be proved using Lemma 4.4 that the maximum degree does not increase too much and that each clique $D_{i}$ is not much larger than $C_{i}$ (see Lemma 29 in [17]).

A significant issue when trying to find a $c$-coloring of $H$ (or rather the current modification of $H$ ) is that given a clique $D_{i}$, there might be vertices outside $D_{i}$ that have many neighbors (say more than $\frac{3 \Delta}{4}$ ) in $C_{i}$. Each such vertex must be in $D_{j}-C_{j}$, for some $j \neq i$. Consider such a vertex $v \in D_{j}-C_{j}$, with many neighbors in $C_{i}$. We need to make sure that the color of $v$ will be used by one of the few non-neighbors of $v$ in $D_{i}$, and one way to do it is, for some vertices $w \in D_{i}$, to construct a set $R_{w}$ of vertices with many neighbors in $C_{i}$ such that
$\{w\} \cup R_{w}$ is a stable set and every vertex with many neighbors in $C_{i}$ lies in such a set $R_{w}$. We then contract each set $\{w\} \cup R_{w}$ into a single vertex (this will force that all these vertices have the same color at the end), and denote by $A_{i}$ the set $C_{i}$ after the removal of the vertices $w$ for which some set $R_{w}$ was defined. We also set $\mathrm{All}_{i}=D_{i}-A_{i}$. Again it can be proved that the maximum degree does not increase too much and each $A_{i}$ is not too small compared to $C_{i}$ (see Lemma 30 in [17]).

A second issue (related to the issue described above) is that we need to prevent that many different external neighbors of $A_{i}$ are all colored with the same color, and their neighborhoods cover $A_{i}$ (this would prevent this color from being used in $A_{i}$ ). The way it is solved in [17] is by adding an edge between every pair of external neighbors of $A_{i}$ having at least $\Delta^{9 / 10}$ neighbors in $A_{i}$. It is proved (see Lemma 31 in [17]) that it does not increase the maximum degree too much and is enough to deduce properties (a)-(g) of Lemma 4.5 (the issue raised in this paragraph is in particular related to property $(\mathrm{g})$ ).

To sum up, $F$ has been obtained from $H$ by identifying (or adding edges between) pairs of vertices at distance at most 4 , since each dense component has diameter at most 2 and any two vertices that have been identified or joined by an edge have a neighbor in the same dense component. Moreover, each modification has been carried out independently by each dense set $X_{i}$ (even if the modifications had some impact outside of $X_{i}$ ), so $F$ can be simulated by $H$ (and then by $G$ ) with at most a small multiplicative loss on the round complexity. It is also clear that a $c$-coloring of $H$ can be obtained from any $c$-coloring of $F$ in $O(1)$ rounds.

It remains to show how to efficiently color $F$ with $c$ colors.

- Lemma 4.6. The graph $F$ described in Lemma 4.5 can be colored with c colors in $\min \left\{O\left((\log \Delta)^{13 / 12} \log n\right), 2^{O(\log \Delta+\sqrt{\log \log n})}\right\}$ rounds, w.h.p.

We will be rather brief here (the proof of the corresponding sequential statement, Lemma 13 in [17], takes 20 pages). Consider some $1 \leq i \leq t$. Since $\mathrm{All}_{i} \cup A_{i}$ forms a clique of size $c$, we need to make sure that the colors that do not appear in $\mathrm{All}_{i}$ do not appear either on too many external neighbors of $A_{i}$. A key property of the construction of $F$ (see properties (c) and (g) in Lemma 4.5) is that for any color $x$, there is at most one vertex $v \notin \operatorname{All}_{i} \cup A_{i}$ having at least $2 \Delta^{9 / 10}$ neighbors in $A_{i}$ that is colored $x$, and moreover $v$ has at most $\frac{3}{4} \Delta+o(\Delta)$ neighbors in $A_{i}$. The goal will be to maintain this property throughout the whole process, namely that all of the time, at most $\frac{3}{4} \Delta+o(\Delta)$ vertices of $A_{i}$ have a neighbor colored $x$ outside of $\mathrm{All}_{i} \cup A_{i}$ (let us call this event $E(i, x)$ ).

The starting point will be to color $S$ (the $d$-sparse vertices, see property (d) of Lemma 4.5) randomly as in the proof of Lemma 3.1, i.e. with the property that many colors are repeated in the neighborhoods of the high degree vertices, but also with the additional property that $E(i, x)$ still holds for any $i, x$ after the coloring.

We then proceed to extend the coloring to $B$. Recall that by property (e) of Lemma 4.5, each vertex of $B$ has at most $c-\Omega(\sqrt{\Delta})$ neighbors in $F-\bigcup_{j} A_{j}$. It turns out that it is a bit too high to extend randomly the coloring of $S$ to $B$ while maintaining property $E(i, x)$, so instead we color the remaining vertices in this order:

1. We first color the set $B_{H}$ of vertices of $B$ with at most $c-\Delta^{3 / 4}$ neighbors in $F-\bigcup_{j} A_{j}$ (coloring these vertices will preserve $E(i, x)$ ).
2. We then color the sets $A_{i}$ such that each vertex of $A_{i}$ has at most $30 \Delta^{1 / 4}$ neighbors outside of $\mathrm{All}_{i} \cup A_{i}$.
3. We color $B_{L}=B-B_{H}$, using property (f) of Lemma 4.5 (which implies that property $E(i, x)$ can now be preserved while coloring these vertices).
4. Finally we color the sets $A_{i}$ that have not been colored yet.

## É. Bamas and L. Esperet

The proofs that desirable properties are maintained during the coloring of the vertices of $S$ and $B$ and the $A_{i}$ are fairly similar to the proof of Lemma 3.1 (see the full version of the paper [1]), in the sense that they boil down to the estimation of the expectation of some random variables, the proof that these random variables are highly concentrated, and then some application of the Lovász Local Lemma.

We should note two important differences, though.

- The first is that instead of a single random partial coloring, followed by a greedy procedure completing the coloring, the process for coloring $S, B_{H}$, and $B_{L}$ here involves multiple rounds (more specifically, at most $O\left((\log \Delta)^{13 / 12}\right)$ rounds) of random partial coloring and a careful study of all the random variables throughout the process.
- The second is that while coloring the $A_{i}$, the partial random coloring procedure is a bit different than in the proof of Lemma 3.1. Recall that each $A_{i}$ is a clique, so assigning each vertex a color uniformly at random, and then uncoloring pairs of vertices with the same color would be extremely unpractical. Instead, each $A_{i}$ is colored with a permutation of the $\left|A_{i}\right|$ colors not appearing on $\mathrm{All}_{i}$, taken uniformly at random among all the possible permutations. A consequence is that instead of using Talagrand's Inequality to prove the concentration of random variables around their expectation, McDiarmid's Inequality has to be used instead (see [17]), but the resulting bounds are of a similar order of magnitude.

It can be checked that in all the applications of the Lovász Local Lemma in [17], bad events correspond to subgraphs of $H$ of bounded radius, and the probabilities of the bad events are smaller than any fixed polynomial function of the maximum degree of the event dependency graph (these probabilities are typically of order $\exp \left(-d^{\alpha}\right)$ or $\exp \left(-\beta \log ^{2} d\right)$, where $\alpha, \beta>0$ and $d$ is the maximum degree of the event dependency graph), so in particular Theorem 2.4 and 2.5 can be substituted everywhere in the proof, and since the semi-random process involves at most $O\left((\log \Delta)^{13 / 12}\right)$ successive applications of the Lovász Local Lemma ${ }^{1}$, the $c$-coloring of $F$ can be obtained in $\min \left\{O\left((\log \Delta)^{13 / 12} \log n\right), 2^{O(\log \Delta+\sqrt{\log \log n)}}\right\}$ rounds, w.h.p.

We find it necessary to insist on a technical (but important) detail here. Theorems 2.4 and 2.5 use the so-called variable setting of the Local Lemma, which covers most applications of the original Local Lemma but not all of them. In particular we have to be careful here since the coloring of the $A_{i}$ involved random permutations of colors assigned to a given set of vertices, instead of colors chosen uniformly at random for each vertex, and it is not clear at first sight whether the former can be handled in the variable setting. It turns out that it can, since in the proof of Lemmas 39 and 40 in [17] the graph under consideration has one vertex for each uncolored $A_{i}$, and an edge between two vertices if the corresponding sets $A_{i}$ are adjacent in $H$ (since each set $A_{i}$ is a clique, this graph can be simulated within $H)$. The variable associated to each vertex is the random permutation of colors assigned to the corresponding set $A_{i}$, so this is indeed an instance of the variable setting of the Local Lemma, and we can use Theorems 2.4 and 2.5.
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Now that $F$ has been colored with $c$ colors, we obtain a $c$-coloring of $H$ in $O(1)$ rounds using Lemma 4.5, and it remains to color the dense components $X_{i}$ that are $c$-reducers, or such that $\overline{G\left[X_{i}\right]}$ contains a matching of size at least $100 \sqrt{\Delta}$ (recall that these dense components had been removed from the graph at the beginning of the procedure). It follows from Lemmas 4.2 and 4.3 that the $c$-coloring of $H$ can be extended to the remaining dense components of $G$ w.h.p. in $O(\log \Delta)+2^{O(\sqrt{\log \log n)} \text { rounds, which concludes the proof of }}$ Theorem 1.3.

### 4.4 Summary of our contributions

We now make a brief summary of our contributions (to make clear what we added and subtracted from the proof of Molloy and Reed [17]).

In [17], $c$-reducers are dealt with slightly differently: some are simply removed as we do here, but some are reduced as in the definition of $c$-reduction of Section 4.1 (i.e. by removing the clique and contracting the stable set into a single vertex). This operation can create new $c$-reducers, and thus $c$-reducers have to be reduced sequentially until no $c$-reducer appears in the graph (the fact that it has to be done sequentially is essentially the proof of Theorem 1.4). For $c$-near-reducers, the situation is slightly more complicated (see Lemma 27 in [17]) but again inherently sequential. It is fortunate that in our case (i.e. when $c \geq \Delta-k_{\Delta}+1$ ), we do not need to worry about these cases, as explained after Lemma 4.4. So our contribution is simply to have checked that the initial $d$-dense decomposition can be computed locally (see Lemma 2.7), that the construction of $F$ can be performed locally, that all the applications of the Local Lemma can be also carried out locally in the phase where the $c$-coloring of $F$ is obtained, and that the resulting coloring of $H$ can be extended to $G$ locally and efficiently (see Lemmas 4.2 and 4.3).

## 5 Concluding remarks

Note that using recent results of Ghaffari et al. [11], the randomized algorithms in Theorem 1.3 and 1.5 can be replaced by deterministic algorithms with a round complexity of $2^{O(\log \Delta+\sqrt{\log n)}}$. An interesting question is whether the dependency in $\Delta$ can be significantly reduced (the same question can be asked for Theorem 1.5 and 1.3). It seems to us that techniques that have been developed so far, such as Theorem 1.8 in [11] or the ad-hoc techniques from [9], do not work well in our case.

When the maximum degree $\Delta$ is a constant, the list-coloring problem where every vertex $v$ has a list of at least $d(v)+1$ colors can be solved in $O\left(\log ^{*} n\right)$ rounds [13, 15], which is much faster than the round complexity of Theorems 2.1 and 2.2. In this case it is interesting to use a slightly faster version of Theorem 2.5 from [11], with round complexity $\exp (\exp (O(\sqrt{\log \log \log n}))$, or $\exp (\exp (\exp (O(\sqrt{\log \log \log \log n})))$ ), or more generally $\exp ^{(i)}\left(O\left(\sqrt{\log ^{(i+1)}} n\right)\right)$ for any $1 \leq i \leq \log ^{*} n-2 \log ^{*} \log ^{*} n$. It is not difficult to see that in this case this round complexity dominates the other parts of the algorithms used in this paper. It follows that the round complexity in Theorem 1.3 and 1.5 in the bounded degree case can be replaced by $\exp ^{(i)}\left(O\left(\sqrt{\log ^{(i+1)} n}\right)\right)$ for any $1 \leq i \leq \log ^{*} n-2 \log ^{*} \log ^{*} n$. Moreover, any improvement on the round complexity of the distributed Lovász Local Lemma under some criterion would immediately yield an improved complexity in Theorems 1.5 and 1.3 in the case of bounded degree graphs.

## É. Bamas and L. Esperet
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#### Abstract

Color coding is an algorithmic technique used in parameterized complexity theory to detect "small" structures inside graphs. The idea is to derandomize algorithms that first randomly color a graph and then search for an easily-detectable, small color pattern. We transfer color coding to the world of descriptive complexity theory by characterizing - purely in terms of the syntactic structure of describing formulas - when the powerful second-order quantifiers representing a random coloring can be replaced by equivalent, simple first-order formulas. Building on this result, we identify syntactic properties of first-order quantifiers that can be eliminated from formulas describing parameterized problems. The result applies to many packing and embedding problems, but also to the long path problem. Together with a new result on the parameterized complexity of formula families involving only a fixed number of variables, we get that many problems lie in FPT just because of the way they are commonly described using logical formulas.
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## 1 Introduction

Descriptive complexity provides a powerful link between logic and complexity theory: We use a logical formula to describe a problem and can then infer the computational complexity of the problem just from the syntactic structure of the formula. As a striking example, Fagin's Theorem [9] tells us that 3-colorability lies in NP just because its describing formula ("there exist three colors such that all adjacent vertex pairs have different colors") is an existential second-order formula. In the context of fixed-parameter tractability theory, methods from descriptive complexity are also used a lot - but commonly to show that problems are difficult. For instance, the A- and W-hierarchies are defined in logical terms [11], but their hard problems are presumably "beyond" the class FPT of fixed-parameter tractable problems.

The methods of descriptive complexity are only rarely used to show that problems are in FPT. More precisely, the syntactic structure of the natural logical descriptions of standard parameterized problems found in textbooks are not known to imply that the problems lie in FPT - even though this is known to be the case for many of them. To appreciate the underlying difficulties, consider the following three parameterized problems: p-mATCHING, p-TRIANGLE-PACKING, and p-CLIQUE. In each case, we are given an undirected graph as input and a number $k$ and we are then asked whether the graph contains $k$ vertex-disjoint edges (a size- $k$ matching), $k$ vertex-disjoint triangles, or a clique of size $k$, respectively. The problems are known to have widely different complexities (maximal matchings can actually be found in polynomial time, triangle packing lies at least in FPT, while finding cliques is
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W[1]-complete) but very similar logical descriptions:

$$
\begin{align*}
\alpha_{k} & =\exists x_{1} \cdots \exists x_{2 k}\left(\bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{i=1}^{k} E x_{2 i-1} x_{2 i}\right)  \tag{1}\\
\beta_{k} & =\exists x_{1} \cdots \exists x_{3 k}\left(\bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{i=1}^{k}\left(E x_{3 i-2} x_{3 i-1} \wedge E x_{3 i-2} x_{3 i} \wedge E x_{3 i-1} x_{3 i}\right)\right)  \tag{2}\\
\gamma_{k} & =\exists x_{1} \cdots \exists x_{k}\left(\bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{i \neq j} E x_{i} x_{j}\right) \tag{3}
\end{align*}
$$

The family $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$ of formulas is clearly a natural "slicewise" description of the matching problem: A graph $\mathcal{G}$ has a size- $k$ matching if, and only if, $\mathcal{G} \models \alpha_{k}$. The families $\left(\beta_{k}\right)_{k \in \mathbb{N}}$ and $\left(\gamma_{k}\right)_{k \in \mathbb{N}}$ are natural parameterized descriptions of the triangle packing and the clique problems, respectively. Well-known results on the descriptive complexity of parameterized problems allow us to infer [11] from the above descriptions that all three problems lie in $\mathrm{W}[1]$, but offer no hint why the first two problems actually lie in the class FPT - syntactically the clique problem arguably "looks like the easiest one" when in fact it is semantically the most difficult one. The results of this paper will remedy this: We will show that the syntactic structures of the formulas $\alpha_{k}$ and $\beta_{k}$ imply membership of p-MATCHING and p-TRIANGLE-PACKING in FPT.

The road to deriving the computational complexity of parameterized problems just from the syntactic properties of slicewise first-order descriptions involves three major steps: First, a characterization of when the color coding technique is applicable in terms of syntactic properties of second-order quantifiers. Second, an exploration of how these results on second-order formulas apply to first-order formulas, leading to the notion of strong and weak quantifiers and to an elimination theorem for weak quantifiers. Third, we add a new characterization to the body of known characterizations of how classes like FPT can be characterized in a slicewise fashion by logical formulas.

Our Contributions I: A Syntactic Characterization of Color Coding. The hard triangle packing problem from above becomes almost trivial when we just wish to check whether a vertex-colored graph contains a red triangle, a green triangle, a blue triangle, a yellow triangle, and so on for $k$ different colors. The ingenious idea behind the color coding technique of Alon, Yuster, and Zwick [1] is to reduce the original problem to the much simpler colored version by simply randomly coloring the graph. Of course, even if there are $k$ disjoint triangles, we will most likely not color them monochromatically and differently, but the probability of "getting lucky" is nonzero and depends only on the parameter $k$. Even better, Alon et al. point out that one can derandomize the coloring easily by using universal hash functions to color each vertex with its hash value.

Applying this idea in the setting of descriptive complexity was recently pioneered by Chen et al. [6]. Transferred to the triangle packing problem, their argument would roughly be: "Testing for each color $i$ whether there is a monochromatic triangle of color $i$ can be done in first-order logic using something like $\bigwedge_{i=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge C_{i} x \wedge C_{i} y \wedge C_{i} z\right)$. Next, instead of testing whether $x$ has color $i$ using the formula $C_{i} x$, we can test whether $x$ gets hashed to $i$ by a hash function. Finally, since computing appropriate universal hash functions only involves addition and multiplication, we can express the derandomized algorithm using an arithmetic first-order formula of low quantifier rank." Phrased differently, Chen et al. would argue that $\bigwedge_{i=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge C_{i} x \wedge C_{i} y \wedge C_{i} z\right)$ together with the requirement that the $C_{i}$ are pairwise disjoint is (ignoring some details) equivalent to $\delta_{k}=\exists p \exists q \bigwedge_{i=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge \operatorname{HASH}_{k}(x, p, q)=i \wedge \operatorname{HASH}_{k}(y, p, q)=i \wedge\right.$ $\operatorname{HASH}_{k}(z, p, q)=i$, where $\operatorname{HASH}_{k}(x, p, q)=i$ is a formula that is true when " $x$ is hashed to $i$ by a member of a universal family of hash functions indexed by $q$ and $p$. ."

The family $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ may seem rather technical and, indeed, its importance becomes visible only in conjunction with another result by Chen et al. [6]: They show that a parameterized problem lies in para- $\mathrm{AC}^{0}$, one of the smallest "sensible" subclasses of FPT, if it can be described by a family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ of $\mathrm{FO}[+, \times]$ formulas of bounded quantifier rank such that the finite models of $\phi_{k}$ are exactly the elements of the $k$ th slice of the problem. Since the triangle packing problem can be described in this way via the family $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ of formulas, all of which have a quantifier rank 5 plus the constant number of quantifiers used to express the arithmetics in the formulas $\operatorname{HASH}_{k}(x, p, q)=i$, we get p-TRIANGLE-PACKING $\in$ FPT.

Clearly, this beautiful idea cannot work in all situations: If it also worked for the formula mentioned earlier expressing 3-colorability, 3-colorability would be first-order expressible, which is known to be impossible. Our first main contribution is a syntactic characterization of when the color coding technique is applicable, that is, of why color coding works for triangle packing but not for 3-colorability: For triangle packing, the colors $C_{i}$ are applied to variables only inside existential scopes (" $\exists x \exists y \exists z$ ") while for 3 -colorability the colors $R, G$, and $B$ are also applied to variables inside universal scopes ("for all adjacent vertices"). In general, see Theorem 3.1 for the details, we show that a second-order quantification over an arbitrary number of disjoint colors $C_{i}$ can be replaced by a fixed number of first-order quantifiers whenever none of the $C_{i}$ is used in a universal scope.

Our Contributions II: New First-Order Quantifier Elimination Rules. The "purpose" of the colors $C_{i}$ in the formulas $\bigwedge_{i=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge C_{i} x \wedge C_{i} y \wedge C_{i} z\right)$ is not that the three vertices of a triangle get a particular color, but just that they get a color different from the color of all other triangles. Indeed, our "real" objective in these formulas is to ensure that the vertices of a triangle are distinct from the vertices in the other triangles and giving vertices different colors is "just a means" of ensuring this.

In our second main contribution we explore this idea further: If the main (indeed, the only) use of colors in the context of color coding is to ensure that certain vertices are different, let us do away with colors and instead focus on the notion of distinctness. To better explain this idea, consider the following family, also describing triangle packing, where the only change is that we now require (a bit superfluously) that even the vertices inside a triangle get different colors: $\bigwedge_{j=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge C_{3 j-2} x \wedge C_{3 j-1} y \wedge C_{3 j} z\right)$. Observe that each $C_{i}$ is now applied to exactly one variable ( $x, y$, or $z$ in one of the many literals) and the only "effect" that all these applications have is to ensure that the variables are different. In particular, the formula is equivalent to

$$
\begin{align*}
& \exists x_{1} \cdots \exists x_{3 k} \bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{j=1}^{k} \exists x \exists y \exists z(E x y \wedge E y z \wedge E x z \wedge \\
& x_{3 j-2}=x\left.\wedge x_{3 j-1}=y \wedge x_{3 j}=z\right) \tag{4}
\end{align*}
$$

and these formulas are clearly equivalent to the almost identical formulas from (2).
In a sense, in (4) the many existential quantifiers $\exists x_{i}$ and the many $x_{i} \neq x_{j}$ literals come "for free" from the color coding technique, while $\exists x, \exists y$, and $\exists z$ have nothing to do with color coding. Our key observation is a syntactic property that tells us whether a quantifier comes "for free" in this way (we will call it weak) or not (we will call it strong): Definition 3.4 states (essentially) that weak quantifiers have the form $\exists x(\phi)$ such that $x$ is not free in any universal scope of $\phi$ and $x$ is used in at most one literal that is not of the form $x \neq y$. To make weak quantifiers easier to spot, we mark their bound variables with a dot (note that this is a "syntactic hint" without semantic meaning). Formulas (4) now read $\exists \dot{x}_{1} \cdots \exists \dot{x}_{3 k} \bigwedge_{i \neq j} \dot{x}_{i} \neq \dot{x}_{j} \wedge \bigwedge_{j=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E x z \wedge E y z \wedge \dot{x}_{3 j-2}=x \wedge \dot{x}_{3 j-1}=y \wedge\right.$ $\dot{x}_{3 j}=z$ ). Observe that $x, y$, and $z$ are not weak since each is used in three literals that are not inequalities.

We show in Theorem 3.5 that each $\phi$ is equivalent to a $\phi^{\prime}$ whose quantifier rank depends only on the strong quantifier rank of $\phi$ (meaning that we ignore the weak quantifiers) and whose number of variables depends only on the number of strong variables in $\phi^{\prime}$. For instance, the formulas from (4) all have strong quantifier rank 3 and, thus, the triangle packing problem can be described by a family of constant (normal) quantifier rank. Applying Chen et al.'s characterization yields membership in para-AC ${ }^{0}$.

As a more complex example, let us sketch a "purely syntactic" proof of the result $[3,5]$ that the embedding problem for graphs $H$ of tree depth at most $d$ lies in para- $\mathrm{AC}^{0}$ for each $d$. Once more, we construct a family $\left(\phi_{H}\right)$ of formulas of constant strong quantifier rank that describes the problem. For a graph $H$ and a rooted tree $T$ of depth $d$ such that $H$ is contained in T's transitive closure (this is the definition of " $H$ has tree depth $d$ "), let $c_{1}$ be the root of $T$ and let children $(c)$ be the children of $c$ in $T$. Then the following formula of strong quantifier rank $d$ describes that $H$ can be embedded into a structure:

$$
\begin{aligned}
\exists \dot{x}_{1} \cdots \exists \dot{x}_{|H|}\left(\bigwedge_{i \neq j} \dot{x}_{i} \neq \dot{x}_{j} \wedge \exists n_{1}\left(n_{1}\right.\right. & =\dot{x}_{c_{1}} \wedge \bigwedge_{c_{2} \in \operatorname{children}\left(c_{1}\right)} \exists n_{2}\left(n_{2}=\dot{x}_{c_{2}} \wedge\right. \\
& \bigwedge_{c_{3} \in \operatorname{children}\left(c_{2}\right)} \exists n_{3}\left(n_{3}=\dot{x}_{c_{3}} \wedge \bigwedge_{c_{4} \in \operatorname{children}\left(c_{3}\right)} \exists n_{4}\left(n_{4}=\dot{x}_{c_{4}} \wedge \ldots\right.\right. \\
\bigwedge_{c_{d} \in \operatorname{children}\left(c_{d-1}\right)} \exists n_{d}\left(n_{d}\right. & \left.\left.\left.\left.=\dot{x}_{c_{d}} \wedge \bigwedge_{i, j \in\{1, \ldots, d\}:\left(c_{i}, c_{j}\right) \in E(H)} E n_{i} n_{j}\right) \ldots\right)\right)\right)
\end{aligned}
$$

Our Contributions III: Slicewise Descriptions and Variable Set Sizes. Our third contribution is a new result in the same vein as the already repeatedly mentioned result of Chen et al. [6]: Theorem 2.3 states that a parameterized problem can be described slicewise by a family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ of arithmetic first-order formulas that all use only a bounded number of variables if, and only if, the problem lies in para- $\mathrm{AC}^{0 \uparrow}$ - a class that has been encountered repeatedly in the literature $[2,3,8,14]$, but for which no characterization was known. It contains all parameterized problems that can be decided by AC-circuits whose depth depends only on the parameter and whose size is of the form $f(k) \cdot n^{c}$.

As an example, consider the problem of deciding whether a graph contains a path of length $k$ (no vertex may be visited twice). It can be described (for odd $k$ ) by: $\exists s \exists t \exists x$ ( $E s x \wedge$ $\exists \dot{x}_{1}\left(\dot{x}_{1}=x \wedge \exists y\left(E x y \wedge \exists \dot{x}_{2}\left(\dot{x}_{2}=y \wedge \exists x\left(E y x \wedge \exists \dot{x}_{3}\left(\dot{x}_{3}=x \wedge \exists y\left(E x y \wedge \exists \dot{x}_{4}\left(\dot{x}_{4}=y \wedge \cdots \wedge\right.\right.\right.\right.\right.\right.\right.$ $\left.\left.\left.\exists x\left(E y x \wedge x=t \wedge \exists \dot{x}_{k}\left(\dot{x}_{k}=x \wedge \bigwedge_{i \neq j} \dot{x}_{i} \neq \dot{x}_{j}\right) \ldots\right)\right)\right)\right)$. Note that, now, the strong quantifier rank depends on $k$ and, thus, is not constant. However, there are now only four strong variables, namely $s, t, x$, and $y$. By Theorem 3.5 we see that the above formulas are equivalent to a family of formulas with a bounded number of variables and by Theorem 2.3 we see that p-LONG-PATH $\in$ para-AC ${ }^{0 \uparrow} \subseteq$ FPT. These ideas also generalize easily and we give a purely syntactic proof of the seminal result from the original color coding paper [1] that the embedding problem for graphs of bounded tree width lies in FPT. The core observation which unifies the results for tree width and depth - is that for each graph with a given tree decomposition, the embedding problem can be described by a formula whose strong nesting structure mirrors the tree structure and whose strong variables mirror the bag contents.

Related Work. Flum and Grohe [10] were the first to give characterizations of FPT and of many subclasses in terms of the syntactic properties of formulas describing their members. Unfortunately, these syntactic properties do not hold for the descriptions of parameterized problems found in the literature. For instance, they show that FPT contains exactly the problems that can be described by families of FO[LFP]-formulas of bounded quantifier rank but actually describing problems like p-VERTEX-COVER in this way is more or less hopeless and yields little insights into the structure or complexity of the problem. We believe that it is no coincidence that no applications of these beautiful characterizations to concrete
problems could be found in the literature - at least prior to very recent work by Chen and Flum [7], who study slicewise descriptions of problems on structures of bounded tree depth, and the already cited article of Chen et al. [6], who do present a family of formulas that describe the vertex cover problem. This family internally uses the color coding technique and is thus closely related to our results. The crucial difference is, however, that we identify syntactic properties of logical formulas that imply that the color coding technique can be applied. It then suffices to find a family describing a given problem that meets the syntactic properties to establish the complexity of the problem: there is no need to actually construct the color-coding-based formulas - indeed, there is not even a need to understand how color coding works in order to decide whether a quantifier is weak or strong.

Organization of this Paper. In Section 2 we first review some of the existing work on the descriptive complexity of parameterized problems. We add to this work in the form of the mentioned characterization of the class para- $\mathrm{AC}^{0 \uparrow}$ in terms of a bounded number of variables. Our main technical results are then proved in Section 3, where we establish and prove the syntactic properties that formulas must have in order for the color coding method to be applicable. In Section 4 we then apply the findings and show how membership of different natural problems in para- $\mathrm{AC}^{0}$ and para- $\mathrm{AC}^{0 \uparrow}$ (and, thus, in FPT) can be derived entirely from the syntactic structure of the formulas describing them. Full proofs can be found in the full version, but we include proof sketches in the text.

## 2 Describing Parameterized Problems

A happy marriage of parameterized complexity and descriptive complexity was first presented in [10]. We first review the most important definitions from [10] and then prove a new characterization, namely of the class para- $\mathrm{AC}^{0 \uparrow}$ that contains all problems decidable by AC-circuits of parameter-dependent depth and "FPT-like" size. Since the results and notions will be useful later, but do not lie at the paper's heart, we keep this section brief.

Logical Terminology. We only consider first-order logic and use standard notations, with the perhaps only deviations being that we write relational atoms briefly as Exy instead of $E(x, y)$ and that the literal $x \neq y$ is an abbreviation for $\neg x=y$ (recall that a literal is an atom or a negated atom). Signatures, typically denoted $\tau$, are always finite and may only contain relation symbols and constant symbols - with one exception: The special unary function symbol SUCC may also be present in a signature. Let us write SUCC ${ }^{k}$ for the $k$-fold application of $\operatorname{sUCC}, \operatorname{so~} \operatorname{SUCC}^{3}(x)$ is short for $\operatorname{SUCC}(\operatorname{SUCC}(\operatorname{SUCC}(x)))$. It allows us to specify any fixed non-negative integer without having to use additional variables. An alternative is to dynamically add constant symbols for numbers to signatures as done in [6], but we believe that following [10] and adding the successor function gives a leaner formal framework. Let $\operatorname{arity}(\tau)$ be the maximum arity of relation symbols in $\tau$.

We denote by $\operatorname{STRUC}[\tau]$ the class of all $\tau$-structures and by $|\mathcal{A}|$ the universe of $\mathcal{A}$. As is often the case in descriptive complexity theory, we only consider ordered structures in which the ternary predicates ADD and MULT are available and have their natural meaning. Formally, we say $\tau$ is arithmetic if it contains all of the predicates <, ADD, MULT, the function symbol SUCC, and the constant symbol 0 (it is included for convenience only). In this case, STRUC $[\tau]$ contains only those $\mathcal{A}$ for which $<^{\mathcal{A}}$ is a linear ordering of $|\mathcal{A}|$ and the other operations have their natural meaning relative to $<^{\mathcal{A}}$ (with the successor of the maximum element of the universe being itself and with 0 being the minimum with respect to $<^{\mathcal{A}}$ ). We write $\phi \in \mathrm{FO}[+, \times]$ when $\phi$ is a $\tau$-formula for an arithmetic $\tau$.

A $\tau$-problem is a set $Q \subseteq \operatorname{struc}[\tau]$ closed under isomorphisms. A $\tau$-formula $\phi$ describes a $\tau$-problem $Q$ if $Q=\{\mathcal{A} \in \operatorname{STRUC}[\tau] \mid \mathcal{A} \models \phi\}$ and it describes $Q$ eventually if $\phi$ describes a set $Q^{\prime}$ that differs from $Q$ only on structures of a certain maximum size.

- Lemma 2.1. For each $\phi \in \mathrm{FO}[+, \times]$ that describes a $\tau$-problem $Q$ eventually, there are quantifier-free formulas $\alpha$ and $\beta$ such that $(\alpha \wedge \phi) \vee \beta$ describes $Q$.

Proof Sketch. Setup $\alpha$ to test structure size. "Hardwire" into $\beta$ which "small" structures lie in $Q$. Use succ to address the elements of small structures without using quantifiers.

We write $\operatorname{qr}(\phi)$ for the quantifier rank of a formula and $\operatorname{bound}(\phi)$ for the set of its bound variables. For instance, for $\phi=(\exists x \exists y(E x z)) \vee \forall y(P x)$ we have $\mathrm{qr}(\phi)=2$, since the maximum nesting is caused by the two nested existential quantifiers, and bound $(\phi)=\{x, y\}$.

Let us say that $\phi$ is in negation normal form if negations are applied only to atomic formulas.

Describing Parameterized Problems. When switching from classical complexity theory to descriptive complexity theory, the basic change is that "words" get replaced by "finite structures." The same idea works for parameterized complexity theory and, following Flum and Grohe [10], let us define parameterized problems as subsets $Q \subseteq \operatorname{struc}[\tau] \times \mathbb{N}$ where $Q$ is closed under isomorphisms. In a pair $(\mathcal{A}, k) \in \operatorname{STRUC}[\tau] \times \mathbb{N}$ the number $k$ is, of course, the parameter value of the pair. Flum and Grohe now propose to describe such problems slicewise using formulas. Since this will be the only way in which we describe problems, we will drop the "slicewise" in the phrasings and just say that a computable family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ of formulas describes a problem $Q \subseteq \operatorname{struc}[\tau] \times \mathbb{N}$ if for all $(\mathcal{A}, k) \in \operatorname{STRUC}[\tau] \times \mathbb{N}$ we have $(\mathcal{A}, k) \in Q$ if, and only if, $\mathcal{A} \models \phi_{k}$. One can also define a purely logical notion of reductions between two problems $Q$ and $Q^{\prime}$, but we will need this notion only inside the proof of Theorem 4.2 and postpone the definition till then.

For a class $\Phi$ of computable families $\left(\phi_{k}\right)_{k \in \mathbb{N}}$, let us write $\mathrm{X} \Phi$ for the class of all parameterized problems that are described by the members of $\Phi$ (we chose "X" to represent a "slicewise" description, which seems to be in good keeping with the usual use of X in other classes such as XP or XL). For instance, the mentioned characterization of FPT in logical terms by Flum and Grohe can be written as $\operatorname{FPT}=\mathrm{X}\left\{\left(\phi_{k}\right)_{k \in \mathbb{N}} \mid \phi_{k} \in \mathrm{FO}[\mathrm{LFP}], \max _{k} \operatorname{qr}\left(\phi_{k}\right)<\infty\right\}$.

We remark that instead of describing parameterized problems using families, a more standard and at the same time more flexible way is to use reductions to model checking problems. Clearly, if a family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ of $\mathcal{L}$-formulas describes $Q \subseteq \operatorname{sTruc}[\tau] \times \mathbb{N}$, then there is a very simple parameterized reduction from $Q$ to the model checking problem $\mathrm{p}_{\phi}-\mathrm{MC}(\mathcal{L})$, where the input is a pair $(\mathcal{A}, \operatorname{num}(\phi))$ and the question is whether both $\mathcal{A} \models \phi$ and $\phi \in \mathcal{L}$ hold. (The function num encodes mathematical objects like $\phi$ or later tuples like $(\phi, \delta)$ as unique natural numbers.) The reduction simply maps a pair $(\mathcal{A}, k)$ to $\left(\mathcal{A}, \operatorname{num}\left(\phi_{k}\right)\right)$. Even more interestingly, without going into any of the technical details, it is also not hard to see that as long as a reduction is sufficiently simple, the reverse implication holds, that is, we can replace a reduction to the model checking problem by a family of formulas that describe the problem. We can, thus, use whatever formalism seems more appropriate for the task at hand and - as we hope that this paper shows - it is sometimes quite natural to write down a family that describes a problem.

Parameterized Circuits. For our descriptive setting, we need to slightly adapt the definition of the circuit classes para- $\mathrm{AC}^{0}$ and para- $\mathrm{AC}^{0 \uparrow}$ from [2, 3]: Let us say that a problem $Q \subseteq \operatorname{struc}[\tau] \times \mathbb{N}$ is in para- $\mathrm{AC}^{0}$, if there is a family $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ of AC-circuits (Boolean
circuits with unbounded fan-in) such that for all $(\mathcal{A}, k) \in \operatorname{STRUC}[\tau] \times \mathbb{N}$ we have, first, $(\mathcal{A}, k) \in Q$ if, and only if, $C_{|x|, k}(x)=1$ where $x$ is a binary encoding of $\mathcal{A}$; second, the size of $C_{n, k}$ is at most $f(k) \cdot n^{c}$ for some computable function $f$; third, the depth of $C_{n, k}$ is bounded by a constant; and, fourth, the circuit family satisfies a DLOGTIME-uniformity condition. The class para- $\mathrm{AC}^{0 \uparrow}$ is defined the same way, but the depth may be $g(k)$ for some computable $g$ instead of only $O(1)$. The following fact and theorem show how these two circuit classes are closely related to descriptions of parameterized problems using formulas:

- Fact 2.2 ([6]). para- $\mathrm{AC}^{0}=\mathrm{X}\left\{\left(\phi_{k}\right)_{k \in \mathbb{N}} \mid \phi_{k} \in \mathrm{FO}[+, \times], \max _{k} \operatorname{qr}\left(\phi_{k}\right)<\infty\right\}$.
- Theorem 2.3. para- $\mathrm{AC}^{0 \uparrow}=\mathrm{X}\left\{\left(\phi_{k}\right)_{k \in \mathbb{N}}\left|\phi_{k} \in \mathrm{FO}[+, \times], \max _{k}\right| \operatorname{bound}\left(\phi_{k}\right) \mid<\infty\right\}$.

Proof Sketch. Basically, this follows from the well-known link between circuit depth and size and the number of variables used in a formula, see for instance [15]: The quantifier rank of a first-order formula naturally corresponds to the depth of a circuit that solves the model checking problem for the formula. The number of variables corresponds to the exponent of the polynomial that bounds the size of the circuit (the paper [13] is actually entitled "DSPACE $\left[n^{k}\right]=\operatorname{VAR}[k+1]$ "). A simple new observation (but needed for the theorem - usually only one formula is considered) is that the length of the formula is linked multiplicatively to the size of the circuit.

## 3 Syntactic Properties Allowing Color Coding

The color coding technique [1] is a powerful method from parameterized complexity theory for "discovering small objects" in larger structures. Recall the example from the introduction: While finding $k$ disjoint triangles in a graph is difficult in general, it is easy when the graph is colored with $k$ colors and the objective is to find for each color one triangle having this color. The idea behind color coding is to reduce the (hard) uncolored version to the (easy) colored version by randomly coloring the graph and then "hoping" that the coloring assigns a different color to each triangle. Since the triangles are "small objects," the probability that they do, indeed, get different colors depends only on $k$. Even more importantly, Alon et al. noticed that we can derandomize the coloring procedure simply by coloring each vertex by its hash value with respect to a simple family of universal hash functions that only use addition and multiplication [1]. This idea is beautiful and works surprisingly well in practice [12], but using the method inside proofs can be tricky: On the one hand, we need to "keep the set sizes under control" (they must stay roughly logarithmic in size) and we "need to actually identify the small set based just on its random coloring." Especially for more complex proofs this can lead to rather subtle arguments.

In the present section, we identify syntactic properties of formulas that guarantee that the color coding technique can be applied. The property is that the colors (the predicates $C_{i}$ in the formulas) are not in the scope of a universal quantifier (this restriction is necessary, as the example of the formula describing 3-colorability shows).

As mentioned already in the introduction, the main "job" of the colors in proofs based on color coding is to ensure that vertices of a graph are different from other vertices. This leads us to the idea of focusing entirely on the notion of distinctness in the second half of this section. This time, there will be syntactic properties of existentially bounded first-order variables that will allow us to apply color coding to them.

### 3.1 Formulas With Color Predicates

In graph theory, a coloring of a graph can either refer to an arbitrary assignment that maps each vertex to a color or to such an assignment in which vertices connected by an edge must get different colors (sometimes called proper colorings). For our purposes, colorings need not be proper and are thus partitions of the vertex set into color classes. From the logical point of view, each color class can be represented by a unary predicate. A $k$-coloring of $a$ $\tau$-structure $\mathcal{A}$ is a structure $\mathcal{B}$ over the signature $\tau_{k \text {-colors }}=\tau \cup\left\{C_{1}^{1}, \ldots, C_{k}^{1}\right\}$, where the $C_{i}$ are fresh unary relation symbols, such that $\mathcal{A}$ is the $\tau$-restriction of $\mathcal{B}$ and such that the sets $C_{1}^{\mathcal{B}}$ to $C_{k}^{\mathcal{B}}$ form a partition of the universe $|\mathcal{A}|$ of $\mathcal{A}$.

Let us now formulate and prove the first syntactic version of color coding. An example of a possible formula $\phi$ in the theorem is $\bigwedge_{i=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge C_{i} x \wedge C_{i} y \wedge C_{i} z\right)$, for which the theorem tells us that there is a formula $\phi^{\prime}$ of constant quantifier rank that is true exactly when there are pairwise disjoint sets $C_{i}$ that make $\phi$ true.

- Theorem 3.1. Let $\tau$ be an arithmetic signature and let $k$ be a number. For each first-order
 is a $\tau$-sentence $\phi^{\prime}$ such that:

1. For all $\mathcal{A} \in \operatorname{struc}[\tau]$ we have $\mathcal{A} \models \phi^{\prime}$ if, and only if, there is a $k$-coloring $\mathcal{B}$ of $\mathcal{A}$ with $\mathcal{B} \models \phi$.
2. $\operatorname{qr}\left(\phi^{\prime}\right)=\operatorname{qr}(\phi)+O(1)$.
3. $\left|\operatorname{bound}\left(\phi^{\prime}\right)\right|=|\operatorname{bound}(\phi)|+O(1)$.
(Let us clarify that $O(1)$ represents a global constant that is independent of $\tau$ and $k$.)

Proof. Let $\tau, k$, and $\phi$ be given as stated in the theorem. If necessary, we modify $\phi$ to ensure that there is no literal of the form $\neg C_{i} x_{j}$, by replacing each such literal by the equivalent $\bigvee_{l \neq i} C_{l} x_{j}$. After this transformation, the $C_{i}$ in $\phi$ are neither in the scope of universal quantifiers nor of negations - and this is also true for all subformulas $\alpha$ of $\phi$. We will now show by structural induction that all these subformulas (and, hence, also $\phi$ ) have two semantic properties, which we call the monotonicity property and the small witness property (with respect to the $C_{i}$ ). Afterwards, we will show that these two properties allow us to apply the color coding technique.

Establishing the Monotonicity and Small Witness Properties. Some notations will be useful: Given a $\tau$-structure $\mathcal{A}$ with universe $A$ and given sets $A_{i} \subseteq A$ for $i \in\{1, \ldots, k\}$, let us write $\mathcal{A} \models \phi\left(A_{1}, \ldots, A_{k}\right)$ to indicate that $\mathcal{B}$ is a model of $\phi$ where $\mathcal{B}$ is the $\tau_{k \text {-colors-structure }}$ with universe $A$ in which all symbols from $\tau$ are interpreted as in $\mathcal{A}$ and in which the symbol $C_{i}$ is interpreted as $A_{i}$, that is, $C_{i}^{\mathcal{B}}=A_{i}$. Subformulas $\gamma$ of $\phi$ may have free variables and suppose that $x_{1}$ to $x_{m}$ are the free variables in $\gamma$ and let $a_{i} \in A$ for $i \in\{1, \ldots, m\}$. We write $\mathcal{A} \models \gamma\left(A_{1}, \ldots, A_{k}, a_{1}, \ldots, a_{m}\right)$ to indicate that $\gamma$ holds in the just-described structure $\mathcal{B}$ when each $x_{i}$ is interpreted as $a_{i}$.

- Definition 3.2. Let $\gamma$ be a $\tau_{k \text {-colors-formula }}$ with free variables $x_{1}$ to $x_{m}$. We say that $\gamma$ has the monotonicity and the small witness properties with respect to the $C_{i}$ if for all $\tau$-structures $\mathcal{A}$ with universe $A$ and all values $a_{1}, \ldots, a_{m} \in A$ the following holds:

1. Monotonicity property: Let $A_{1}, \ldots, A_{k} \subseteq A$ and $B_{1}, \ldots, B_{k} \subseteq A$ be sets with $A_{i} \subseteq B_{i}$ for all $i \in\{1, \ldots, k\}$. Then $\mathcal{A} \models \gamma\left(A_{1}, \ldots, A_{k}, a_{1}, \ldots, a_{m}\right)$ implies $\mathcal{A} \models \gamma\left(B_{1}, \ldots, B_{k}\right.$, $\left.a_{1}, \ldots, a_{m}\right)$.
2. Small witness property: If there are any pairwise disjoint sets $B_{1}, \ldots, B_{k} \subseteq A$ with $\mathcal{A} \models \gamma\left(B_{1}, \ldots, B_{k}, a_{1}, \ldots, a_{m}\right)$, then there are sets $A_{i} \subseteq B_{i}$ whose sizes $\left|A_{i}\right|$ depend only on $\gamma$ for $i \in\{1, \ldots, k\}$, such that $\mathcal{A} \models \gamma\left(A_{1}, \ldots, A_{k}, a_{1}, \ldots, a_{m}\right)$.

We now show that $\phi$ has these two properties (for $m=0$ ). For monotonicity, just note that the $C_{i}$ are not in the scope of any negation and, thus, if some $A_{i}$ make $\phi$ true, so will all supersets $B_{i}$ of the $A_{i}$.

To see that the small witness property holds, we argue by structural induction: If $\phi$ is any formula that does not involve any $C_{i}$, then $\phi$ is true or false independently of the $B_{i}$ and, in particular, if it is true at all, it is also true for $A_{i}=\emptyset$ for $i \in\{1, \ldots, k\}$. If $\phi$ is the atomic formula $C_{i} x_{j}$, then setting $A_{i}=\left\{a_{j}\right\}$ and $A_{i^{\prime}}=\emptyset$ for $i^{\prime} \neq i$ makes the formula true.

If $\phi=\alpha \wedge \beta$, then $\alpha$ and $\beta$ have the small witness property by the induction hypothesis. Let $B_{1}, \ldots, B_{k} \subseteq A$ make $\phi$ hold in $\mathcal{A}$. Then they also make both $\alpha$ and $\beta$ hold in $\mathcal{A}$. Let $A_{1}^{\alpha}, \ldots, A_{k}^{\alpha} \subseteq A$ with $A_{i}^{\alpha} \subseteq B_{i}$ be the witnesses for $\alpha$ and let $A_{1}^{\beta}, \ldots, A_{k}^{\beta} \subseteq A$ be the witnesses for $\beta$. Then by the monotonicity property, $A_{1}^{\alpha} \cup A_{1}^{\beta}, \ldots, A_{k}^{\alpha} \cup A_{k}^{\beta}$ makes both $\alpha$ and $\beta$ true, that is

$$
\mathcal{A} \models \alpha\left(A_{1}^{\alpha} \cup A_{1}^{\beta}, \ldots, A_{k}^{\alpha} \cup A_{k}^{\beta}, a_{1}, \ldots, a_{m}\right)
$$

and the same holds for $\beta$. Note that $A_{i}^{\alpha} \cup A_{i}^{\beta} \subseteq B_{i}$ still holds and that they have sizes depending only on $\alpha$ and $\beta$ and thereby on $\phi$.

For $\phi=\alpha \vee \beta$ we can argue in exactly the same way as for the logical and.
The last case for the structural induction is $\phi=\exists x_{m}(\alpha)$. Consider pairwise disjoint $B_{1}, \ldots, B_{k} \subseteq A$ that make $\phi$ true. Then there is a value $a_{m} \in A$ such that $\mathcal{A} \models \alpha\left(B_{1}, \ldots, B_{k}, a_{1}, \ldots, a_{m}\right)$. Now, since $\alpha$ has the small witness property by the induction hypothesis, we get $A_{i} \subseteq B_{i}$ of size depending on $\alpha$ for which we also have $\mathcal{A} \models \alpha\left(A_{1}, \ldots, A_{k}, a_{1}, \ldots, a_{m}\right)$. But then, by the definition of existential quantifiers, these $A_{i}$ also witness $\mathcal{A} \models \exists x_{m} \phi\left(A_{1}, \ldots, A_{k}, a_{1}, \ldots, a_{m-1}\right)$. (Observe that this is the point where the argument would not work for a universal quantifier: Here, for each possible value of $a_{m}$ we might have a different set of $A_{i}$ 's as witnesses and their union would then no longer have small size.)

Applying Color Coding. Our next step in the proof is to use color coding to produce the partition. First, let us recall the basic lemma on universal hash functions formulated below in a way equivalent to [11, page 347]:

- Lemma 3.3. There is an $n_{0} \in \mathbb{N}$ such that for all $n \geq n_{0}$ and all subsets $X \subseteq\{0, \ldots, n-1\}$ there exist a prime $p<|X|^{2} \log _{2} n$ and a number $q<p$ such that the function $h_{p, q}(m)=$ $(q \cdot m \bmod p) \bmod |X|^{2}$ is injective on $X$.

As has already been observed by Chen et al. [6], if we set $k=|X|$ we can easily express the computation underlying $h_{p, q}:\{0, \ldots, n-1\} \rightarrow\left\{0, \ldots, k^{2}-1\right\}$ using a fixed $\mathrm{FO}[+, \times]$-formula $\rho(k, p, q, x, y)$. That is, if we encode the numbers $k, p, q, x, y \in\{0, \ldots, n-1\}$ as corresponding elements of the universe with respect to the ordering of the universe, then $\rho(k, p, q, x, y)$ holds if, and only if, $h_{p, q}(x)=y$. Note that the $p$ and $q$ from the lemma could exceed $n$ for very large $X$ (they can reach up to $n^{2} \log _{2} n \leq n^{3}$ ), but, first, this situation will not arise in the following and, second, this could be fixed by using three variables to encode $p$ and three variables to encode $q$. Trivially, $\rho(k, p, q, x, y)$ has some constant quantifier rank (the formula explicitly constructed by Chen et al. has $\operatorname{qr}(\rho)=9$, assuming $k^{2}<n$ ).

Next, we will need the basic idea or "trick" of Alon et al.'s [1] color coding technique: While for appropriate $p$ and $q$ the function $h_{p, q}$ will "just" be injective on $\left\{0, \ldots, k^{2}-1\right\}$,
we actually want a function that maps each element $x \in X$ to a specific element ("the color of $x "$ ) of $\{1, \ldots, k\}$. Fortunately, this is easy to achieve by concatenating $h_{p, q}$ with an appropriate function $g:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, k\}$.

In detail, to construct $\phi^{\prime}$ from the claim of the theorem, we construct a family of formulas $\phi^{g}(p, q)$ where $p$ and $q$ are new free variables and the formulas are indexed by all possible functions $g:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, k\}$ : In $\phi$, replace every occurrence of $C_{i} x_{j}$ by the following formula $\pi_{i}^{g}\left(p, q, x_{j}\right)$ :

$$
\bigvee_{y \in\left\{0, \ldots, k^{2}-1\right\}, g(y)=i} \exists \hat{k} \exists \hat{y}\left(\operatorname{SUCC}^{k}(0)=\hat{k} \wedge \operatorname{SUCC}^{y}(0)=\hat{y} \wedge \rho\left(\hat{k}, p, q, x_{j}, \hat{y}\right)\right)
$$

where $\hat{k}$ and $\hat{y}$ are fresh variables that we bind to the numbers $k$ and $y$ (if the universe is large enough). Note that the formula $C_{i} x_{j}$ has $x_{j}$ as a free variable, while $\pi_{i}^{g}\left(p, q, x_{j}\right)$ additionally has $p$ and $q$ as free variables. As an example, for the formula $\phi=\exists x\left(C_{2} x \vee \exists y C_{5} y\right)$ we would have $\phi^{g}=\exists x\left(\pi_{2}^{g}(p, q, x) \vee \exists y \pi_{5}^{g}(p, q, y)\right)$. Clearly, each $\phi^{g}$ has the property $\operatorname{qr}\left(\phi^{g}\right)=\operatorname{qr}(\phi)+O(1)$.

The desired formula $\phi^{\prime}$ is (almost) simply $\bigvee_{g:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, k\}} \exists p \exists q\left(\phi^{g}(p, q)\right)$. The "almost" is due to the fact that this formula works only for structures with a sufficiently large universe - but by Lemma 2.1 it suffices to consider only this case. Let us prove that for every $\sigma$-structure $\mathcal{A}$ with universe $A=\{0, \ldots, n-1\}$ and $n \geq c$ for some to-be-specified constant $c$, the following two statements are equivalent:

1. There is a $k$-coloring $\mathcal{B}$ of $\mathcal{A}$ with $\mathcal{B} \models \phi$.
2. $\mathcal{A} \models \bigvee_{g:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, k\}} \exists p \exists q\left(\phi^{g}(p, q)\right)$.

Let us start with the implication of item 2 to 1 . Suppose there is a function $g:\{0, \ldots$, $\left.k^{2}-1\right\} \rightarrow\{1, \ldots, k\}$ and elements $p, q \in\{0, \ldots, n-1\}$ such that $\mathcal{A} \models \phi^{g}(p, q)$. We define a partition $A_{1} \dot{\cup} \cdots \dot{\cup} A_{k}=A$ by $A_{i}=\left\{x \in A \mid g\left(h_{p, q}(x)\right)=i\right\}$. In other words, $A_{i}$ contains all elements of $A$ that are first hashed to an element of $\left\{0, \ldots, k^{2}-1\right\}$ that is then mapped to $i$ by the function $g$. Trivially, the $A_{i}$ form a partition of the universe $A$.

Assuming that the universe size is sufficiently large, namely for $k^{2} \log _{2} n<n$, inside $\phi^{g}$ all uses of $\rho(\hat{k}, p, q, x, \hat{y})$ will have the property that $\mathcal{A} \models \rho(\hat{k}, p, q, x, \hat{y})$ if, and only if, $h_{p, q}(x)=\hat{y}$. Clearly, there is a constant $c$ depending only on $k$ such that for all $n>c$ we have $k^{2} \log _{2} n<n$.

With the property established, we now see that $\pi_{i}^{g}\left(p, g, x_{j}\right)$ holds inside the formula $\phi^{g}$ if, and only if, the interpretation of $x_{j}$ is an element of $A_{i}$. This means that if we interpret each $C_{i}$ by $A_{i}$, then we get $\mathcal{A} \models \phi\left(A_{1}, \ldots, A_{k}\right)$ and the $A_{i}$ form a partition of the universe. In other words, we get item 1.

Now assume that item 1 holds, that is, there is a partition $B_{1} \dot{\cup} \cdots \dot{\cup} B_{k}=A$ with $\mathcal{A} \models \phi\left(B_{1}, \ldots, B_{k}\right)$. We must show that there are a $g:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, k\}$ and $p, q \in A$ such that $\mathcal{A} \models \phi^{g}(p, q)$.

At this point, we use the small witness property that we established earlier for the partition. By this property there are pairwise disjoint sets $A_{i} \subseteq A$ such that, first, $\left|A_{i}\right|$ depends only on $\phi$ and, second, $\mathcal{A} \models \phi\left(A_{1}, \ldots, A_{k}\right)$. Let $X=\bigcup_{i=1}^{k} A_{i}$. Then $|X|$ depends only on $\phi$ and let $s_{\phi}$ be a $\phi$-dependent upper bound on this size. By the universal hashing lemma, there are now $p$ and $q$ such that $h_{p, q}:\{0, \ldots, n-1\} \rightarrow\left\{0, \ldots, s_{\phi}^{2}-1\right\}$ is injective on $X$. But, then, we can set $g:\left\{0, \ldots, s_{\phi}^{2}-1\right\} \rightarrow\{1, \ldots, k\}$ to $g(v)=i$ if there is an $x \in A_{i}$ with $h_{p, q}(x)=v$ and setting $g(v)$ arbitrarily otherwise. Note that this is, indeed, a valid definition of $g$ since $h_{p, q}$ is injective on $X$.

With these definition, we now define the following sets $D_{1}$ to $D_{k}$ : Let $D_{i}=\{x \in$ $\left.A \mid g\left(h_{p, q}(\hat{x})\right)=i\right\}$ where $\hat{x}$ is the index of $x$ in $A$ with respect to the ordering (that is, $\hat{x}=\left|\left\{y \in A \mid y<^{\mathcal{A}} x\right\}\right|$ and for the special case that $A=\{0, \ldots, n-1\}$ and that $<^{\mathcal{A}}$ is
the natural ordering, $\hat{x}=x)$. Observe that $D_{i} \supseteq A_{i}$ holds for all $D_{i}$ and that the $D_{i}$ form a partition of the universe $A$. By the monotonicity property, $\mathcal{A} \models \phi\left(A_{1}, \ldots, A_{k}\right)$ implies $\mathcal{A} \models \phi\left(D_{1}, \ldots, D_{k}\right)$. However, by definition of the $D_{i}$ and of the formulas $\pi_{i}^{g}$, for a sufficiently large universe size $n$ (namely $s_{\phi}^{2} \log _{2} n<n$ ), we now also have $\mathcal{A} \models \phi^{g}(p, q)$, which in turn implies $\mathcal{A} \models \bigvee_{g} \exists p \exists q \phi^{g}$.

In the theorem we assumed that $\phi$ is a sentence to keep the notation simple, both the theorem and later theorems still hold when $\phi\left(x_{1}, \ldots, x_{n}\right)$ has free variables $x_{1}$ to $x_{n}$. Then there is a corresponding $\phi^{\prime}\left(x_{1}, \ldots, x_{n}\right)$ such that first item becomes that for all $\mathcal{A} \in \operatorname{STRUC}[\tau]$ and all $a_{1}, \ldots, a_{n} \in|\mathcal{A}|$ we have $\mathcal{A} \models \phi^{\prime}\left(a_{1}, \ldots, a_{n}\right)$ if, and only if, there is a $k$-coloring $\mathcal{B}$ of $\mathcal{A}$ with $\mathcal{B} \models \phi\left(a_{1}, \ldots, a_{n}\right)$. Note that the syntactic transformations in the theorem do not add dependencies of universal quantifiers on the free variables.

### 3.2 Formulas With Weak Quantifiers

If one has a closer look at proofs based on color coding, one cannot help but notice that the colors are almost exclusively used to ensure that certain vertices in a structure are distinct from certain other vertices: recall the introductory example $\bigwedge_{j=1}^{k} \exists x \exists y \exists z(E x y \wedge$ $\left.E y z \wedge E x z \wedge C_{3 j-2} x \wedge C_{3 j-1} y \wedge C_{3 j} z\right)$, which describes the triangle packing problem when we require that the $C_{i}$ form a partition of the universe. Since the $C_{i}$ are only used to ensure that the many different $x, y$, and $z$ are different, we already rewrote the formula in (4) as $\exists x_{1} \cdots \exists x_{3 k} \bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{j=1}^{k} \exists x \exists y \exists z\left(E x y \wedge E y z \wedge E x z \wedge x_{3 j-2}=x \wedge x_{3 j-1}=y \wedge x_{3 j}=z\right)$. While this rewriting gets rid of the colors and moves us back into the familiar territory of simple first-order formulas, the quantifier rank and the number of variables in the formula have now "exploded" (from the constant 3 to the parameter-dependent value $3 k+3$ ) - which is exactly what we need to avoid in order to apply Fact 2.2 or Theorem 2.3.

We now define a syntactic property that the $x_{i}$ have that allows us to remove them from the formula and, thereby, to arrive at a family of formulas of constant quantifier rank. For a (sub)formula $\alpha$ of the form $\forall d(\phi)$ or $\exists d(\phi)$, we say that $d$ depends on all free variables in $\phi$ (at the position of $\alpha$ in a larger formula). For instance, in $E x y \wedge \forall b(E x b \wedge \exists z(E y z)) \wedge \exists b(E x x)$, the variable $b$ depends on $x$ and $y$ at its first binding $(\forall b)$ and on $x$ at the second binding $(\exists b)$.

Definition 3.4. We call the leading quantifier in a formula $\exists x(\phi)$ in negation normal form strong if

1. some universal binding inside $\phi$ depends on $x$ or
2. there is a subformula $\alpha \wedge \beta$ of $\phi$ such that both $\alpha$ and $\beta$ contain $x$ in literals that are not of the form $x \neq y$ for some variable $y$.
If neither of the above hold, we call the quantifier weak. The strong quantifier rank strong- $\operatorname{qr}(\phi)$ is the quantifier rank of $\phi$, where weak quantifiers are ignored; strong-bound $(\phi)$ contains all variables of $\phi$ that are bound by non-weak quantifiers.
(Later on we extend the definition to the dual notion of weak universal quantifiers, but for the moment let us only call existential quantifiers weak.)

We place a dot on the variables bound by weak quantifiers to make them easier to spot. For example, in $\phi=\exists x \exists y \exists \dot{z}(R x x \dot{z} \dot{z} \wedge x \neq y \wedge y \neq \dot{z} \wedge P x \wedge \forall w E w y y)$ the quantifier $\exists \dot{z}$ is weak, but neither are $\exists x$ (since $x$ is used in two literals joined by a conjunction, namely in $R x x \dot{z} \dot{z}$ and $P x$ ) nor $\exists y$ (since $w$ depends on $y$ in $\forall w E w y y$ ). We have $\operatorname{qr}(\phi)=4$, but strong-qr $(\phi)=3$, and $\operatorname{bound}(\phi)=\{x, y, \dot{z}\}$, but strong-bound $(\phi)=\{x, y\}$.

Admittedly, the definition of weakness is a bit technical, but note that there is a rather simple sufficient condition for a variable $x$ to be weak: If it not used in universal binding
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and used in only one literal that is not an inequality, then $x$ is weak. This condition almost always suffices for identifying the weak variables, although there are of course exceptions like $\exists \dot{x}(P \dot{x} \vee Q \dot{x})$.

- Theorem 3.5. Let $\tau$ be an arithmetic signature. Then for every $\tau$-formula $\phi$ in negation normal form there is a $\tau$-formula $\phi^{\prime}$ such that

1. $\phi^{\prime}$ is equivalent to $\phi$ on finite structures,
2. $\operatorname{qr}\left(\phi^{\prime}\right)=3 \cdot$ strong- $\operatorname{qr}(\phi)+O(\operatorname{arity}(\tau))$, and
3. $\left|\operatorname{bound}\left(\phi^{\prime}\right)\right|=\mid$ strong-bound $(\phi) \mid+O(\operatorname{arity}(\tau))$.

Proof Sketch. Using simple transformations, we can ensure that all weak quantifiers follow in blocks after universal quantifiers. We can also ensure that inequality literals directly follow the blocks of weak quantifiers and are joined by conjunctions. If the inequality literals following a block happen to require that all weak variables from the block are different (that is, if for all pairs $\dot{x}_{i}$ and $\dot{x}_{j}$ of different weak variables there is an inequality $\dot{x}_{i} \neq \dot{x}_{j}$ ), then we can remove the weak quantifiers $\exists \dot{x}_{i}$ and at the (single) place where $\dot{x}_{i}$ is used, we use a color $C_{i}$ instead. For instance, if $\dot{x}_{i}$ is used in the literal $\dot{x}_{i}=y$, we replace the literal by $C_{i} y$. If $\dot{x}_{i}$ is used for instance in $\neg E \dot{x}_{i} y$, we replace this by $\exists x\left(C_{i} x \wedge \neg E x y\right)$. In this way, for each block we get an equivalent formula to which we can apply Theorem 3.1. A more complicated situation arises when the inequality literals in a block "do not require complete distinctness," but this case can also be handled by considering all possible ways in which the inequalities can be satisfied in parallel. In result, all weak quantifiers get removed and for each block a constant number of new quantifiers are introduced. Since each block follows a different universal quantifier, the new total quantifier rank is at most the strong quantifier rank times a constant factor; and the new number of variables is only a constant above the number of original strong variables.

We already mentioned that the notion of weak existential quantifiers begs a dual: By Theorem 3.5, for $\phi=\exists \dot{x}_{1} \cdots \exists \dot{x}_{k}(\psi)$ there is an equivalent formula $\phi^{\prime}$ with $\operatorname{qr}\left(\phi^{\prime}\right)=$ $O$ (strong- $\operatorname{qr}(\phi)$ ). Since, trivially, $\operatorname{qr}\left(\neg \phi^{\prime}\right)=\operatorname{qr}\left(\phi^{\prime}\right)$, the formula $\neg \phi$ is also equivalent to a formula of quantifier rank $O$ (strong-qr $(\phi))$. The normal form of $\neg \phi$ starts with $\forall x_{1} \cdots \forall x_{k}$ to which Theorem 3.5 does not apply "at all" - but the dual of the theorem applies, where we call the leading quantifier in a (sub)formula $\forall x(\phi)$ weak if no existential binding inside $\phi$ depends on $x$ and in all subformulas of $\phi$ of the form $\alpha \vee \beta$ at most one of $\alpha$ and $\beta$ may contain a literal that contains $x$ and is not of the form $x=y$ (note that this is now an equality). More interestingly, we can even show that both kinds of weak quantifiers may be present:

- Theorem 3.6. Theorem 3.5 still holds when $\phi$ may contain both existential and universal weak variables, none of which count towards the strong quantifier rank nor count as strong bound variables.

Proof Sketch. As in the proof of Theorem 3.5, we syntactically transform $\phi$ so that the weak existential quantifiers follow strong universal quantifiers in block and - this is new that the weak universal quantifiers follow strong existential quantifiers. The key observation that makes these transformations possible in the mixed case is that weak existential and weak universal quantifiers commute: For instance, $\exists \dot{x}(\alpha \wedge \forall \dot{y}(\beta)) \equiv \forall \dot{y}(\beta \wedge \exists \dot{x}(\alpha))$ since $\dot{x}$ and $\dot{y}$ cannot depend on one another by the core property of weak quantifiers ( $\alpha$ cannot contain $\dot{y}$ and $\beta$ cannot contain $\dot{x}$ ).

## 4 Syntactic Proofs and Natural Problems

The special allure of descriptive complexity theory lies in the possibility of proving that a problem has a certain complexity just by describing the problem in the right way. The "right way" is, of course, a logical description that has a certain syntax (such as having a bounded strong quantifier rank). In the following we present such descriptions for several natural problems and thereby bound their complexity "in a purely syntactic way." First, however, we present "syntactic tools" for describing problems more easily. These tools are built on top of the notion of strong and weak quantifiers.

### 4.1 Syntactic Tools: New Operators

It is common in mathematical logic to distinguish between the core syntax and additional "shorthands" built on top of the core syntax. For instance, while $\neg$ and $\vee$ are typically considered to be part of the core syntax of propositional logic, the notation $a \rightarrow b$ is often seen as a shorthand for $\neg a \vee b$. In a similar way, we now consider the notions of weak variables and quantifiers introduced in the previous section as our "core syntax" and build a number of useful shorthands on top of them. Of course, just as $a \rightarrow b$ has an intended semantic meaning that the expansion $\neg a \vee b$ of the shorthand must reflect, the shorthands we introduce also have an intended semantic meaning, which we specify.

As a first example, consider the common notation $\exists^{\geq k} x(\phi(x))$, whose intended semantics is "there are at least $k$ different elements in the universe that make $\phi(x)$ true." While this notation is often considered as a shorthand for $\exists x_{1} \cdots \exists x_{k} \bigwedge_{i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{i=1}^{k} \phi\left(x_{i}\right)$ we will consider it a shorthand for the equivalent, but slightly more complicated formula $\exists \dot{x}_{1} \cdots \exists \dot{x}_{k} \bigwedge_{i \neq j} \dot{x}_{i} \neq \dot{x}_{j} \wedge \bigwedge_{i=1}^{k} \exists x\left(x=\dot{x}_{i} \wedge \phi(x)\right)$. The difference is, of course, that the strong quantifier rank is now much lower and, hence, by Theorem 3.5 we can replace any occurrence of $\exists^{2 k} x(\phi(x))$ by a formula of quantifier rank $\operatorname{qr}(\phi)+O(1)$. In all of the following notations, $k$ and $s$ are arbitrary values. The indicated strong quantifier rank for the notation is that of its expansion. The semantics describe which structures $\mathcal{A}$ are models of the formula.

- Notation ( $\left.\exists^{\geq k} x(\phi(x))\right)$.

Strong-qr: $1+$ strong-qr $(\phi)$
Semantics There are $k$ distinct $a_{1}, \ldots, a_{k} \in|\mathcal{A}|$ with $\mathcal{A} \models \phi\left(a_{i}\right)$ for all $i$.
Expansion $\exists \dot{x}_{1} \cdots \exists \dot{x}_{k} \bigwedge_{i \neq j} \dot{x}_{i} \neq \dot{x}_{j} \wedge \bigwedge_{i=1}^{k} \exists x\left(x=\dot{x}_{i} \wedge \phi(x)\right)$
Notation $\left(\exists{ }^{\leq k} x(\phi(x))\right)$.
Strong-qr: $1+$ strong-qr $(\phi)$
Semantics There are at most $k$ distinct $a_{1}, \ldots, a_{k} \in|\mathcal{A}|$ with $\mathcal{A} \models \phi\left(a_{i}\right)$ for all $i$.
Expansion $\forall \dot{x}_{1} \cdots \forall \dot{x}_{k+1} \bigvee_{i \neq j} \dot{x}_{i}=\dot{x}_{j} \vee \bigvee_{i=1}^{k+1} \forall x\left(x \neq \dot{x}_{i} \vee \neg \phi(x)\right)(\equiv \neg \exists \geq k+1 x(\phi(x)))$
Notation $\left(\exists^{=k} x(\phi(x))\right)$. Strong-qr: $1+$ strong-qr $(\phi)$
Semantics There are exactly $k$ distinct $a_{1}, \ldots, a_{k} \in|\mathcal{A}|$ with $\mathcal{A} \models \phi\left(a_{i}\right)$ for all $i$.
Expansion $\exists \geq k x(\phi(x)) \wedge \exists \leq k x(\phi(x))$
The next notation is useful for "binding" a set of vertices to weak or strong variables. The binding contains the allowed "single use" of the weak variables in the sense of Definition 3.4, but they can still be used in inequality literals. Let $\stackrel{\circ}{x}$ indicate that $x$ may be weak or strong.

- Notation $\left(\left\{\grave{x}_{1}, \ldots, \grave{x}_{k}\right\}=\{x \mid \phi(x)\}\right)$.

Strong-qr: $1+$ strong-qr $(\phi)$
Semantics Let $a_{1}, \ldots, a_{k} \in|\mathcal{A}|$ be the assignments to the $\stackrel{\circ}{x}_{i}$ (note that they need not be distinct). Then $\left\{a_{1}, \ldots, a_{k}\right\}=\{a \in|\mathcal{A}| \mid \mathcal{A} \models \phi(a)\}$ must hold.
Expansion $\bigwedge_{i=1}^{k} \exists x\left(x=\dot{x}_{i} \wedge \phi(x)\right) \wedge \quad / /$ ensure $\left\{\dot{x}_{1}, \ldots, \dot{x}_{k}\right\} \subseteq\{x \mid \phi(x)\}$

$$
\begin{aligned}
& \bigvee_{s=1}^{k}\left(\exists^{=s} x(\phi(x)) \wedge\right. \\
& \left.\bigvee_{I \subseteq\{1, \ldots, k\},|I|=s} \bigwedge_{i, j \in I, i \neq j} \stackrel{\circ}{x}_{i} \neq \stackrel{\circ}{x}_{j}\right)
\end{aligned}
$$

$/ /$ bind $s$ to $|\{x \mid \phi(x)\}|$
$/ /$ ensure $\left|\left\{\grave{x}_{1}, \ldots, \stackrel{\circ}{x}_{k}\right\}\right| \geq s$
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The final notation can be thought of as a "generalization of $\exists^{=k}$ " where we not only ask whether there are exactly $k$ distinct $a_{i}$ with a property $\phi$, but whether these $a_{i}$ then also have an arbitrary special additional property. Formally, let $Q \subseteq \operatorname{struc}[\tau]$ be an arbitrary $\tau$-problem. We write $\mathcal{A}[I]$ for the substructure of $\mathcal{A}$ induced on a subset $I \subseteq|\mathcal{A}|$.

- Notation (INDUCED ${ }^{\text {size }=k}\{x \mid \phi(x)\} \in Q$ ). Strong-qr: $1+\operatorname{strong-qr}(\phi)+\operatorname{arity}(\tau)$ Semantics The set $I=\{a \in|\mathcal{A}| \mid \mathcal{A} \models \phi(a)\}$ has size exactly $k$ and $\mathcal{A}[I] \in Q$.
Expansion Assuming for simplicity that $\tau$ contains only $E^{2}$ as non-arithmetic predicate:

$$
\begin{array}{rl}
\exists=k & x(\phi(x)) \wedge \bigvee_{\mathcal{A} \in Q,|\mathcal{A}|=\{1, \ldots, k\}}
\end{array} \bigwedge_{(i, j) \in E^{\mathcal{A}}} \exists x \exists y\left(\pi_{i}(x) \wedge \pi_{j}(y) \wedge E x y\right) \wedge,
$$

where $\pi_{i}(x)$ is a shorthand for $\phi(x) \wedge \exists \exists^{i-1} z(z<x \wedge \phi(z))$, which binds $x$ to the $i$ th element of the universe with property $\phi$.

- Notation (INDUCED ${ }^{\text {size } \leq k}\{x \mid \phi(x)\} \in Q$ ). Strong-qr: $1+\operatorname{strong-qr}(\phi)+\operatorname{arity}(\tau)$

Semantics The set $I=\{a \in|\mathcal{A}| \mid \mathcal{A} \models \phi(a)\}$ has size at most $k$ and $\mathcal{A}[I] \in Q$.
Expansion $\bigvee_{s=0}^{k}$ INDUCED $^{\text {size }=s}\{x \mid \phi(x)\} \in Q$

### 4.2 Describing Classical Problems

A vertex cover of a graph $G=(V, E)$ is a subset $X \subseteq V$ with $e \cap X \neq \emptyset$ for all $e \in E$. The problem $\mathrm{p}_{k}$-VERTEX-SET asks whether a graph has a cover $X$ with $|X| \leq k$.

- Theorem 4.1 ( $[2,6]$ ). p-VERTEX-COVER $\in$ para-AC ${ }^{0}$.

Proof. We describe the problem using a family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ of constant strong quantifier rank that expresses the well-known Buss kernelization "using logic": Let $\operatorname{HIGH}(x)=\exists^{\geq k+1} y(E x y)$ expresses that $x$ is a high-degree vertex. Buss observed that all high-degree vertices must be part of a vertex cover of size at most $k$. Thus, $h \leq k$ must hold for the unique $h$ with $\exists=h x(\operatorname{HIGH}(x))$. A remaining vertex is interesting if it is connected to at least one non-highdegree vertex: $\operatorname{INTERESTING}(x)=\neg \operatorname{HIGH}(x) \wedge \exists y(E x y \wedge \neg \operatorname{HIGH}(y))$. If there are more than $(k-h)(k+1) \leq k^{2}+k$ interesting vertices, there cannot be a vertex cover - and if there are less, the graph induced on the interesting vertices must have a vertex cover of size $k-h$. In symbols: $\phi_{k}=\bigvee_{h=0}^{k}\left(\exists^{=h} x(\operatorname{HIGH}(x)) \wedge \operatorname{INDUCED}^{\text {size } \leq k^{2}+k}\{x \mid \operatorname{INTERESTING}(x)\} \in Q_{k-h}\right)$ for $Q_{s}=\{\mathcal{G} \mid \mathcal{G}$ has a vertex cover of size $s\}$.

Hitting sets generalize the notion of vertex covers to hypergraphs $(V, E)$. They are still sets
 graph with $\max _{e \in E}|e| \leq d$ has a hitting set $X$ with $|X| \leq k$. Note that p-VErtex-cover is exactly this problem restricted to $d=2$.

- Theorem 4.2 ([4]). $\mathrm{p}_{k, d}$-HITTING-SET $\in$ para-AC ${ }^{0}$.

Proof Sketch. Instead of the Buss kernelization, "using logic" we describe the kernelization presented by us in [4] for the hitting set problem. While this kernelization is considerably more complex, it turns out that it can be expressed quite naturally using weak variables.

Next, we show that the result by Flum and Grohe [10] that the model checking problem for first-order logic lies in FPT on structures whose Gaifman graph has bounded degree can be obtained "syntactically." For simplicity, we only consider graphs and let $\mathrm{p}_{\psi, \delta}-\mathrm{MC}(\mathrm{FO})=$ $\left\{(\mathcal{G}, \operatorname{num}(\psi, \delta)) \mid \mathcal{G} \in \operatorname{struc}\left[\left(E^{2}\right)\right], \psi \in \operatorname{FO}, \mathcal{G} \models \psi\right.$, max-degree $\left.(\mathcal{G}) \leq \delta\right\}$.

- Theorem 4.3 ([2, 10]). $\mathrm{p}_{\psi, \delta}-\mathrm{MC}(\mathrm{FO}) \in{\text { para- } \mathrm{AC}^{0 \uparrow} .}$.

Proof Sketch. There is a family $\left(\phi_{\psi, \delta}\right)_{\psi \in F O, \delta \in \mathbb{N}}$ with a bound on the number of strong variables that describes $\mathrm{p}_{\psi, \delta}-\mathrm{MC}(\mathrm{FO})$ : For fixed $\psi$ and $\delta$, using Gaifman's Theorem, rewrite $\psi$ as $\exists x_{1} \cdots \exists x_{k}\left(\bigwedge_{i \neq j} \gamma_{\operatorname{dist}\left(x_{i}, x_{j}\right)>2 r} \wedge \bigwedge_{i} \rho\left(x_{i}\right)\right)$ where $\rho$ is $r$-local. Because of the bounded degree, a ball of radius $r$ can have maximum size $\delta^{r}$. We can now verify the disjointness of the balls surrounding the $x_{i}$ by using one weak variable for each element in such a ball. The second part can then be verified by induCED ${ }^{\text {size } \leq \delta^{r}}\left\{x \mid \gamma_{\text {dist }\left(x, x_{i}\right) \leq r}\right\} \in\left\{\mathcal{G} \mid \mathcal{G} \models \rho\left(x_{i}\right)\right\}$.

In our final example, $\operatorname{td}(H)$ is the tree depth of $H$ and $\operatorname{tw}(H)$ is the tree width (see the appendix for detailed definitions). A graph $H=(V(H), E(H))$ embeds into a graph $G=(V(G), E(G))$ if there is an injective mapping $\iota: V(H) \rightarrow V(G)$ such that for all $(u, v) \in E(H)$ we have $(\iota(u), \iota(v)) \in E(G)$. Let p-EMB $\operatorname{td} \leq c$ be $\{(G, \operatorname{num}(H)) \mid \operatorname{td}(H) \leq c$ and $H$ embeds into $G\}$ and define p-EMB ${ }_{\mathrm{tw} \leq c}$ similarly.

- Theorem 4.4 ([2,5]). $\mathrm{p}-\mathrm{EMB}_{\mathrm{td} \leq c} \in$ para- $\mathrm{AC}^{0}$ and $\mathrm{p}-\mathrm{EMB}_{\mathrm{tw} \leq c} \in$ para- $\mathrm{AC}^{0 \uparrow}$ for each $c$.

Proof Sketch. For each graph $H$ together with a tree decomposition $(T, B)$ of $H$, we present a formula $\phi_{H, T, B}$ with

1. $\operatorname{strong}-\operatorname{qr}\left(\phi_{H, T, B}\right)=O(\operatorname{depth}(T))$ and
2. $\left|\operatorname{strong}-\operatorname{bound}\left(\phi_{H, T, B}\right)\right|=O(\operatorname{width}(B))$,
such that for all graphs $\mathcal{G}$ we have $\mathcal{G} \models \phi_{H, T, B}$ if, and only if, $H$ embeds into $\mathcal{G}$. The idea is to use $|H|$ distinct weak variables to bind the embedding and width $(B)+1$ strong variables to keep track of the vertices in the bags. Each time a vertex enters the bags for the first time, bind the corresponding weak variable to one of the strong ones. Recycle strong variables when a vertex leaves a bag. Build a nested formula whose structure mirrors the tree decomposition and check for each bag whether the necessary edges are present.

## 5 Conclusion

In the present paper, we showed how the color coding technique can be turned into a powerful tool for parameterized descriptive complexity theory. This tool allows us to show that important results from parameterized complexity theory - like the fact that the embedding problem for graphs of bounded tree width lies in FPT - follow just from the syntactic structure of the formulas that describe the problem.

In all our syntactic characterizations it was important that variables or color predicates were not allowed to be within a universal scope. The reason was that literals, disjunctions, conjunctions, and existential quantifiers all have what we called the small witness property, which universal quantifiers do not have. However, there are other quantifiers, from more powerful logics that we did not explore, that also have the small witness property. An example are operators that test whether there is a path of length at most $k$ from one vertex to another for some fixed $k$ : if such a path exists, its vertices form a "small witness." Weak variables may be used inside these operators, leading to broader classes of problems that can be described by families of bounded strong quantifier rank. On the other hand, we cannot add the full transitive closure operator TC (for which it is well-known that $\mathrm{FO}[\mathrm{TC}]=\mathrm{NL}$ ) and hope that Theorems 3.1 and 3.5 still hold: If this were the case, we should be able to turn a formula that uses two colors $C_{1}$ and $C_{2}$ to express that there are two vertex-disjoint paths between two vertices into a $\mathrm{FO}[\mathrm{TC}]$ formula - thus proving the unlikely result that the NP-hard disjoint path problem is in NL.

Another line of inquiry into the descriptive complexity of parameterized problems was already started in the repeatedly cited paper by Chen et al. [6]: They give first syntactic properties for families of formulas describing weighted model checking problems that imply
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membership in para- $\mathrm{AC}^{0}$. We believe that it might be possible to base an alternative notion of weak quantifiers on these syntactic properties. Ideally, we would like to prove a theorem similar to Theorem 3.5 in which there are just more quantifiers that count as weak and, hence, even more families have bounded strong quantifier rank. This would allow us to prove for even more problems that they lie in FPT just because of the syntactic structure of the natural formula families that describe them.
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#### Abstract

We bound separations between the entangled and classical values for several classes of nonlocal $t$-player games. Our motivating question is whether there is a family of $t$-player XOR games for which the entangled bias is 1 but for which the classical bias goes down to 0 , for fixed $t$. Answering this question would have important consequences in the study of multi-party communication complexity, as a positive answer would imply an unbounded separation between randomized communication complexity with and without entanglement. Our contribution to answering the question is identifying several general classes of games for which the classical bias can not go to zero when the entangled bias stays above a constant threshold. This rules out the possibility of using these games to answer our motivating question. A previously studied set of XOR games, known not to give a positive answer to the question, are those for which there is a quantum strategy that attains value 1 using a so-called Schmidt state. We generalize this class to mod- $m$ games and show that their classical value is always at least $\frac{1}{m}+\frac{m-1}{m} t^{1-t}$. Secondly, for free XOR games, in which the input distribution is of product form, we show $\beta(G) \geq \beta^{*}(G)^{2^{t}}$ where $\beta(G)$ and $\beta^{*}(G)$ are the classical and entangled biases of the game respectively. We also introduce so-called line games, an example of which is a slight modification of the Magic Square game, and show that they can not give a positive answer to the question either. Finally we look at two-player unique games and show that if the entangled value is $1-\epsilon$ then the classical value is at least $1-\mathcal{O}(\sqrt{\epsilon \log k})$ where $k$ is the number of outputs in the game. Our proofs use semidefinite-programming techniques, the Gowers inverse theorem and hypergraph norms.
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## 1 Introduction

The study of multiplayer games has been extremely fruitful in theoretical computer science across diverse areas including the study of complexity classes [3], hardness of approximation [21], and communication complexity [20]. They are also a great framework in which to study Bell inequalities [2] and analyze the nonlocal properties of entanglement. A particularly simple kind of multiplayer game is an XOR game. An XOR game $G=(f, \pi)$ between $t$-players is defined by a function $f: X_{1} \times X_{2} \times \cdots \times X_{t} \rightarrow\{0,1\}$ and a probability distribution $\pi$ over $X_{1} \times \cdots \times X_{t}$. An input $\left(x_{1}, \ldots, x_{t}\right) \in X_{1} \times \cdots \times X_{t}$ is chosen by a referee according to $\pi$, who then gives $x_{i}$ to player $i$. Without communicating, player $i$ then outputs a bit $a_{i} \in\{0,1\}$ with the collective goal of the players being that $a_{1} \oplus \cdots \oplus a_{t}=f\left(x_{1}, \ldots, x_{t}\right)$. In a classical XOR game, the players' strategies are deterministic. In an XOR game with entanglement, players are allowed to share a quantum state and make measurements on this state to inform their outputs.

As players can always win an XOR game with probability at least $\frac{1}{2}$, it is common to study the bias of an XOR game, the probability of winning minus the probability of losing. We use $\beta(G)$ to denote the largest bias achievable by a classical protocol for the game $G$, and $\beta^{*}(G)$ to denote the best bias achievable by a protocol using shared entanglement for the game $G$.

Our motivating question in this paper is:

- Question 1. Is there a family of $t$-player XOR games $\left(G_{n}\right)_{n \in \mathbb{N}}$ such that $\beta^{*}\left(G_{n}\right)=1$ and $\beta\left(G_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ ?

This question has important implications for multi-party communication complexity. For a function $f: X_{1} \times \cdots X_{t} \rightarrow\{0,1\}$, let $R(f)$ denote the $t$-party randomized communication complexity of $f$ (in the number-in-the-hand model), and let $R^{*}(f)$ denote the $t$-party randomized communication complexity of $f$ where the parties are allowed to share entanglement. A positive answer to Question 1 gives a family of functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ with $R^{*}\left(f_{n}\right)=O(1)$ and $R\left(f_{n}\right)=\omega(1)$, i.e. an unbounded separation between these two communication models.

In the reverse direction, a family of functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ with $R^{*}\left(f_{n}\right)=O(1)$ and $R\left(f_{n}\right)=$ $\omega(1)$ gives a family of games $G_{n}=\left(f_{n}, \pi_{n}\right)$ with $\beta^{*}\left(G_{n}\right) \geq c$ for some constant $c$ and $\beta\left(G_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Thus there is a very close connection between Question 1 and the existence of an unbounded separation between randomized communication complexity with and without entanglement.

For the two-player case, it is known that the answer to Question 1 is negative. It was observed by Tsirelson [30] that Grothendieck's inequality [15], a fundamental result from Banach space theory, is equivalent to the assertion that $\beta^{*}(G) \leq K_{G} \cdot \beta(G)$, where $K_{G} \leq 1.78 \ldots[24,6]$ is Grothendieck's constant.

Linial and Shraibman [25] and Shi and Zhu [28] realized that the XOR bias of a game $(f, \pi)$ can be used to lower bound the communication complexity of $f$, both in the randomized setting and the setting with entanglement. Together with Grothendieck's inequality they
used this to show that $R(f)=O\left(2^{2 R^{*}(f)}\right)$ for any partial two-party function $f$. Thus in the two-party case an unbounded communication separation is not possible between the randomized model with and without entanglement. Raz has given an example of a partial function $f$ with $R(f)=2^{\Omega\left(R^{*}(f)\right)}$ [27], thus the upper bound of Linial-Shraibman and Shi-Zhu is essentially optimal.

In the case of three or more parties, Question 1 and the corresponding question of an unbounded separation between the entangled and non-entangled communication complexity models remain open. A striking result of Peréz-García et al. [26] shows that there is no analogue of Grothendieck's inequality in the three-player setting. In particular, they showed that there exists an infinite family of three-player XOR games $\left(G_{n}\right)_{n \in \mathbb{N}}$ with the property that the ratio of the entangled and classical biases of $G_{n}$ goes to infinity with $n$. This result was later quantitatively improved by Briët and Vidick [8]. Both results rely crucially on non-constructive (probabilistic) methods, and in both separating examples the entangled bias $\beta^{*}\left(G_{n}\right)$ also goes to zero with increasing $n$. These works leave open the question, posed explicitly in [8], of whether there is such a family of games in which the entangled bias does not vanish with $n$, but instead stays above a fixed positive threshold while the classical bias decays to zero. Crucially, having a separation in XOR bias where $\beta^{*}\left(G_{n}\right)$ remains constant is what is needed to also obtain an unbounded separation between randomized communication complexity with and without entanglement.

## Our contribution to answering Question 1

One approach to Question 1 is to look at different classes of games and identify which ones could possibly lead to a positive answer.

Peréz-García et al. [26] show that in any XOR game where the entangled strategy uses a GHZ state, there is a bounded gap between the classical and entangled bias: namely, the bias with a GHZ state in a $t$-player XOR game $G$ is at most $K_{G}(2 \sqrt{2})^{t-1} \beta(G)$. This bound is essentially tight as there are examples of $t$-player XOR games achieving a ratio between the GHZ state bias and classical bias of $\frac{\pi}{2}^{t}$ [32]. Briët et al. [7] later extended the Grothendiecktype inequality of Peréz-García et al. to a larger class of entangled states called Schmidt states (see Equation 1). Thus any game where there is a perfect strategy where the players share a Schmidt state cannot give a positive answer to Question 1.

Watts et al. [31] recently investigated Question 1 and found that a $t$-player XOR game $G$ that is symmetric, i.e. invariant under the renaming of players, and where $\beta^{*}(G)=1$ always has a perfect entangled strategy where the players share a GHZ state. Thus symmetric games also cannot give a positive answer to Question 1.

We further study games that have a perfect strategy where players share a GHZ or Schmidt state. We do this for a generalization of XOR games called mod $m$ games. In a $\bmod m$ game the players output an integer between 0 and $m-1$ and the goal is for the sum of the outputs mod $m$ to equal a target value determined by their inputs. We show that the classical advantage over random guessing is at least $\frac{m-1}{m} t^{1-t}$ in any $t$ player mod $m$ game that can be won perfectly by sharing a Schmidt state (see Theorem 2).

We show this by introducing angle games, a class of games that can be won perfectly sharing a GHZ state and are the hardest of all such games. Thus a classical strategy in an angle game can be used to lower bound the winning probability of any mod $m$ game that has a perfect Schmidt state strategy.

For small values of $t$ we can directly analyze angle games to give bounds that are sometimes tight. One interesting consequence of our result is the following. The Mermin game $G$ is a three-party XOR game where by sharing a GHZ state players can play perfectly,
$\beta^{*}(G)=1$, while classically $\beta(G)=\frac{1}{2}$. We show that this is the maximal possible separation of any 3 -party XOR game where $\beta^{*}(G)=1$ via a GHZ state. In particular, this means that when one looks at the XOR repetition of the Mermin game the classical bias does not go down at all.

We rule out other types of games that could positively answer Question 1 as well. A $t$-player free XOR game $G=(f, \pi)$ is a game where $\pi$ is a product distribution. For such games we show that $\beta(G) \geq \beta^{*}(G)^{2^{t}}$, and thus they cannot be used for a positive answer to Question 1.

Another class of XOR games we consider are line games, where the questions asked to the players are related by a geometric property. An example of a line game is a slight modification of the Magic Square game [18]. We show that line games cannot give a positive answer to Question 1 either.

Finally, we look at extensions of Question 1 beyond XOR games to more general classes of games like unique games [21], which have been deeply studied because of their application in hardness of approximation. For unique games we show that in fact if there is strategy with entanglement that can win a unique game perfectly, then there is a perfect classical strategy as well. This can be compared with the result of Cleve et al. [10] that if a two-player game with binary outputs has a perfect strategy with entanglement then it also has a perfect classical strategy. More generally, we show that if the winning probability with entanglement is $1-\epsilon$ in a unique game with $k$ outputs, then there is a classical strategy that wins with probability $1-C \sqrt{\epsilon \log k}$.

In the next subsections, we discuss our results in more detail.

### 1.1 Perfect Schmidt strategies for MOD games

A MOD- $m$ game is a generalization of XOR games to non-binary outputs. A nonlocal game is a MOD- $m$ game if the players are required to answer with integers from 0 to $m-1$, and win if and only if the sum of their answers modulo $m$ equals the target value determined by their inputs. We denote the optimal winning probability using classical strategies by $\omega(G)$, and we write $\omega^{*}(G)$ for the entangled winning probability. Random play in such a game ensures that the players can always win with probability at least $\frac{1}{m}$. As with XOR games, in a MOD- $m$ game one often considers the bias given by the maximum amount by which the value can exceed $\frac{1}{m}$, scaled to be in the $[0,1]$ range. The bias is $\beta(G)=\frac{m}{m-1}\left(\omega(G)-\frac{1}{m}\right)$, and similar for the entangled version. This generalizes the definition given for XOR games above.

Define a $t$-partite Schmidt state as a $t$-partite quantum state that can be written in the form

$$
\begin{equation*}
|\psi\rangle=\sum_{i=0}^{d-1} c_{i}\left|e_{i}^{(1)}\right\rangle\left|e_{i}^{(2)}\right\rangle \cdots\left|e_{i}^{(t)}\right\rangle \tag{1}
\end{equation*}
$$

where $c_{i}>0$ and where the $\left|e_{i}^{(j)}\right\rangle(i=0,1, \ldots, d-1)$ are orthogonal vectors in the $j$-th system. For $t=2$ any state can be written this way, something commonly known as the Schmidt decomposition. Note that the well-known GHZ state is a Schmidt state where all the $c_{i}$ are equal to $1 / \sqrt{d}$. In the context of nonlocal games, define a Schmidt strategy as a quantum strategy that uses (only) a Schmidt state. We say a strategy is perfect if it achieves winning probability 1 .

We consider $t$-player MOD-m games for which there is a perfect Schmidt strategy ("perfect Schmidt games") and for such games we give lower bounds on the classical winning probabilities. One particular set of games with this property is described by Boyer [5]. Their
entangled value is 1 but their classical value goes to 0 as the number of players goes to infinity. The authors of [31] define a closely-related class of games called noPREF games. This set of games is equal to the set of perfect Schmidt games when $m=2$ and the distribution on the inputs is uniform. In [31] it is shown that checking whether a game is in this class can be done in polynomial time. Furthermore, for symmetric $t$-player XOR games they show that a game has entangled value 1 if and only if it falls in this class of perfect Schmidt games. They also provide an explicit non-symmetric XOR game with entangled value 1 that is not in this class. We introduce a $t$-player MOD-m game called the uniform angle game, denoted $\mathrm{UAG}_{t, m}$ (defined in the full version of this paper) for which there is a perfect Schmidt strategy and show a lower bound on the classical winning probability.

- Theorem 2. Any t-player MOD-m game $G$ with perfect Schmidt strategy satisfies $\omega(G) \geq$ $\omega\left(\mathrm{UAG}_{t, m}\right)$. Furthermore we have $\beta\left(\mathrm{UAG}_{t, m}\right) \geq t^{1-t}$.

For $t=3, m=2$ (3-player XOR games) we have $\omega\left(\mathrm{UAG}_{3,2}\right)=3 / 4$. In the full version we provide bounds on $\omega\left(\mathrm{UAG}_{t, m}\right)$ for other values of $t, m$.

Let the inputs to a game come from a set $X=X_{1} \times X_{2} \times \ldots \times X_{t}$ where $X_{i}$ is the set of inputs for the $i$-th player. We say a game is total when all elements of $X$ have a non-zero probability of being asked (sometimes also called having full support), similar to total functions in the setting of communication complexity. On the other hand, we say that a game has a promise on the inputs when it is not total. For the class of perfect Schmidt games we show that total games are trivial.

- Lemma 3. When a t-player MOD-m game $G$ with perfect Schmidt strategy is total then $\omega(G)=1$.


### 1.2 Free XOR games

In this subsection we identify two types of games, namely free games and line games, for which either the ratio of the entangled and classical biases is small, or the entangled bias itself is small. Thus these games will not be able to give a positive answer to Question 1. Free games are a general and natural class of games in which the players' questions are independently distributed. Line games appear to be less studied (see below for their definition), but turn out to be relevant in the context of parallel repetition (also see below). The main idea behind these results is that a large entangled bias implies that the games are in a sense far from random. This is quantified by the magnitude of certain norms of the game tensors. The particular norms of interest here are related to norms used in Gowers' celebrated hypergraphand Fourier-analytic proofs of Szemerédi's Theorem. A crucial fact of these norms is that they are large if and only if there is "correlation with structure", the opposite of what one would expect from randomness. We show that this structure can be turned into good classical strategies, thus establishing a relationship between the entangled and classical biases.

- Theorem 4 (Polynomial bias relation for free XOR games). For integer $t \geq 2$ and any free $t$-player XOR game with entangled bias $\beta$, the classical bias is at least $\beta^{2^{t}}$.

This result may be considered as an analogue of a well-known result on quantum query algorithms for total functions. It is shown in [1] that the bounded-error quantum and classical query complexities of total functions are polynomially related.

### 1.3 Line games

Line games are not free, but have a simple geometric structure. For a finite field $\mathbb{F}$ of characteristic at least $t$ and positive integer $n$, a $t$-player line game is given by a map $\tau: \mathbb{F}^{n} \rightarrow\{0,1\}$. In the game, the referee independently samples two uniformly random points $x, y \in \mathbb{F}^{n}$ and sends the point $x+(i-1) y$ to the $i$ th player. The players win the game if and only if the XOR of their answers equals $\tau(y)$. In other words, the players' questions correspond to consecutive points (or an arithmetic progression) on a random affine line through $\mathbb{F}^{n}$ and the winning criterion depends only on the direction of the line. Refer to this as a line games over $\mathbb{F}^{n}$.

A small example of a line game can be obtained from a slight modification of the threeplayer Magic Square game, which was analyzed in [18]. The line game is played over the plane $\mathbb{F}_{3}^{2}$ and the predicate is zero only on the horizontal lines (with $y \in\{(1,0),(2,0)\}$. In the Magic Square game, the referee restricts only to horizontal and vertical lines. ${ }^{1}$

- Theorem 5. For any $\varepsilon \in(0,1]$, integer $t \geq 2$ and finite field $\mathbb{F}$ of characteristic at least $t$, there exists a $\delta(\varepsilon, t, \mathbb{F}) \in(0,1]$ such that the following holds. For any positive integer $n$ and any $t$-player line game over $\mathbb{F}^{n}$ with entangled bias $\varepsilon$, the classical bias is at least $\delta(\varepsilon, t, \mathbb{F})$.

Note that in the above result, the value of the classical bias is independent of the dimension $n$ of the vector space determining the players' question sets.

While it is not relevant to Question 1, the proof techniques used for Theorem 5 allow us to prove a parallel repetition theorem for a class of games that include line games. It is known that the value of free games and so-called anchored games decays exponentially under parallel repetition. Dinur et al. [13] identified a general criterion of multi-player games to behave like this, encompassing free and anchored games. They showed that it is sufficient for a certain graph that can be obtained from a game to be expanding, a well-known pseudorandom property that gives a measure of graph connectivity. Line games do not belong to this class, as their graphs are not even connected. However, we show that if a map $\tau: \mathbb{F}^{n} \rightarrow\{0,1\}^{n}$ is pseudorandom in a different sense, then a line game defined by $\tau$ has exponential decaying value under parallel repetition. More generally, we show that this is the case for a family of XOR games over an arbitrary finite abelian group $\Gamma$. These games are given by a positive integer $m$, a family of affine linear maps $\psi_{0}, \ldots, \psi_{t}: \Gamma^{m} \rightarrow \Gamma$ such that no two are multiples of each other, and a "game map" $\rho: \Gamma \rightarrow\{0,1\}$. In the game, the referee samples a uniform random element $x$ from $\Gamma^{m}$ and sends the group element $\psi_{i}(x)$ to the $i$ th player. The winning criterion is given by $\rho\left(\psi_{0}(x)\right)$. The relevant notion of pseudoranomness is quantified by the Gowers $t$-uniformity norm of the map $(-1)^{\rho}: x \mapsto(-1)^{\rho(x)}$, denoted $\left\|(-1)^{\rho}\right\|_{U^{t}}$.

- Lemma 6. Let $m, t$ be positive integers and let $\Gamma$ be a finite abelian group. Let $\psi_{0}, \ldots, \psi_{t}$ : $\Gamma^{m} \rightarrow \Gamma$ be affine linear maps such that no two are multiples of each other and let $\rho: \Gamma \rightarrow$ $\{0,1\}$. Let $G$ be the $t$-player XOR game given by the system $\left\{\psi_{0}, \ldots, \psi_{t}, \rho\right\}$. Then, for every positive integer $k$,

$$
\omega\left(G^{k}\right) \leq\left(\frac{1+\left\|(-1)^{\rho}\right\|_{U^{t}}}{2}\right)^{k}
$$

[^17]
### 1.4 Unique games

We know that the answer to Question 1 is negative in the two-player case, but we can generalize the question by dropping the XOR restriction. The set of XOR games is part of a larger class of games called unique games for which we investigate the relation between classical and entangled values. A two-player nonlocal game is a unique game if for every pair of questions, for every possible answer of the first player there is exactly one answer of the second player that lets them win, and vice versa. Stated differently, for every question there is a matching between the answers of the two players such that only the matching pairs of answers let the player win.

The Unique Games Conjecture (UGC) of Khot [21] states that for any $\epsilon, \delta>0$, for any $k>k(\epsilon, \delta)$, it is NP-hard to distinguish instances of unique games with winning probability at least $1-\epsilon$ from those with winning probability at most $\delta$, where $k$ is the number of possible answers. This conjecture has important consequences because it implies several hardness of approximation results. For example, for the Max-Cut problem, Khot et al. [22] showed that the UGC implies that obtaining an approximation ratio better than $\approx 0.878$ is NP-hard. Other results include inapproximability for Vertex Cover [23] and graph coloring problems [14].

Our results relate the quantum and classical winning probabilities in the regime of near-perfect play and are based on a result in [9].

- Theorem 7. Let $\epsilon \geq 0$. There is an efficient algorithm that, given any two-player unique game with entangled value $1-\epsilon$, outputs a classical strategy with winning probability at least $1-C \sqrt{\epsilon \log k}$, where $C$ is a constant independent of the game.

Note that for $\epsilon=0$ this means a perfect quantum strategy implies a perfect classical strategy. Furthermore, the above result only beats a trivial strategy when $\epsilon=\mathcal{O}(1 / \log k)$.

Work in a similar direction includes [19]. They show that entangled version of the UGC is false, by providing an efficient algorithm that gives an explicit quantum strategy with winning probability at least $1-6 \epsilon$ when the true entangled value is $1-\epsilon$. In the classical case, [9] gives an algorithm that outputs a classical strategy with winning probability $1-\mathcal{O}(\sqrt{\epsilon \log k})$ when the true classical value is $1-\epsilon$. We extend this result by showing that this classical strategy also does the job when, not the classical, but the entangled value is $1-\epsilon$.

## 2 Techniques

This section provides an overview of the proof techniques that we employed. We give sketches of the main ideas which are worked out in full detail in later sections.

### 2.1 Reduction to angle games

To prove Theorem 2 we introduce a new set of $t$-player MOD- $m$ games that we call angle games. We define a particular angle game called the uniform angle game, denoted by $\mathrm{UAG}_{t, m}$ and show that it is the hardest of these games. In an angle game, players receive complex phases $e^{i \phi}$ (angles) satisfying a promise, and the winning answer depends only on the product of the inputs $e^{i \phi_{1}} \cdot e^{i \phi_{2}} \cdots e^{i \phi_{t}}$. We prove the theorem by extracting from any perfect Schmidt strategy a set of complex phases that satisfy such a promise, and thereby reducing any such game to the $\mathrm{UAG}_{t, m}$ game. Let us sketch how this is accomplished. Assume that a perfect Schmidt strategy exists, and let $\left\{P_{1}^{\left(j, x_{j}\right)}, \ldots, P_{m}^{\left(j, x_{j}\right)}\right\}$ be the projective measurement
done by player $j$ on input $x_{j}$ so that $P_{i}^{\left(j, x_{j}\right)}$ corresponds to output $i$. Now define unitaries $U^{\left(j, x_{j}\right)}=\sum_{i} \omega_{m}^{i} P_{i}^{\left(j, x_{j}\right)}$, where $\omega_{m}=e^{2 \pi i / m}$ is an $m$-th root of unity. Since the strategy is perfect we have for every input $\left(x_{1}, \ldots, x_{t}\right)$ that

$$
\omega_{m}^{M\left(x_{1}, \ldots, x_{t}\right)}=\langle\psi| U^{\left(1, x_{1}\right)} \otimes U^{\left(2, x_{2}\right)} \otimes \ldots \otimes U^{\left(t, x_{t}\right)}|\psi\rangle .
$$

Using the definition of a Schmidt state, we show that this equality implies that these unitaries must be of a simple form and their entries satisfy the promise of an angle game. We prove Theorem 2 and Lemma 3 in the full version, where we also provide classical strategies for the uniform angle game and show that these are tight in the case of 3-player XOR games.

### 2.2 Norming hypergraphs and quasirandomness

Our main tool for proving Theorem 4 is a relation between the entangled and classical biases and a norm on the set of game tensors. For $t$-tensors, this norm is given in terms of a certain $t$-partite $t$-uniform hypergraph $H$. Recall that such a hypergraph consists of $t$ finite and pairwise disjoint vertex sets $V_{1}, \ldots, V_{t}$ and a collection of $t$-tuples $E(H) \subseteq V_{1} \times \cdots \times V_{t}$, referred to as the edge set of $H$. For a $t$-tensor $T \in \mathbb{R}^{n_{1} \times \cdots \times n_{t}}$, the norm has the following form:

$$
\begin{equation*}
\|T\|_{H}=\left(\mathbf{E}_{\phi_{i}: V_{i} \rightarrow\left[n_{i}\right]}\left[\prod_{\left(v_{1}, \ldots, v_{t}\right) \in E(H)} T\left(\phi_{1}\left(v_{1}\right), \ldots, \phi_{t}\left(v_{t}\right)\right)\right]\right)^{\frac{1}{E(H) T}} \tag{2}
\end{equation*}
$$

where the expectation taken with respect to the uniform distribution over all $t$-tuples of mappings $\phi_{i}$ from $V_{i}$ to $\left[n_{i}\right]$. Expressions such as (2) play an important role in the context of graph homomorphisms [4]. If $T$ is the adjacency matrix of a bipartite graph with left and right node sets $\left[n_{1}\right]$ and $\left[n_{2}\right]$ respectively, then each product in (2) is 1 if and only if the maps $\phi_{1}$ and $\phi_{2}$ preserve edges.

Criteria for $H$ under which (2) defines a norm or a semi-norm were determined by Hatami $[17,16]$ and Conlon and Lee [12]. Famous examples of graph norms include the Schatten- $p$ norms for even $p \geq 4$ (in which case $H$ is a $p$-cycle) and a well-known family of hypergraph norms are the Gowers octahedral norms. The latter were introduced for the purpose of quantifying a notion of quasirandomness of hypergraphs as an important part of Gowers' graph-theoretic proof of Szemerédi's theorem on arithmetic progressions. Having large Gowers norm turns out to imply correlation with structure, as opposed to quasirandomness. This is true also for the norm relevant for our setting. In particular, it turns out that the structure with which a game tensor correlates can be turned into a classical strategy for the game. As such, a large norm of the game tensor implies a large classical bias of the game itself. At the same time, we show that the entangled bias is bounded from above by the norm of the game tensor, provided the game is free. Putting these observations together gives the proof of Theorem 4, which we give in the full version of this paper.

The particular hypergraph norm relevant in our setting was introduced in [11] and can be obtained recursively as follows. Starting with a $t$-partite $t$-uniform hypergraph $H$ with vertex set $V_{1} \cup \cdots \cup V_{t}$, write $\mathrm{db}_{i}(H)$ for the $t$-partite $t$-uniform hypergraph obtained by making two vertex-disjoint copies of $H$ and gluing them together so that the vertices in the two copies of $V_{i}$ are identified. We obtain our hypergraph by starting with a single edge $e=\left(v_{1}, \ldots, v_{t}\right)$ (and vertex sets of size 1 ), and applying this operation to all parts, forming the hypergraph $\mathrm{db}_{1}\left(\mathrm{db}_{2}\left(\ldots \mathrm{db}_{t}(e)\right)\right)$ with vertex sets of size $2^{t-1}$ and $2^{t}$ edges. The fact that this hypergraph defines a norm via (2) was proved in [12].

### 2.3 Line games and Gowers uniformity norms

The proof of Theorem 5 is based on two fundamental results from additive combinatorics: the generalized von Neumann inequality and the Gowers Inverse Theorem. The former easily shows that the classical bias of a line game is bounded from above by the Gowers $t$-uniformity norm of the game map. We show that in fact the same upper bound holds for the entangled bias as well. A large entangled bias thus implies a large uniformity norm for the game map. Analogous to the above-mentioned octahedral norms for tensors, uniformity norms were introduced to quantify a notion of pseudorandomness for bounded maps over abelian groups as an important step in Gowers' other proof of Szemerédi's Theorem, based on higher-order Fourier analysis. The highly non-trivial Gowers Inverse Theorem of Tao and Ziegler [29] establishes that high uniformity norm again implies correlation with structure. Although structure in this context means something quite different than for tensors, we show that it still implies a lower bound on the classical bias. The above observations together prove Theorem 5 , details of which can be found in the full version.

### 2.4 Semidefinite programming relaxation

The proof of Theorem 7 is a small modification of a proof in [9]. They consider a semidefinite programming (SDP) relaxation of the optimization problem for the classical value and then give two algorithms for rounding the result of the SDP to a classical strategy. In the SDP relaxation the objective is to optimize $\mathbb{E}_{x, y} \sum_{i=1}^{k}\left\langle u_{i}^{(x)} \mid v_{\pi_{x y}(i)}^{(y)}\right\rangle$ where $u_{i}^{(x)}, v_{j}^{(y)} \in \mathbb{R}^{d}$ are vectors corresponding to questions $x, y$ and answers $i, j$. Furthermore, $\pi_{x y}$ is the matching of correct answers on questions $x, y$. A classical strategy would correspond to the case where the vectors are integers instead, such that for each $x$ exactly one $u_{i}^{(x)}$ is equal to 1 and all other $u_{i}^{(x)}$ are equal to zero and similar for the $v_{j}^{(y)}$. A quantum strategy also gives rise to a set of vectors, but satisfying different constraints [19]. One of the constraints of the SDP considered in [9] is $0 \leq\left\langle u_{i} \mid v_{\pi_{x y}(i)}\right\rangle \leq\left|u_{i}\right|^{2}$ which is valid for classical strategies, but in general not for quantum strategies. For our proof, we consider the same SDP but with this constraint dropped. In that case it is also a relaxation for the entangled case and with a few changes one of the rounding algorithms in [9] is also valid when the constraint is dropped. Note that the result only beats a trivial strategy when $\epsilon=\mathcal{O}(1 / \log k)$ whereas the other rounding algorithm in [9] is non-trivial for any $\epsilon$. However this other algorithm is more dependent on the extra constraint and it is not clear if it can be dropped there as well.

To get some intuition for the rounding algorithm, we sketch a solution for $\epsilon=0$ here. In this case one can show that for each question pair $x, y$ the set of vectors $\left|u_{i}^{(x)}\right\rangle(i=1, \ldots, k)$ known by the first player is the same set of vectors as the set $\left|v_{i}^{(y)}\right\rangle(i=1, \ldots, k)$ known to the second player. In particular, the vector $\left|u_{i}^{(x)}\right\rangle$ is the same as the matching vector $\left|v_{\pi_{x y}(i)}^{(y)}\right\rangle$ of the other player. Using shared randomness they can sample a random vector $|g\rangle$ and compute the overlaps $\xi_{i}^{(x)}=\left\langle g \mid u_{i}^{(x)}\right\rangle$ and $\xi_{i}^{(y)}=\left\langle g \mid v_{i}^{(y)}\right\rangle$ respectively. As they have the same vectors, the players will have the same values for answers in the matching: $\xi_{i}^{(x)}=\xi_{\pi_{x y}(i)}^{(y)}$. Now both players simply output the answer $i$ for which $\left|\xi_{i}^{(x)}\right|$ (and $\left|\xi_{i}^{(y)}\right|$ for the other player) has the largest value. With probability one this will yield correct answers. For $\epsilon>0$ the sets of vectors will not be exactly equal and therefore the values $\xi_{i}^{(x)}, \xi_{\pi_{x y}(i)}^{(y)}$ will be close but not exactly equal. The discrepancy in these values will be bigger for vectors $\left|u_{i}^{(x)}\right\rangle$ with a small norm. In the full version we provide the rounding algorithm in full detail and show how this issue is solved.
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#### Abstract

We consider the complexity of the Independent Set Reconfiguration problem under the Token Sliding rule. In this problem we are given two independent sets of a graph and are asked if we can transform one to the other by repeatedly exchanging a vertex that is currently in the set with one of its neighbors, while maintaining the set independent. Our main result is to show that this problem is PSPACE-complete on split graphs (and hence also on chordal graphs), thus resolving an open problem in this area.

We then go on to consider the $c$-Colorable Reconfiguration problem under the same rule, where the constraint is now to maintain the set $c$-colorable at all times. As one may expect, a simple modification of our reduction shows that this more general problem is PSPACE-complete for all fixed $c \geq 1$ on chordal graphs. Somewhat surprisingly, we show that the same cannot be said for split graphs: we give a polynomial time $\left(n^{O(c)}\right)$ algorithm for all fixed values of $c$, except $c=1$, for which the problem is PSPACE-complete. We complement our algorithm with a lower bound showing that $c$-Colorable Reconfiguration is $\mathrm{W}[2]$-hard on split graphs parameterized by $c$ and the length of the solution, as well as a tight ETH-based lower bound for both parameters.
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## 1 Introduction

A reconfiguration problem is a problem of the following type: we are given an instance of a decision problem, two feasible solutions $S, T$, and a local modification rule. The question is whether $S$ can be transformed to $T$ by repeated applications of the modification rule in a way that maintains the solution feasible at all times. Due to their numerous applications, reconfiguration problems have attracted much interest in the literature, and reconfiguration versions of standard problems (such as Satisfiability, Dominating Set, and Independent SET) have been widely studied (see the surveys [10, 19] and the references therein).

Among reconfiguration problems on graphs, Independent Set Reconfiguration is certainly the most well-studied. The complexity of this problem depends heavily on the rule specifying the allowed reconfiguration moves. The main reconfiguration rules that have been studied for Independent Set Reconfiguration are Token Addition \& Removal (TAR) $[16,18]$, Token Jumping (TJ) $[2,3,12,13,14]$, and Token Sliding (TS) $[1,5,6,8,11,17]$. In all rules, we are required to keep the current set independent at all times. TAR allows us to add or remove any vertex in the current set, as long as the set's size is always higher than a predetermined threshold. TJ allows to exchange any vertex in the set with any vertex outside it (thus keeping the size of the set constant at all times). Finally, under TS, we are allowed to exchange a vertex in the current independent set with one of its neighbors, that is, we are allowed to perform a TJ move only if the two involved vertices are adjacent.

The Independent Set Reconfiguration problem has been intensively studied under all three rules. Because the problem is PSPACE-complete in general for all three rules [16], this has motivated the study of its complexity in restricted classes of graphs, with an emphasis on graphs where Independent Set is polynomial-time solvable, such as chordal graphs and bipartite graphs. By now, many results of this type have been discovered (see Table 1 for a summary).

Our first, and main, focus of this paper is to concentrate on a case of this problem which has so far remained elusive, namely, the complexity of Independent Set Reconfiguration on chordal graphs under the TS rule. This case is of particular interest because it is one of the few cases where the problem is known to be tractable under both TAR and TJ. Indeed, Kamiński, Medvedev, and Milanič [16] showed that under these two rules Independent Set Reconfiguration is polynomial-time solvable on even-hole-free graphs, a class that contains chordal graphs. In the same paper they explicitly asked as an open question if the same problem is tractable on even-hole-free graphs under TS ([16, Question 2]).

This question was then taken up by Bonamy and Bousquet [1] who made some progress by showing that Independent Set Reconfiguration under TS is polynomial-time solvable on interval graphs, an important subclass of chordal graphs. They also gave some first evidence that it may be hard to obtain a similarly positive result for chordal graphs by showing that a related problem, the problem of determining if all independent sets of the same size can be transformed to each other under TS, is coNP-hard on split graphs, another subclass of chordal graphs. Note, however, that this is a problem that is clearly distinct from the more common reconfiguration problem (which asks if two specific sets are reachable from each other), and that the coNP-hardness is not tight, since the best known upper bound for this problem is also PSPACE.

The complexity of Independent Set Reconfiguration under TS on split and chordal graphs has thus remained as an open problem. Our first, and main, contribution in this paper is to settle this problem by showing that the problem is PSPACE-complete already on split graphs (Theorem 9), and therefore also on chordal and even-hole-free graphs.

Table 1 Complexity of Independent Set Reconfiguration on some graph classes.

|  | Independent Set Reconfiguration |  |
| :---: | :---: | :---: |
|  | TS |  |
| perfect | PSPACE-complete $[16]$ |  |
| even-hole-free | PSPACE-complete (Theorem 9) | $\mathrm{P}[16]$ |
| chordal | PSPACE-complete (Theorem 9) | P (even-hole-free) |
| split | PSPACE-complete (Theorem 9) | P (even-hole-free) |
| interval | $\mathrm{P}[1]$ | P (even-hole-free) |
| bipartite | PSPACE-complete $[17]$ | NP-complete $[17]$ |

$c$-Colorable Reconfiguration. A natural generalization of Independent Set Reconfiguration was recently introduced in [15]: in $c$-Colorable Reconfiguration we are given a graph $G=(V, E)$ and two sets $S, T \subseteq V$, both of which induce a $c$-colorable graph. The question is whether $S$ can be transformed to $T$ (under any of the previously mentioned rules) in a way that maintains a $c$-colorable graph at all times. Clearly, $c=1$ is the case of Independent Set Reconfiguration. It was shown in [15] that this problem is already PSPACE-complete on split graphs under all three rules, when $c$ is part of the input. It was thus posed as an open question what is the complexity of the same problem when $c$ is fixed. Some first results in this direction were given in the form of an $n^{O(c)}$ (XP) algorithm that works for split graphs under the TAR and TJ rules (but not TS). Motivated by this work, the second area of focus of this paper is to investigate how the hardness of 1-Colorable Reconfiguration for split graphs established in Theorem 9 extends to larger, but fixed $c$.

Our first contribution in this direction is to show that, for chordal graphs, $c$-Colorable Reconfiguration under TS is PSPACE-complete for any fixed $c \geq 1$. This is, of course, not surprising, as the problem is PSPACE-complete for $c=1$; indeed, the reduction we present in Theorem 10 is a tweak of the construction of Theorem 9 that increases $c$.

What is perhaps more surprising is that we show (under standard assumptions) that, even though Theorem 9 establishes hardness for $c=1$ on split graphs, a similar tweak cannot establish hardness for higher $c$ on the same class for TS. Indeed, we provide an algorithm which solves TS $c$-Colorable Reconfiguration in split graphs in time $n^{O(c)}$ for any $c$ except $c=1$. Thus, Independent Set Reconfiguration turns out to be the only hard case of $c$-Colorable Reconfiguration for split graphs under TS. Since the $n^{O(c)}$ algorithm of [15] for TAR/TJ reconfiguration of split graphs works for all fixed $c$, it thus seems that this anomalous behavior is peculiar to the Token Sliding rule.

Finally, we address the natural question of whether one can improve this $n^{O(c)}$ algorithm, by showing that the problem is W[2]-hard parameterized by $c$ and the length of the solution $\ell$ for all three rules. This is in a sense doubly tight, since in addition to our algorithm and the algorithm of [15] which run in $n^{O(c)}$, it also matches the trivial $n^{O(\ell)}$ algorithm which tries out all solutions of length $\ell$. More strongly, under the ETH our reduction implies that the problem cannot be solved in $n^{o(c+\ell)}$ meaning that these algorithms are in a sense "optimal".

## 2 Definitions

We use standard graph-theoretic terminology. For a graph $G=(V, E)$ and a set $S \subseteq V$ we use $G[S]$ to denote the graph induced by $S$. A graph is chordal if it does not contain a $k$-vertex cycle $C_{k}$ as an induced subgraph for any $k>3$. A graph is split if its vertex set can be partitioned into two sets $K, I$ such that $K$ induces a clique and $I$ induces an
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independent set. It is a well-known fact that split graphs are chordal, and it is easy to see that both classes are closed under induced subgraphs. We use $\chi(G), \omega(G)$ to denote the chromatic number and maximum clique size of a graph $G$ respectively. It is known that, because chordal graphs are perfect, if $G$ is chordal then $\chi(G)=\omega(G)$ [21]. We also recall that a graph $G$ is chordal if and only if every induced subgraph of $G$ contains a simplicial vertex, where a vertex is simplicial if its neighborhood is a clique.

Let $G=(V, E)$ be a graph and $c \geq 1$ an integer. Given two sets $S, T \subseteq V$ such that $\chi(G[S]), \chi(G[T]) \leq c$, we say that $S$ can be $c$-transformed into $T$ by one token sliding (TS) move if $|T|=|S|$ and there exist $u, v \in V$ with $(u, v) \in E$ such that $\{u\}=T \backslash S,\{v\}=S \backslash T$. One easy way to think of TS moves is by picturing the elements of the current set $S$ as tokens placed on the vertices of the graph, and a single move as "sliding" a token along an edge (hence the name Token Sliding).

We say that $S$ is $c$-reachable from $T$, or that $S$ can be $c$-transformed into $T$, by a sequence of TS moves if there exists a sequence of sets $I_{0}, I_{1}, \ldots, I_{\ell}$, with $I_{0}=S, I_{\ell}=T$ and for each $i \in\{0, \ldots, \ell-1\}, \chi\left(G\left[I_{i}\right]\right) \leq c$ and $I_{i}$ can be $c$-transformed into $I_{i+1}$ by one TS move. We will simply say that $S$ can be transformed into $T$ or that $S$ is reachable from $T$, if $S, T$ are independent sets and $S$ can be 1-transformed into $T$. We focus on the following problems.

- Definition 1. In c-Colorable Reconfiguration we are given a graph $G=(V, E)$ and two sets $S, T \subseteq V$ with $|S|=|T|$ and $\chi(G[S]), \chi(G[T]) \leq c$. We are asked if $S$ can be c-transformed into $T$. Independent Set Reconfiguration is the special case of $c$-Colorable Reconfiguration where $c=1$.

In addition to TS moves we will consider Token Jumping (TJ) and Token Addition \& Removal (TAR) moves. A TJ move is the same as a TS move except that the two vertices $u, v$ are not required to be adjacent. Two $c$-colorable sets $S, T$ are reachable with one TAR move with threshold $k$ if $|S|,|T| \geq k$ and $|(S \backslash T) \cup(T \backslash S)|=1$. We note here that, because our main focus in this paper is the TS rule, whenever we refer to a transformation without explicitly specifying under which rule this transformation is performed the reader may assume that we are referring to the TS rule.

We assume that the reader is familiar with basic complexity notions such as the class PSPACE [20], as well as basic notions in parameterized complexity, such as the class W[2] (see e.g. [4]). In Theorem 9 we will perform a reduction from the PSPACE-complete NCL (non-deterministic constraint logic) reconfiguration problem introduced by Demaine and Hearn in [8] (see also [7, 9]). Let us recall this problem. In the NCL reconfiguration problem we are given as input a graph $G=(V, E)$, whose edge set is partitioned into two sets, $R$ (red) and $B$ (blue). We consider blue edges as edges of weight 2 and red edges as edges of weight 1 . A valid configuration of $G$ is an orientation of all the edges with the property that all vertices have weighted in-degree at least 2 . In the NCL configuration-to-configuration problem we are given two valid orientations of $G, D$ and $D^{\prime}$, and are asked if there is a sequence of valid orientations $D_{0}, D_{1}, \ldots, D_{t}$ such that $D=D_{0}, D^{\prime}=D_{t}$ and for all $i \in\{0, \ldots, t-1\}$ we have that $D_{i}, D_{i+1}$ agree on all edges except one. We recall the following theorem:

- Theorem 2 (Corollary 6 of [8]). The NCL configuration-to-configuration problem is PSPACE-complete even if all vertices of $G$ have degree exactly three and, moreover, even if all vertices belong in one of the following two types: OR vertices, which are vertices incident on exactly three blue edges and no red edges; and AND vertices which are vertices incident on two red edges and one blue edge.


## 3 Token Sliding on Split Graphs is PSPACE-complete

The main result of this section is that Independent Set Reconfiguration is PSPACEcomplete under the TS rule when restricted to split graphs.

## Overview of the proof

Our proof is a reduction from the NCL (non-deterministic constraint logic) reconfiguration problem of Theorem 2. The first step of our proof is a relatively straightforward reduction from the NCL reconfiguration problem to token sliding on split graphs. Its main idea is roughly as follows: for each edge $e=(u, v)$ of the original graph we construct two selection vertices $e_{u}, e_{v}$ in the independent set of our split graph. The idea is that at each point exactly one of the two will contain a token (i.e. will belong in the current independent set), hence our independent set will in a natural way represent an orientation of the original graph. In order to allow a single reconfiguration step to take place we add for each pair of selection vertices $e_{u}, e_{v}$ one or two "gate" vertices (depending on the color of $e$ ), which are common neighbors of $e_{u}, e_{v}$ and belong in the clique. The idea is that a single re-orientation step would, for example, take a token from $e_{u}$, slide it to a gate vertex connected to the pair $e_{u}, e_{v}$, and then slide it to $e_{v}$ : this sequence would represent re-orienting $e$ from $u$ to $v$. In order to simulate the in-degree constraint we add edges between each selection vertex $e_{u}$ and gate vertices corresponding to edges incident on the other endpoint of $e$, since keeping a token on $e_{u}$ represents an orientation of $e$ towards $u$, which makes it harder to re-orient the edges incident on the other endpoint of $e$.

The above sketch captures the basic idea of our reduction, except for one significant obstacle. The correspondence between orientations and independent sets is only valid if we can guarantee that no intermediate independent set will "cheat" by, for example, placing tokens on both $e_{u}$ and $e_{v}$. Since we have added edges from $e_{u}, e_{v}$ to gate vertices that correspond to other edges (in order to simulate the interaction between edges in the NCL instance), nothing prevents a reconfiguration solution from using these edges to slide a token from one selection pair to another. The main problem thus becomes enforcing consistency, or in other words forcing the solution sequence to only use the appropriate gate vertices to slide tokens as intended. This is handled in the second step of our reduction which, given the split graph construction sketched above, makes a large number of copies and connects them appropriately in a way that the only feasible token sliding solutions are indeed those that correspond to valid orientations of the original graph.

In the remainder of this section we use the following notation: $G=(V, E)$, where $E=R \cup B$, is the graph supplied with the initial NCL reconfiguration instance and $D, D^{\prime}$ are the initial and target orientations; $G_{b}=\left(V_{b}, E_{b}\right)$ is the "basic" split graph of our construction in the first step and $S, T$ the independent sets of $G_{b}$ for which we need to decide reachability; and $G_{f}=\left(V_{f}, E_{f}\right)$ is the split graph of our final token sliding instance with $S_{f}, T_{f}$ being its corresponding independent sets.

Before we proceed, let us first slightly edit our given NCL reconfiguration instance. We will now allow some vertices to have degree two and call these vertices COPY vertices. Using these we can force the OR vertices to become an independent set.

- Lemma 3. NCL reconfiguration remains PSPACE-complete on graphs where (i) all vertices are either AND vertices (two incident red edges, one incident blue edge), OR vertices (three incident blue edges), or COPY vertices (two incident blue edges) (ii) every blue edge is incident on exactly one COPY vertex.

Proof. For every blue edge $e=(u, v) \in B$ in the original graph we delete this edge from the graph, introduce a new COPY vertex $w$, and connect $w$ to $u, v$ with blue edges. It is not hard to see that this transformation does not change the type of any original vertex or the answer to the reconfiguration problem.

## First Step of the Construction

We assume (Lemma 3) that in the given graph $G$ we have three types of vertices (AND, OR, COPY) and that each blue edge is incident on one COPY vertex. Let us now describe the construction of $G_{b}$.

1. For each $e=(u, v) \in R$ we construct two selector vertices $e_{u}, e_{v}$ and one gate vertex $g_{e}$.
2. For each $e=(u, v) \in B$ we construct two selector vertices $e_{u}, e_{v}$ and two gate vertices $g_{e, 1}, g_{e, 2}$.
3. For each edge $e=(u, v) \in R$ we connect $g_{e}$ to both $e_{u}, e_{v}$. For each edge $e=(u, v) \in B$ we connect both $g_{e, 1}, g_{e, 2}$ to both $e_{u}, e_{v}$. We call the edges added in this step gate edges.
4. For each AND vertex $u$, such that $e=\left(u, v_{1}\right) \in B$ and $f=\left(u, v_{2}\right) \in R, h=\left(u, v_{3}\right) \in R$ we add the following edges: $\left(e_{v_{1}}, g_{f}\right),\left(e_{v_{1}}, g_{h}\right),\left(f_{v_{2}}, g_{e, 1}\right),\left(f_{v_{2}}, g_{e, 2}\right),\left(h_{v_{3}}, g_{e, 1}\right),\left(h_{v_{3}}, g_{e, 2}\right)$ (see Figure 1). In other words, for each edge involved in this part we connect the selector which represents its other endpoint (not $u$ ) to the gate vertices of edges that should be unmovable if this edge is not oriented towards $u$.
5. For each OR vertex $u$ such that $e=\left(u, v_{1}\right), f=\left(u, v_{2}\right), h=\left(u, v_{3}\right) \in B$ we add the following edges: $\left(e_{v_{1}}, g_{f, 1}\right),\left(e_{v_{1}}, g_{h, 1}\right),\left(e_{v_{2}}, g_{e, 1}\right),\left(e_{v_{2}}, g_{h, 2}\right),\left(e_{v_{3}}, g_{e, 2}\right),\left(e_{v_{3}}, g_{f, 2}\right)$. In other words, we connect the selector vertex for each $v_{i}$ to a distinct gate of the edges $\left(u, v_{j}\right),\left(u, v_{k}\right)$, for $i, j, k$ distinct. Informally, this makes sure that if two of the edges are oriented away from $u$ the third edge is stuck, but if at most one is oriented away from $u$ the other edges have a free gate.
6. For each COPY vertex $u$ such that $e=\left(u, v_{1}\right), f=\left(u, v_{2}\right) \in B$ we add the following edges: $\left(e_{v_{1}}, g_{f, 1}\right),\left(e_{v_{1}}, g_{f, 2}\right),\left(f_{v_{2}}, g_{e, 1}\right),\left(f_{v_{2}}, g_{e_{2}}\right)$. In other words, we connect the selector vertex for $v_{1}$ in a way that blocks the movement of the token from $f_{u}$, and similarly for $v_{2}$.
7. We connect all gate vertices into a clique to obtain a split graph. Note that the remaining vertices (that is, the selector vertices $e_{v}$ ) form an independent set.

We now construct two independent sets $S, T$ of $G_{b}$ in the natural way: given an orientation $D$, for each $e=(u, v)$ we place $e_{u}$ in $S$ if and only if $D$ orients $e$ towards $u$; we construct $T$ from $D^{\prime}$ in the same way. This completes the basic construction.

Before proceeding, let us make some basic observations regarding the neighborhoods of gate vertices of the graph $G_{b}$. We have the following:

- If $e=(u, v) \in R$, let $u^{\prime}, v^{\prime}$ be vertices of $G$ such that $f=\left(u, u^{\prime}\right) \in B, h=\left(v, v^{\prime}\right) \in B$ (that is, $u^{\prime}, v^{\prime}$ are the second endpoints of the blue edges incident on $u, v$ ). We have that $N\left(g_{e}\right)=\left\{e_{u}, e_{v}, f_{u^{\prime}}, h_{v^{\prime}}\right\}$.
- If $e=(u, v) \in B, u$ is a COPY vertex and $v$ is an AND vertex, let $f=\left(u, u^{\prime}\right) \in B$ be the other edge incident on $u$, and $h=\left(v, v^{\prime}\right), \ell=\left(v, v^{\prime \prime}\right) \in R$ be the other two edges incident on $v$. Then $N\left(g_{e, 1}\right)=N\left(g_{e, 2}\right)=\left\{e_{u}, e_{v}, f_{u^{\prime}}, h_{v^{\prime}}, \ell_{v^{\prime \prime}}\right\}$.
- If $e=(u, v) \in B, u$ is a COPY vertex and $v$ is an OR vertex, let $f=\left(u, u^{\prime}\right) \in B$ be the other edge incident on $u$, and $h=\left(v, v^{\prime}\right), \ell=\left(v, v^{\prime \prime}\right) \in B$ be the other two edges incident on $v$. Then one of the vertices $g_{e, 1}, g_{e, 2}$ has neighbors $\left\{e_{u}, e_{v}, f_{u^{\prime}}, h_{v^{\prime}}\right\}$ and the other has neighbors $\left\{e_{u}, e_{v}, f_{u^{\prime}}, \ell_{v^{\prime \prime}}\right\}$.


Figure 1 Construction when $u$ is an AND vertex (top) or an OR vertex (bottom). In both cases $v_{1}$ is a COPY vertex. The part of the construction corresponding to $\ell$ is not drawn: $\ell_{v_{4}}$ would be a common neighbor of $g_{e, 1}, g_{e, 2}$ and $e_{u}$ would be a common neighbor of $\ell_{e, 1}, \ell_{e, 2}$. Edges connecting selector vertices to their corresponding gates are drawn thinner for readability. On the right, black (gate) vertices are connected in a clique.

We are now ready to show that if we only consider "consistent" configurations in $G_{b}$, then the new instance simulates the original NCL reconfiguration problem.

- Lemma 4. There is a valid reconfiguration of the $N C L$ instance given by $G, D, D^{\prime}$ if and only if there exists a valid reconfiguration under the TS rule from $S$ to $T$ in $G_{b}$ such that no independent set of the reconfiguration sequence contains both $e_{u}, e_{v}$ for any $e=(u, v) \in E$.

Proof. Since $G_{b}$ is a split graph, any independent set contains at most one vertex from the clique made up of the gate vertices. We will call an independent set that contains no gate vertices a "main" configuration. Furthermore, for main configurations that also obey the restrictions of the lemma (i.e. do not contain both $e_{u}, e_{v}$ for any $e \in E$ ), we observe that there is a natural one-to-one correspondence with the set of orientations of $G$ : an edge $e=(u, v)$ is oriented towards $u$ if and only if $e_{u}$ is in the independent set. (We implicitly use the fact that the number of tokens is $|E|$, therefore for each pair $e_{u}, e_{v}$ exactly one vertex has a token in such a main configuration).

Suppose now that we have two consecutive valid orientations $D_{i}, D_{i+1}$ in the reconfiguration sequence of $G$ such that $D_{i}, D_{i+1}$ differ only on the edge $e=(u, v)$, which $D_{i}$ orients towards $u$. We want to show that the sets $I_{i}, I_{i+1}$ obtained using the correspondence above from $D_{i}, D_{i+1}$ can be obtained from each other with a pair of sliding token moves. Indeed, the sets $I_{i}, I_{i+1}$ are identical except that $\left\{e_{u}\right\}=I_{i} \backslash I_{i+1}$ and $\left\{e_{v}\right\}=I_{i+1} \backslash I_{i}$. We would like to slide the token from $e_{u}$ to $e_{v}$ using a gate vertex adjacent to both vertices.

First, assume that $e \in R$, so there exists a single gate vertex $g_{e}$. Furthermore, $u, v$ are both AND vertices. Since both $D_{i}, D_{i+1}$ are valid configurations, in both configurations the blue edges incident on $u, v$ are oriented towards these two vertices. As a result $g_{e}$ has no neighbor in $I_{i}$.

Second, suppose $e=(u, v) \in B$ and one of $u, v$ is a COPY vertex. If $e$ is incident on an AND vertex, because both $D_{i}, D_{i+1}$ are valid and agree on all edges except $e$ we have that both red edges incident on the AND vertex are oriented towards it in both configurations. Similarly, the second blue edge incident on the COPY endpoint of $e$ is oriented towards it in both configurations. We therefore observe that neither $g_{e, 1}$, nor $g_{e, 2}$ has a neighbor in $I_{i}$ except $e_{u}$, so we can safely slide $e_{u} \rightarrow g_{e, 1} \rightarrow e_{v}$.

Similarly, for the last case, suppose that $e=(u, v) \in B$ and one of the endpoints of $e$ is an OR vertex, while the other is a COPY vertex. Again, because $D_{i}, D_{i+1}$ are both valid and only disagree on $e$, at least one of the blue edges incident on the OR vertex (other than $e$ ) is oriented towards it in both configurations. As before, the second blue edge incident on the COPY vertex is oriented towards it in both configurations. Therefore, one of $g_{e, 1}, g_{e, 2}$ has no neighbor in $I_{i}$ except $e_{u}$, so we can safely slide the token from $e_{u}$ to $e_{v}$ with two moves.

To complete the proof, we need to show that if we have a valid token sliding reconfiguration sequence, this gives a valid reorientation sequence for $G$. The main observation now is that in a shortest token sliding solution that obeys the properties of the lemma, a token that slides out of $e_{u}$ must necessarily in the next move slide into $e_{v}$, where $e=(u, v) \in E$. To see this, observe that because of the requirement that the set does not contain both selector vertices of any edge, the tokens found on other selector vertices dominate all gate vertices except those corresponding to $e$. Since we can neither repeat configurations, nor add a second token to the clique made up of gate vertices, the next move must slide the token to the other selector vertex.

To see that the orientation sequence obtained through the natural translation of main configurations is valid, consider two consecutive main configurations $I_{i}, I_{i+1}$ in the token sliding solution, such that the corresponding orientations are $D_{i}, D_{i+1}$, and $D_{i}$ is valid. We will show that $D_{i+1}$ is also valid. Suppose that $D_{i+1}$ differs from $D_{i}$ in the edge $e=(u, v)$ which is oriented towards $u$ in $D_{i}$ (it is not hard to see that $D_{i}, D_{i+1}$ cannot differ in more than one edge). Thus, $I_{i}$ is transformable in two moves to $I_{i+1}$ by sliding $e_{u}$ to a gate corresponding to $e$ and then to $e_{v}$. If $e$ is a red edge, this means that in $D_{i}$ both blue edges incident on $u, v$ are directed towards $u, v$, so the reorientation is valid. If $e$ is blue, we first assume that $u$ is a COPY vertex. Since a gate corresponding to $u$ is free, the other blue edge incident on $u$ is oriented towards $u$ in $D_{i}$ and we have a valid move. Finally, if $e$ is blue and $u$ is an OR vertex, we conclude that, since at least one gate from $g_{e, 1}, g_{e, 2}$ is available in $I_{i}$, at least one of the two other blue edges incident on $u$ is directed towards $u$ in $D_{i}$ and we have a valid move.

## Second Step: Enforcing Consistency

We will now construct a graph $G_{f}$ that will function in a way similar to the graph we have already constructed but in a way that enforces consistency. Let $G_{b}=\left(V_{b}, E_{b}\right)$ be the graph constructed in the first step of our reduction, and let $E_{g} \subseteq E_{b}$ be the set of gate edges, that is, the set of edges that connect the selector vertices for an edge $e$ to the corresponding gate(s).

Let $m:=|E|$ and $C:=m+4$. We first take $C$ disjoint copies of $G_{b}=\left(V_{b}, E_{b}\right)$ and for a vertex $v \in V_{b}$ we will use the notation $v^{i}$, where $1 \leq i \leq C$ to denote the vertex corresponding to $v$ in the $i$-th copy. Then, for every edge $(u, v) \in E_{b} \backslash E_{g}$ (every non-gate edge) and for all $i \neq j \in\{1, \ldots, C\}$ we add the edge $\left(u^{i}, v^{j}\right)$. This completes the construction of $G_{f}$ and it is not hard to see that the graph is split, as the $C$ copies of the clique of $G_{b}$ form a larger clique. To complete our instance let us explain how to translate an independent set of $G_{b}$ that contains no vertices of the clique to an independent set of $G_{f}$ : we do this in the natural way by including in the new independent set all $C$ copies of vertices of the original independent set. Since both the initial and final independent sets in our first construction use no vertices in the clique, we have in this way two independent sets of size $m C$ in the new graph, and thus a valid Token Sliding instance. Let $S, T$ be the two independent sets of $G_{b}$ we are asked to transform and $S_{f}, T_{f}$ the corresponding independent sets of $G_{f}$.

We first show that if we have a solution for reconfiguration in $G_{b}$ then we have a solution for reconfiguring the sets in the new graph.

- Lemma 5. Let $I_{1}, I_{2}$ be two independent sets of $G_{b}$ of size $m$ that use no vertices of the clique, respect the conditions of Lemma 4, and can be transformed to one another by two sliding moves. Then the independent sets $I_{1}^{\prime}, I_{2}^{\prime}$ which are obtained in $G_{f}$ by including all copies of vertices of $I_{1}, I_{2}$ respectively can be transformed into one another by a sequence of 2C TS moves.

Proof. Each of $I_{1}, I_{2}$ uses exactly one of the vertices $e_{u}, e_{v}$, for each edge $e=(u, v) \in E$, because of their size, the fact that they contain no vertex of the clique, and the fact that neither contains both $e_{u}, e_{v}$ for any edge $e=(u, v) \in E$ (this is the condition of Lemma 4). If $I_{1}$ can be transformed into $I_{2}$ with two sliding moves, the first move takes a token from an independent set vertex, say $e_{u}$ and moves it to the clique and the second moves the same token to $e_{v}$. Since $I_{1}$ contains a token on each pair of selector vertices, the only vertex of the clique on which the token can be moved is a gate vertex corresponding to $e$, say $g_{e}$ (if $e$ is red) or $g_{e, 1}$ (if $e$ is blue). We now observe that if $g_{e}$ (or similarly $g_{e, 1}$ ) is available in $I_{1}$ (that is, it has no neighbors in $I_{1}$ besides $e_{u}$ ), then the same is true for $g_{e}^{i}$ for all $i \in\{1, \ldots, C\}$ in $I_{1}^{\prime}$. To see this, note that the neighbors of $g_{e}^{i}$ are, $e_{u}^{i}, e_{v}^{i}$, and, for each $v \in N\left(g_{e}\right)$ all the vertices $v^{j}$ for $j \in\{1, \ldots, C\}$. Since none of the neighbors of $g_{e}$ is in $I_{1}, g_{e}^{i}$ is available. We therefore slide, one by one, a token from $e_{u}^{i}$ to $g_{e}^{i}$ and then to $e_{v}^{i}$, for all $i \in\{1, \ldots, C\}$.

Now, for the more involved direction of the reduction we first observe that it is impossible for a reconfiguration to arrive at a situation where the solution is highly irregular, in the sense that, for an edge $e=(u, v)$ we have multiple tokens on copies of both $e_{u}$ and $e_{v}$.

- Lemma 6. Let $S_{f}$ be the initial independent set constructed in our instance and $S^{\prime}$ be an independent set which for some $e=(u, v) \in E$ and for some $i, j \in\{1, \ldots, C\}$ with $i \neq j$ has $e_{u}^{i}, e_{v}^{i}, e_{u}^{j}, e_{v}^{j} \in S^{\prime}$. Then $S^{\prime}$ is not reachable with $T S$ moves from $S_{f}$.

Proof. Let $S^{\prime}$ be an independent set that satisfies the conditions of the lemma but is reachable from $S_{f}$ with the minimum number of token sliding moves. Consider a sequence that transforms $S_{f}$ to $S^{\prime}$, and let $S^{\prime \prime}$ be the independent set immediately before $S^{\prime}$ in this sequence. $S^{\prime \prime}$ contains exactly three of the vertices $e_{u}^{i}, e_{v}^{i}, e_{u}^{j}, e_{v}^{j}$. Without loss of generality say $e_{v}^{j} \notin S^{\prime \prime}$. Therefore, the move that transforms $S^{\prime \prime}$ to $S^{\prime}$ slides a token into $e_{v}^{j}$ from one of the neighbors of this vertex. We now observe that $N\left(e_{v}^{j}\right)$ contains $C$ copies of each neighbor of $e_{v}$ in $G_{b}$, plus the gate vertices corresponding to $e$ in the $j$-th copy of $G_{b}$. However, the $C$ copies of the neighbors of $e_{v}$ are also neighbors of $e_{v}^{i}$, hence a token cannot slide through these vertices. Furthermore, the gate vertices of $e$ are also neighbors of $e_{u}^{j}$. We therefore have a contradiction.

We now use Lemma 6 to show that for each original edge, the graph $G_{f}$ contains some non-trivial number of tokens on the selector vertices of that edge.

- Lemma 7. Let $S_{f}$ be the initial independent set constructed in our instance and $S^{\prime}$ be an independent set which for some $e=(u, v) \in E$ has $\mid S^{\prime} \cap\left(\left\{e_{u}^{i} \mid 1 \leq i \leq C\right\} \cup\left\{e_{v}^{i} \mid 1 \leq i \leq\right.\right.$ $C\}) \mid<4$. Then $S^{\prime}$ is unreachable from $S_{f}$.

Proof. Suppose $S^{\prime}$ is reachable. Then by Lemma 6, for each edge $e=(u, v) \in E$ we have $\left|S^{\prime} \cap\left(\left\{e_{u}^{i} \mid 1 \leq i \leq C\right\} \cup\left\{e_{v}^{i} \mid 1 \leq i \leq C\right\}\right)\right| \leq C+1$, because otherwise there would exist (by pigeonhole principle) $e_{u}^{i}, e_{v}^{i}, e_{u}^{j}, e_{v}^{j} \in S^{\prime}$. We now use a simple counting argument. The total number of tokens is $m C$, while for any edge $f \in E$ we have $\sum_{e \in E \backslash\{f\}} \mid S^{\prime} \cap\left(\left\{e_{u}^{i} \mid 1 \leq i \leq\right.\right.$
$\left.C\} \cup\left\{e_{v}^{i} \mid 1 \leq i \leq C\right\}\right) \mid \leq(m-1)(C+1)$. However, $(m-1)(C+1)=m C+m-C-1=m C-5$, where we use the fact that $C=m+4$. As a result $\mid S^{\prime} \cap\left(\left\{e_{u}^{i} \mid 1 \leq i \leq C\right\} \cup\left\{e_{v}^{i} \mid 1 \leq i \leq\right.\right.$ $C\}) \mid \geq 4$ for any edge $e \in E$, as the independent set $S^{\prime}$ uses at most one vertex from the clique.

We are now ready to establish the final lemma that gives a mapping from a sliding token reconfiguration in $G_{f}$ to one in $G_{b}$.

- Lemma 8. If there exists a reconfiguration from $S_{f}$ to $T_{f}$ in $G_{f}$ under the TS rule then there exists a reconfiguration from $S$ to $T$ in $G_{b}$ under the $T S$ rule which for each edge $e=(u, v) \in E$ contains at most one of the vertices $e_{u}, e_{v}$ in every independent set in the sequence.

Proof. Take a configuration $I$ of $G_{f}$, that is an independent set in the supposed sequence from $S_{f}$ to $T_{f}$. We map this independent set to an independent set $I^{\prime}$ of $G_{b}$ as follows: for each edge $e=(u, v) \in E$, we set $e_{u} \in I^{\prime}$ if and only if $\left|I \cap\left\{e_{u}^{i} \mid 1 \leq i \leq C\right\}\right| \geq\left|I \cap\left\{e_{v}^{i} \mid 1 \leq i \leq C\right\}\right|$. Informally, this means that we take the majority setting from $G_{f}$. We note that this always gives an independent set $I^{\prime}$ that contains exactly one vertex from $\left\{e_{u}, e_{v}\right\}$ for each $e=(u, v) \in E$.

Our main argument now is to show that if $I_{1}, I_{2}$ are two consecutive independent sets of the solution for $G_{f}$, then the sets $I_{1}^{\prime}, I_{2}^{\prime}$ which are obtained in the way described above in $G_{b}$ are either identical or can be obtained from one another with two sliding moves. If $I_{1}^{\prime}, I_{2}^{\prime}$ are not identical, they may differ in at most two vertices corresponding to an edge $e=(u, v) \in E$, say $\left\{e_{u}\right\}=I_{1}^{\prime} \backslash I_{2}^{\prime}$ and $\left\{e_{v}\right\}=I_{2}^{\prime} \backslash I_{1}^{\prime}$. This is not hard to see, since $I_{2}$ is obtained from $I_{1}$ with one sliding move, and this move can only affect the majority opinion for at most one edge.

Now we would like to argue that it is possible to slide $e_{u}$ to a gate vertex associated to $e$ and then to $e_{v}$ in $G_{b}$. Consider the transition from $I_{1}$ to $I_{2}$. This move either slides a token from some $e_{u}^{i}$ to the clique, or slides a token from the clique to some $e_{v}^{j}$ (because the majority opinion changed from $e_{u}$ to $e_{v}$ ). Because of Lemma 7, both $I_{1}$ and $I_{2}$ contain at least four vertices in some copies of $e_{u}, e_{v}$. Hence, since at least half of these vertices are in copies of $e_{u}$ in $I_{1}$, there exists some $e_{u}^{i} \in I_{1} \cap I_{2}$. Similarly, there exists some $e_{v}^{j} \in I_{1} \cap I_{2}$. Consider now a gate vertex $g$ in the clique of $G_{b}$ such that $g$ is not associated with $e$. If $g$ has an edge to $\left\{e_{u}, e_{v}\right\}$ in $G_{b}$, then all copies of $g$ in $G_{f}$ have an edge to $I_{1} \cap I_{2}$, therefore cannot belong in either set. As a result, the clique vertex that is used in the transition from $I_{1}$ to $I_{2}$ is a copy of a gate vertex associated with $e$ (either $g_{e}$, or one of $g_{e, 1}, g_{e, 2}$, depending on the color of $e$ ). This gate vertex copy therefore has no neighbor in $I_{1} \cap I_{2}$. From this we conclude that the same gate vertex in $G_{b}$ also has no neighbor in $I_{1}^{\prime} \cap I_{2}^{\prime}$, as the majority opinion only changed for $e$. It is therefore legal to slide from $e_{u}$ to this gate vertex and then to $e_{v}$.

- Theorem 9. Sliding Token Reconfiguration is PSPACE-complete for split graphs.

Proof. We begin with an instance of the PSPACE-complete NCL reconfiguration problem, as given in Lemma 3. We construct the instance $G_{f}, S_{f}, T_{f}$ of Sliding Token Reconfiguration on split graphs as described (it's clear that this can be done in polynomial time). If the NCL reconfiguration instance is a YES instance, then by Lemma 4 there exists a sliding token reconfiguration of $G_{b}$, and by repeated applications of Lemma 5 to independent sets that do not contain clique vertices in the reconfiguration of $G_{b}$ there exists a sliding token reconfiguration of $G_{f}$. If on the other hand there exists a sliding token reconfiguration on $G_{f}$, then by Lemma 8 there exists a reconfiguration that satisfies the condition of Lemma 4 on $G_{b}$, hence the original NCL instance is a YES instance.

## 4 PSPACE-completeness for Chordal Graphs for $c \geq 2$

In this section, we build upon the PSPACE-completeness result from Section 3 to show that $c$-Colorable Set Reconfiguration is PSPACE-complete, for every $c \geq 2$, when the input graph is restricted to be chordal.

- Theorem 10. For every $c \geq 2$, the $c$-Colorable Set Reconfiguration problem under the TS rule is PSPACE-complete, even when the input graph is restricted to be chordal.

Proof. We provide a reduction from Independent Set Reconfiguration where the input graph $G$ is restricted to be a split graph, which we proved to be PSPACE-complete in Theorem 9. Let $G=(V, E)$ be an input split graph for Independent Set Reconfiguration. We construct a chordal graph $G^{\prime}$ as follows, starting from a graph isomorphic to $G$ and two non-empty independents set $S, T$ of the same size. For every edge $u v \in E(G)$, we add $|V(G)|$ sets of $c-1$ new vertices $W_{u v}^{1}, \ldots, W_{u v}^{|V(G)|}$, such that $W_{u v}^{i}$ induces a clique for every $1 \leq i \leq|V(G)|$, and every vertex of $W_{u v}^{i}$ is made adjacent to both $u$ and $v$, for every $1 \leq i \leq|V(G)|$. In addition, we create a new set $S^{\prime}=S \cup \bigcup_{u v \in E(G), 1 \leq i \leq|V(G)|} W_{u v}^{i}$ and a set $T^{\prime}=T \cup \bigcup_{u v \in E(G), 1 \leq i \leq|V(G)|} W_{u v}^{i}$. In other words, we append $|V(G)|$ disjoint cliques of size $c-1$ to every edge of $G$, and add all those newly created vertices to $S$ and to $T$. The chordality of $G^{\prime}$ follows from the fact that the new vertices of the sets $W_{u v}^{i}$ are all simplicial in $G^{\prime}$, hence $G^{\prime}$ is chordal if and only if $G$ is chordal as well (and $G$ is split).

We now claim the following: given in independent set $T$ of $G$, the instance $(G, S, T)$ of Independent Set Reconfiguration is a YES-instance if and only if the instance $\left(G^{\prime}, S^{\prime}, T^{\prime}\right)$ of $c$-Colorable Set Reconfiguration is a YES-instance as well. Observe that, by the construction, $S^{\prime}$ and $T^{\prime}$ are $c$-colorable because the maximum clique in $G^{\prime}\left[S^{\prime}\right]$ contains at most one vertex of $S$ and at most the $c-1$ vertices of a clique $W_{u v}^{i}$.

The forward direction of the previous claim follows easily: performing the same moves as those of a reconfiguration sequence from $S$ to $T$ in $G^{\prime}$, starting from $S^{\prime}$, yields a reconfiguration sequence where every step preserves $c$-colorability, and produces the desired set $T^{\prime}$.

For the backwards direction, we claim that, for any $c$-colorable set $R^{\prime}$ reachable from $S^{\prime}$, it holds that the vertices of $R^{\prime} \cap V(G)$ are pairwise non-adjacent. In other words, the tokens placed on original vertices of $G$ form an independent set. Indeed, observe that the number of vertices of $G^{\prime}$ that do not belong to $R^{\prime}$ satisfies $\left|V\left(G^{\prime}\right) \backslash R^{\prime}\right|=|V(G) \backslash S|<$ $|V(G)|$. This immediately implies that for any set $R^{\prime}$ and edge $u v \in E(G)$, we have $\left|R^{\prime} \cap \bigcup_{1 \leq i \leq|V(G)|} W_{u v}^{i}\right| \geq(c-2)|V(G)|+1$, and therefore $G\left[R^{\prime} \cap \bigcup_{1 \leq i \leq|V(G)|} W_{u v}^{i}\right]$ contains a clique of size $c-1$ as an induced subgraph, i.e., one of the sets $W_{u v}^{i}$ is completely contained in $R^{\prime}$. This implies that, for every edge $u v$ of $G$, we have $\left|R^{\prime} \cap\{u, v\}\right| \leq 1$, i.e., the vertices of $R^{\prime} \cap V(G)$ are pairwise non-adjacent, as desired.

## 5 XP-time Algorithm on Split Graphs for fixed $c \geq 2$

In this section we present an $n^{O(c)}$ algorithm for $c$-Colorable Reconfiguration under the TS rule, on split graphs, for $c>1$. Recall that a split graph $G=(V, E)$ is a graph whose vertex set $V$ is partitioned into a clique $K$ and an independent set $I$. An input instance consists of a split graph $G$, and two $c$-colorable sets $S, T \subseteq V$.

Before proceeding, let us give some high-level ideas as well as some intuition why this problem, which is PSPACE-complete for $c=1$ (Theorem 9), admits such an algorithm for larger $c$. Our algorithm consists of two parts: a rigid and a non-rigid reconfiguration part. In the rigid reconfiguration part the algorithm decides if two sets are reachable by using
moves that never slide tokens into or out of $I$. Because of this restriction and the fact that the sets are $c$-colorable, the total number of possible configurations is $n^{O(c)}$, so this part can be solved with exhaustive search (this is similar to the algorithm of [15] for TJ/TAR). In the non-rigid part we assume we are given two sets $S, T$ which, in addition to being $c$-colorable, have $|S \cap K|,|T \cap K| \leq c-1$. The main insight is now that any two such sets are reachable via TS moves (Lemma 11 below). Informally, the algorithm guesses a partition of the optimal reconfiguration into a rigid prefix, a rigid suffix, and a non-rigid middle, and uses the two parts to calculate each independently.

The intuitive reason that our algorithm cannot work for $c=1$ is the non-rigid part. The crucial Lemma 11 on which this part is based fails for $c=1$ : for instance, if $G$ is a star with three leaves and $S, T$ are two distinct sets each containing two leaves, then $S, T$ satisfy all the conditions for $c=1$, but are not reachable from each other with TS moves. Such counterexamples do not, however, exist for higher $c$, because for sets that satisfy the conditions of Lemma 11 we know we can always freely move tokens around inside the clique (and without loss of generality, such tokens exist). Note also, that this difficulty is specific to the TS rule: the algorithm of [15] implicitly uses the fact that any two sets with $c-1$ tokens in the clique are always reachable, as this is an almost trivial fact if one is allowed to use TJ moves. Thus, Lemma 11 is the main new ingredient that makes our algorithm work.

Let us now proceed with a detailed description of the algorithm. First, let us fix some notation. For a vertex set $R \subseteq V$, we write the subsets $R \cap K$ and $R \cap I$ as $R_{K}$ and $R_{I}$ respectively.

Throughout this section, we assume that input graph $G=(K \cup I, E)$ is connected (and thus each vertex in $I$ has a neighbor in $K$ ); otherwise we can consider instances induced by each component separately.

- Lemma 11. Let $G$ be a split graph, $c \geq 2$, and $S, T \subseteq V$ be two $c$-colorable sets such that $\left|S_{K}\right|,\left|T_{K}\right| \leq c-1$. Then $T$ is c-reachable from $S$. Furthermore, a reconfiguration sequence from $S$ to $T$ can be produced in polynomial time.

Proof. We first observe that if $S_{I}=T_{I}$, then there is an easy optimal $c$-transformation. By making one TS move from $u \in S_{K} \backslash T_{K}$ to $v \in T_{K} \backslash S_{K}$, one can $c$-transform $S$ to $T$ with $|S \backslash T|$ sliding moves (thus yielding an optimal reconfiguration sequence). It is clear that all the sets resulting from these TS moves are $c$-colorable because each of them has at most $c-1$ vertices in $K$.

Therefore, it suffices to show that there is always a $c$-transformation of $T$ which decrease $\left|S_{I} \backslash T_{I}\right|$ as long as $S \neq T$. Note that we can assume that there exists $v \in S_{I} \backslash T_{I}$ (otherwise we exchange the roles of $S$ and $T$ ). In the case when $T_{K}=\emptyset$, one can transform $T$ to $T^{\prime}$ with TS moves from a vertex of $T_{I} \backslash S_{I}$ to $v$. Trivially this is a $c$-transformation, and it holds that $\left|T_{K}^{\prime}\right|=\emptyset$. (Note that this argument would not be valid if $c=1$ ). If $T_{K} \neq \emptyset$, then one can make at most two TS moves from a vertex of $T_{K}$ to $v$. Because $T$ has at most $c-1$ vertices and these TS moves maintain at most $c-1$ vertices in $K, c$-colorability of $T$ is preserved. Moreover, the new set has at most $c-1$ vertices in $K$ while its intersection with $S$ in $I$ is strictly larger. This completes the proof of the first statement. The proof is constructive and easily translates to a polynomial-time algorithm.

Let us now introduce a notion that will be useful in our algorithm. For two $c$-colorable sets $S, T$ with $S_{I}=T_{I}$ we say that $S$ has a rigid $c$-transformation to $T$ if there exists a valid $c$-transformation from $S$ to $T$ with TS moves which also has the property that every $c$-colorable set $R$ of the transformation has $R_{I}=S_{I}$.

- Lemma 12. Given a split graph $G=(V, E)$, with $V=K \cup I$, and two c-colorable sets $S, T \subseteq V$ with $S_{I}=T_{I}$, there is an algorithm that decides if there exists a rigid $c$-transformation of $S$ to $T$ in time $n^{O(c)}$.

Proof. The main observation is that since all intermediate sets must have $R_{I}=S_{I}$, we are only allowed to slide tokens inside $K$. However, $S_{K}$ contains at most $c$ vertices (as it is $c$-colorable), therefore, there are at most $n^{c}$ potentially reachable sets: one for each collection of $\left|S_{K}\right|$ vertices of the clique.

We now construct a secondary graph with a node for each subset of $V$ that contains $\left|S_{K}\right|$ vertices of $K$ and the vertices of $S_{I}$, and connect two such nodes if their corresponding sets are reachable with a single TS move in $G$. In this graph we check if there is a path from the node that represents $S$ to the one that represents $T$ and if yes output the sets corresponding to the nodes of the path as our rigid reconfiguration sequence.

- Theorem 13. There is an algorithm that decides c-Colorable Reconfiguration on split graphs under the TS rule in time $n^{O(c)}$, for $c \geq 2$.

Proof. We distinguish the following cases: (i) $\left|S_{K}\right|,\left|T_{K}\right| \leq c-1$, (ii) $\left|S_{K}\right|=c$ and $\left|T_{K}\right|=c-1$, (iii) $\left|S_{K}\right|=\left|T_{K}\right|=c$. This covers all cases since $S, T$ are $c$-colorable and we can assume without loss of generality that $\left|S_{K}\right| \geq\left|T_{K}\right|$.

For case (i) we invoke Lemma 11. The answer is always Yes, and the algorithm of the lemma produces a feasible reconfiguration sequence.

For case (ii), suppose there exists a reconfiguration sequence from $S$ to $T$, call it $T_{0}=$ $S, T_{1}, \ldots, T_{\ell}=T$. Let $i$ be the smallest index such that $\left|T_{i} \cap K\right| \leq c-1$. Clearly such an index exists, since $\left|T_{K}\right| \leq c-1$. We now guess the configuration $T_{i-1}$ and the configuration $T_{i}$ (that is, we branch into all possibilities). Observe that there are at most $n^{c}$ choices for $T_{i-1}$ as we have $T_{i-1} \cap I=S_{I}$ and $\left|T_{i-1} \cap K\right|=c$. Furthermore, once we have selected a $T_{i-1}$, there are $n^{O(1)}$ possibilities for $T_{i}$, as $T_{i}$ is reachable from $T_{i-1}$ with one TS move.

We observe that if we guessed correctly, then there exists a rigid $c$-transformation from $S$ to $T_{i-1}$ (by the minimality of $i$ and the fact that $\left|S_{K}\right|=c$ ); we use the algorithm of Lemma 12 to check this. Furthermore, the configuration $T_{i}$ is always transformable to $T$ by Lemma 11. Therefore, if the algorithm of Lemma 12 returns a solution, then we have a $c$-transformation from $S$ to $T$. Conversely, if a $c$-transformation from $S$ to $T$ exists, since we tried all possibilities for $T_{i-1}$, one of the branches will find it.

Finally, for case (iii), if $S_{I}=T_{I}$ we first use Lemma 12 to check if there is a rigid $c$-transformation from $S$ to $T$. If one is found, we are done. If not, or if $S_{I} \neq T_{I}$ we observe that, similarly to case (ii), in any feasible transformation $T_{0}=S, T_{1}, \ldots, T_{\ell}=T$, there exists an $i$ such that $\left|T_{i} \cap K\right| \leq c-1$ (otherwise the transformation would be rigid). Pick the minimum such $i$. We now guess the configurations $T_{i-1}, T_{i}$ (as before, there are $n^{c+O(1)}$ possibilities) and use Lemma 12 to verify that $T_{i-1}$ is reachable from $S$. If $T_{i-1}$ is reachable from $S$, we need to verify that $T$ is reachable from $T_{i}$. However, we observe that this reduces to case (ii), because $\left|T_{i} \cap K\right| \leq c-1$, so we proceed as above. If the algorithm returns a valid sequence we accept, while we know that if a valid sequence exists, then there exists a correct guess for $T_{i-1}, T_{i}$ that we consider.

## 6 W-hardness for Split Graphs

In this section we show that $c$-Colorable Reconfiguration on split graphs is $\mathrm{W}[2]$ hard parameterized by $c$ and the length $\ell$ of the reconfiguration sequence under all three reconfiguration rules (TAR, TJ, and TS). In this sense, this section complements Section 5 by
showing that the $n^{O(c)}$ algorithm that we presented for $c$-Colorable Reconfiguration on split graphs cannot be significantly improved under standard assumptions.

We will rely on known results on the hardness of Dominating Set Reconfiguration. We recall that in this problem we are given a graph $G=(V, E)$, two dominating sets $S, T \subseteq V$ of size at most $k$ and are asked if we can transform $S$ into $T$ by a series of TAR operations while keeping the size of the current set at most $k$ at all times. More formally, we are asked if there exists a sequence $T_{0}=S, T_{1}, \ldots, T_{\ell}=T$ such that for each $i \in\{0, \ldots, \ell-1\},\left|T_{i}\right| \leq k$, $T_{i}$ is a dominating set of $G$, and $\left|\left(T_{i} \backslash T_{i+1}\right) \cup\left(T_{i+1} \backslash T_{i}\right)\right|=1$.

- Theorem 14 ([18]). Dominating Set Reconfiguration is W[2]-hard parameterized by the maximum size of the allowed dominating sets $k$ and the length $\ell$ of the reconfiguration sequence under the TAR rule.

Before proceeding, let us make two remarks on Theorem 14: first, because the reduction of [18] is linear in the parameters, it is not hard to see that it also implies a tight ETH-based lower bound based on known results for Dominating Set; second, using an argument similar to that of Theorem 1 of [16], the same hardness can be obtained for the TJ rule.

- Corollary 15. Dominating Set Reconfiguration is W[2]-hard parameterized by the maximum size of the allowed dominating sets $k$ and the length $\ell$ of the reconfiguration sequence under the TAR, or TJ rule. Furthermore, the problem does not admit an algorithm running in $n^{o(c+\ell)}$ under the ETH for any of the two rules.

Proof. To obtain hardness under the TJ rule we use an argument similar to that of Theorem 1 of [16]. Suppose we are given an instance of $k$-Dominating Set Reconfiguration $G=(V, E)$ and $S, T \subseteq V$ where $k$ is the maximum size of any dominating set allowed and we use the TAR rule, that is, an instance produced by the reduction establishing Theorem 14. We recall that in the instances produced for this reduction we have $k=\Theta(\ell)$ and that $S$ can be transformed into $T$ with $\ell$ TAR moves if and only if $S$ can be transformed into $T$ with some number of TAR moves (in other words, if $\ell$ moves are not sufficient, then $S$ and $T$ are in fact unreachable). This observation will be useful because it means that in the reduction that follows we do not have to preserve $\ell$ exactly but only guarantee that it increases by at most a constant factor.

We can assume without loss of generality that $|S|=|T|=k-1$ : if $|S|<k-1$ we can add to $S$ arbitrary vertices to make its size $k-1$, while if $|S|=k$ then $S$ cannot be a minimal dominating set (otherwise it would be impossible to transform it to any other set and we would have an obvious NO instance) so there is a vertex that we can remove from $S$ without affecting the answer. In both cases we appropriately increase $\ell$ by the number of modifications we made to $S, T$ to preserve reachability. We want to show that the instance is now equivalent under the TJ rule. In particular, there exists a TAR reconfiguration with $2 \ell$ moves if there exists a TJ reconfiguration with $\ell$ moves.

First, if there exists a TJ reconfiguration from $S$ to $T$ then there exists a TAR reconfiguration from $S$ to $T$ : for each move that exchanges $u \in S$ with $v \notin S$ we first add $v$ to $S$ and then remove $u$.

For the converse direction, suppose that there is a TAR reconfiguration of $S$ to $T$. If moves alternate in this reconfiguration, that is, if all intermediate sets have size between $k-2$ and $k$, then it is not hard to see how to perform the same reconfiguration with TJ moves. Suppose then that the reconfiguration performs two consecutive vertex removal moves, so we have the dominating sets $T_{i}, T_{i+1}, T_{i+2}$ appearing consecutively in the reconfiguration sequence, with $\left|T_{i}\right|=\left|T_{i+1}\right|+1=\left|T_{i+2}\right|+2$. Let $j$ be the smallest index with $j>i+2$ such
that $\left|T_{j}\right|>\left|T_{j-1}\right|$ (i.e. $j$ signifies the first time we added a vertex after the $i$-th move). Let $T_{i} \backslash T_{i+1}=\{u\}$ and $T_{j} \backslash T_{j-1}=\{v\}$. Then, if $u=v$ we can add $u$ to all sets $T_{i+1}, \ldots, T_{j-1}$ and obtain a shorter reconfiguration sequence (since now $T_{i}=T_{i+1}$ and $T_{j}=T_{j-1}$ ). Similarly, if $u \neq v$ and $v \in T_{i+1}$ we add $v$ to all sets $T_{i+2}, \ldots, T_{j-1}$ to which it doesn't appear and we have a shorter reconfiguration sequence. Finally, if $u \neq v$ and $v \notin T_{i+1}$, we insert after $T_{i+1}$ the set $T_{i+1} \cup\{v\}$ and then add $v$ to all sets $T_{i+2}, \ldots, T_{j-1}$. We now have $T_{j-1}=T_{j}$, so we have a valid TAR reconfiguration of the same length but with one less pair of consecutive vertex removals. Repeating this argument produces a TAR reconfiguration which can be performed with TJ moves.

For the ETH-based lower bound it suffices to recall that, under the ETH $t$-Dominating SET does not admit an $n^{o(t)}$ algorithm [4], and that the reduction establishing Theorem 14 in [18] is a reduction from $t$-Dominating Set that sets $k, \ell=O(t)$.

- Theorem 16. The $c$-Colorable Reconfiguration problem is $W[2]$-hard parameterized by $c$ and the reconfiguration length $\ell$ when restricted to split graphs under any of the three reconfiguration rules (TAR, TJ, TS). Furthermore, under the ETH, the same problem does not admit an $n^{o(c+\ell)}$ algorithm.

Proof. We use a reduction from Dominating Set Reconfiguration similar to the one used in [15] to prove that our problem is PSPACE-complete if $c$ is part of the input. Let $G=(V, E)$ be an input graph for Dominating Set Reconfiguration. We construct a split graph $G^{\prime}$ as follows: we take two copies of $V$, call them $V_{1}, V_{2}$; we turn $V_{1}$ into a clique; for each $u \in V_{1}$ and $v \in V_{2}$ we add the edge $(u, v)$ if and only if $u \notin N[v]$ in $G$. In other words, we connect each vertex from $V_{1}$ with all the vertices of $V_{2}$ which it does not dominate in $G$.

We assume now that we have started with $k$-Dominating Set Reconfiguration instance under the TJ rule, which is W[2]-hard according to Corollary 15 parameterized by $k+\ell$. We will first show hardness of $c$-Colorable Reconfiguration for TJ and TS parameterized by $c+\ell$.

We construct a one-to-one correspondence between size $k$ dominating sets of $G$ and $k$-colorable sets of vertices of $G^{\prime}$ of size $n+k$, where $n=|V|$ : for each such set $S \subseteq V$ we define its image $\phi(S)$ in $G^{\prime}$ as $\left\{u \in V_{1} \mid u \in S\right\} \cup V_{2}$. In other words, we select all the vertices of $S$ from $V_{1}$ and all of $V_{2}$. It is not hard to see that $\phi(S)$ is indeed $k$-colorable: if not, there exists a clique of size $k+1$ in $G^{\prime}\left[S^{\prime}\right]$ (since split graphs are perfect), which must consist of the $k$ vertices of $S$ from $V_{1}$, plus a vertex $v$ from $V_{2}$. But $v$ must be dominated by a vertex $u \in S$ in $G$, which means that $v$ and the copy of $u$ in $V_{1}$ are not connected.

Let us also observe that for every $k$-colorable set $S^{\prime}$ of size $n+k$ in $G^{\prime}$ we have that $S^{\prime}=\phi(S)$ for some dominating set $S$ of size $k$ in $G$. To see this, observe that $S^{\prime}$ must contain exactly $k$ vertices of $V_{1}$ (since it is $k$-colorable, $V_{1}$ is a clique, and $\left|V_{2}\right|=n$ ). These vertices must be a dominating set of $G$ as otherwise there would exist a vertex $v$ that is not in any of their closed neighborhoods, and the copy of $v$ in $V_{2}$ together with $S^{\prime} \cap V_{1}$ would form a clique of size $k+1$, contradicting the $k$-colorability of $S^{\prime}$.

Given the above correspondence it is not hard to complete the reduction: if we are given two dominating sets $S, T \subseteq V$ with the initial instance we set $\phi(S), \phi(T)$ as the two $k$-colorable graphs of the new instance. We observe that any valid TJ move that transforms a dominating set $T_{i}$ to a dominating set $T_{i+1}$ in $G$, corresponds to a TJ move that transforms $\phi\left(T_{i}\right)$ to $\phi\left(T_{i+1}\right)$ in $G^{\prime}$. Crucially, such a move is also a TS move, as the symmetric difference of $T_{i}$ and $T_{i+1}$ is contained in the clique. Hence, there is also a one-to-one correspondence
between TJ $k$-dominating set reconfigurations in $G$ and TS $k$-colorable subgraph (of size $n+k$ ) reconfiguration in $G^{\prime}$. We therefore set the length of the desired reconfiguration sequence in $G^{\prime}$ to $\ell$.

Finally, to obtain hardness of the new instance under the TAR rule we set the lower bound on the size of any intermediate set to $n+k-1$. Since $|\phi(S)|=|\phi(T)|=n+k$ this means that any TJ $c$-colorable reconfiguration can also be performed with at most $2 \ell$ TAR moves. For the converse direction we observe that in any TAR reconfiguration we never have a set of size $n+k+1$ or more, since such a set would necessarily induce a graph that needs $k+1$ colors. Hence, such a reconfiguration must consist of alternating vertex removal and addition moves, which can be performed with $\ell$ TJ moves.

The ETH-based lower bounds follow from Corollary 15 and the fact that the reduction we performed is at most linear in all parameters.
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#### Abstract

Strategy extraction is of paramount importance for quantified Boolean formulas (QBF), both in solving and proof complexity. It extracts (counter)models for a QBF from a run of the solver resp. the proof of the QBF, thereby allowing to certify the solver's answer resp. establish soundness of the system. So far in the QBF literature, strategy extraction has been algorithmically performed from proofs. Here we devise the first QBF system where (partial) strategies are built into the proof and are piecewise constructed by simple operations along with the derivation.

This has several advantages: (1) lines of our calculus have a clear semantic meaning as they are accompanied by semantic objects; (2) partial strategies are represented succinctly (in contrast to some previous approaches); (3) our calculus has strategy extraction by design; and (4) the partial strategies allow new sound inference steps which are disallowed in previous central QBF calculi such as Q-Resolution and long-distance Q-Resolution.

The last item (4) allows us to show an exponential separation between our new system and the previously studied reductionless long-distance resolution calculus, introduced to model QCDCL solving.

Our approach also naturally lifts to dependency QBFs (DQBF), where it yields the first sound and complete CDCL-type calculus for DQBF, thus opening future avenues into DQBF CDCL solving.
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## 1 Introduction

Proof complexity investigates the resources for proving logical theorems, focussing foremost on the minimal size of proofs needed in a particular calculus. Since its inception the field has enjoyed strong connections to computational complexity (cf. [14, 17]) and to first-order $\operatorname{logic}[16,25])$.

During the past decade, proof complexity has emerged as a key tool to model and analyse advances in the algorithmic handling of hard problems such as SAT and beyond. While traditionally perceived as a computationally hard problem, SAT solvers have been enormously successful in tackling huge industrial instances $[28,38]$ and hard combinatorial problems [21]. As each run of a solver on an unsatisfiable formula can be understood as a proof of unsatisfiability, each solver implicitly defines a proof system. This connection turns
proof complexity into the main theoretical approach towards understanding the power and limitations of solving, with bounds on proof size directly corresponding to bounds on solver running time [14, 29].

The algorithmic success story of solving has not stopped at SAT, but is currently extending to even more computationally complex problems such as quantified Boolean formulas (QBF), which is PSPACE complete, and dependency QBFs (DQBF), which is even NEXP complete. While quantification does not increase expressivity, (D)QBFs can encode many problems far more succinctly, including application domains such as automated planning [15, 18], verification $[5,27]$, synthesis $[20,26]$ and ontologies [24].

The past 15 years have seen huge advances in QBF solving, which currently reaches the point of industrial applicability. While some of the main innovations in SAT solving, including the development of conflict-driven clause learning (CDCL), revolutionised SAT in the late 1990s [36], this development in QBF is happening now. Consequently, QBF proof complexity has received considerable attention in recent years. Compared with QBF, solving in DQBF is at its very beginnings, both in implementations (2018 was the first year that saw a DQBF track in the QBF competition [1]) as well as in its accompanying theory [35].

Strategy extraction is one of the distinctive features of QBF and DQBF, manifest in both solving and proof complexity. For solving it guarantees that together with the true/false answer the (D)QBF solver can produce a model (resp. countermodel) of the (D)QBF, thus certifying the correctness of the answer. On the proof complexity side, this implies that proof calculi modelling QBF solving should allow strategy extraction in the sense that from a refutation of false QBF, a countermodel of the QBF can be efficiently constructed. This feature - without analogue in the propositional domain - enables strong lower bound techniques in QBF proof complexity [8, 9,11 ], exploiting the fact that formulas requiring hard strategies cannot have short proofs in calculi with efficient strategy extraction.

As in SAT versus propositional proof complexity, one of the prime challenges in QBF and DQBF is to create compelling proof-theoretic models that capture central features of (D)QBF solving and at the same time remain amenable to a proof-theoretic analysis. While there exist several orthogonal approaches in QBF solving with quite different associated proof calculi, we will focus here on the paradigm of conflict-driven clause learning in QBF (QCDCL) [39]. Proof-theoretically its most basic model is Q-Resolution [22], which as in propositional resolution operates on clauses (of prenex QBFs).

Q-Resolution (Q-Res) uses the resolution rule of propositional resolution and augments this with a universal reduction rule that allows to eliminate universal variables from clauses. Combining these two rules requires some technical care: without any side-conditions the two rules result in an unsound system. Typically this is circumvented by prohibiting the derivation of universal tautologies. It was noted early on that in solving this is needlessly prohibitive [39], and universal tautologies can be permitted under certain side-conditions. Later formalised as the proof system long-distance $Q$-Resolution (LD-Q-Res) [3], it was even shown that LD-Q-Res exponentially shortens proofs in comparison to Q-Res [19], thus demonstrating the appeal of the approach for solving. In fact, when enabling long-distance steps in QBF solving, universal reduction is not strictly needed and this reductionless approach was adopted in the QBF solver GhostQ [23]. To model this solving paradigm, Bjørner, Janota, and Klieber [13] introduced the calculus of reductionless LD-Q-Res.

The interplay between long-distance resolution and universal reduction steps becomes even more intriguing in DQBF. In [2] it was shown that lifting Q-Res (using the rules of resolution and universal reduction) to DQBF results in an incomplete proof system, whereas lifting LD-Q-Res (using long-distance resolution steps together with universal reduction) becomes unsound [12].

Naturally, the intriguing question of why and how deriving "universal tautologies" in long-distance steps might help solving has attracted attention among theoreticians and practitioners alike. Instead of a universal tautology $u \vee \bar{u}$, most formalisations of longdistance resolution actually use the concept of a "merged" literal $u^{*}$. While it is clear (and implicit in the literature) that merged literals $u^{*}$ correspond to partial strategies for $u$ rather than universal tautologies, a formal semantic account of long-distance steps (and stronger calculi using merging [10]) was only recently given by Suda and Gleiss [37], where partial strategies are constructed for each individual proof inference. However, as already noted in [37], the models considered in [37] fail to have efficient strategy extraction in the sense that the constructed (partial) strategies may need exponential-size representations.

## Our contributions

A. The new calculus of Merge Resolution. Starting from the reductionless LD-Q-Res system of [13] and its role of modelling QCDCL solving, we develop a new calculus that we call Merge Resolution (M-Res). Like reductionless LD-Q-Res, the system M-Res only uses a resolution rule and does not permit universal reduction steps. Reductionless LD-Q-Res and M-Res are therefore both refutational calculi that finish as soon as they derive a purely universal clause.

As the prime novel feature of M-Res we build partial strategies into proofs. We achieve this by computing explicit representations of strategies in a variant of binary decision diagrams (called merge maps here), which are updated and refined at each proof step by simple operations. These merge maps are part of the proof. As a consequence, M-Res has efficient strategy extraction by design.

This is in contrast to all previous existing QBF calculi in the literature, where strategies are algorithmically constructed from proofs. In particular, this also applies to the approaches taken in $[19,37]$ for LD-Q-Res and in [13] for reductionless LD-Q-Res. But also the choice of our representation as merge maps matters: as $[13,37]$ both represent (partial) strategies as trees, the constructed strategies may grow exponentially in the proof size, thus losing the desirable property of efficient strategy extraction. In contrast, in our model merge maps are always linear in the size of the clause derivations.
B. Exponential separation of M-Res from reductionless LD-Q-Res. Including merge maps explicitly into proofs also has another far-reaching advantage: it allows resolution steps not only forbidden in Q-Res, but even disallowed in LD-Q-Res. In a nutshell, LD-Q-Res allows resolution steps only when universal variables quantified left of the pivot have constant and equal strategies in both parent clauses. In M-Res we have explicit representations of strategies and thus can allow resolution steps as long as the strategies in both parent clauses are isomorphic to each other, a property that we can check efficiently for merge maps.

This manifests in shorter proofs. We show this by explicitly giving an example of a family of QBFs that admit linear-size proofs in M-Res (Theorem 21), but require exponential size in reductionless LD-Q-Res (Theorem 20). The separating formulas are a variant of the equality formulas introduced in [8]. While the original formulas from [8] are hard for Q-Res, but easy in LD-Q-Res, we here consider a "squared" version, for which we naturally use resolution steps for clauses with associated non-constant winning strategies, allowed in M-Res, but forbidden in LD-Q-Res.

This shows that M-Res is exponentially stronger than reductionless LD-Q-Res, thus also pointing towards potential improvements in QCDCL solving. While the simulation of reductionless LD-Q-Res by M-Res is almost immediate and also the upper bound in M-Res is
comparatively straightforward, the lower bound is a technically involved argument specifically tailored towards the squared equality formulas.
C. A sound and complete CDCL calculus for DQBF. As our final contribution we show that the new QBF system of M-Res naturally lifts to a sound and complete calculus for DQBF. As shown in [2], the lifting of Q-Res to DQBF is incomplete, whereas the combination of universal reduction and long-distance steps presents soundness issues, both in DQBF [12] as well as in the related framework of dependency schemes $[6,7]$.

Here we show that M-Res overcomes both these soundness and completeness issues and therefore has exactly the right strength for a natural DQBF resolution calculus. In fact, it is the first DQBF CDCL-type system in the literature ${ }^{1}$ and as such paves the way towards CDCL solving in DQBF. Again, by design our DQBF system has efficient strategy extraction.

## 2 Preliminaries

Propositional logic. Let $\mathcal{Z}$ be a countable set of Boolean variables. A literal is a Boolean variable $z \in \mathcal{Z}$ or its negation $\bar{z}$, a clause is a set of literals, and a $C N F$ is a set of clauses. For a literal $l$, we define $\operatorname{var}(l):=z$ if $l=z$ or $l=\bar{z}$; for a clause $C$, we define $\operatorname{vars}(C):=\{\operatorname{var}(l): l \in C\}$; for a CNF $\phi$ we define $\operatorname{vars}(\phi):=\cup_{C \in \phi} \operatorname{vars}(C)$. An assignment to a set $Z \subseteq \mathcal{Z}$ of Boolean variables is a function $\rho: Z \rightarrow\{0,1\}$, conventionally represented as a set of literals in which $z$ (resp. $\bar{z}$ ) represents the assignment $z \mapsto 1$ (resp. $z \mapsto 0$ ). The set of all assignments to $Z$ is denoted $\langle Z\rangle$. Given a subset $Z^{\prime} \subseteq Z, \rho \upharpoonright Z^{\prime}$ is the restriction of $\rho$ to $Z^{\prime}$. The CNF $\phi[\rho]$ is obtained from $\phi$ by removing any clause containing a literal in $\rho$, and removing the negated literals $\{\bar{l}: l \in \rho\}$ from the remaining clauses. We say that $\rho$ falsifies $\phi$ if $\phi[\rho]$ contains the empty clause, and that $\phi$ is unsatisfiable if it is falsified by each $\rho \in\langle Z\rangle$.

Given two clauses $R_{1}$ and $R_{2}$ and a literal $l$ such that $l \in R_{1}$ and $\bar{l} \in R_{2}$, we define the resolvent $\operatorname{res}\left(R_{1}, R_{2}, l\right):=\left(R_{1} \backslash\{l\}\right) \cup\left(R_{2} \backslash\{\bar{l}\}\right)$. (Note that $\operatorname{res}\left(R_{1}, R_{2}, l\right)=\operatorname{res}\left(R_{2}, R_{1}, \bar{l}\right)$.) A resolution refutation of a CNF $\phi$ is a sequence $C_{1}, \ldots, C_{k}$ of clauses in which $C_{k}$ is the empty clause and, for each $i \in[k]$, either (a) $C_{i} \in \phi$ or (b) $C_{i}=\operatorname{res}\left(C_{a}, C_{b}, z\right)$ for some $a, b<i$ and $z \in \operatorname{vars}(\phi)$.

Quantified Boolean formulas. A quantified Boolean formula (QBF) in prenex conjunctive normal form (PCNF) is denoted $\Phi:=\mathcal{Q} \cdot \phi$, where (a) $\mathcal{Q}:=\mathcal{Q}_{1} Z_{1} \cdots \mathcal{Q}_{n} Z_{n}$ is the quantifier prefix, in which the $Z_{i} \subset \mathcal{Z}$ are pairwise disjoint finite sets of Boolean variables, $\mathcal{Q}_{i} \in\{\exists, \forall\}$ for each $i \in[n]$, and $\mathcal{Q}_{i} \neq \mathcal{Q}_{i+1}$ for each $i \in[n-1]$, and (b) the matrix $\phi$ is a CNF over $\operatorname{vars}(\Phi):=\bigcup_{i=1}^{n} Z_{i}$.

The existential (resp. universal) variables of $\Phi$, typically denoted $X$ (resp. $U$ ), is the set obtained as the union of the $Z_{i}$ for which $\mathcal{Q}_{i}=\exists$ (resp. $\mathcal{Q}_{i}=\forall$ ). The prefix $\mathcal{Q}$ defines a binary relation $<_{\mathcal{Q}}$ on $\operatorname{vars}(\Phi)$, such that $z<_{\mathcal{Q}} z^{\prime}$ holds iff $z \in Z_{i}, z^{\prime} \in Z_{j}$, and $i<j$, in which case we say that $z^{\prime}$ is right of $z$ and $z$ is left of $z^{\prime}$. For each $u \in U$, we define $L_{\mathcal{Q}}(u):=\left\{x \in X: x<_{\mathcal{Q}} u\right\}$, i.e. the existential variables left of $u$.

A strategy $h$ for a QBF $\Phi$ is a set $\left\{h_{u}: u \in U\right\}$ of functions $h_{u}:\left\langle L_{\mathcal{Q}}(u)\right\rangle \rightarrow\{u, \bar{u}\}$. Additionally $h$ is winning if, for each $\alpha \in\langle X\rangle$, the restriction of $\phi$ by $\alpha \cup\left\{h_{u}\left(\alpha \upharpoonright_{L_{\mathcal{Q}}(u)}\right): u \in U\right\}$ contains the empty clause. We use the terms "winning strategy" and "countermodel" interchangeably. A QBF is called false if it has a countermodel, and true if it does not.

[^18]QBF proof systems. We deal with line-based refutational QBF systems that typically employ axioms and inference rules to prove the falsity of QBFs. We say that P is complete if there exists a $P$ refutation of every false QBF , sound if there exists no P refutation of any true QBF. We call P a proof system if it is sound, complete, and polynomial-time checkable. Given two QBF proof systems $\mathrm{P}_{1}$ and $\mathrm{P}_{2}, \mathrm{P}_{1}$ p-simulates $\mathrm{P}_{2}$ if there exists a polynomial-time procedure that takes a $P_{2}$-refutation and outputs a $P_{1}$-refutation of the same QBF [17].

## 3 Reductionless long-distance Q-Resolution

In this section we recall the definition of reductionless LD-Q-Res, prove that it is refutationally complete, and demonstrate that it does not have polynomial-time strategy extraction in either of the computational models of [13, 37]. The system appeared first in [13, Fig. 1], where it was referred to as $Q^{w}$-resolution.

- Definition 1 (reductionless LD-Q-Res [13]). A reductionless LD-Q-Res derivation from a $Q B F \Phi:=\mathcal{Q} \cdot \phi$ is a sequence $\pi:=C_{1}, \ldots, C_{k}$ of clauses in which at least one of (a) or (b) holds for each $i \in[k]$ :
(a) Axiom. $C_{i}$ is a clause from the matrix $\phi$;
(b) Long-distance resolution. There exist integers $a, b<i$ and an existential pivot $x \in X$ such that $C_{i}=\operatorname{res}\left(C_{a}, C_{b}, x\right)$ and, for each $u \in \operatorname{vars}_{\forall}\left(C_{a}\right) \cap \operatorname{vars}_{\forall}\left(C_{b}\right)$, if $u<_{\mathcal{Q}} x$, then $\{u, \bar{u}\} \nsubseteq C_{i}$.

The final clause $C_{k}$ is the conclusion of $\pi$, and $\pi$ is a refutation of $\Phi$ iff $C_{k}$ contains no existential variables.

A pair of complementary universal literals $\{u, \bar{u}\}$ appearing in a clause is referred to singly as a merged literal. It is clear from a wealth of literature ${ }^{2}$ that merged literals are "placeholders" for partial strategies, the exact representation left implicit in the structure of the derivation.

We illustrate the rules of the calculus by showing that the equality formulas [8] have linear-size refutations.

- Definition 2 (equality formulas [8]). The equality family is the $Q B F$ family whose $n^{\text {th }}$ instance has prefix $\exists\left\{x_{1}, \ldots, x_{n}\right\} \forall\left\{u_{1}, \ldots, u_{n}\right\} \exists\left\{t_{1}, \ldots, t_{n}\right\}$ and matrix consisting of the clauses $\left\{x_{i}, u_{i}, t_{i}\right\},\left\{\bar{x}_{i}, \bar{u}_{i}, t_{i}\right\}$ for $i \in[n]$, and $\left\{\bar{t}_{1}, \ldots, \bar{t}_{n}\right\}$.
- Example 3. We construct linear-size reductionless LD-Q-Res refutations in two stages. First, resolve each pair $\left\{x_{i}, u_{i}, t_{i}\right\},\left\{\bar{x}_{i}, \bar{u}_{i}, t_{i}\right\}$ of clauses over pivot $x_{i}$ to obtain $C_{i}:=\left\{u_{i}, \bar{u}_{i}, t_{i}\right\}$. Note that it is allowed to introduce the merged literal $\left\{u_{i}, \bar{u}_{i}\right\}$ since variable $u_{i}$ is right of the pivot $x_{i}$. Second, resolve the $C_{i}$ successively against the long clause $\left\{\bar{t}_{1}, \ldots, \bar{t}_{n}\right\}$ over pivot $t_{i}$, to obtain a full set of merged literals $C:=\left\{u_{i}, \bar{u}_{i}: i \in[n]\right\}$. Here, even though $u_{i}$ is left of the pivot $t_{i}$, the appearance of the merged literal $\left\{u_{i}, \overline{u_{i}}\right\}$ in the resolvent is allowed, since variable $u_{i}$ is absent from one of the antecedents. The derivation is a refutation since the conclusion $C$ contains no existential literals.

Given a false QBF $\Phi$ with a countermodel $h$, we construct a canonical reductionless LD-Q-Res refutation based on the "full binary tree" representation of a countermodel [34].

[^19]For each $\alpha \in\langle X\rangle$, there exists some $C_{\alpha}$ in the matrix falsified by $\alpha \cup h(\alpha)$. The set of all such $C_{\alpha}$ may be successively resolved over existential pivots in reverse prefix order, finally producing a clause containing no existentials. Merged literals never block resolution steps in this construction, as they only ever appear to the right of the pivot variable.

- Lemma 4. Every false QBF has a reductionless LD-Q-Res refutation.

Soundness and polynomial-time checkability of reductionless LD-Q-Res are immediate, as the system uses a subset of the rules of the classical long-distance Q-resolution proof system [3].

The computational model of Bjørner et al. [13]. In tandem with reductionless LD-Q-Res, the authors of [13] introduced a computational model based on tree-like branching programs. The model is used to explicitly construct the partial strategies represented implicitly by merged literals. It can be demonstrated that tree-like branching programs constructed in this way cannot represent strategies efficiently; that is, the system does not have polynomial-time strategy extraction in the associated model.

The computational model of Suda and Gleiss [37]. The authors of [37] proposed a model of partial strategies based on so-called policies. They noted that the equality formulas have linear-size refutations in the strong QBF system IRM-calc [10], whereas policies witnessing their falsity must be exponentially large, therefore IRM-calc does not admit polynomial-time strategy in policies. The same is true for reductionless LD-Q-Res, since Example 3 shows that the equality formulas also have linear-size refutations there.

That neither model is suitable for efficient strategy extraction shows that using either inside the derivation would result in an artificial, exponential size blow-up. The root of the issue is tree-like models versus DAG-like proofs. The DAG-like computational model that we introduce in the following section is tightly knitted to the refutation, yielding linear-time strategy extraction for free.

## 4 Merge Resolution

In this section we introduce Merge Resolution (M-Res, Subsection 4.2), and prove that it is sound and complete for QBF (Subsection 4.3). The salient feature of M-Res is the built-in partial strategies, represented as merge maps. Given the problems with the computational models of $[13,37]$, the principal technical challenge is to find a suitable way to define and combine partial strategies devoid of an artifical proof-size inflation.

### 4.1 Merge maps

Our computational model. A merge map is a branching program that queries a set of existential variables and outputs an assignment to some universal variable, i.e. a literal in $\{u, \bar{u}, *\}$, where $*$ stands for "no assignment". As we intend to tie the DAG structure of the merge maps to the DAG structure of the proof, we will label query nodes with natural numbers based on the proof line indexing (we elaborate on this later). Hence, from a technical standpoint it makes sense to define a merge map as a function from the index set of its nodes.

- Definition 5 (merge map). A merge map $M$ for a Boolean variable u over a finite set $X$ of Boolean variables is a function from a finite set $N$ of natural numbers satisfying, for each $i \in N$, either $M(i) \in\{u, \bar{u}, *\}$ or $M(i) \in X \times N_{<i} \times N_{<i}$, where $N_{<i}:=\left\{i^{\prime} \in N: i^{\prime}<i\right\}$.

A triple of the form $(x, a, b) \in X \times N_{<i} \times N_{<i}$ represents the instruction "if $x=0$ then goto $a$ else goto $b "$, whereas the literals $\{u, \bar{u}, *\}$ represent output values.

We depict merge maps pictorially as DAGs. The nodes are the domain elements, and the leaf nodes as well as the directed edges are labelled by literals. In a merge map $M$, if $M(i)$ is a literal $l$, then node $i$ is labeled $l$. If $M(i)=(x, a, b)$, then the DAG has the edge $i \rightarrow a$ labeled $\bar{x}$ and the edge $i \rightarrow b$ labeled $x$. As shown in Figure 1, the DAG naturally describes a deterministic branching program computing a Boolean function.

$$
\begin{aligned}
& M: 1 \mapsto \\
& u \\
& 2 \mapsto \\
& \bar{u} \\
& 3 \mapsto \\
& 4\mapsto, 1,2) \\
& 5 \mapsto(w, 4,2) \\
& 6 \mapsto(v, 5,3)
\end{aligned}
$$



Figure 1 Function and branching program representations of a merge map $M$.

Relations. Merge Resolution uses two relations to determine preconditions for the binary operations. Firstly, we give M -Res the power to identify merge maps with equivalent representations, up to indexing. We term equivalent representations "isomorphic".

- Definition 6 (isomorphism). Two merge maps $M_{1}$ and $M_{2}$ for $u$ over $X$ with domains $N_{1}$ and $N_{2}$ are isomorphic (written $M_{1} \simeq M_{2}$ ) iff there exists a bijection $f: N_{1} \rightarrow N_{2}$ such that the following hold for each $i \in N_{1}$ :
(a) if $M_{1}(i)$ is a literal in $\{u, \bar{u}, *\}$ then $M_{2}(f(i))=M_{1}(i)$;
(b) if $M_{1}(i)$ is the triple $(x, a, b)$ then $M_{2}(f(i))=(x, f(a), f(b))$.

Our second relation, consistency, simply identifies whether or not two merge maps agree on the intersection of their domains.

- Definition 7 (consistency). Two merge maps $M_{1}$ and $M_{2}$ for $u$ over $X$ with domains $N_{1}$ and $N_{2}$ are consistent (written $M_{1} \bowtie M_{2}$ ) iff $M_{1}(i)=M_{2}(i)$ for each $i \in N_{1} \cap N_{2}$.

Operations. M-Res uses two binary operations to build merge maps for the resolvent based on those of the antecedents. The select operation identifies equivalent merge maps by means of the isomorphism relation. It also allows a trivial merge map to be discarded; we call a merge map trivial iff it is isomorphic to $1 \mapsto *$. (The operation is undefined if the merge maps are neither isomorphic nor do they contain a trivial map.)

Definition 8 (select). Let $M_{1}$ and $M_{2}$ be merge maps for which $M_{1} \simeq M_{2}$ or one of $M_{1}, M_{2}$ is trivial. Then $\operatorname{select}\left(M_{1}, M_{2}\right):=M_{2}$ if $M_{1}$ is trivial, and $\operatorname{select}\left(M_{1}, M_{2}\right):=M_{1}$ otherwise.

The merge operation allows two consistent merge maps to be combined as the children of a fresh query node. Antecedent maps are only ever merged for universal variables right of the pivot $x$. The inclusion of a natural number $n$ allows the new query node to be identified with the resolvent, via its index in the proof sequence. In this way, query nodes are shared between later merge maps, rather than being duplicated; the result is a DAG-like structure which faithfully follows that of the derivation.

- Definition 9 (merge). Let $M_{1}$ and $M_{2}$ be consistent merge maps for $u$ over $X$ with domains $N_{1}$ and $N_{2}$, let $n>\max \left(N_{1} \cup N_{2}\right)$ be a natural number, and let $x \in X$. Then merge $\left(M_{1}, M_{2}, n, x\right)$ is the function from $N_{1} \cup N_{2} \cup\{n\}$ defined by

$$
\operatorname{merge}\left(M_{1}, M_{2}, n, x\right)(i):= \begin{cases}\left(x, \max \left(N_{1}\right), \max \left(N_{2}\right)\right) & \text { if } i=n, \\ M_{1}(i) & \text { if } i \in N_{1}, \\ M_{2}(i) & \text { if } i \in N_{2} \backslash N_{1} .\end{cases}
$$

- Example 10. For the merge maps depicted in Figure 2, isomorphism and consistency (or lack thereof) are as given in the table below. Furthermore, note that select $(A, B)=$ $\operatorname{select}(A, C)=A$ and merge $(D, B, 6, v)$ gives the merge map from Figure 1.

| relation | isomorphic | not isomorphic |
| :---: | :---: | :---: |
| consistent | $A \bowtie C ; A \simeq C$ | $B \bowtie D ; B \nsucceq D$ |
| not consistent | $A \npreceq B ; A \simeq B$ | $C \nsim D ; C \nsucceq D$ |



Figure 2 Relations and operations on merge maps.

### 4.2 Definition of M-Res

We are now ready to put down the rules of Merge Resolution. Given a non-tautological clause $C$ and a Boolean variable $u$, the falsifying $u$-literal for $C$ is $\bar{l}$ if there is a literal $l \in C$ with $\operatorname{var}(l)=u$, and $*$ otherwise.

- Definition 11 (merge resolution). Let $\Phi:=\mathcal{Q} \cdot \phi$ be a $Q B F$ with existential variables $X$ and universal variables $U$. A merge resolution (M-Res) derivation of $L_{k}$ from $\Phi$ is a sequence $\pi:=L_{1}, \ldots, L_{k}$ of lines $L_{i}:=\left(C_{i},\left\{M_{i}^{u}: u \in U\right\}\right)$ in which at least one of the following holds for each $i \in[k]$ :
(a) Axiom. There exists a clause in $C \in \phi$ such that $C_{i}$ is the existential subclause of $C$, and, for each $u \in U, M_{i}^{u}$ is the merge map for $u$ over $L_{\mathcal{Q}}(u)$ with domain $\{i\}$ mapping $i$ to the falsifying $u$-literal for $C$;
(b) Resolution. There exist integers $a, b<i$ and an existential pivot $x \in X$ such that $C_{i}=\operatorname{res}\left(C_{a}, C_{b}, x\right)$ and, for each $u \in U$, either (i) $M_{i}^{u}=\operatorname{select}\left(M_{a}^{u}, M_{b}^{u}\right)$, or (ii) $x<_{\mathcal{Q}} u$ and $M_{i}^{u}=\operatorname{merge}\left(M_{a}^{u}, M_{b}^{u}, i, x\right)$.
The final line $L_{k}$ is the conclusion of $\pi$, and $\pi$ is a refutation of $\Phi$ iff $C_{k}=\emptyset$. The size of $\pi$ is $|\pi|=k$.
- Example 12. Consider the following M-Res refutation of the QBF with prefix $\exists x \forall u \exists t$ and matrix consisting of the clauses $\{x, u, t\},\{\bar{x}, \bar{u}, t\},\{x, u, \bar{t}\}$ and $\{\bar{x}, \bar{u}, \bar{t}\}$.

| Line | Rule | $C_{i}$ | $M_{i}$ | Query |
| :--- | :--- | :--- | :--- | :--- |
| $L_{1}$ | axiom | $\{x, t\}$ | $1 \mapsto \bar{u}$ |  |
| $L_{2}$ | axiom | $\{\bar{x}, t\}$ | $2 \mapsto u$ |  |
| $L_{3}$ | $\operatorname{res}\left(L_{1}, L_{2}, x\right)$ | $\{t\}$ | $\operatorname{merge}\left(M_{1}, M_{2}, 3, x\right)$ | $3 \mapsto(x, 1,2)$ |
| $L_{4}$ | axiom | $\{x, \bar{t}\}$ | $4 \mapsto \bar{u}$ |  |
| $L_{5}$ | axiom | $\{\bar{x}, \bar{t}\}$ | $5 \mapsto u$ |  |
| $L_{6}$ | $\operatorname{res}\left(L_{4}, L_{5}, x\right)$ | $\{t\}$ | $\operatorname{merge}\left(M_{4}, M_{5}, 6, x\right)$ | $6 \mapsto(x, 4,5)$ |
| $L_{7}$ | $\operatorname{res}\left(L_{3}, L_{6}, t\right)$ | $\}$ | $\operatorname{select}\left(M_{3}, M_{6}\right)=M_{3}$ |  |

As shown in Figure 3, $M_{3}$ and $M_{6}$ are isomorphic, so select $\left(M_{3}, M_{6}\right)$ is defined and equal to $M_{3}$. For this reason, the resolution of antecedents $L_{3}$ and $L_{6}$ into $L_{7}$ is allowed, and the final merge map $M_{7}$ is simply a copy of $M_{3}$. The analogous resolution would be disallowed in reductionless LD-Q-Res because the pivot $t$ is right of $u$, and the non-constant merge maps $M_{3}$ and $M_{6}$ would appear as merged literals $\{u, \bar{u}\}$ in the antecedent clauses.


Figure 3 Functions and branching programs for merge maps $M_{3}$ and $M_{6}$ from Example 12.
Regarding M-Res proof size, observe that the domain of the merge map at line $i$ is a subset of $[i]$. This means that merge maps grow linearly in the size of the derivation, and the size blow-up associated with the previous models $[13,37]$ is sidestepped. Moreover, number of lines is justifiably the correct size measure for M-Res.

### 4.3 Soundness and completeness of $M$-Res

The soundness of M-Res comes down to the fact that the merge maps at a given line form a partial strategy for the input QBF, in the technical sense of [37]. This means that any total existential assignment that falsifies the clause $C_{i}$ will falsify the matrix when extended by the output of the merge maps $M_{i}^{u}$. Soundness is proved by induction on the proof structure with exactly this invariant. At the conclusion, all existential assignments falsify the empty clause $C_{k}$, and hence the $M_{k}^{u}$ compute a countermodel.

Lemma 13. Let $\left(\emptyset,\left\{M^{u}: u \in U\right\}\right)$ be the conclusion of an M-Res refutation of a QBF $\Phi$. Then the functions computed by $\left\{M^{u}: u \in U\right\}$ are a countermodel for $\Phi$.

Completeness of M-Res is shown via the $p$-simulation of reductionless LD-Q-Res. The simulation copies precisely the structure of the reductionless LD-Q-Res refutation, while replacing merged literals by merge maps in the natural way.

- Theorem 14. M-Res $p$-simulates reductionless LD-Q-Res.

It is easy to see that $M$-Res refutations can be checked in polynomial time, since the isomorphism and consistency relations are computable in linear time.

- Theorem 15. M-Res is a QBF proof system.


## 5 Proof complexity: Merge Resolution vs Reductionless LD-Q-Res

In this section we exponentially separate M-Res from reductionless LD-Q-Res. The separating formulas are a kind of "squaring" of the equality formulas from Definition 2.

- Definition 16 (squared equality formulas). The squared equality family is the QBF family whose $n^{\text {th }}$ instance $\mathrm{EQ}^{2}(n):=\mathcal{Q}(n) \cdot \mathrm{eq}^{2}(n)$ has prefix

$$
\mathcal{Q}(n):=\exists\left\{x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right\} \forall\left\{u_{1}, v_{1}, \ldots, u_{n}, v_{n}\right\} \exists\left\{t_{i, j}: i, j \in[n]\right\},
$$

and CNF matrix $\mathrm{eq}^{2}(n)$ consisting of the clauses

$$
\begin{array}{lll}
\left\{x_{i}, y_{j}, u_{i}, v_{j}, t_{i, j}\right\}, & \left\{x_{i}, \bar{y}_{j}, u_{i}, \bar{v}_{j}, t_{i, j}\right\}, & \text { for } i, j \in[n], \\
\left\{\bar{x}_{i}, y_{j}, \bar{u}_{i}, v_{j}, t_{i, j}\right\}, & \left\{\bar{x}_{i}, \bar{y}_{j}, \bar{u}_{i}, \bar{v}_{j}, t_{i, j}\right\}, & \text { for } i, j \in[n], \\
\left\{\bar{t}_{i, j}: i, j \in[n]\right\} . & &
\end{array}
$$

The only winning strategy for the universal player is to set $u_{i}=x_{i}$ and $v_{j}=y_{j}$ for each $i, j \in[n]$. At the final block, the existential player is faced with the full set of $\left\{t_{i, j}\right\}$ unit clauses, and to satisfy all of them is to falsify the square clause $\left\{\bar{t}_{i, j}: i, j \in[n]\right\}$. No other strategy can be winning, as it would fail to produce all $n^{2}$ unit clauses.

## 5.1 $\mathrm{EQ}^{2}(n)$ lower bound for reductionless LD-Q-Res

We first give a formal definition of a refutation path; that is, a sequence of consecutive resolvents beginning with an axiom and ending at the conclusion.

- Definition 17 (path). Let $\pi$ be a reductionless LD-Q-Res refutation. A path from a clause
$C$ in $\pi$ is a subsequence $C_{1}, \ldots, C_{k}$ of $\pi$ in which:
- $C=C_{1}$ is an axiom of $\pi$;
- $C_{k}$ is the conclusion of $\pi$;
- for each $i \in[k-1]$, there exists a literal $p_{i}$ and a clause $R_{i}$ occurring before $C_{i+1}$ in $\pi$ such that $C_{i+1}=\operatorname{res}\left(C_{i}, R_{i}, p_{i}\right)$.

The lower-bound proof is based upon two facts: (1) every total existential assignment corresponds to a path, all of whose clauses are consistent with the assignment (Lemma 18); (2) every path from the square clause contains a "wide" clause containing either all the $x_{i}$ or all the $y_{j}$ variables (Lemma 19). It is then possible to deduce the existence of exponentially many wide clauses, i.e. by considering the set of assignments for which each $x_{i}=y_{i}$ and each $t_{i, j}=0$, all of whose corresponding paths begin at the square clause (proof of Theorem 20).

- Lemma 18. Let $\pi$ be a reductionless LD-Q-Res refutation of a $Q B F \Phi$, and let $A$ be a clause with $\operatorname{vars}(A)=\operatorname{vars}_{\exists}(\Phi)$. Then there exists a path in $\pi$ in which no existential literal outside of $A$ occurs.

Proof. We describe a procedure that constructs a sequence $P:=C_{k}, \ldots, C_{1}$ of clauses in reverse order as follows: To begin with, let the "current clause" $C_{1}$ be the conclusion of $\pi$. As soon as the current clause $C_{i}$ is in an axiom, the procedure terminates. Whenever necessary, obtain $C_{i+1}$ as follows: find clauses $R_{1}$ and $R_{2}$ occurring before $C_{i}$ in $\pi$ and a literal $p \in A$ such that $C_{i}$ is $\operatorname{res}\left(R_{1}, R_{2}, p\right)$, and set $C_{i+1}:=R_{1}$ as the current clause. $P$ is clearly a path in $\pi$ by construction. By induction one shows that the existential subclause of $C_{i}$ is a subset of $A$, for each $i \in[n]$ : The base case $i=1$ holds trivially since there are no existential literals in the conclusion $C_{1}$ of $\pi$. For the inductive step, observe that $C_{i+1}=C^{\prime} \cup\{p\}$, for some subset $C^{\prime} \subseteq C_{i}$ and literal $p \in A$.

The second lemma is more technical, and its proof more involved. The proof works directly on the definition of path, the rules of reductionless LD-Q-Res, and the syntax of the squared equality formulas, to show the existence of the wide clause.

- Lemma 19. Let $n \geq 2$, and let $\pi$ be a reductionless LD-Q-Res refutation of $\mathrm{EQ}^{2}(n)$. On each path from $\left\{\bar{t}_{i, j}: i, j \in[n]\right\}$ in $\pi$, there occurs a clause $C$ for which either $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq$ $\operatorname{vars}(C)$ or $\left\{y_{1}, \ldots, y_{n}\right\} \subseteq \operatorname{vars}(C)$.

Proof. Put $X:=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y:=\left\{y_{1}, \ldots, y_{n}\right\}$. Call a clause $R$ in $\pi$ a $p$-resolvent if there exist earlier clauses $R_{1}$ and $R_{2}$ such that $R=\operatorname{res}\left(R_{1}, R_{2}, p\right)$.

Let $P:=C_{1}, \ldots, C_{k}$ be a path from $\left\{\bar{t}_{i, j}: i, j \in[n]\right\}$ in $\pi$. With each $C_{l}$ we associate an $n \times n$ matrix $M_{l}$ in which $M_{l}[i, j]:=1$ if $\bar{t}_{i, j} \in C_{i}$ and $M_{l}[i, j]:=0$ otherwise. Let $l$ be the least integer such that $M_{l}$ has either a 0 in each row or a 0 in each column. Note that $l \geq 2$ since $M_{1}$ has no zeros.

We prove the lemma by showing that either $X \subseteq \operatorname{vars}\left(C_{l}\right)$ or $Y \subseteq \operatorname{vars}\left(C_{l}\right)$ must hold. We make use of the following claims, which hold for all $i, j \in[n]$ :
(1) for each clause $C$ on $P$, if $\bar{t}_{i, j} \in C$ then $\left\{u_{i}, \bar{u}_{i}\right\} \nsubseteq C$;
(2) each $x_{i}$-resolvent in $\pi$ contains $\left\{u_{i}, \bar{u}_{i}\right\}$ as a subset;
(3) for each $t_{i, j}$-resolvent $R$ in $\pi$, if $x_{i} \notin \operatorname{vars}(R)$ then $\left\{u_{i}, \bar{u}_{i}\right\} \subseteq R$.

Now, suppose that $M_{l}$ has a 0 in each row. We proceed to show that every row in $M_{l}$ also has at least one 1 . To see this, suppose on the contrary that $M_{l}$ contains a full 0 row $r$ (this implies that $l \geq 2$, and hence that $M_{l-1}$ exists). Note that by definition of resolution there can be at most one element that changes from 1 in $M_{l-1}$ to 0 in $M_{l}$. Since $M_{l-1}$ does not have a 0 in every column, it does not contain a full zero row. Hence it must be the case that the unique element that went from 1 in $M_{l-1}$ to 0 in $M_{l}$ is in row $r$. Since $n \geq 2$, we deduce that $M_{l-1}$ has a 0 in each row, contradicting the minimality of $l$.

Let $i \in[n]$. Since the $i^{\text {th }}$ row in $M_{l}$ contains a 1 , there is some $j \in[n]$ for which $\bar{t}_{i, j} \in C_{l}$. From claim (1) it follows that $\left\{u_{i}, \bar{u}_{i}\right\} \nsubseteq C_{l}$. Moreover, as universal literals accumulate along the path, this means that $\left\{u_{i}, \bar{u}_{i}\right\} \nsubseteq C_{m}$ for each $m \leq l$. Since the $i^{\text {th }}$ row in $M_{l}$ contains a 0 , there exists $j^{\prime} \in[n]$ such that $\bar{t}_{i, j^{\prime}} \notin C_{l}$. As $\bar{t}_{i, j^{\prime}} \in C_{1}$, there must be a $t_{i, j^{\prime}}$-resolvent $C_{l^{\prime}}$ on $P$ with $l^{\prime} \leq l$. Then we have $x_{i} \in \operatorname{vars}\left(C_{l^{\prime}}\right)$ by claim (3). Also, for each $m \leq l, C_{m}$ is not an $x_{i}$-resolvent by claim (2). It follows that $x_{i} \in \operatorname{vars}\left(C_{l}\right)$. Since $i \in[n]$ was chosen arbitrarily, we have $X \subseteq \operatorname{vars}\left(C_{l}\right)$.

Suppose on the other hand that $M_{l}$ does not contain a 0 in each row. Then $M_{l}$ contains a 0 in each column. A symmetrical argument then shows that $Y \subseteq \operatorname{vars}\left(C_{l}\right)$.

It remains to prove the three claims.
(1) Observe that each clause in $\pi$ containing the positive literal $t_{i, j}$ also contains the variable $u_{i}$ (this holds for every axiom and universal literals are never removed). Let $C$ be a clause on the path $P$ for which $\bar{t}_{i, j} \in C$, and, for the sake of contradiction, suppose that $\left\{u_{i}, \bar{u}_{i}\right\} \subseteq C$. Since $u_{i}<_{\mathcal{Q}(n)} t_{i, j}$, there cannot be $t_{i, j}$-resolvent on $P$ following $C$, as such a resolution step is explicitly forbidden in the rules of reductionless LD-Q-Res. This means that $\bar{t}_{i, j}$ occurs in $C_{k}$, the final clause of $P$. This is a contradiction, since $C_{k}$ is the conclusion of $\pi$, which contains no existential literals. Therefore $\left\{u_{i}, \overline{u_{i}}\right\} \nsubseteq C$.
(2) Observe that each clause in $\pi$ containing $x_{i}$ (resp. $\bar{x}_{i}$ ) also contains $u_{i}$ (resp. $\bar{u}_{i}$ ) (again, this holds for every axiom and universal literals are never removed). Let $R$ be an $x_{i}$-resolvent of $R_{1}$ and $R_{2}$ in $\pi$. Since $x_{i} \in R_{1}$ and $\bar{x}_{i} \in R_{2}$, we must have $u_{i} \in R_{1}$ and $\bar{u}_{i} \in R_{2}$. It follows immediately that $\left\{u_{i}, \bar{u}_{i}\right\} \subseteq R$.
(3) Observe that each axiom in $\pi$ containing the positive literal $t_{i, j}$ contains variable $x_{i}$. Hence, any clause in $\pi$ that contains literal $t_{i, j}$ but not variable $x_{i}$ must appear after an $x_{i}$ resolvent on some path, and therefore contains $\left\{u_{i}, \bar{u}_{i}\right\}$ by Claim (2). Now, let $R$ be a $t_{i, j}{ }^{-}$ resolvent of $R_{1}$ and $R_{2}$ in $\pi$. Suppose that $x_{i} \notin \operatorname{vars}(R)$, which implies that $x_{i} \notin \operatorname{vars}\left(R_{1}\right)$. Since $t_{i, j} \in R_{1}$, we have $\left\{u_{i}, \bar{u}_{i}\right\} \subseteq R_{1}$, and it follows that $\left\{u_{i}, \bar{u}_{i}\right\} \subseteq R$.

It remains to prove the lower bound formally from the preceding lemmata.

- Theorem 20. The squared equality family requires exponential-size reductionless LD-Q-Res refutations.

Proof. Let $n \in \mathbb{N}$, and let $\pi$ be a reductionless LD-Q-Res refutation of $\mathrm{EQ}^{2}(n)$. We show that $|\pi| \geq 2^{n-1}$. The size bound is trivially true for $n=1$, so we assume $n \geq 2$. Put $X:=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y:=\left\{y_{1}, \ldots, y_{n}\right\}$, and let $L:=\left\{\bar{t}_{i, j}: i, j \in[n]\right\}$ be the long clause from $\operatorname{eq}^{2}(n)$. We call a non-tautological clause $S$ symmetrical $\operatorname{iff} \operatorname{vars}(S)=X \cup Y$ and $x_{i} \in S \Leftrightarrow y_{i} \in S$ for each $i \in[n]$. (A symmetrical clause represents a total assignment to $X \cup Y)$. Note that there are $2^{n}$ distinct symmetrical clauses.

By Lemma 18, for each symmetrical clause $S$, there exists a path $P_{S}$ in $\pi$ in which all existential literals are contained in $S \cup L$. Moreover, each $P_{S}$ begins at clause $L$, since every other clause in $\mathrm{eq}^{2}(n)$ contains some positive $t_{i, j}$ literal that does not occur in $S \cup L$. By Lemma 19, on each path $P$ from $L$ in $\pi$ there exists a clause $C$ for which either $X \subseteq \operatorname{vars}(C)$ or $Y \subseteq \operatorname{vars}(C)$. It follows that we can define a function $f$ that maps each symmetrical assignment $S$ to a clause $f(S)$ in $\pi$ for which either $\operatorname{proj}(S, X) \subseteq f(S)$ or $\operatorname{proj}(S, Y) \subseteq f(S)$. Moreover, since distinct symmetrical clauses $S_{1}$ and $S_{2}$ satisfy $\operatorname{proj}\left(S_{1}, X\right) \neq \operatorname{proj}\left(S_{2}, X\right)$ and $\operatorname{proj}\left(S_{1}, Y\right) \neq \operatorname{proj}\left(S_{2}, Y\right)$, each $f(S)$ is the image of at most two distinct symmetrical clauses. Hence, $\pi$ contains at least $2^{n-1}$ clauses.

Close inspection of the lower-bound proof reveals that particular resolution steps are blocked due to the appearance of merged literals in the antecedents (see the proof of claim (1) of Lemma 19). As we noted in Example 12, such steps remain blocked even if both merged literals implicitly represent the same (non-constant) function, in which case the resolution step is actually perfectly sound. As we will see, the M-Res upper-bound construction makes crucial use of the isomorphism of non-constant merge maps.

### 5.2 Short M-Res refutations of $\mathrm{EQ}^{2}(n)$

Here we construct short M-Res refutations of the squared equality formulas. The approach is as follows. First, for each $i, j \in[n]$, obtain a line $\left(\left\{t_{i, j}\right\}, M_{i, j}\right)$ by resolving the axioms for the four clauses in eq $(n)^{2}$ that contain $\left\{t_{i, j}\right\}$. By the natural application of the merge and select operations, one obtains merge maps $M_{i, j}$ in which the merge map for $u_{i}$ outputs $x_{i}$ with a single query, the merge map for $v_{j}$ outputs $y_{j}$ with a single query, and all other maps are trivial. Notice that all the non-trivial merge maps for a given universal variable are isomorphic, so these $n^{2}$ unit clauses can all be resolved against the square clause, utilising the select operation. It is precisely this final step which is blocked in reductionless LD-Q-Res.

- Theorem 21. The squared equality family has $O\left(n^{2}\right)$-size M-Res refutations.

The separation follows immediately from Theorems 20 and 21.

- Theorem 22. LD-Q-Res does not p-simulate M-Res on $Q B F$.


## 6 Extending Merge Resolution to DQBF

In this section, we show that M-Res extends naturally to a DQBF proof system with the addition of a single weakening rule.

An $H$-form dependency quantified Boolean formula (DQBF) is denoted $\Phi:=\mathcal{Q} \cdot \phi$. Similarly to QBF, the matrix $\phi$ is a CNF, but the quantifier prefix $\mathcal{Q}$ has a more general specification that allows variable dependencies to be written explicitly. Formally, $\mathcal{Q}:=\left(X, U, L_{\mathcal{Q}}\right)$, in which $X \subset \mathcal{Z}$ and $U \subset \mathcal{Z}$ are finite sets called the existential and universal variables of $\Phi$, and $L_{\mathcal{Q}}: U \rightarrow \wp(X)$ is the support set function.

This is not the conventional notation for DQBF (cf. [2]), but it coincides conveniently with our QBF notation. In particular, our definition of "countermodel" need not change, and we call a DQBF false if it has a countermodel, and true if it does not. We redefine $<_{\mathcal{Q}}$ as a binary relation on $X \times U$ such that $x<_{\mathcal{Q}} u$ holds iff $x \in X, u \in U$ and $x \in L_{\mathcal{Q}}(u)$.

To lift M-Res to DQBF, we take $\Phi$ to be a DQBF in Definition 11 and add an extra case: (c) Weakening. There exists an integer $a<i$ such that $C_{i}$ is an existential superclause of $C_{a}$ and, for each $u \in U$, either (i) $M_{i}^{u}=M_{a}^{u}$, or (ii) $M_{a}^{u}$ is trivial and $M_{i}^{u}:=i \mapsto l$ for some literal $l \in\{u, \bar{u}\}$.
By "existential superclause" it is meant that $\operatorname{vars}\left(C_{i}\right) \subseteq X$ and $C_{a} \subseteq C_{i}$.
Weakening is, in a clear sense, the simplest rule with which one extends M-Res to DQBF. Its function is merely to represent exactly the paths of the countermodel on which the canonical completeness construction is based. In general, the countermodel needs to be represented in full since merge maps must be isomorphic in order to apply the select operation.

## Soundness and Completeness

Soundness of M-Res for DQBF is proved in the same way as for QBF, i.e. by showing that the concluding merge maps compute a countermodel. Lemma 13 lifts straightforwardly to DQBF, so we need only show that weakening preserves the induction invariant (see the paragraph preceding Lemma 13). This turns out to be rather straightforward, since a weakened clause is falsified by fewer existential assignments, and the weakening of a merge map always instantiates an undetermined assignment.

- Lemma 23. Let $\left(\emptyset,\left\{M^{u}: u \in U\right\}\right)$ be the conclusion of an M-Res refutation of a $D Q B F \Phi$. Then the functions computed by $\left\{M^{u}: u \in U\right\}$ form a countermodel for $\Phi$.

Completeness, on the other hand, cannot be established with an analogue of Theorem 14; DQBF is strictly larger than QBF, and hence simulation of reductionless LD-Q-Res does not guarantee completeness. Our proof rather extends the method by which completeness of reductionless LD-Q-Res was proved in Lemma 4; namely, the construction of a "full binary tree" of resolution steps based on the countermodel, following the prefix order of existential variables.

We give an overview of the construction. Let $\Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ be a false DQBF with a countermodel $h$. For each $\alpha \in\langle X\rangle$, the assignment $\alpha \cup h(\alpha)$ falsifies some clause $C_{\alpha} \in \phi$ by definition of countermodel. Now, consider the M-Res line whose clause is the largest existential clause falsified by $\alpha$ and whose merge maps are constant functions computing $h(\alpha)$. Each such line can be derived in two $M$-Res steps, by weakening the axiom corresponding to $C_{\alpha}$. Moreover, the clauses $\left\{C_{\alpha}: \alpha \in\langle X\rangle\right\}$ form the leaves of a full binary tree resolution refutation which can be completed using an arbitrary order of the existential pivots $X$. The merge maps are constructed by merging over the pivot $x$ iff $x \in L_{\mathcal{Q}}(u)$; otherwise the select operation takes the merge map from either antecedent, since the full binary tree structure guarantees that they are isomorphic.
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As merge maps essentially represent the structure of resolution steps in the subderivation, it is no surprise that the merge maps in our construction also have a full binary tree structure. This structure is captured by the following definition.

- Definition 24 (binary tree merge map). A binary tree merge map for a variable $u$ over a sequence of variables $x_{1}, \ldots, x_{n}$ is a function $M$ with domain $\left[2^{n+1}-1\right]$ and rule

$$
M(i):= \begin{cases}\left(x_{\lfloor\log i\rfloor+1}, 2 i, 2 i+1\right) & \text { if } 1 \leq i<2^{n} \\ l_{i} & \text { if } 2^{n} \leq i<2^{n+1}\end{cases}
$$

where each $l_{i} \in\{u, \bar{u}\}$.
At the technical level, we must define existential restrictions for DQBFs and DQBF countermodels. Let $\Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ be a DQBF with a countermodel $h$ and let $l$ be a literal with $\operatorname{var}(l)=x \in X$. The restriction of $\Phi$ by $l$ is $\Phi[l]:=\left(X \backslash\{x\}, U, L_{\mathcal{Q}}^{\prime}\right) \cdot \phi[l]$, where $L_{\mathcal{Q}}^{\prime}$ maps each $u \in U$ to $L_{\mathcal{Q}}(u) \backslash\{x\}$. The restriction of $h$ by $l$ is $h[l]:=\left\{h_{u}[l]: u \in U\right\}$, where the functions $h_{u}[l]:\left\langle L_{\mathcal{Q}}^{\prime}(u)\right\rangle \rightarrow\{u, \bar{u}\}$ are defined by $h_{u}[l](\alpha):=h_{u}\left((\alpha \cup\{l\}) \upharpoonright_{L_{\mathcal{Q}}(u)}\right)$.

The construction itself is defined recursively in the completeness proof, combining full binary tree refutations for $\Phi[x]$ and $\Phi[\bar{x}]$ for some $x \in X$ with a single resolution step. We use the fact that restrictions preserve countermodels in the following sense.

- Proposition 25. Let $h$ be a countermodel for a $D Q B F \Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ and let $l$ be a literal with $\operatorname{var}(l) \in X$. Then $h[l]$ is a countermodel for $\Phi[l]$.

As the final precursor to the completeness proof, we show that a derivation of the negated literal $\bar{l}$ and the restricted countermodel $h[l]$ can be obtained easily from a refutation of the restricted DQBF $\Phi[l]$.

- Proposition 26. Let $\Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ be a false $D Q B F$, let $l$ be a literal with $\operatorname{var}(l) \in X$, and let $\left(\emptyset,\left\{M_{u}: u \in U\right\}\right)$ be the conclusion of be an M -Res refutation of $\Phi[l]$. Then there exists an M-Res derivation of ( $\{\bar{l}\},\left\{M_{u}: u \in U\right\}$ ) from $\Phi$.

Proof. Let $\pi$ be the refutation with the given conclusion. The desired derivation may be obtained from $\pi$ simply by adding the literal $\{\bar{l}\}$ to each clause, applying weakening where necessary, and adjusting the indexing of the merge maps to account for the extra weakening steps.

- Lemma 27. Every false H-form $D Q B F$ has an M-Res refutation.

Proof. Let $\Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ be a false DQBF, and let $X:=\left\{x_{1}, \ldots, x_{n}\right\}$ where the $x_{i}$ are pairwise distinct. For any M-Res refutation $\pi$ with conclusion ( $C_{k},\left\{M_{k}^{u}: u \in U\right\}$ ), let $\left\{h_{u}: u \in U\right\}$ be the concluding countermodel for $\pi$, where the $h_{u}$ are the functions computed by the concluding merge maps $M_{k}^{u}$. A merge map for $u \in U$ over $L_{\mathcal{Q}}(u)$ is said to be complete if it is isomorphic to a binary tree merge map for $u$ over the sequence

$$
x_{\sigma(1)}, \ldots x_{\sigma\left(\left|L_{\mathcal{Q}}(u)\right|\right)},
$$

which enumerates $L_{\mathcal{Q}}(u)$ in increasing index order; that is, $\sigma:\left[\left|L_{\mathcal{Q}}(u)\right|\right] \rightarrow[n]$ is the unique function satisfying $\left\{x_{\sigma(i)}: i \in\left[\left|L_{\mathcal{Q}}(u)\right|\right]\right\}=L_{\mathcal{Q}}(u)$ and $i<j \Leftrightarrow \sigma(i)<\sigma(j)$ for each $i, j \in\left[\left|L_{\mathcal{Q}}(u)\right|\right]$. By induction on the number $n$ of existential variables, we show that, for each countermodel $h$ for $\Phi$, there exists an M-Res refutation whose concluding countermodel is $h$ and whose concluding merge maps are complete. To that end, let $h:=\left\{h_{u}: u \in U\right\}$ be an arbitrary countermodel for $\Phi$.

For the base case $|X|=0$, observe that each $h_{u}$ is a constant function with some singleton codomain $\left\{l_{u}\right\}$. By definition of countermodel, there exists a clause $C \in \phi$ such that $C=\left\{\bar{l}_{u}: u \in \operatorname{vars}(C)\right\}$. Applying the axiom rule to $C$, one obtains a derivation of the line $\left(\emptyset,\left\{M^{u}: u \in U\right\}\right)$ in which $M^{u}$ computes the constant function $h_{u}$ if $u \in \operatorname{vars}(C)$, and is trivial otherwise. With a single weakening step, each trivial $M^{u}$ can be swapped for a merge map isomorphic to $1 \mapsto l_{u}$. Then each $M^{u}$ is trivially complete and computes the constant function $h_{u}$.

For the inductive step, let $n \in \mathbb{N}$. Combining Propositions 25 and 26 with the inductive hypothesis, we deduce that there exist M-Res derivations $\pi$ and $\pi^{\prime}$ of the lines $\left(\left\{\bar{x}_{n}\right\},\left\{M_{u}\right.\right.$ : $u \in U\})$ and $\left(\left\{x_{n}\right\},\left\{M_{u}^{\prime}: u \in U\right\}\right)$ from $\Phi$ in which the $M_{u}$ and $M_{u}^{\prime}$ are complete merge maps computing $h_{u}\left[x_{n}\right]$ and $h_{u}\left[\bar{x}_{n}\right]$. Assume that the lines of $\pi$ are indexed from 1 to $|\pi|$ and that those of $\pi^{\prime}$ are indexed from $|\pi|+1$ to $|\pi|+\left|\pi^{\prime}\right|$. For each $u \in U$, the domains of $M_{u}$ and $M_{u}^{\prime}$ are disjoint, so $M_{u} \bowtie M_{u}^{\prime}$. If $x_{n} \notin L_{\mathcal{Q}}(u)$, then $h_{u}\left[x_{n}\right]=h_{u}\left[\bar{x}_{n}\right]$, and we must have $M_{u} \simeq M_{u}^{\prime}$ since complete merge maps computing the same function must be isomorphic. It follows that the line $\left(\emptyset,\left\{M_{u}^{\prime \prime}: u \in U\right\}\right)$ can be derived from $\Phi$, where

$$
M_{u}^{\prime \prime}:= \begin{cases}\operatorname{merge}\left(M_{u}, M_{u}^{\prime},|\pi|+\left|\pi^{\prime}\right|+1, x_{i}\right) & \text { if } x_{i} \in L_{\mathcal{Q}}(u), \\ M_{u} & \text { if } x_{i} \notin L_{\mathcal{Q}}(u) .\end{cases}
$$

It is easy to see that the $M_{u}^{\prime \prime}$ are complete merge maps computing the $h_{u}$.
The weakening rule is clearly polynomial-time checkable. Thus the following is immediate from Lemmata 23 and 27.

- Theorem 28. M-Res is a proof system for $H$-form $D Q B F$.

It is natural to consider whether the weakening rule is necessary for completeness. This is indeed the case; there exist false DQBFs that cannot be refuted by M-Res without weakening.

For example, consider the DQBF $\Phi:=\left(X, U, L_{\mathcal{Q}}\right) \cdot \phi$ in which $X:=\left\{x_{1}, x_{2}\right\}, U:=\left\{u_{1}, u_{2}\right\}$, the support set function is given by $L_{\mathcal{Q}}\left(u_{1}\right)=\left\{x_{1}\right\}, L_{\mathcal{Q}}\left(u_{2}\right)=\left\{x_{2}\right\}$, and the matrix $\phi$ consists of the clauses

$$
\left\{\bar{x}_{1}, \bar{x}_{2}, \bar{u}_{1}, \bar{u}_{2}\right\},\left\{\bar{x}_{1}, x_{2}, \bar{u}_{1}, u_{2}\right\},\left\{x_{1}, \bar{x}_{2}, u_{1}, \bar{u}_{2}\right\},\left\{x_{1}, x_{2}, u_{1}\right\} .
$$

It is readily verified that the only countermodel for this DQBF sets $u_{1}=x_{1}$ and $u_{2}=x_{2}$. However, the absence of variable $u_{2}$ in the clause $\left\{x_{1}, x_{2}, u_{1}\right\}$ means that the corresponding M-Res axiom has a merge map for $u_{2}$ isomorphic to $1 \mapsto *$. Since an M-Res refutation of $\Phi$ needs a full binary tree of resolution steps, this particular merge map must be instantiated at some point with a concrete literal $\bar{u}_{2}$ or $u_{2}$. To see this, observe that a resolution over $x_{1}$ must take place in which, among the antecedents, at least one merge map for $u_{2}$ (descended from axioms containing the negative literal $\bar{x}_{1}$ ) does not contain $*$ in its range; and since $x_{1}$ is not in $L_{Q}\left(u_{2}\right)$, the antecedents' merge maps for $u_{2}$ must be isomorphic.

## 7 Conclusions

We argue that building strategies into proofs is the natural way to deal with incompleteness for DQBF CDCL-systems [2]. The other approach, known as Fork Resolution [33], uses extension variables, and is not known to correspond to an existing implementation [35].

We also suggest that H-form (rather than S-form) DQBFs may be more suitable for CDCLstyle solving, since associated proof systems "prove the existence of Herbrand functions". In the QBF realm, this is of course equivalent to proving the non-existence of Skolem
functions, but that does not carry over to DQBF (in a precise technical sense [2]). From this standpoint, it is natural to refute H-form DQBFs by finding the Herbrand functions that certify falsity. Moreover, it is unnatural to refute S-form DQBFs - which amounts to proving the non-existence of Skolem functions - by looking for Herbrand functions that may exist even if the formula is true. We suggest that this notion is the source of the soundness issues [12] associated with CDCL systems for DQBF.

Explicit representations may also be relevant for QBF solving. In dependency learning [31], variable dependencies are ignored until clause learning is blocked by an illegal merge. Our work demonstrates that many "illegal" merges are perfectly sound inferences; moreover, Merge Resolution provides a mechanism for identifying such cases based on isomorphism.

Particular implementations may want to fine-tune the details. Isomorphism is an easy way to determine the equivalence of two Boolean functions, but in general it seems unlikely that two equivalent functions will have identical representations. This points towards efficient (approximate) equivalence testing as the key to a successful implementation of M-Res.
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#### Abstract

The online Dial-a-Ride problem is a fundamental online problem in a metric space, where transportation requests appear over time and may be served in any order by a single server with unit speed. Restricted to the real line, online Dial-A-Ride captures natural problems like controlling a personal elevator. Tight results in terms of competitive ratios are known for the general setting and for online TSP on the line (where source and target of each request coincide). In contrast, online Dial-a-Ride on the line has resisted tight analysis so far, even though it is a very natural online problem.

We conduct a tight competitive analysis of the Smartstart algorithm that gave the best known results for the general, metric case. In particular, our analysis yields a new upper bound of 2.94 for open, non-preemptive online DiAL-A-Ride on the line, which improves the previous bound of 3.41 [Krumke'00]. The best known lower bound remains 2.04 [SODA'17]. We also show that the known upper bound of 2 [STACS'00] regarding SmaRTSTART's competitive ratio for closed, non-preemptive online Dial-A-Ride is tight on the line.
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## 1 Introduction

Online optimization deals with settings where algorithmic decisions have to be made over time without knowledge of the future. A typical introductory example is the problem of controlling an elevator/conveyor system, where requests to transport passengers/goods arrive over time and the elevator needs to decide online how to adapt its trajectory along the real line. In terms of competitive analysis, the central question in this context is how much longer our trajectory will be in the worst-case, relative to an optimum offline solution that knows all requests ahead of time, i.e., we ask for solutions with good competitive ratio.

While the elevator problem is a natural online problem, even simplified versions of it have long resisted tight analysis. Online TSP on the line is such a simplification, where a single server on the real line needs to serve requests that appear over time at arbitrary positions by visiting their location, i.e., requests do not need to be transported. We distinguish the closed and open variants of this problem, depending on whether the server needs to eventually return to the origin or not. Determining the exact competitive ratios for either variant
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had been an open problem for more than two decades $[3,5,12,13,15,16]$, when Bjelde et al. [4] were finally able to conduct a tight analysis that established competitive ratios of roughly 1.64 for the closed case and 2.04 for the open case.

The next step towards formally capturing the intuitive elevator problem is to allow transportation requests that appear over time; and to fix a capacity $c \in \mathbb{N} \cup\{\infty\}$ of the server that limits the number of transportation requests that can be served simultaneously. The resulting online DiAL-A-Ride problem on the line has received considerable attention in the past $[1,4,8,13,14,16]$, but still resists tight analysis. The best known (non-preemptive) bounds put the competitive ratio in the range [1.75, 2] for the closed variant (see [4, 1]). For the open variant the best known (non-preemptive) bounds put the competitiv ratio in the range $[2.04,3]$ for $c=1$ and in the range $[2.04,3.41]$ for $c>1$ (see [4, 13]). In this paper, we show an improved upper bound of (roughly) 2.94 for open online Dial-A-Ride on the line for arbitrary capacity $c \in \mathbb{N} \cup\{\infty\}$.

A straight-forward algorithm for online Dial-a-Ride on the line is the algorithm Ignore [1]: Whenever the server is idle and unserved requests $R_{t}$ are present at the current time $t$, compute an optimum schedule to serve these requests from the current location, and follow this schedule while ignoring newly incoming requests. Ignore has a competitive ratio of exactly $4 .^{\dagger}$ This competitive ratio can be improved by potentially waiting before starting the optimum schedule, in order to protect against requests that come in right after we decide to start. Ascheuer et al. [1] proposed the algorithm Smartstart (see Algorithm 1) that delays the execution of the optimum schedule until a certain time $t$ relative to the length $L\left(t, p, R_{t}\right)$ of this schedule (formal definitions below).

Smartstart is parameterized by a factor $\Theta>1$ that scales this waiting period. In this paper, we conduct a tight analysis of the best competitive ratio of Smartstart for open/closed online Dial-A-Ride on the line, over all parameter values $\Theta>1$.

Results and techniques. The Smartstart algorithm is of particular importance for online DIAL-A-Ride, since, on arbirary metric spaces, it achieves the best possible competitive ratio of 2 for the closed variant $[1,3]$, and the best known competitive ratio of $2+\sqrt{2} \approx 3.41$ for the open variant [13]. We provide a conclusive treatment of this algorithm for online DIAL-A-Ride on the line in terms of competitive analysis, both for the open and the closed variant.

Regarding the open case, we show that Smartstart attains a competitive ratio of $\rho^{*} \approx 2.94$ for parameter value $\Theta^{*} \approx 2.05$ (Section 3). To show this, we derive two separate upper bounds depending on $\Theta$ (cf. Figure 1): an upper bound $f_{1}(\Theta)$ for the case that Smartstart has a waiting period before starting its last schedule (Proposition 3.3), and an upper bound $f_{2}(\Theta)$ for the case that SMARTSTART begins its final schedule immediately (Proposition 3.4). The resulting general upper bound of $\max \left\{f_{1}(\Theta), f_{2}(\Theta)\right\}$ has its minimum precisely at the intersection point $\left(\Theta^{*}, \rho^{*}\right)$ of $f_{1}$ and $f_{2}$.

On the other hand, we show that for $\Theta \in(2,3)$ there are instances where Smartstart waits before starting its final schedule and has competitive ratio at least $f_{1}(\Theta)$ (Proposition 4.2). Similarly, we show that for $\Theta \in[2,2.303]$ there are instances where Smartstart does not wait before starting its final schedule and has competitive ratio at least $f_{2}(\Theta)$ (Proposition 4.3). Together, this implies that the general upper bound of $\max \left\{f_{1}(\Theta), f_{2}(\Theta)\right\}$ is tight for $\Theta \in(2,2.303]$, and thus for $\Theta=\Theta^{*}$ (cf. Figure 1).

[^20]To complete our analysis of SmARTSTART, we give lower bound constructions for different domains of $\Theta$ ( $g_{1}$ through $g_{4}$ in Figure 1) that establish that $\Theta^{*}$ is indeed the best parameter choice for Smartstart in the worst-case (Lemma 4.4). The key ingredient to all our lower bounds is a way to lure Smartstart away from the origin (Lemma 4.1).


Figure 1 Overview over our bounds for Smartstart. The functions $f_{1}$ (green) / $f_{2}$ (red) are upper bounds for the cases where Smartstart waits / does not wait before starting the final schedule, respectively. The upper bounds are drawn solid in the domains where they are tight for their corresponding case. The functions $g_{1}$ through $g_{4}$ (blue) are general lower bounds; dashed continuations indicate how far these bounds could be extended.

Finally, for the closed variant of the problem, we provide a lower bound of 2 on the bestpossible competitive ratio of Smartstart over all possible choices of the parameter $\Theta>1$ (Section 5). This tightly matches the known upper bound for general metric spaces [1].

Significance. The main contribution of this paper is a conclusive treatment of the algorithm Smartstart for online Dial-a-Ride on the line in terms of competitive analysis. Additionally, our analysis yields an improved upper bound of (roughly) 2.94 for non-preemptive, open online Dial-A-Ride on the line. This is the first bound below 3 and narrows the gap for the competitive ratio to [2.04, 2.94]. Our work is likely to serve as a starting point towards devising better algorithms (preemptive or non-preemptive) that narrow the gaps for both the open and closed setting by avoiding critical "mistakes" of Smartstart, as evidenced by our lower bound constructions

Further related work. In this paper, we focus on the non-preemptive variant of online DIal-A-Ride on the line, where requests cannot be unloaded on the way in reaction to the arrival of new requests. For the case where preemption is allowed, the best known bounds for the closed version are $[1.64,2]$ (see $[3,1]$ ), which is slightly worse than the gap of $[1.75,2]$ in the non-preemptive case. On the other hand, the best bounds for the open, preemptive variant are $[2.04,2.41]$ (see [4]), which is better than the gap of [2.04, 2.94] in the non-preemptive case. In particular, the preemptive and non-preemptive cases can currently not be separated in terms of competitive ratios.

A variant of the online Dial-A-Ride problem where the objective is to minimize the maximal flow time, instead of the makespan, has been studied by Krumke et al. [14, 15]. They established that in many metric spaces no online algorithm can be competitive with respect to this objective. Hauptmeier et al. [11] showed that a competitive algorithm is possible if we restrict ourselves to instances with "reasonable" load, which roughly means that requests that appear over a sufficiently large time period $T$ can always be served in time at most $T$.

Lipmann et al. [17] studied a natural variant of closed, online DIAL-A-Ride where the destinations of requests are only revealed upon collection by the server. For general metric spaces and server capacity $c$, they showed a tight competitive ratio of 3 in the preemptive setting, and lower/upper bounds of max $\{3.12, c\}$ and $2 c+2$, respectively, in the non-preemptive setting.

Yi and Tian [18] considered the online Dial-A-Ride problem with deadlines, with the objective of serving the maximum number of requests. They provided bounds on the competitive ratio depending on the diameter of the metric space. In [19] they further studied this setting when the destination of requests are only revealed upon collection by the server.

The offline version of DIAL-A-Ride on the line has been studied in various settings, for an overview see [7]. For the closed, non-preemptive case without release times, Gilmore and Gomory [9] and Atallah and Kosaraju [2] gave a polynomial time algorithm for a server with unit capacity $c=1$, and Guan [10] showed that the problem is hard for $c=2$. Bjelde et al. [4] extended this result to any finite $c \geq 2$ and both the open and closed case. They further showed that with release times the problem is already hard for finite $c \geq 1$. On the other hand, the complexity of the case $c=\infty$ has not yet been established. The closed, preemptive case without release times was shown to be polynomial time solvable for $c=1$ by Atallah and Kosaraju [2], and for $c \geq 2$ by Guan [10].

For the closed, non-preemptive case with finite capacity, Krumke [13] provided a 3-approximation algorithm. Finally, Charikar and Raghavachari [6] gave approximation algorithms for the closed case without release times, both preemptive and non-preemptive, on general metric spaces. They also claimed to have a 2 -approximation for the line, but this result appears to be incorrect (personal communication).

## 2 Preliminaries

Formally, an instance of DiAL-A-Ride on the line is given by a set of requests denoted by $\sigma=\left\{\left(a_{1}, b_{1} ; r_{1}\right),\left(a_{2}, b_{2} ; r_{2}\right), \ldots,\left(a_{n}, b_{n} ; r_{n}\right)\right\}$ that need to be served by a single server with capacity $c \in \mathbb{N} \cup\{\infty\}$, travelling with unit speed and starting at the origin on the real line. Request $\sigma_{i}$ appears at time $r_{i}>0$ at position $a_{i} \in \mathbb{R}$ of the real line and needs to be transported to position $b_{i} \in \mathbb{R}$. The objective of the Dial-A-Ride problem on the line is to find a shortest schedule for the server to transport all requests without carrying more than $c$ requests at once, where the length of a schedule is the length of the resulting trajectory. In the closed version of the problem, the server eventually needs to return to the origin, in the open version it does not. In the online Dial-A-Ride problem on the line, each request $\sigma_{i}$ is revealed only at time $r_{i}$, and $n$ is only revealed implicitly by the fact that no more requests appear. In contrast, in the offline problem, all requests are known ahead of time (but release times still need to be respected).

We define $L(t, p, R)$ to be the length of a shortest schedule that starts at position $p$ at time $t$ and serves all requests in $R \subseteq \sigma$ after they appeared (i.e., the schedule must respect
release times). Observe that, for all $0 \leq t \leq t^{\prime}, p, p^{\prime} \in \mathbb{R}$, and $R \subseteq \sigma$, we have

$$
\begin{align*}
& L(t, p, R) \geq L\left(t^{\prime}, p, R\right)  \tag{1}\\
& L(t, p, R) \leq\left|p-p^{\prime}\right|+L\left(t, p^{\prime}, R\right) \tag{2}
\end{align*}
$$

By $x_{-}:=\min \left\{0, \min _{i=1, \ldots, n}\left\{a_{i}\right\}, \min _{i=1, \ldots, n}\left\{b_{i}\right\}\right\}$ we denote the leftmost and by $x_{+}:=$ $\max \left\{0, \max _{i=1, \ldots, n}\left\{a_{i}\right\}, \max _{i=1, \ldots, n}\left\{b_{i}\right\}\right\}$ the rightmost position that needs to be visited by the server. Here and throughout, we orient the real line from left to right. Obviously, there is an optimum trajectory that only visits points in $\left[x_{-}, x_{+}\right]$, and we let Opt be such a trajectory and $\operatorname{Opt}(\sigma):=L(0,0, \sigma)$ be its length.

```
Algorithm 1: Smartstart.
    \(p_{1} \leftarrow 0\)
    for \(j=1,2, \ldots\) do
        while \(t \leq L\left(t, p_{j}, R_{t}\right) /(\Theta-1)\) do
            wait
        \(t_{j} \leftarrow t\)
        \(S_{j} \leftarrow\) optimal offline schedule serving \(R_{t}\) starting from \(p_{j}\)
        execute \(S_{j}\)
        \(p_{j+1} \leftarrow\) current position
```

For the description of online algorithms, we denote by $t$ the current time and by $R_{t}$ the set of requests that have appeared until time $t$ but have not been served yet. The algorithm Smartstart is given in Algorithm 1. Essentially, Smartstart waits before starting an optimal schedule to serve all available requests at time

$$
\begin{equation*}
\min _{t^{\prime} \geq t}\left\{t^{\prime} \geq \frac{L\left(t^{\prime}, p, R_{t^{\prime}}\right)}{\Theta-1}\right\} \tag{3}
\end{equation*}
$$

where $p$ is the current position of the server and $\Theta>1$ is a parameter of the algorithm that scales the waiting time. Importantly, Smartstart ignores incoming requests while executing a schedule. Whenever we need to distinguish the behavior of Smartstart for different values of $\Theta>1$, we write $\operatorname{Smartstart}_{\Theta}$ to make the choice of $\Theta$ explicit. The length of Smartstart's trajectory is denoted by $\operatorname{Smartstart}(\sigma)$. Note that the schedules used by Smartstart are NP-hard to compute for $1<c<\infty$, see [4].

We let $N \in \mathbb{N}$ be the number of schedules needed by Smartstart to serve $\sigma$. The $j$-th schedule is denoted by $S_{j}$, its starting time by $t_{j}$, its starting point by $p_{j}$, its ending point by $p_{j+1}$ (cf. Algorithm 1), and the set of requests served in $S_{j}$ by $\sigma_{S_{j}}$. For convenience, we set $t_{0}=p_{0}=0$. Finally, we denote by $y_{-}^{S_{j}}$ the leftmost and by $y_{+}^{S_{j}}$ the rightmost position that occurs in the requests $\sigma_{S_{j}}$. Note that $y_{-}^{S_{j}}$ and $y_{+}^{S_{j}}$ need not lie on different sides of the origin, in contrast to $x_{-/+}$.

## 3 Upper Bound for the Open Version

In this section, we give an upper bound on the completion time

$$
\begin{equation*}
\operatorname{SmARTStart}(\sigma)=t_{N}+L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right) \tag{4}
\end{equation*}
$$

of $\operatorname{Smartstart}$, relative to $\operatorname{Opt}(\sigma)$. To do this, we consider two cases, depending on whether or not Smartstart waits after finishing schedule $S_{N-1}$ and before starting the final
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schedule $S_{N}$. If Smartstart waits, the starting time of schedule $S_{N}$ is given by

$$
\begin{equation*}
t_{N}=\frac{1}{\Theta-1} L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right) \tag{5}
\end{equation*}
$$

otherwise, we have

$$
\begin{equation*}
t_{N}=t_{N-1}+L\left(t_{N-1}, p_{N-1}, \sigma_{S_{N-1}}\right) \tag{6}
\end{equation*}
$$

We start by giving a lower bound on the starting time of a schedule. ${ }^{\dagger}$

- Lemma 3.1. Algorithm Smartstart does not start schedule $S_{j}$ earlier than time $\frac{\left|p_{j+1}\right|}{\Theta}$, i.e., we have $t_{j} \geq \frac{\left|p_{j+1}\right|}{\Theta}$.

Proof sketch. Since Smartstart at least has to move from $p_{j}$ to $p_{j+1}$, we have

$$
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) \geq\left|p_{j}-p_{j+1}\right|
$$

Note however that Smartstart needs at least time $\left|p_{j}\right|$ to reach $p_{j}$. Therefore, we have

$$
\begin{aligned}
t_{j} & \geq \min \left\{t \geq\left|p_{j}\right|: t+\left|p_{j}-p_{j+1}\right| \leq \Theta t\right\} \\
& =\min \left\{t \geq\left|p_{j}\right|: \frac{\left|p_{j}-p_{j+1}\right|}{\Theta-1} \leq t\right\} \\
& =\max \left\{\left|p_{j}\right|, \frac{\left|p_{j}-p_{j+1}\right|}{\Theta-1}\right\} .
\end{aligned}
$$

The claims now follows by showing $\max \left\{\left|p_{j}\right|, \frac{\left|p_{j}-p_{j+1}\right|}{\Theta-1}\right\} \geq \frac{\left|p_{j+1}\right|}{\Theta}$.
The following bound on the length of Smartstart's schedules is an essential ingredient in our upper bounds.

- Lemma 3.2. For every schedule $S_{j}$ of Smartstart, we have

$$
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) \leq\left(1+\frac{\Theta}{\Theta+2}\right) \operatorname{Opt}(\sigma)
$$

Proof. First, we notice that by the triangle inequality we have

$$
\begin{equation*}
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) \leq\left|p_{j}\right|+L\left(t_{j}, 0, \sigma_{S_{j}}\right) \leq \mathrm{OPT}(\sigma)+\left|p_{j}\right| \tag{7}
\end{equation*}
$$

Now, let $\sigma_{S_{j}}^{\mathrm{OPT}}$ be the first request of $\sigma_{S_{j}}$ that is picked up by OPT and let $a_{j}^{\mathrm{Opt}}$ be its starting point and $r_{j}^{\text {Opt }}$ be its release time. We have

$$
\begin{equation*}
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) \leq\left|a_{j}^{\mathrm{OPT}}-p_{j}\right|+L\left(t_{j}, a_{j}^{\mathrm{OPT}}, \sigma_{S_{j}}\right) \tag{8}
\end{equation*}
$$

again by the triangle inequality. Since Opt serves all requests of $\sigma_{S_{j}}$ starting at position $a_{j}^{\text {Opt }}$ no earlier than time $r_{j}^{\text {Opt }}$, we have

$$
\begin{equation*}
L\left(t_{j}, a_{j}^{\mathrm{OPT}}, \sigma_{S_{j}}\right)^{r_{j}^{\mathrm{OPT}} \leq t_{j}} \leq L\left(r_{j}^{\mathrm{OPT}}, a_{j}^{\mathrm{OPT}}, \sigma_{S_{j}}\right) \leq \mathrm{OPT}(\sigma)-r_{j}^{\mathrm{OPT}}, \tag{9}
\end{equation*}
$$

which yields

$$
\begin{align*}
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) & \stackrel{(8)}{\leq}\left|a_{j}^{\mathrm{OPT}}-p_{j}\right|+L\left(t_{j}, a_{j}^{\mathrm{OPT}}, \sigma_{S_{j}}\right) \\
& \stackrel{(9)}{\leq} \operatorname{OPT}(\sigma)+\left|a_{j}^{\mathrm{OPT}}-p_{j}\right|-r_{j}^{\mathrm{OPT}} \\
t_{j-1} & <r_{j}^{\mathrm{OPT}} \mathrm{OPT}(\sigma)+\left|a_{j}^{\mathrm{OPT}}-p_{j}\right|-t_{j-1} . \tag{10}
\end{align*}
$$

Since $p_{j}$ is the destination of a request, Opt needs to visit it. In the case that Opt visits $p_{j}$ before collecting $\sigma_{S_{j}}^{\mathrm{Opt}}$, Opt still has to collect and serve every request of $\sigma_{S_{j}}$ after it has visited position $p_{j}$ the first time, which directly implies

$$
\left(1+\frac{\Theta}{\Theta+2}\right) \operatorname{OPT}(\sigma)>\operatorname{OPT}(\sigma) \geq L\left(\left|p_{j}\right|, p_{j}, \sigma_{S_{j}}\right) \stackrel{\left|p_{j}\right| \leq t_{j}}{\geq} L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right)
$$

On the other hand, if Opt collects $\sigma_{S_{j}}^{\text {Opt }}$ before visiting the position $p_{j}$, we have

$$
\begin{equation*}
t_{j-1}+\left|a_{j}^{\mathrm{OPT}}-p_{j}\right| \stackrel{t_{j-1}<r_{j}^{\mathrm{OPT}}}{<} r_{j}^{\mathrm{OPT}}+\left|a_{j}^{\mathrm{OPT}}-p_{j}\right| \leq \mathrm{OPT}(\sigma) \tag{11}
\end{equation*}
$$

since Opt cannot collect $\sigma_{S_{j}}^{\text {Opt }}$ before time $r_{j}^{\text {Opt }}$ and then still has to visit position $p_{j}$. Thus, we have

$$
\begin{align*}
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) & \stackrel{(10)}{<} \operatorname{OPT}(\sigma)+\left|a_{j}^{\mathrm{OPT}}-p_{j}\right|-t_{j-1} \\
& \stackrel{(11)}{\leq} 2 \operatorname{OPT}(\sigma)-2 t_{j-1} \\
& \stackrel{\text { Lem 3.1 }}{\leq} 2 \mathrm{OPT}(\sigma)-2 \frac{\left|p_{j}\right|}{\Theta} . \tag{12}
\end{align*}
$$

This implies

$$
L\left(t_{j}, p_{j}, \sigma_{S_{j}}\right) \stackrel{(7),(12)}{\leq} \min \left\{\operatorname{OPT}(\sigma)+\left|p_{j}\right|, 2 \operatorname{OPT}(\sigma)-\frac{2}{\Theta}\left|p_{j}\right|\right\} \leq\left(1+\frac{\Theta}{\Theta+2}\right) \operatorname{OPT}(\sigma)
$$

since the minimum above is largest for $\left|p_{j}\right|=\frac{\Theta}{\Theta+2} \operatorname{Opt}(\sigma)$.
The following proposition uses Lemma 3.2 to provide an upper bound for the competitive ratio of Smartstart, in the case, where Smartstart does have a waiting period before starting the final schedule.

- Proposition 3.3. In the case that Smartstart waits before executing $S_{N}$, we have

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)} \leq f_{1}(\Theta):=\frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}
$$

Proof. Assume Smartstart waits before starting the final schedule. Then we have

$$
\begin{equation*}
t_{N}+L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right)=\Theta t_{N} \tag{13}
\end{equation*}
$$

by definition of Smartstart. This implies

$$
\operatorname{SmARTSTART}(\sigma) \stackrel{(4)}{=} t_{N}+L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right) \stackrel{(13)}{=} \Theta t_{N} \stackrel{(5)}{=} \frac{\Theta}{\Theta-1} L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right)
$$

Lemma 3.2 thus yields the claimed bound:

$$
\begin{aligned}
\operatorname{SmARTSTART}(\sigma) & =\frac{\Theta}{\Theta-1} L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right) \\
& \stackrel{\operatorname{Lem}}{\leq} 3.2 \frac{\Theta}{\Theta-1}\left(1+\frac{\Theta}{\Theta+2}\right) \operatorname{OpT}(\sigma) \\
& =\frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2} \operatorname{Opt}(\sigma)
\end{aligned}
$$

It remains to examine the case, where the algorithm SmARTSTART has no waiting period before starting the final schedule. ${ }^{\dagger}$

- Proposition 3.4. If Smartstart does not wait before executing $S_{N}$, we have

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)} \leq f_{2}(\Theta):=\left(\Theta+1-\frac{\Theta-1}{3 \Theta+3}\right)
$$

Proof sketch. If Smartstart starts $S_{N}$ without waiting, its completion time is given by

$$
\begin{equation*}
\operatorname{SmaRTSTART}(\sigma) \stackrel{(6)}{=} t_{N-1}+L\left(t_{N-1}, p_{N-1}, \sigma_{S_{N-1}}\right)+L\left(t_{N}, p_{N}, \sigma_{S_{N}}\right) \tag{14}
\end{equation*}
$$

Let $\sigma_{S_{N}}^{\text {Opt }}$ be the first request of $\sigma_{S_{N}}$ that is picked up by Opt and let $a_{N}^{\text {Opt }}$ be its starting point and $r_{N}^{\text {Opt }}$ be its release time. Then we have

$$
\begin{equation*}
\operatorname{Opt}(\sigma) \geq r_{N}^{\mathrm{OpT}}+L\left(r_{N}^{\mathrm{OpT}}, a_{N}^{\mathrm{OpT}}, \sigma_{S_{N}}\right) \tag{15}
\end{equation*}
$$

Using the triangle inequality as well as the definition of Smartstart, we obtain

$$
\begin{array}{rll}
\operatorname{SmARTSTART}(\sigma) & \stackrel{(14)}{=} & t_{N-1}+L\left(t_{N-1}, p_{N-1}, \sigma_{S_{N-1}}\right)+L\left(t_{N}^{\mathrm{OPT}}, p_{N}, \sigma_{S_{N}}\right) \\
& \stackrel{(3)}{\leq} & \Theta t_{N-1}+L\left(t_{N}^{\mathrm{OPT}}, p_{N}, \sigma_{S_{N}}\right) \\
& \stackrel{(1)}{\leq} & \Theta t_{N-1}+\left|p_{N}-a_{N}^{\mathrm{OPT}}\right|+L\left(t_{N}^{\mathrm{OPT}}, a_{N}^{\mathrm{OPT}}, \sigma_{S_{N}}\right) \\
& \stackrel{(15)}{\leq} & \Theta t_{N-1}+\left|p_{N}-a_{N}^{\mathrm{OPT}}\right|+\operatorname{OPT}(\sigma)-r_{N}^{\mathrm{OPT}} \\
& r_{N}^{\mathrm{OpT}} & t_{N-1} \\
& (\Theta-1) r_{N}^{\mathrm{OPT}}+\left|p_{N}-a_{N}^{\mathrm{OPT}}\right|+\operatorname{OPT}(\sigma) .
\end{array}
$$

Clearly, $\operatorname{Opt}(\sigma) \geq r_{N}^{\mathrm{Opt}}$ since $\sigma_{S_{N}}^{\mathrm{Opt}}$ cannot be served before this time, and $\operatorname{Opt}(\sigma) \geq$ $\left|p_{N}-a_{N}^{\mathrm{OpT}}\right|$ since $p_{N}$ must be the source or destination of a request (or the origin if $N=1$ ) and must thus be visited by Opt. It follows from the above that $\operatorname{Smartstart}(\sigma) \leq$ $(\Theta+1) \operatorname{Opt}(\sigma)$. To get a better bound, we use that not both inequalities for $\operatorname{Opt}(\sigma)$ can be tight simultaneously: From $\operatorname{Opt}(\sigma)=r_{N}^{\mathrm{Opt}}$ it follows that Opt finishes at position $a_{N}^{\mathrm{Opt}}$. Assume that $\operatorname{Opt}(\sigma)=\left|p_{N}-a_{N}^{\mathrm{Opt}}\right|$ holds as well. Since Opt finishes at position $a_{N}^{\mathrm{Opt}}$, this is only possible if $p_{N}=0$ and $\operatorname{Opt}(\sigma)=\left|a_{N}^{\mathrm{Opt}}\right|$. Without loss of generality, there is no request $(0,0 ; 0)$, hence Smartstart always waits before starting its first schedule, and thus a schedule $S_{N-1}$ must exist. Because of $p_{N}=0$, this schedule must end in the origin, which implies that there is some request that needs to be delivered to the origin after time 0 . But this contradicts $\operatorname{Opt}(\sigma)=\left|a_{N}^{\mathrm{Opt}}\right|$, since Opt needs to deliver this request, too. The bound of the proposition is now obtained by carefully balancing $r_{N}^{\mathrm{OpT}}$ and $\left|p_{N}-a_{N}^{\mathrm{OpT}}\right|$.

We combine the results of Proposition 3.3 and Proposition 3.4 to obtain the main result of this section.

- Theorem 3.5. Let $\Theta^{*}$ be the only positive, real solution of $f_{1}(\Theta)=f_{2}(\Theta)$, i.e.,

$$
\Theta^{*}+1-\frac{\Theta^{*}-1}{3 \Theta^{*}+3}=\frac{2 \Theta^{* 2}+2 \Theta^{*}}{\Theta^{* 2}+\Theta^{*}-2}
$$

Then, Smartstart $\Theta^{*}$ is $\rho^{*}$-competitive with $\rho^{*}:=f_{1}\left(\Theta^{*}\right)=f_{2}\left(\Theta^{*}\right) \approx 2.93768$.

Proof. For the case, where Smartstart does wait before starting the final schedule, we have established the upper bound

$$
\frac{\operatorname{SmARTStart}(\sigma)}{\operatorname{Opt}(\sigma)} \leq \frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}=f_{1}(\Theta)
$$

in Proposition 3.3 and for the case, where Smartstart starts the final schedule immediately after the second to final one, we have established the upper bound

$$
\frac{\operatorname{SmARTSTART}(\sigma)}{\operatorname{Opt}(\sigma)} \leq \Theta+1-\frac{\Theta-1}{3 \Theta+3}=f_{2}(\Theta)
$$

in Proposition 3.4. Therefore the parameter for Smartstart with the smallest upper bound is

$$
\Theta^{*}=\underset{\Theta>1}{\operatorname{argmin}}\left\{\max \left\{f_{1}(\Theta), f_{2}(\Theta)\right\}\right\}
$$

We note that $f_{1}$ is strictly decreasing for $\Theta>1$ and that $f_{2}$ is strictly increasing for $\Theta>1$. Therefore the minimum above lies at the intersection point of $f_{1}$ and $f_{2}$ that is larger than 1 , i.e., $\Theta^{*}$ is the only positive, real solution of

$$
\Theta+1-\frac{\Theta-1}{3 \Theta+3}=\frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}
$$

The resulting upper bound for the competitive ratio is

$$
\rho^{*}=f_{1}\left(\Theta^{*}\right)=f_{2}\left(\Theta^{*}\right) \approx 2.93768
$$

## 4 Lower Bound for the Open Version

In this section, we explicitly construct instances that demonstrate that the upper bounds given in the previous section are tight for certain ranges of $\Theta>1$, in particular for $\Theta=\Theta^{*}$ (as in Theorem 3.5). Further, we show that choices of $\Theta>1$ different from $\Theta^{*}$ yield competitive ratios worse than $\rho^{*} \approx 2.94$. Together, this implies that $\rho^{*}$ is exactly the best possible competitive ratio for Smartstart.

All our lower bounds rely on the following lemma that gives a way to lure Smartstart away from the origin, with almost no time overhead. More specifically, the lemma provides a way to make Smartstart move to any position $p>0$ within time $p+\mu$, where $\mu>0$ is arbitrarily small.

- Lemma 4.1. Let the capacity $c \in \mathbb{N} \cup\{\infty\}$ of the server be arbitrary but fixed, $p>0$ be any position on the real line and $\mu>0$ be any positive number. Furthermore, let $\delta>0$ be such that $\frac{p}{\delta \Theta}=n \in \mathbb{N}$ and $\delta<(\Theta-1) \mu$. Algorithm Smartstart finishes serving the set of requests $\sigma=\left\{\sigma_{1}, \ldots, \sigma_{n+1}\right\}$ with

$$
\begin{aligned}
\sigma_{1} & =(\delta, \delta ; 0), \\
\sigma_{i} & =\left(i \delta, i \delta ; \frac{1}{\Theta-1} \delta+(i-1) \delta\right) \text { for } i \in\{2, \ldots, n\} \\
\sigma_{n+1} & =(p, p ; \mu+n \delta)
\end{aligned}
$$

and reaches the position $p$ at time $p+\mu$, provided that no additional requests appear until time $\frac{p}{\Theta}+\mu$.

Proof. We show via induction that every request $\sigma_{i}$ with $i \in\{1, \ldots, n\}$ is served in a separate schedule $S_{i}$ with starting position $p_{i}=(i-1) \delta$ and starting time

$$
t_{i}=\frac{1}{\Theta-1} \delta+(i-1) \delta
$$

This is clear for $i=1$ : By definition, Smartstart starts from $p_{1}=0$. The schedule $S_{1}$ to serve $\sigma_{1}$ is started at time

$$
t_{1}=\min \left\{t \geq 0 \left\lvert\, \frac{L\left(t, 0,\left\{\sigma_{1}\right\}\right)}{\Theta-1} \leq t\right.\right\}=\frac{1}{\Theta-1} \delta
$$

and reaches position $\delta$ at time $\frac{1}{\Theta-1} \delta+\delta=\frac{\Theta}{\Theta-1} \delta$. Note that the release time of every request $\sigma_{i}$ is larger than $t_{1}$, ensuring that $S_{1}$ indeed only serves $\sigma_{1}$.

We assume the claim is true for some $k \in\{1, \ldots, n-1\}$. Consider $i=k+1$. By reduction, the server finishes schedule $S_{k}$ at position $p_{k+1}=k \delta$ at time $\frac{1}{\Theta-1} \delta+k \delta$. Therefore, we have

$$
t_{k+1} \geq \frac{1}{\Theta-1} \delta+k \delta
$$

On the other hand, we have

$$
\frac{L\left(\frac{\delta}{\Theta-1}+k \delta, k \delta,\left\{\sigma_{k+1}\right\}\right)}{\Theta-1}=\frac{\delta}{\Theta-1}<\frac{1}{\Theta-1} \delta+k \delta
$$

Since there are no other unserved requests at time $\frac{1}{\Theta-1} \delta+k \delta$, the schedule $S_{k+1}$ is started at time $t_{k+1}=\frac{1}{\Theta-1} \delta+k \delta$ and only serves $\sigma_{k+1}$ as claimed. It remains to examine the final request $\sigma_{n+1}$. The above shows that in the schedule $S_{n}$ is finished at time

$$
t_{n}+L\left(t_{n}, p_{n},\left\{\sigma_{n}\right\}\right)=\frac{1}{\Theta-1} \delta+(n-1) \delta+\delta=\frac{1}{\Theta-1} \delta+n \delta<\mu+n \delta
$$

at position $n \delta=\frac{p}{\Theta}$, i.e., before the request $\sigma_{n+1}$ is released at time $\mu+n \delta$. On the other hand, we have

$$
\frac{L\left(\mu+n \delta, \frac{p}{\Theta},\left\{\sigma_{n+1}\right\}\right)}{\Theta-1}=\frac{\frac{\Theta-1}{\Theta} p}{\Theta-1}=\frac{p}{\Theta}=n \delta<\mu+n \delta
$$

Therefore the final schedule $S_{n+1}$ is started at time $t_{n+1}=\mu+n \delta=\mu+\frac{p}{\Theta}$, and we get

$$
\begin{aligned}
\operatorname{SmARTSTART}\left(\left(\sigma_{i}\right)_{i \in\{1, \ldots, n+1\}}\right) & =t_{n+1}+L\left(t_{n+1}, p_{n+1},\left\{\sigma_{n+1}\right\}\right) \\
& =\mu+\frac{p}{\Theta}+\frac{\Theta-1}{\Theta} p \\
& =\mu+p
\end{aligned}
$$

Note that for every request the starting point is identical to the ending point. Thus, our construction remains valid for every capacity $c \in \mathbb{N} \cup\{\infty\}$. Furthermore, there is no interference with requests that are released after time $t_{n+1}=\mu+\frac{p}{\Theta}$.

Equipped with this strategy to lure Smartstart away from the origin, we now move on to establish lower bounds matching Propositions 3.3 and 3.4. ${ }^{\dagger}$

- Proposition 4.2. Let the capacity $c \in \mathbb{N} \cup\{\infty\}$ of the server be arbitrary but fixed and let $2<\Theta<3$. For every sufficiently small $\varepsilon>0$, there is a set of requests $\sigma$ such that Smartstart waits before starting the final schedule and such that the inequality

$$
\frac{\operatorname{SmARTStart}(\sigma)}{\operatorname{Opt}(\sigma)} \geq \frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}-\varepsilon
$$

holds, i.e., the upper bound established in Proposition 3.3 is tight for $\Theta \in(2,3)$.

Proof sketch. We start by luring Smartstart to position 1 via Lemma 4.1. This can be done such that the schedule ending in 1 starts at time $\mu+\frac{1}{\Theta}$ for some sufficiently small $\mu>0$ Immediately after the start of this schedule, we add a series of non-overlapping requests that require the server to move to position $-\frac{1}{\Theta}$ and afterwards to position 1 . We can show that Opt serves the resulting set of requests simply by moving to $-\frac{1}{\Theta}$ and then straight to 1 . On the other hand, independent of the capacity, Smartstart needs to cross the space between the origin and point 1 two more times. A quantitative analysis of this setting yields the claimed bound.

Proposition 4.3. Let the capacity $c \in \mathbb{N} \cup\{\infty\}$ of the server be arbitrary but fixed and let $2 \leq \Theta \leq \frac{1}{2}(1+\sqrt{13})$. For every sufficiently small $\varepsilon>0$ there is a set of requests $\sigma$ such that Smartstart immediately starts $S_{N}$ after $S_{N-1}$ and such that

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)} \geq \Theta+1-\frac{\Theta-1}{3 \Theta+3}-\varepsilon
$$

i.e., the upper bound established in Proposition 3.4 is tight for $\Theta \in\left[2, \frac{1}{2}(1+\sqrt{13})\right] \approx[2,2.303]$.

Proof. Let $\varepsilon>0$ with $\varepsilon<\frac{1}{5 \Theta} \frac{3 \Theta^{2}-\Theta}{3 \Theta+3}$ and $\varepsilon^{\prime}=\frac{3 \Theta+3}{3 \Theta^{2}-\Theta} \varepsilon$. We apply Lemma 4.1 with $p=1$ and $\mu=\frac{\varepsilon^{\prime}}{2}$. For convenience, we start the enumeration of the schedules with the first schedule after the application of Lemma 4.1. Algorithm Smartstart reaches position $p_{1}=1$ at time $1+\frac{\varepsilon^{\prime}}{2}$. Now let the requests

$$
\begin{aligned}
& \sigma_{1}^{(1)}=\left(2+\frac{1}{\Theta}-\varepsilon^{\prime}, 2+\frac{1}{\Theta}-\varepsilon^{\prime} ; \frac{1}{\Theta}+\varepsilon^{\prime}\right) \\
& \sigma_{1}^{(2)}=\left(-\frac{1}{\Theta},-\frac{1}{\Theta} ; \frac{1}{\Theta}+\varepsilon^{\prime}\right)
\end{aligned}
$$

appear. Note that both requests are released after time $\frac{1}{\Theta}+\frac{\varepsilon^{\prime}}{2}$ and, therefore, do not interfere with the application of Lemma 4.1. If Smartstart serves $\sigma_{1}^{(2)}$ before serving $\sigma_{1}^{(1)}$ the time it needs is at least

$$
\left|1-\left(-\frac{1}{\Theta}\right)\right|+\left|\left(-\frac{1}{\Theta}\right)-\left(2+\frac{1}{\Theta}-\varepsilon^{\prime}\right)\right|=1+\frac{1}{\Theta}+2+\frac{2}{\Theta}-\varepsilon^{\prime}=3+\frac{3}{\Theta}-\varepsilon^{\prime}
$$

The best schedule that serves $\sigma_{1}^{(2)}$ after serving $\sigma_{1}^{(1)}$ needs time

$$
\left|1-\left(2+\frac{1}{\Theta}-\varepsilon^{\prime}\right)\right|+\left|\left(2+\frac{1}{\Theta}-\varepsilon^{\prime}\right)-\left(-\frac{1}{\Theta}\right)\right|=1+\frac{1}{\Theta}-\varepsilon^{\prime}+2+\frac{2}{\Theta}-\varepsilon^{\prime}=3+\frac{3}{\Theta}-2 \varepsilon^{\prime}
$$

Thus, Smartstart serves $\sigma_{1}^{(2)}$ after serving $\sigma_{1}^{(1)}$, and, for all $t \geq 1+\frac{\varepsilon^{\prime}}{2}$, we obtain

$$
L\left(t, p_{1},\left\{\sigma_{1}^{(1)}, \sigma_{1}^{(2)}\right\}\right)=L\left(t, 1,\left\{\sigma_{1}^{(1)}, \sigma_{1}^{(2)}\right\}\right)=3+\frac{3}{\Theta}-2 \varepsilon^{\prime}
$$

By assumption, we have $\Theta \leq \frac{1}{2}(1+\sqrt{13})$ and $\varepsilon<\frac{1}{5 \Theta} \frac{3 \Theta^{2}-\Theta}{3 \Theta+3}$, i.e., $\varepsilon^{\prime}<\frac{1}{5 \Theta}<1$, which implies
that for the time $1+\frac{\varepsilon^{\prime}}{2}$, when Smartstart reaches position $p_{1}=1$, the inequality

$$
\begin{array}{rlr}
\frac{L\left(1+\frac{\varepsilon^{\prime}}{2}, p_{1},\left\{\sigma_{1}^{(1)}, \sigma_{1}^{(2)}\right\}\right)}{\Theta-1} & = & \frac{3+\frac{3}{\Theta}-2 \varepsilon^{\prime}}{\Theta-1} \\
& = & \frac{3-2 \varepsilon^{\prime}}{\Theta-1}+\frac{3}{\Theta(\Theta-1)} \\
1<\Theta & \leq \frac{1}{2}(1+\sqrt{13}) & \frac{3-2 \varepsilon^{\prime}}{\frac{1}{2}(\sqrt{13}-1)}+\frac{3}{\frac{1}{4}(\sqrt{13}-1)(1+\sqrt{13})} \\
& = & \frac{3-2 \varepsilon^{\prime}}{\frac{1}{2}(\sqrt{13}-1)}+1 \\
\frac{1}{2}(\sqrt{13}-1)<2 & 1+\frac{\varepsilon^{\prime}}{2}
\end{array}
$$

holds. Thus, Smartstart has a waiting period and starts schedule $S_{1}$ at time

$$
\begin{aligned}
t_{1} & =\min \left\{t \geq 1+\frac{\varepsilon^{\prime}}{2} \left\lvert\, \frac{L\left(t, p_{1},\left\{\sigma_{1}^{(1)}, \sigma_{1}^{(2)}\right\}\right)}{\Theta-1} \leq t\right.\right\} \\
& =\min \left\{t \geq 1+\frac{\varepsilon^{\prime}}{2} \left\lvert\, \frac{3+\frac{3}{\Theta}-2 \varepsilon^{\prime}}{\Theta-1} \leq t\right.\right\} \\
& =\frac{3+\frac{3}{\Theta}-2 \varepsilon^{\prime}}{\Theta-1} \\
& =\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2 \varepsilon^{\prime}}{\Theta-1} .
\end{aligned}
$$

Next, we let the final request

$$
\sigma_{2}=\left(\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime}, \frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime} ; \frac{3 \Theta+3}{\Theta(\Theta-1)}\right)
$$

appear. Smartstart finishes schedule $S_{1}$ at time

$$
t_{1}+L\left(t_{1}, p_{1},\left\{\sigma_{1}^{(1)}, \sigma_{1}^{(2)}\right\}\right)=\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2 \varepsilon^{\prime}}{\Theta-1}+3+\frac{3}{\Theta}-2 \varepsilon^{\prime}=\frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1}
$$

at position $p_{2}=-\frac{1}{\Theta}$. For all $t \geq \frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta}{\Theta-1} \varepsilon^{\prime}$, we obtain

$$
L\left(t,-\frac{1}{\Theta},\left\{\sigma_{2}\right\}\right)=\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{1}{\Theta}-\varepsilon^{\prime} .
$$

By assumption, we have $2 \leq \Theta \leq \frac{1}{2}(1+\sqrt{13})<3$ and $\varepsilon<\frac{1}{5 \Theta} \frac{3 \Theta^{2}-\Theta}{3 \Theta+3}$, i.e., $\varepsilon^{\prime}<\frac{1}{5 \Theta}$, which implies that, for the finishing time $\frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1}$ of schedule $S_{1}$, the inequality

$$
\begin{array}{rll}
\frac{L\left(\frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1},-\frac{1}{\Theta},\left\{\sigma_{2}\right\}\right)}{\Theta-1} & = & \frac{3 \Theta+3}{\Theta(\Theta-1)^{2}}-\frac{1+\Theta \varepsilon^{\prime}}{\Theta(\Theta-1)} \\
& \Theta \nless 2 & \frac{3 \Theta+3}{\Theta-1}-\frac{1+\Theta \varepsilon^{\prime}}{\Theta(\Theta-1)} \\
& 1>5 \Theta \varepsilon^{\prime} & \frac{3 \Theta+3}{\Theta-1}-\frac{6 \varepsilon^{\prime}}{\Theta-1} \\
& \Theta<3 & \frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1} \tag{16}
\end{array}
$$

holds. (Note that inequality (16) still holds for slightly smaller $\Theta$ if we let $\varepsilon \rightarrow 0$.) Because of inequality (16), the final schedule $S_{2}$ is started at time

$$
t_{2}=\frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1}
$$

without waiting. To sum it up, we have

$$
\begin{aligned}
\operatorname{Smartstart}(\sigma) & =t_{2}+L\left(t_{2}, p_{2},\left\{\sigma_{2}\right\}\right) \\
& =\frac{3 \Theta+3}{\Theta-1}-\frac{2 \Theta \varepsilon^{\prime}}{\Theta-1}+\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{1}{\Theta}-\varepsilon^{\prime} \\
& =\frac{3 \Theta+3}{\Theta-1}+\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{1}{\Theta}-\frac{3 \Theta-1}{\Theta-1} \varepsilon^{\prime} .
\end{aligned}
$$

On the other hand, Opt goes from the origin straight to position $-\frac{1}{\Theta}$ serving request $\sigma_{1}^{(2)}$ at time $\frac{1}{\Theta}+\varepsilon^{\prime}$ (i.e., it has to wait for $\varepsilon^{\prime}$ units of time after it reaches position $-\frac{1}{\Theta}$ ) and returns to the origin at time $\frac{2}{\Theta}+\varepsilon^{\prime}$. Let $q>0$ be the position of a request that has occurred by the application of Lemma 4.1 at the beginning of this proof. Then this request is released earlier than time $q+\frac{\varepsilon^{\prime}}{2}$. Since Opt reaches position $q$ not earlier than time $\frac{2}{\Theta}+\varepsilon^{\prime}+q>q+\frac{\varepsilon^{\prime}}{2}$, Opt can go straight from the origin to the right and can serve all remaining requests without waiting. Note that the position $\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime}$ of $\sigma_{2}$ is equal to or to right of the position $2+\frac{1}{\Theta}-\varepsilon^{\prime}$ of $\sigma_{1}^{(2)}$ because of $\Theta \leq \frac{1}{2}(1+\sqrt{13})$. Thus, OPT finishes at position $\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime}$ and we have

$$
\begin{aligned}
\operatorname{Opt}(\sigma) & =\left|0-\left(-\frac{1}{\Theta}\right)\right|+\varepsilon^{\prime}+\left|-\frac{1}{\Theta}-\left(\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime}\right)\right| \\
& =\frac{1}{\Theta}+\varepsilon^{\prime}+\frac{1}{\Theta}+\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{2}{\Theta}-\varepsilon^{\prime} \\
& =\frac{3 \Theta+3}{\Theta(\Theta-1)}
\end{aligned}
$$

Note that Opt can do this even if $c=1$ since for all requests the starting point is equal to the destination. Since we have $\varepsilon^{\prime}=\frac{3 \Theta+3}{3 \Theta^{2}-\Theta} \varepsilon$, we finally obtain

$$
\begin{aligned}
\frac{\operatorname{SmARTSTART}(\sigma)}{\operatorname{Opt}(\sigma)} & =\frac{\frac{3 \Theta+3}{\Theta-1}+\frac{3 \Theta+3}{\Theta(\Theta-1)}-\frac{1}{\Theta}-\frac{3 \Theta-1}{\Theta-1} \varepsilon^{\prime}}{\frac{3 \Theta+3}{\Theta(\Theta-1)}} \\
& =\Theta+1-\frac{\Theta-1}{3 \Theta+3}-\frac{3 \Theta^{2}-\Theta}{3 \Theta+3} \varepsilon^{\prime} \\
& =\Theta+1-\frac{\Theta-1}{3 \Theta+3}-\varepsilon
\end{aligned}
$$

as claimed.
Recall that the optimal parameter $\Theta^{*}$ established in Theorem 3.5 is the only positive, real solution of the equation

$$
\Theta+1-\frac{\Theta-1}{3 \Theta+3}=\frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}
$$

which is $\Theta^{*} \approx 2.0526$. Therefore, according to Proposition 4.2 and Proposition 4.3 the parameter $\Theta^{*}$ lies in the ranges where the upper bounds of Propositions 3.3 and 3.4 are both tight. It remains to make sure that for all $\Theta$ that lie outside of this range the competitive ratio of SMARTSTART $\Theta$ is larger than $\rho^{*} \approx 2.93768 .^{\dagger}$

- Lemma 4.4. Let

$$
I_{1}=(1,2], \quad I_{2}=\left(\frac{1}{2}(1+\sqrt{13}), 1+\sqrt{2}\right], \quad I_{3}=(1+\sqrt{2}, 3), \quad I_{4}=[3, \infty)
$$

be intervals. For every $i \in\{1,2,3,4\}$ there is a set of requests $\sigma$, such that, for all $\Theta \in I_{i}$,

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)}>\rho^{*} \approx 2.93768
$$

Our main theorem now follows from Theorem 3.5 combined with Propositions 4.2 and 4.3, as well as Lemma 4.4.

- Theorem 4.5. The competitive ratio of $\operatorname{Smartstart}_{\Theta^{*}}$ is exactly

$$
\rho^{*}=f_{1}\left(\Theta^{*}\right)=f_{2}\left(\Theta^{*}\right) \approx 2.93768
$$

For every other $\Theta>1$ with $\Theta \neq \Theta^{*}$ the competitive ratio of $\operatorname{SmARTSTART}_{\Theta}$ is larger than $\rho^{*}$.
Proof. We have shown in Proposition 4.2 that the upper bound

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)} \leq f_{1}(\Theta)=\frac{2 \Theta^{2}+2 \Theta}{\Theta^{2}+\Theta-2}
$$

established in Proposition 3.3 for the case, where Smartstart waits before starting the final schedule, is tight for all $\Theta \in(2,3)$. Furthermore, we have shown in Proposition 4.3 that the upper bound

$$
\frac{\operatorname{Smartstart}(\sigma)}{\operatorname{Opt}(\sigma)} \leq f_{2}(\Theta)=\left(\Theta+1-\frac{\Theta-1}{3 \Theta+3}\right)
$$

established in Proposition 3.4 for the case, where Smartstart does not wait before starting the final schedule, is tight for all $\Theta \in\left(2, \frac{1}{2}(1+\sqrt{13})\right]$. Since $\Theta^{*} \approx 2.0526$ lies in those ranges, the competitive ratio of Smartstart $\Theta^{*}$ is indeed exactly $\rho^{*}$.

It remains to show that for every $\Theta>1$ with $\Theta \neq \Theta^{*}$ the competitive ratio is larger. First, according to Lemma 4.4, the competitive ratio of SmARTSTART with parameter $\Theta \in(1,2]$ or $\Theta \in\left(\frac{1}{2}(1+\sqrt{13}), \infty\right)$ is larger than $\rho^{*}$. By monotonicity of $f_{1}$, every function value in $\left(2, \Theta^{*}\right)$ is larger than $f_{1}\left(\Theta^{*}\right)=\rho^{*}$. Thus, the competitive ratio of Smartstart with parameter $\Theta \in\left(2, \Theta^{*}\right)$ is larger than $\rho^{*}$, since $f_{1}$ is tight on $\left(2, \Theta^{*}\right)$ by Proposition 4.2. Similarly, by monotonicity of $f_{2}$, every function value in $\left(\Theta^{*}, \frac{1}{2}(1+\sqrt{13})\right]$ is larger than $f_{2}\left(\Theta^{*}\right)=\rho^{*}$. Thus, the competitive ratio of SmARTSTART with parameter $\Theta \in\left(\Theta^{*}, \frac{1}{2}(1+\sqrt{13})\right]$ is larger than $\rho^{*}$, since $f_{1}$ is tight on $\left(\Theta^{*}, \frac{1}{2}(1+\sqrt{13})\right.$ ] by Proposition 4.3.

## 5 Lower Bound for the Closed Version

We provide a lower bound for Smartstart for closed online Dial-a-Ride on the line that matches the upper bound given in [1] for arbitrary metric spaces. Note that in this setting, by definition, every schedule of Smartstart is a closed walk that returns to the origin.

- Theorem 5.1. The competitive ratio of Smartstart for closed online Dial-A-Ride on the line with $\Theta=2$ is exactly 2 . For every other $\Theta>1$ with $\Theta \neq 2$ the competitive ratio of Smartstart $_{\Theta}$ is larger than 2.

Proof. We show that the competitive ratio of $\operatorname{SmARTSTART}_{2}$ is at least 2 and that the competitive ratio of $\mathrm{Smartstart}_{\Theta}$ is larger than 2 for all $\Theta \neq 2$. From the fact that Smartstart is 2 -competitive even for general metric spaces [1, Thm. 6], it follows that Smartstart $_{2}$ has competitive ratio exactly 2 on the line.

Let $\Theta \leq 2$ and consider the set of requests $\left\{\sigma_{1}\right\}$ with $\sigma_{1}=(0.5,0.5 ; 0)$. Obviously, Opt can serve this request and return to the origin in time $\operatorname{Opt}\left(\left\{\sigma_{1}\right\}\right)=1$. Thus, for all $t \geq 0$, we have $L\left(t, 0,\left\{\sigma_{1}\right\}\right)=1$. On the other hand, Smartstart waits until time

$$
t_{1}=\frac{L\left(t_{1}, 0,\left\{\sigma_{1}\right\}\right)}{\Theta-1}=\frac{1}{\Theta-1}
$$

to start its only schedule and finishes at time $\frac{\Theta}{\Theta-1}$. To sum it up, we have

$$
\frac{\operatorname{SMARTSTART}\left(\left\{\sigma_{1}\right\}\right)}{\operatorname{Opt}\left(\left\{\sigma_{1}\right\}\right)}=\frac{\Theta}{\Theta-1}
$$

with $\frac{\Theta}{\Theta-1}>2$ for all $\Theta<2$ and $\frac{\Theta}{\Theta-1}=2$ for $\Theta=2$. Now let $2<\Theta \leq 3$ and $\varepsilon \in$ $\left(0, \min \left\{1-\frac{1}{\Theta-1}, \frac{\Theta-2}{2(\Theta-1)}\right\}\right)$, and consider the set of requests $\left\{\sigma_{1}, \sigma_{2}\right\}$ with

$$
\sigma_{1}=(0.5,0.5 ; 0) \quad \text { and } \quad \sigma_{2}=\left(1-\frac{1}{\Theta-1}-\varepsilon, 1-\frac{1}{\Theta-1}-\varepsilon ; \frac{1}{\Theta-1}+\varepsilon\right)
$$

By assumption, we have $\Theta>2$ and $\varepsilon<1-\frac{1}{\Theta-1}$, which implies

$$
0 \stackrel{\varepsilon<1-\frac{1}{\Theta-1}}{<} 1-\frac{1}{\Theta-1}-\varepsilon \stackrel{\Theta \leq 3}{<} 0.5
$$

i.e., the position of request $\sigma_{2}$ lies between 0 and 0.5 . If Opt moves to position 0.5 and then returns to the origin, it is at position

$$
a_{2}=0.5-|\underbrace{\left(\frac{1}{\Theta-1}+\varepsilon\right)}_{>0.5}-0.5|=1-\frac{1}{\Theta-1}-\varepsilon
$$

at time $r_{2}=\frac{1}{\Theta-1}+\varepsilon$. Thus, Opt can serve $\sigma_{2}$ on the way and we have $\operatorname{Opt}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)=1$. For all $t \geq 0$, we have $L\left(t, 0,\left\{\sigma_{1}\right\}\right)=1$. Therefore, Smartstart waits until time

$$
t_{1}=\frac{L\left(t_{1}, 0,\left\{\sigma_{1}\right\}\right)}{\Theta-1}=\frac{1}{\Theta-1}
$$

before starting its first schedule. Since we have $\frac{1}{\Theta-1}<\frac{1}{\Theta-1}+\varepsilon$, Smartstart starts to serve $\sigma_{1}$ at time $t_{1}$ and returns to the origin at time $\frac{\Theta}{\Theta-1}$. For all $t \geq 0$, we have

$$
L\left(t, 0,\left\{\sigma_{2}\right\}\right)=2-\frac{2}{\Theta-1}-2 \varepsilon
$$

thus Smartstart does not start the second and final schedule before time $\frac{2-\frac{2}{\Theta-1}-2 \varepsilon}{\Theta-1}$. By assumption, we have $\Theta>2$, which implies $\frac{\Theta}{\Theta-1}>\frac{2-\frac{2}{\Theta-1}-2 \varepsilon}{\Theta-1}$. Thus, the second schedule is started at time $t_{2}=\frac{\Theta}{\Theta-1}$ and finished at time

$$
\operatorname{Smartstart}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)=\frac{\Theta}{\Theta-1}+2-\frac{2}{\Theta-1}-2 \varepsilon
$$

To sum it up, we have

$$
\begin{aligned}
& \frac{\operatorname{Smartstart}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)}{\operatorname{Opt}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)}=\frac{\Theta}{\Theta-1}+2-\frac{2}{\Theta-1}-2 \varepsilon \\
& \varepsilon<\stackrel{\frac{\Theta-2}{2(\Theta-1)}}{\gg \Theta-4} \frac{3 \Theta-2}{\Theta-1}-\frac{\Theta-2}{2(\Theta-1)} \\
&=2 .
\end{aligned}
$$

Now let $\Theta>3$ and $\varepsilon \in\left(0,0.5-\frac{1}{\Theta-1}\right)$, and consider the set of requests $\left\{\sigma_{1}, \sigma_{2}\right\}$ with

$$
\sigma_{1}=(0.5,0.5 ; 0) \quad \text { and } \quad \sigma_{2}=\left(0.5,0.5 ; \frac{1}{\Theta-1}+\varepsilon\right) .
$$

By assumption, we have $\varepsilon<0.5-\frac{1}{\Theta-1}$, which implies $\frac{1}{\Theta-1}+\varepsilon<0.5$, i.e., $\sigma_{2}$ is released before position 0.5 is reachable. If ОРт moves to position 0.5 and then returns to the origin, it can serve both requests without additional waiting time and we have $\operatorname{Opt}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)=1$. For all $t \geq 0$, we have $L\left(t, 0,\left\{\sigma_{1}\right\}\right)=1$. Therefore, Smartstart waits until time

$$
t_{1}=\frac{L\left(t_{1}, 0,\left\{\sigma_{1}\right\}\right)}{\Theta-1}=\frac{1}{\Theta-1}
$$

before starting its first schedule. Since we have $\frac{1}{\Theta-1}<\frac{1}{\Theta-1}+\varepsilon$, Smartstart starts to serve $\sigma_{1}$ at time $t_{1}$ and returns to the origin at time $\frac{\Theta}{\Theta-1}$. For all $t \geq 0$, we have

$$
L\left(t, 0,\left\{\sigma_{2}\right\}\right)=1
$$

thus Smartstart does not start the second and final schedule before time $\frac{1}{\Theta-1}$. By assumption, we have $\Theta>3$, which implies $\frac{\Theta}{\Theta-1}>\frac{1}{\Theta-1}$. Thus, the second schedule is started at time $t_{2}=\frac{\Theta}{\Theta-1}$ and finished at time

$$
\operatorname{SmartstaRt}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)=\frac{\Theta}{\Theta-1}+1
$$

To sum it up, we have

$$
\frac{\operatorname{SMARTSTART}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)}{\operatorname{Opt}\left(\left\{\sigma_{1}, \sigma_{2}\right\}\right)}=\frac{\Theta}{\Theta-1}+1>2 .
$$
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#### Abstract

It is a long-standing open problem whether the minimal dominating sets of a graph can be enumerated in output-polynomial time. In this paper we prove that this is the case in triangle-free graphs. This answers a question of Kanté et al. Additionally, we show that deciding if a set of vertices of a bipartite graph can be completed into a minimal dominating set is a NP-complete problem.
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## 1 Introduction

Countless algorithmic problems in graph theory require to detect a structure with prescribed properties in an input graph. Rather than finding one such object, it is sometimes more desirable to generate all of them. This is for instance useful in certain applications to database search [29], network analysis [13], bioinformatics [22, 5], and cheminformatics [2]. Enumeration algorithms for graph problems seem to have been first mentioned in the early 70's with the pioneer works of Tiernen [27] and Tarjan [26] on cycles in directed graphs and of Akkoyunlu [1]. However, they already appeared in disguise in earlier works [24, 21]. To this date, several intriguing questions on the topic remain unsolved. We refer the reader to [23] for a more in-depth introduction to enumeration algorithms and to [28] for a listing of enumeration algorithms and problems.

## 16:2 Enumerating Minimal Dominating Sets in Triangle-Free Graphs

The objects we wish to enumerate in this paper are the (inclusion-wise) minimal dominating sets of a given graph. In general, the number of these objects may grow exponentially with the order $n$ of the input graph. Therefore, in stark contrast to decision or optimization problems, looking for a running time polynomially bounded by $n$ is not a reasonable, let alone meaningful, efficiency criterion. Rather, we aim here for algorithms whose running time is polynomially bounded by the size of both the input and output data, called output-polynomial algorithms.

Because dominating sets are among the most studied objects in graph theory and algorithms, their enumeration (and counting) have attracted an increasing attention over the past 10 years. The problem of enumerating minimal dominating sets (hereafter referred to as Dom-Enum) has a notable feature: it is equivalent to the extensively studied hypergraph problem Trans-Enum. In Trans-Enum, one is given a hypergraph $\mathcal{H}$ (i.e. a collection of sets, called hyperedges) and is asked to enumerate all the minimal transversals of $\mathcal{H}$ (i.e. the inclusion-minimal sets of elements that meet every hyperedge). It is not hard to see that Dom-Enum is a particular case of Trans-Enum: the minimal dominating sets of a graph $G$ are exactly the minimal transversals of the hypergraph of closed neighborhoods of G. Conversely, Kanté, Limouzy, Mary, and Nourine proved that every instance of TransEnum can be reduced to a co-bipartite ${ }^{1}$ instance of Dom-Enum [17]. Currently, the best output-sensitive algorithm for Trans-Enum is due to Fredman and Khachiyan and runs in quasi-polynomial time [9]. It is a long-standing open problem whether this complexity bound can be improved (see for instance the surveys [6, 8]). Therefore, the equivalence between the two problems is an additional motivation to study Dom-Enum, with the hope that techniques from graph theory will be used to obtain new results on the Trans-Enum problem. So far, output-polynomial algorithms have been obtained for Dom-EnUm in several classes of graphs, including planar graphs and degenerate graphs [7], classes of graphs of bounded tree-width, clique-width [4], or mim-width [10], path graphs and line graphs [16], interval graphs and permutation graphs [18], split graphs [19], graphs of girth at least 7 [12], chordal graphs [19], and chordal bipartite graphs [11]. A succinct survey of results on Dom-Enum can be found in [20]. The authors of [19] state as an open problem the question to design an output-polynomial algorithm for bipartite graphs (the problem also appeared in [20, 11]). We address this problem with the following result.

- Theorem 1. There is an output-polynomial time algorithm enumerating minimal dominating sets in triangle-free graphs.

In particular, the result holds for enumerating minimal dominating sets in bipartite graphs.

Our algorithm decomposes the graph by iteratively removing closed neighborhoods in the fashion of [7], then constructs partial minimal dominating sets by adding the neighborhoods back one after the other. It relies on the crucial property that in triangle-free graphs, the generation of all potential extensions of a partial minimal dominating set to a new neighborhood is closely related to the enumeration of minimal dominating sets in split graphs, for which tools have already been developed [17]. We note that triangle-free graphs already received attention in the context of enumeration of other objects, for instance maximal independent sets $[14,3]$, using different techniques.

A natural technique to enumerate valid solutions to a given problem (for instance, sets of vertices satisfying a given property) is to build them element by element. If during the construction one detects that the current partial solution cannot be extended into a valid

[^21]one, then it can be discarded along with all the other partial solutions that contain it. Note that in order to apply this technique, one should be able to decide whether a given partial solution can be completed into a valid one. It turns out that for minimal dominating sets, this problem (that we will denote by DCS) is NP-complete [15], even when restricted to split graphs [19]. We show that it remains NP-complete in bipartite graphs.

- Theorem 2. Dcs restricted to bipartite graphs is NP-complete.

This implies that DCS is NP-complete in triangle-free graphs. This suggests that the aforementioned technique is unlikely to be used to improve Theorem 1.

The paper is organized as follows. In Section 2 we give the necessary definitions. We prove Theorems 1 and 2 in Sections 3 and 4, respectively. We conclude with possible future research directions in Section 5.

## 2 Preliminaries

Graphs. All graphs in this paper are finite, undirected, simple, and loopless. If $G$ is a graph, then $V(G)$ is its set of vertices and $E(G) \subseteq V(G)^{2}$ is its set of edges. Edges are denoted by $x y$ (or $y x$ ) instead of $\{x, y\}$. We assume that vertices are assigned distinct indices; these will be used to choose vertices in a deterministic way, typically selecting the vertex of smallest index. A clique (respectively an independent set) in a graph $G$ is a set of pairwise adjacent (respectively non-adjacent) vertices. The subgraph of $G$ induced by $X \subseteq V(G)$, denoted by $G[X]$, is the graph $(X, E(G) \cap(X \times X)) ; G \backslash X$ is the graph $G[V(G) \backslash X]$.

If the vertex set of a graph $G$ can be partitioned into one part inducing a clique and one part inducing an independent set (respectively two independent sets, two cliques), we say that $G$ is a split (respectively bipartite, co-bipartite) graph. Graphs where every cycle is of length at least 4 are referred to as triangle-free graphs. If $f$ is a function, we write $f(n)=$ poly $n$ when there is a constant $c \in \mathbb{N}$ such that $f(n)=O\left(n^{c}\right)$.

Neighbors and domination. Let $G$ be a graph and $x \in V(G)$. We note $N(x)$ the set of neighbors of $x$ in $G$ defined by $N(x)=\{y \in V(G) \mid x y \in E(G)\} ; N[x]$ is the set of closed neighbors defined by $N[x]=N(x) \cup\{x\}$. For a given $X \subseteq V(G)$, we respectively denote by $N[X]$ and $N(X)$ the sets defined by $\bigcup_{x \in X} N[x]$ and $N[X] \backslash X$. Let $D$ be a set of vertices of $G$. We say that $D$ is dominating a subset $S \subseteq V(G)$ if $S \subseteq N[D]$. It is minimally dominating $S$ if no proper subset of $D$ dominates $S$. The set $D$ is a (minimal) dominating set of $G$ if it (minimally) dominates $V(G)$. The set of all minimal dominating sets of $G$ is denoted by $\mathcal{D}(G)$ and the problem of enumerating $\mathcal{D}(G)$ given $G$ is denoted by Dom-Enum. Let $S \subseteq V(G)$. A vertex $y \in V(G)$ is said to be a private neighbor of some $x \in S$ if $y \notin N[S \backslash\{x\}]$. Intuitively, this means that $y$ is not dominated by any other vertex of $S$. Note that $x$ can be its own private neighbor. The set of private neighbors of $x \in S$ in $G$ is denoted by $\operatorname{Priv}_{G}(S, x)$ and we drop the subscript when it can be inferred from the context. Observe that $S$ is a minimal dominating set of $G$ if and only if $V(G) \subseteq N[S]$ and for every $x \in S$, $\operatorname{Priv}(S, x) \neq \emptyset$.

Enumeration. The aim of graph enumeration algorithms is to generate a set of objects $\mathcal{X}(G)$ related to a graph $G$. We say that an algorithm enumerating $\mathcal{X}(G)$ with input an $n$-vertex graph $G$ is output-polynomial if its running time is polynomially bounded by the size of the input and output data, i.e. $n+|\mathcal{X}(G)|$. If an algorithm enumerates $\mathcal{X}(G)$ by spending poly $(n)$-time (respectively $O(n)$-time) before it outputs the first element, between two output elements, and after it outputs the last element, then we say that it runs with polynomial delay
(respectively linear delay). It is easy to see that every polynomial delay algorithm is also output-polynomial. Note however that some problems have output-polynomial algorithms but no polynomial delay ones, unless $\mathrm{P}=\mathrm{NP}$ [25]. When discussing the space used by an enumeration algorithm, we ignore the space where the solutions are output.

## 3 Minimal domination in triangle-free graphs

In this section, we give an output-polynomial time algorithm to enumerate minimal dominating sets in triangle-free graphs. The algorithm is inspired by the one of [7] and constructs dominating sets one neighborhood at a time.

A peeling of a graph $G$ is a sequence $\left(V_{0}, \ldots, V_{p}\right)$ such that $V_{p}=V(G), V_{0}=\emptyset$, and for every $i \in\{1, \ldots, p\}$,

$$
V_{i-1}=V_{i} \backslash N\left[v_{i}\right]
$$

for some $v_{i} \in V_{i}$. We call $\left(v_{1}, \ldots, v_{p}\right)$ the vertex sequence of the peeling; note that $p$ is only known after peeling the whole graph.

In the following, we consider a triangle-free graph $G$ and a fixed peeling $\left(V_{0}, \ldots, V_{p}\right)$ with vertex sequence $\left(v_{1}, \ldots, v_{p}\right)$. For every $i \in\{0, \ldots, p\}$, we denote by $\mathcal{D}(G, i)$ the set of minimal dominating sets of $V_{i}$ in $G$. Recall that these sets may contain vertices of $G-V_{i}$, which is a crucial point. Then $\mathcal{D}(G, p)=\mathcal{D}(G)$.

- Definition 3. Let $i \in\{0, \ldots, p-1\}$ and $D \in \mathcal{D}(G, i+1)$. We denote by Parent $(D, i+1)$ the pair $\left(D^{*}, i\right)$ where $D^{*}$ is obtained from $D$ by successively removing the vertex $x$ of smaller index in $D$ satisfying $\operatorname{Priv}(D, x) \cap V_{i}=\emptyset$, until no such vertex exists.

Clearly, there is a unique way to build $\operatorname{Parent}(D, i+1)$ given $D$ and $i$. By construction, the obtained set $D^{*}$ is a minimal dominating set of $V_{i}$. Hence every set in $D(G, i+1)$ can be obtained by completing some $D^{*}$ in $D(G, i)$; we develop this point below.

- Proposition 4. Let $i \in\{0, \ldots, p-1\}$ and $D^{*} \in \mathcal{D}(G, i)$.

If $D^{*}$ dominates $V_{i+1}$ then $D^{*} \in \mathcal{D}(G, i+1)$ and $\operatorname{Parent}\left(D^{*}, i+1\right)=\left(D^{*}, i\right)$.
Otherwise, $D^{*} \cup\left\{v_{i+1}\right\} \in \mathcal{D}(G, i+1)$ and $\operatorname{Parent}\left(D^{*} \cup\left\{v_{i+1}\right\}, i+1\right)=\left(D^{*}, i\right)$.
Proof. First note that since $D^{*} \in \mathcal{D}(G, i), \operatorname{Priv}\left(D^{*}, x\right) \cap V_{i} \neq \emptyset$ for all $x \in D^{*}$. Hence Parent $\left(D^{*}, i+1\right)=\left(D^{*}, i\right)$ whenever $D^{*}$ dominates $V_{i+1}$. If $D^{*}$ does not dominate $V_{i+1}$ then $D=D^{*} \cup\left\{v_{i+1}\right\}$ does. Moreover, $\operatorname{Priv}\left(D, v_{i+1}\right) \cap V_{i+1} \neq \emptyset$. Since $v_{i+1}$ is not connected to any vertex in $V_{i}$, it cannot steal any private neighbors to the elements of $D^{*}$. Hence $\operatorname{Priv}(D, x) \cap V_{i+1} \neq \emptyset$ for all $x \in D$. Now, remark that since $v_{i+1}$ does not steal private neighbors to the elements of $D^{*}$, it is indeed itself the only node with no privates in $V_{i}$ and is removed by the parent function. Hence $\operatorname{Parent}\left(D^{*} \cup\left\{v_{i+1}\right\}, i+1\right)=\left(D^{*}, i\right)$.

The Parent relation as introduced in Definition 3 defines a tree on vertex set

$$
\{(D, i) \mid i \in\{1, \ldots, p\}, D \in \mathcal{D}(G, i)\}
$$

with leaves $\{(D, p) \mid D \in \mathcal{D}(G)\}$, and root $(\emptyset, 0)$ (the empty set being the only dominating set of the empty vertex set $V_{0}$ ). Our algorithm will search this tree in order to enumerate every minimal dominating set of $G$. Proposition 4 guarantees that for every $i<p$ and every $D^{*} \in \mathcal{D}(G, i)$, the pair ( $D^{*}, i$ ) is the parent of some $(D, i+1)$ with $D \in \mathcal{D}(G, i+1)$ (possibly $\left.D=D^{*}\right)$. Consequently, every branch of the tree leads to a different minimal dominating set of $G$. In particular, for every $i<p$, we have $|\mathcal{D}(G, i)| \leq|\mathcal{D}(G, i+1)|$.

Given a set $D^{*} \in \mathcal{D}(G, i)$, we now focus on the enumeration of every $D \in \mathcal{D}(G, i+1)$ such that $(D, i+1)$ has $\left(D^{*}, i\right)$ for parent. From Proposition 4, we know that either $\left(D^{*}, i+1\right)$ or $\left(D^{*} \cup\left\{v_{i+1}\right\}, i+1\right)$ has $\left(D^{*}, i\right)$ for parent. Consequently, we refer to $X=\emptyset$ and $X=\left\{v_{i+1}\right\}$ as the trivial extensions of $\left(D^{*}, i\right)$, and focus on the non-trivial ones.

We call candidate extension of $\left(D^{*}, i\right)$ any (inclusion-wise) minimal set $X \subseteq V(G)$ such that $D^{*} \cup X$ dominates $V_{i+1}$ in $G$, avoiding the trivial cases where $X \in\left\{\emptyset,\left\{v_{i+1}\right\}\right\}$. Then, $X$ is a candidate extension of $\left(D^{*}, i\right)$ if and only if $X \notin\left\{\emptyset,\left\{v_{i+1}\right\}\right\}, V_{i+1} \subseteq N\left[D^{*} \cup X\right]$ and, for every $x \in X, \operatorname{Priv}\left(D^{*} \cup X, x\right) \cap V_{i+1} \neq \emptyset$. Note that possibly not all candidate extensions of $\left(D^{*}, i\right)$ form with $D^{*}$ a minimal dominating set of $V_{i+1}$. In fact, there is no guarantee that any candidate extension forms a minimal dominating set of $V_{i+1}$ : it might be that $\left(D^{*}, i\right)$ has a unique child, given by its trivial extension. We denote by $\mathcal{C}\left(D^{*}, i\right)$ the set of candidate extensions of $\left(D^{*}, i\right)$. We point out that by the minimality assumption, the vertex $v_{i+1}$ appears in no element of $\mathcal{C}\left(D^{*}, i\right)$, as $v_{i+1}$ itself is a trivial extension.

- Lemma 5. Let $i \in\{0, \ldots, p-1\}$ and $D^{*} \in \mathcal{D}(G, i)$. Then $\left|\mathcal{C}\left(D^{*}, i\right)\right| \leq|\mathcal{D}(G)|$.

Proof. We argue that for every $X \in \mathcal{C}\left(D^{*}, i\right)$ there is an element of $\mathcal{D}(G, i+1)$ whose intersection with $V(G) \backslash D^{*}$ is precisely $X$. This will prove $\left|\mathcal{C}\left(D^{*}, i\right)\right| \leq|\mathcal{D}(G, i+1)|$, hence $\left|\mathcal{C}\left(D^{*}, i\right)\right| \leq|\mathcal{D}(G)|$ as desired.

Let $X \in \mathcal{C}\left(D^{*}, i\right)$. We consider the set $X \cup D^{*}$, which dominates $V_{i+1}$. By definition of $\mathcal{C}\left(D^{*}, i\right)$, we have $\operatorname{Priv}\left(X \cup D^{*}, x\right) \cap V_{i+1} \neq \emptyset$ for every $x \in X$. Therefore, every subset of $X \cup D^{*}$ that dominates $V_{i+1}$ contains $X$. Consider an inclusion-wise minimal subset $D^{\prime}$ of $X \cup D^{*}$ that dominates $V_{i+1}$. We have $X \subseteq D^{\prime}$, hence the conclusion.

Lemma 5 above ensures that $\mathcal{C}\left(D^{*}, i\right)$ is bounded by $\mathcal{D}(G)$. Hence, it is reasonable to test each of the candidate extensions even though $D^{*}$ might be the parent of only one set in $\mathcal{D}(G, i+1)$. It now suffices to explain how to efficiently enumerate $\mathcal{C}\left(D^{*}, i\right)$ to complete the algorithm (formally described in Theorem 12).

Let $i \in\{0, \ldots, p-1\}$ and $D^{*} \in \mathcal{D}(G, i)$. We define $S=N\left(v_{i+1}\right) \cap V_{i+1} \backslash N\left[D^{*}\right]$ and $C=N(S) \backslash\left\{v_{i+1}\right\}$. As $G$ is triangle-free and $S$ is included in the neighborhood of $v_{i+1}, S$ is an independent set. Let $Z_{D^{*}}^{i}$ be the split graph obtained from $G[C \cup S]$ where $C$ is completed into a clique; note that the independent set $S$ is maximal in $Z_{D^{*}}^{i}$ since $C \subseteq N(S)$. For any $X \subseteq V\left(Z_{D^{*}}^{i}\right)$, we define $X_{C}=X \cap C$ and $X_{S}=X \cap S$. We set $\mathcal{D}_{S=\emptyset}\left(Z_{D^{*}}^{i}\right)=\left\{D \in \mathcal{D}\left(Z_{D^{*}}^{i}\right) \mid D_{S}=\emptyset\right\}$. The following result is implicit in [17].

- Proposition 6. Let $H$ be a split graph with maximal stable set $S$ and clique $C$. Let $X \subseteq V(H)$. Then, $X \in \mathcal{D}(H)$ if and only if $S \subseteq N[X]$ and $\operatorname{Priv}(X, x) \cap S \neq \emptyset$ for all $x \in X$.

Proof. Let us assume that $S \subseteq N[X]$ and $\operatorname{Priv}(X, x) \cap S \neq \emptyset$ for all $x \in X$. Then, either $X \cap C \neq \emptyset$ or $X \cap C=\emptyset$. In the first case, $X$ dominates $C$. In the other case, $X=S$ because $S \subseteq N[X]$ and $V(H)=C \cup S$. Remark that $C \subseteq N(S)$ as $S$ is assumed maximal. Hence, $X$ also dominates $C$. The minimality of $X$ follows from our first assumption. Hence $X \in \mathcal{D}(H)$.

Conversely, let $X \in \mathcal{D}(H)$. Clearly $N[X] \supseteq S$, so we suppose by contradiction that $\operatorname{Priv}(X, x) \cap S=\emptyset$ for some $x \in X$. By minimality of $X$, we have $\operatorname{Priv}(X, x) \neq \emptyset$, which implies $\operatorname{Priv}(X, x) \subseteq C$. Consequently, we must have $X \cap C=\{x\}$, or else $x \in S$ but is not its own private, in which case it must have a neighbor in $C$ which contradicts $\operatorname{Priv}(X, x) \neq \emptyset$. As $C \subseteq N(S)$, there exists some vertex $y \in S \cap N(x)$. Since $y \notin \operatorname{Priv}(X, x)$ and $X \cap C=\{x\}$, we have $y \in X$. However, in this case $N[y] \subseteq N[x]$ and so $\operatorname{Priv}(X, y)=\emptyset$, which contradicts the minimality of $X$.

We now characterize $\mathcal{C}\left(D^{*}, i\right)$ depending on whether $v_{i+1}$ has to be dominated by the extension or not. The condition $D^{*} \in \mathcal{D}(G, i) \backslash \mathcal{D}(G, i+1)$ in the statement below prevents $\left(D^{*}, i\right)$ from having the trivial extension $\emptyset$-in which case it is the only one.

- Lemma 7. Let $i \in\{0, \ldots, p-1\}, D^{*} \in \mathcal{D}(G, i) \backslash \mathcal{D}(G, i+1)$ and $Z=Z_{D^{*}}^{i}$. Then
- either $D^{*} \cap N\left(v_{i+1}\right) \neq \emptyset$ and $\mathcal{C}\left(D^{*}, i\right)=\mathcal{D}(Z)$,
- or $D^{*} \cap N\left(v_{i+1}\right)=\emptyset$ and

$$
\mathcal{C}\left(D^{*}, i\right)=\left(\mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)\right) \cup\left\{\begin{array}{l|l}
Q \cup\{u\} & \begin{array}{l}
Q \in \mathcal{D}_{S=\emptyset}(Z), \\
u \in N\left(v_{i+1}\right), \text { and } \\
\forall x \in Q, \operatorname{Priv}(Q \cup\{u\}, x) \cap V_{i+1} \neq \emptyset
\end{array}
\end{array}\right\} .
$$

Proof. Let us first consider the case $D^{*} \cap N\left(v_{i+1}\right) \neq \emptyset$. Let $X \in \mathcal{C}\left(D^{*}, i\right)$. Since $v_{i+1}$ is dominated by any vertex of $D^{*} \cap N\left(v_{i+1}\right)$, only the stable set $S$ of $Z$ is to be dominated by $X$. In other words $X$ minimally dominates $S: S \subseteq N[X]$ and $\operatorname{Priv}(X, x) \cap S \neq \emptyset$ for all $x \in X$. By Proposition $6, X \in \mathcal{D}(Z)$, which proves the inclusion $\mathcal{C}\left(D^{*}, i\right) \subseteq \mathcal{D}(Z)$. Conversely, let $X \in \mathcal{D}(Z)$. By Proposition $6, S \subseteq N[X]$ and $\operatorname{Priv}(X, x) \cap S \neq \emptyset$ for all $x \in X$. Since $v_{i+1}$ is already dominated by $D^{*}, X \in \mathcal{C}\left(D^{*}, i\right)$. Hence $\mathcal{C}\left(D^{*}, i\right)=\mathcal{D}(Z)$, as desired.

From now on and until the end of the proof we assume that $D^{*} \cap N\left(v_{i+1}\right)=\emptyset$. Let $C$ denote the vertex set of the clique of $Z$. Let $X \in \mathcal{C}\left(D^{*}, i\right)$. We know that $X$ must be a dominating set of $Z$. Indeed, by definition of $\mathcal{C}\left(D^{*}, i\right), X$ dominates $S$, and either $X \cap C \neq \emptyset$, in which case $X$ also dominates $C$, or $X=S$ and $X$ also dominates $C$ since $C \subseteq N(S)$. There are two cases to consider.

If $X$ is a minimal dominating set of $Z$, then since $X$ has to dominate $v_{i+1}$, we have $X \cap S \neq \emptyset$ and consequently $X \in \mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)$.

Otherwise, $X$ is not a minimal dominating set of $Z$. This implies that it has a vertex $u$ with no private neighbor in $Z$. By definition of $\mathcal{C}\left(D^{*}, i\right)$, this means that $\operatorname{Priv}\left(D^{*} \cup X, u\right) \cap V_{i+1}=$ $\left\{v_{i+1}\right\}$. Therefore there is exactly one such vertex. Then, if we write $Q=X \backslash\{u\}, Q$ is a minimal dominating set of $Z$. Since $v_{i+1}$ is a private neighbor of $u$, we must have $Q \cap S=\emptyset$, and consequently $Q \in \mathcal{D}_{S=\emptyset}(Z)$. Finally, by definition of $C\left(D^{*}, i\right)$, for any $x \in Q \subset X$, we have $\operatorname{Priv}(X, x) \cap V_{i+1} \neq \emptyset$. This shows that we have

$$
X \in\left\{\begin{array}{l|l}
Q \cup\{u\} & \begin{array}{l}
Q \in \mathcal{D}_{S=\emptyset}(Z), \\
u \in N\left(v_{i+1}\right), \text { and } \\
\forall x \in Q, \operatorname{Priv}(Q \cup\{u\}, x) \cap V_{i+1} \neq \emptyset
\end{array} \tag{1}
\end{array}\right\}
$$

and proves the following inclusion:

$$
\mathcal{C}\left(D^{*}, i\right) \subseteq\left(\mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)\right) \cup\left\{\begin{array}{l|l}
Q \cup\{u\} & \begin{array}{l}
Q \in \mathcal{D}_{S=\emptyset}(Z), \\
u \in N\left(v_{i+1}\right), \text { and } \\
\forall x \in Q, \operatorname{Priv}(Q \cup\{u\}, x) \cap V_{i+1} \neq \emptyset
\end{array}
\end{array}\right\}
$$

To prove the reverse inclusion, we first consider $X \in \mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)$. By Proposition 6 , $S \subseteq N[X]$ and $\operatorname{Priv}(X, x) \cap S \neq \emptyset$ for all $x \in X$. Since $X \cap S \neq \emptyset, S \cup\left\{v_{i+1}\right\} \subseteq N[X]$. Thus $X \in \mathcal{C}\left(D^{*}, i\right)$. Now we consider a set $X$ of the form $Q \cup\{u\}$, for some $Q \in \mathcal{D}_{S=\emptyset}(Z)$ and $u \in N\left(v_{i+1}\right)$ such that $\forall x \in Q, \operatorname{Priv}(Q \cup\{u\}, x) \cap V_{i+1} \neq \emptyset$. By Proposition 6, $\operatorname{Priv}(Q, x) \cap S \neq \emptyset$ for all $x \in Q$. Since $\operatorname{Priv}(Q \cup\{u\}, x) \cap V_{i+1} \neq \emptyset$ for all $x \in Q$ and $v_{i+1} \in \operatorname{Priv}(X, u), \operatorname{Priv}(X, x) \cap V_{i+1} \neq \emptyset$ for all $x \in X$. Since $S \cup\left\{v_{i+1}\right\} \subseteq N[X]$, $X \in \mathcal{C}\left(D^{*}, i\right)$. This proves the reverse inclusion and concludes the proof.

In [17], authors give a polynomial delay algorithm to enumerate minimal dominating sets in split graphs.

- Theorem 8 ([17]). There is an algorithm that, given a split graph $H$ with $n$ vertices and $m$ edges, outputs with $O(n+m)$ delay every minimal dominating set of $H$, using $O\left(n^{2}\right)$ space.

The above algorithm relies on the observation that for every split graph $H$, the set $\mathcal{D}_{C}(H)=$ $\left\{D_{C} \mid D \in \mathcal{D}(H)\right\}$ is in bijection with $\mathcal{D}(H)$ and it forms an independence system. A family of sets $\mathcal{S}$ is an independence system if $S \in \mathcal{S}$ implies that $S \backslash\{s\} \in \mathcal{S}$ for all $s \in S$. We show that there is a polynomial delay algorithm to enumerate $\mathcal{C}\left(D^{*}, i\right)$ given $i \in\{1, \ldots, p-1\}$ and $D^{*} \in \mathcal{D}(G, i)$ using the same observations.

- Proposition 9 ([17]). Let $H$ be a split graph with maximal stable set $S$ and clique $C$ and let $D$ be a minimal dominating set of $H$. Then $D_{S}=S \backslash N\left(D_{C}\right)$.
- Proposition 10 ([17]). Let $H$ be a split graph with maximal stable $S$ and clique $C$. Then:

1. $\mathcal{D}_{C}(H)=\{A \subseteq C \mid \forall x \in A, \operatorname{Priv}(A, x) \neq \emptyset\}$,
2. $\mathcal{D}_{C}(H)$ and $\mathcal{D}(H)$ are in bijection,
3. $\mathcal{D}_{C}(H)$ is an independence system.

- Lemma 11. There is an algorithm that, given $i \in\{0, \ldots, p-1\}$ and $D^{*} \in \mathcal{D}(G, i)$, enumerates $\mathcal{C}\left(D^{*}, i\right)$ in output-polynomial time $O\left(\operatorname{poly}(n) \cdot\left|\mathcal{C}\left(D^{*}, i\right)\right|\right)$ and using at most poly $(|V(G)|)$ space.

Proof. Lemma 7 allows us to consider two cases depending on whether $v_{i+1}$ has a neighbor in $D^{*}$ or not. Let $Z=Z_{D^{*}}^{i}$. As usual we denote by $S$ and $C$ the maximal stable set and the clique of $Z$, respectively.

If $D^{*} \cap N\left(v_{i+1}\right) \neq \emptyset$, then by Lemma $7 \mathcal{C}\left(D^{*}, i\right)=\mathcal{D}(Z)$, and we can enumerate the elements of $\mathcal{C}\left(D^{*}, i\right)$ with polynomial delay using the algorithm of Theorem 8 on $\mathcal{D}(Z)$.

In the case where $D^{*} \cap N\left(v_{i+1}\right)=\emptyset$, we start enumerating $\mathcal{D}_{C}(Z)$. This can be done with polynomial delay and space as in the proof of Theorem 8 , using the fact that $\mathcal{D}_{C}(Z)$ is an independence system and that testing if an arbitrary set $A$ belongs to $\mathcal{D}_{C}(Z)$ can be done in polynomial time using Lemma 10. That is, we construct elements of $\mathcal{D}_{C}(Z)$ from the empty set to every inclusion-wise maximal $A \in \mathcal{D}_{C}(Z)$. Repetitions are avoided using a linear ordering on vertices of $C$; see [17] for details. Then, for every set $A \in \mathcal{D}_{C}(Z)$ output by the above algorithm, we check in polynomial time if it dominates $Z$. If it does not, then we extend $A$ into its unique corresponding minimal dominating set $D \in \mathcal{D}(Z)$ such that $D \cap C=A$ (i.e. $D=A \cup S \backslash N(A)$ ), and output $D$. Otherwise, for every $u \in N\left(v_{i+1}\right)$ such that for all $x \in A, \operatorname{Priv}(A \cup\{u\}, x) \cap V_{i+1} \neq \emptyset$ (which can be tested in time polynomial in the order of $Z$ ), we output $A \cup\{u\}$. Lemma 7 guarantees that the above algorithm indeed outputs $\mathcal{C}\left(D^{*}, i\right)$.

Note that the only elements $D \in \mathcal{D}(Z)$ which do not lead to an element of $\mathcal{C}\left(D^{*}, i\right)$ are the $D \in \mathcal{D}_{S=\emptyset}(Z)$ for which no vertex $u \in N\left(v_{i+1}\right)$ satisfies the desired conditions. However, we will show that $\left|\mathcal{D}_{S=\emptyset}(Z)\right| \leq n\left|\mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)\right|$. Indeed, consider the map $f$ that, given $D \in \mathcal{D}_{S=\emptyset}(Z)$ removes one arbitrary vertex from $D$, and completes the dominating set by adding the vertices in the independent set which are no longer dominated. Then, $f$ maps elements of $\mathcal{D}_{S=\emptyset}(Z)$, to the set $\mathcal{D}(Z) \backslash \mathcal{D}_{S=\emptyset}(Z)$. Moreover, every element in this second set is the image of at most $|C| \leq n$ elements by $f$. This implies the desired bound.

Consequently, this means that while enumerating $\mathcal{D}(Z)$, we might throw out a fraction at most $\frac{n}{n+1}$ of all the solutions we found which do not lead to elements in $\mathcal{C}\left(D^{*}, i\right)$. This shows that the algorithm has output-polynomial time.

We are now ready to prove Theorem 1, that we restate here in a more accurate form.

- Theorem 12. There is an algorithm that, given a triangle-free graph $G$ on $n$ vertices, outputs $\mathcal{D}(G)$ in total time $\operatorname{poly}(n) \cdot|\mathcal{D}(G)|^{2}$ and using at most poly $n$ space.

Proof. We first arbitrarily choose a peeling $\left(V_{0}, \ldots, V_{p}\right)$ of our input graph $G$ with vertex sequence $\left(v_{1}, \ldots, v_{p}\right)$. This takes time poly $n$.

Recall that the Parent relation defines a tree $T$ on vertex set

$$
\{(D, i) \mid i \in\{1, \ldots, p\}, D \in \mathcal{D}(G, i)\}
$$

with leaves $\{(D, p) \mid D \in \mathcal{D}(G)\}$ and root $(\emptyset, 0)$. Let us describe how to enumerate the children in $T$ of $\left(D^{*}, i\right)$ for every given vertex $D^{*} \in \mathcal{D}(G, i)$. If $D^{*}$ dominates $V_{i+1}$, then $\left(D^{*}, i+1\right)$ is the only pair whose parent is $\left(D^{*}, i\right)$. Otherwise, we proceed as follows:

1. output the trivial child $D^{*} \cup\left\{v_{i+1}\right\}$;
2. start (or resume, if it had already been started) the algorithm of Lemma 11 and pause it after one element $X$ of $C\left(D^{*}, i\right)$ has been output;
3. if $D^{*} \cup X$ is not a minimal dominating set of $V_{i+1}$ in $G$, or if it is but $\operatorname{Parent}\left(D^{*} \cup X, i+1\right) \neq$ ( $D^{*}, i$ ), discard $X$ and loop to (2);
4. output $D^{*} \cup X$ and loop to (2).

The algorithm terminates when the algorithm of Lemma 11 in step (2) completes the enumeration of $C\left(D^{*}, i\right)$. The correctness of the algorithm is a consequence of the following inclusions:

$$
\begin{aligned}
&\left\{D \in \mathcal{D}(G, i+1) \mid \operatorname{Parent}(D, i+1)=\left(D^{*}, i\right)\right\} \subseteq\{D \\
& \subseteq\left\{\mathcal{D}(G, i+1) \mid D^{*} \subseteq D\right\} \\
& \subseteq\left\{D^{*} \cup X \mid X \in \mathcal{C}\left(D^{*}, i\right)\right\} \\
& \cup\left\{D^{*} \cup\left\{v_{i+1}\right\}\right\} \\
& \cup\left\{D^{*}\right\}
\end{aligned}
$$

Notice that it uses at most poly $n$ space, since we only store the data of the algorithm of Lemma 11, of size at most poly $n$, and the data to perform step (3), which is clearly also polynomial in $n$.

In order to enumerate $\mathcal{D}(G)$, i.e. the set of leaves of $T$, we perform a DFS and output each visited leaf. For each vertex of $T$, enumerating its children can be done in at most $\operatorname{poly}(n) \cdot|\mathcal{D}(G)|$ steps with the above algorithm, according to Lemmas 5 and 11. Besides, the number of vertices of $T$ at distance $i$ from the root is at most its number of leaves, hence $T$ has at most $O(n \cdot|\mathcal{D}(G)|)$ vertices. Therefore we can enumerate $\mathcal{D}(G)$ in poly $(n) \cdot|\mathcal{D}(G)|^{2}$ steps. Regarding the space, we observe that whenever we visit a vertex, we do not need to compute the whole set of its children. Instead, it is enough in order to continue the DFS to compute the next unvisited child only, which can be done using the algorithm above (and pausing it afterward). Therefore, when we visit some $(D, i) \in V(T)$, we only need to store the data of the $i-1$ (paused) algorithms enumerating the children of the ancestors of $(D, i)$ and the data of the algorithm enumerating the children of $D$, i.e. $i \cdot$ poly $n$ space. Therefore the described algorithm uses polynomial space, as claimed.

## 4 The extension problem is hard in bipartite graphs

We recall that Dcs denotes the problem of deciding, given a graph $G$ and a set $A \subseteq V(G)$, whether there exists a minimal dominating set $D$ of $G$ such that $A \subseteq D$. This problem is known to be NP-complete for general graphs [15]. It has later been proved that the variant where we search for a minimal dominating set containing $A$, and avoiding a given vertex


Figure 1 A bipartite graph $G$ and a set $A \subseteq V(G)$ constructed from an instance of SAT with variables $x_{1}, \ldots, x_{n}$ and clauses $C_{1}, \ldots, C_{m}$. Black vertices constitute the set $A$. Then $A$ can be extended into a minimal dominating set $D$ of $G$ if and only if there is a truth assignment of the variable satisfying all the clauses.
set $B$ remains intractable even on split graphs [19]. We show that DCs is still hard for bipartite graphs and thus triangle-free graphs. As a consequence, one cannot expect to improve Theorem 1 by testing if subsets of $V(G)$ can be extended into minimal dominating sets of $G$. The following is a restatement of Theorem 2 .

- Theorem 13. DCS restricted to bipartite graphs is NP-complete.

Proof. Since Dcs is NP-complete in the general case, it is clear that Dcs is in NP even when restricted to bipartite graphs. Let us now present a reduction from SAT.

Given an instance $\mathcal{I}$ of SAT with variables $x_{1}, \ldots, x_{n}$ and clauses $C_{1}, \ldots, C_{m}$, we construct a bipartite graph $G$ and a set $A \subseteq V(G)$ such that there exists a minimal dominating set containing $A$ if and only if there exists a truth assignment that satisfies all the clauses. The graph $G$ has vertex partition ( $X, Y$ ), defined as follows.

The first part $X$ contains two special vertices $u$ and $w$, and for every variable $x_{i}$, one vertex for each of the literals $x_{i}$ and $\neg x_{i}$. The second part $Y$ contains one vertex $y_{C_{j}}$ per clause $C_{j}$, one vertex $n e g_{x_{i}}$ per variable $x_{i}$, and two special vertices $v$ and $z$. For every $i \in\{1, \ldots, n\}$ we make $n e g_{x_{i}}$ adjacent to the two literals $x_{i}$ and $\neg x_{i}$ and for every $j \in\{1, \ldots, m\}$ we make $y_{C_{j}}$ adjacent to $u$ and to every literal $C_{j}$ contains. Finally, we add edges to form the path uvwz and set $A=\left\{n e g_{x_{1}}, \ldots, n e g_{x_{n}}, v, w\right\}$. Clearly this graph can be constructed in polynomial time from $\mathcal{I}$. The construction is illustrated in Figure 1.

Let us show that $A$ can be extended into a minimal dominating set of $G$ if and only if $\mathcal{I}$ has a truth assignment that satisfies all the clauses. The proof is split into two claims. A partial assignment of $\mathcal{I}$ is a truth assignment of a subset of the variables $x_{1}, \ldots, x_{n}$. Observe that a partial assignment may satisfy all the clauses (i.e. the values of the non-assigned variables do not matter). A partial assignment that satisfies all the clauses is called a minimal assignment if no proper subset of the assigned variables admits such a partial assignment.
$\triangleright$ Claim 14. Let $S \subseteq\left\{x_{1}, \neg x_{1}, \ldots, x_{n}, \neg x_{n}\right\}$ be a set containing at most one literal for each variable. Then $S$ minimally dominates $\left\{y_{C_{1}}, \ldots, y_{C_{m}}\right\}$ if and only if its elements form a minimal assignment of $\mathcal{I}$.

Proof of Claim 14. Let $S$ be as above and let $j \in\{1, \ldots, m\}$. Since $y_{C_{j}} \notin S$, the set $S$ contains a neighbor $x$ of $y_{C_{j}}$. By construction, $x$ is a literal appearing in $C_{j}$. Hence a partial assignment of the variables of $\mathcal{I}$ satisfying all its clauses is given by the literals present in $S$. Moreover, $x$ has a private neighbor $y_{C_{j^{\prime}}}$, by minimality of $S$. The assignment given by $S$ is hence minimal: not specifying the value of the variable of $x$ would leave the clause $C_{j^{\prime}}$ unsatisfied.
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$\triangleright$ Claim 15. If $D$ is a minimal dominating set of $G$ containing $A$, then $D \backslash A \subseteq\left\{x_{1}, \neg x_{1}, \ldots\right.$, $\left.x_{n}, \neg x_{n}\right\}$ and it contains at most one literal for each variable.

Proof of Claim 15. Notice that $\operatorname{Priv}(A, v)=\{u\}$. If $y_{C_{j}}$ belongs to $D$ for some $j \in\{1, \ldots, m\}$, then $\operatorname{Priv}(D, v)=\emptyset$, a contradiction to the minimality of $D$. For similar reasons $u, z \notin D$. Hence $D \cap\left\{u, z, y_{C_{1}}, \ldots, y_{C_{m}}\right\}=\emptyset$. Besides, for every $i \in\{1, \ldots, m\}, D$ contains at most one of $x_{i}$ and $\neg x_{i}$, as otherwise $\operatorname{Priv}\left(D, n e g_{x_{i}}\right)$ would be empty, again contradicting the minimality of $D$. This proves the claim.

If $A$ can be extended into a minimal dominating set $D$ of $G$, then by combining the two claims above, we deduce that $\mathcal{I}$ has truth assignment that satisfies all clauses. Conversely, if $\mathcal{I}$ has such a truth assignment, then there is a set $S$ as in the statement of Claim 14. In $S \cup A$, every element of $S$ has a private neighbor, as a consequence of the minimality of $S$ and the fact that no element of $A$ has a neighbor among the clause variables. Besides, each of $n e g_{x_{1}}, \ldots, n e g_{x_{n}}$ has a private neighbor (because $S$ contains at most one of the two literals for each variable) and it is easy to see that the same holds for $v$ and $w$. Hence $S \cup A$ is a minimal dominating set of $G$.

Given an instance $\mathcal{I}$ of SAT, we constructed in polynomial time an instance $(G, A)$ of Dcs that is equivalent to $\mathcal{I}$. This proves that Dcs is NP-hard.

## 5 Conclusion

In this paper, we proved that the set of minimal dominating sets of a triangle-free graph, hence bipartite graph, can be enumerated in output-polynomial time. It remains open whether a polynomial delay algorithm exists for these classes.

The most general open problem on the topic discussed in this paper is whether the minimal dominating sets of a co-bipartite graph can be enumerated in output-polynomial time. Indeed, as noted in the introduction this would imply that such an algorithm also exists for the general case. Other classes where no output-polynomial time algorithms are known include unit disk graphs and graphs of bounded expansion, according to [20, 11].
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#### Abstract

A cut $\varepsilon$-sparsifier of a weighted graph $G$ is a re-weighted subgraph of $G$ of (quasi)linear size that preserves the size of all cuts up to a multiplicative factor of $\varepsilon$. Since their introduction by Benczúr and Karger [STOC'96], cut sparsifiers have proved extremely influential and found various applications. Going beyond cut sparsifiers, Filtser and Krauthgamer [SIDMA'17] gave a precise classification of which binary Boolean CSPs are sparsifiable. In this paper, we extend their result to binary CSPs on arbitrary finite domains.
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## 1 Introduction

The pioneering work of Benczúr and Karger [4] showed that every edge-weighted undirected graph $G=(V, E, w)$ admits a cut-sparsifier. In particular, assuming that the edge weights are positive, for every $0<\varepsilon<1$ there exists (and in fact can be found efficiently) a re-weighted subgraph $G_{\varepsilon}=\left(V, E_{\varepsilon} \subseteq E, w_{\varepsilon}\right)$ of $G$ with $\left|E_{\varepsilon}\right|=O\left(\varepsilon^{-2} n \log n\right)$ edges such that

$$
\forall S \subseteq V, \quad \operatorname{Cut}_{G_{\varepsilon}}(S) \in(1 \pm \varepsilon) \operatorname{Cut}_{G}(S),
$$

where $n=|V|$ and $\operatorname{Cut}_{G}(S)$ denotes the total weight of edges in $G$ with exactly one endpoint in $S$. The bound on the number of edges was later improved to $O\left(\varepsilon^{-2} n\right)$ by Batson, Spielman, and Srivastava [3]. Moreover, the bound $O\left(\varepsilon^{-2} n\right)$ is known to be tight by the work of Andoni, Chen, Krauthgamer, Qin, Woodruff, and Zhang [2].

The original motivation for cut sparsification was to speed up algorithms for cut problems and graph problems more generally. The idea turned out to be very influential, with several generalisations and extensions, including, for instance, sketching [ 1,2 ], sparsifiers for cuts in hypergraphs [9, 11], and spectral sparsification [15, 14, 13, 8, 12].

Filtser and Krauthgamer [7] considered the following natural question: which binary Boolean CSPs are sparsifiable? In order to state their results as well as our new results, we will now define binary constraint satisfaction problems.
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An instance of the binary ${ }^{1}$ constraint satisfaction problem (CSP) is a quadruple $I=$ $(V, D, \Pi, w)$, where $V$ is a set of variables, $D$ is a finite set called the domain, ${ }^{2} \Pi$ is a set of constraints, and $w: \Pi \rightarrow \mathbb{R}_{+}$are positive weights for the constraints. Each constraint $\pi \in \Pi$ is a pair $((u, v), P)$, where $(u, v) \in V^{2}$, called the constraint scope, is a pair of distinct variables from $V$, and $P: D^{2} \rightarrow\{0,1\}$ is a binary predicate. A CSP instance is called Boolean if $|D|=2$, i.e., if the domain is of size two. ${ }^{3}$

For a fixed binary predicate $P$, we denote by $\operatorname{CSP}(P)$ the class of CSP instances in which all constraints use the predicate $P$. Note that if we take $D=\{0,1\}$ and $P$ defined on $D^{2}$ by $P(x, y)=1$ iff $x \neq y$ then $\operatorname{CSP}(P)$ corresponds to the cut problem.

We say that a constraint $\pi=((u, v), P)$ is satisfied by an assignment $A: V \rightarrow D$ if $P(A(u), A(v))=1$. The value of an instance $I=(V, D, \Pi, w)$ under an assignment $A: V \rightarrow D$ is defined to be the total weight of satisfied constraints:

$$
\operatorname{Val}_{I}(A)=\sum_{\pi=((u, v), P) \in \Pi} w(\pi) P(A(u), A(v))
$$

For $0<\varepsilon<1$, an $\varepsilon$-sparsifier of $I=(V, D, \Pi, w)$ is a re-weighted subinstance $I_{\varepsilon}=\left(V, D, \Pi_{\varepsilon} \subseteq\right.$ $\Pi, w_{\varepsilon}$ ) of $I$ such that

$$
\forall A: V \rightarrow D, \quad \operatorname{Val}_{I_{\varepsilon}}(A) \in(1 \pm \varepsilon) \operatorname{Val}_{I}(A)
$$

The goal is to obtain a sparsifier with the minimum number of constraints, i.e., $\left|\Pi_{\varepsilon}\right|$.
A binary predicate $P$ is called sparsifiable if for every instance $I \in \operatorname{CSP}(P)$ on $n=|V|$ variables and for every $0<\varepsilon<1$ there is an $\varepsilon$-sparsifier for $I$ with $O\left(\varepsilon^{-2} n\right)$ constraints.

We call a (not necessarily Boolean or binary) predicate $P$ a singleton if $\left|P^{-1}(1)\right|=1$.
Filtser and Krauthgamer showed, among other results, the following classification. Let $P$ be a binary Boolean predicate. Then, $P$ is sparsifiable if and only if $P$ is not a singleton. ${ }^{4}$ In other words, the only predicates that are not sparsifiable are those with support of size one.

Contributions. As our main contribution, we identify in Theorem 2 the precise borderline of sparsifiability for binary predicates on arbitrary finite domains, thus extending the work from [7] on Boolean predicates. Let $P$ be a binary predicate defined on an arbitrary finite domain $D$. Then, $P$ is sparsifiable if and only if $P$ does not "contain" a singleton subpredicate. More precisely, we say that $P$ "contains" a singleton subpredicate if there are two (not necessarily disjoint) subdomains $B, C \subseteq D$ with $|B|=|C|=2$ such that the restriction of $P$ onto $B \times C$ is a singleton predicate.

The crux of Theorem 2 is the sparsifiability part, which is established by a reduction to cut sparsifiers. Unlike in the classification of binary Boolean predicates from [7], we do not rely on a case analysis that differs for different sparsifiable predicates but instead give a simpler argument for all sparsifiable predicates. The idea is to reduce (the graph of) any CSP instance, as was done in [7], via the so-called bipartite double cover [5]. However, there is no natural assignment in the reduced graph (as it was in the Boolean case in [7]). In order to overcome this, we define a graph $G^{P}$ whose edges correspond to the support of the

[^22]predicate $P$. Using a simple combinatorial argument, we show (in Proposition 7) that, under the assumption that $P$ does not "contain" a singleton subpredicate, the bipartite complement of $G^{P}$ is a collection of bipartite cliques. This special structure allows us to find a good assignment in the reduced graph.

In view of Filtser and Krauthgamer's work [7], one might conjecture that $P$ is sparsifiable if and only if $P$ is not a singleton. While it is easy to show that if a (possibly non-binary and non-Boolean) predicate $P$ is a singleton then $P$ is not sparsifiable, our results show that the borderline of sparsifiability lies elsewhere. In particular, by Theorem 2, there are binary non-Boolean predicates that are not sparsifiable but are not singletons. Also, there are non-binary Boolean predicates that are not sparsifiable but are not singletons.

We remark that the term "sparsification" is also used in an unrelated line of work in which the goal is, given a CSP instance, to reduce the number of constraints without changing satisfiability of the instance; see, e.g., [6].

## 2 Classification of Binary Predicates

Throughout the paper we denote by $n=|V|$ the number of variables of a given CSP instance. The following classification of binary Boolean predicates is from [7].

- Theorem 1 ([7, Theorem 3.7]). Let $P:\{0,1\}^{2} \rightarrow\{0,1\}$ be a binary Boolean predicate. Let $0<\varepsilon<1$.

1. If $P$ is a singleton then there exists an instance $I$ of $\operatorname{CSP}(P)$ such that every $\varepsilon$-sparsifier of I has $\Omega\left(n^{2}\right)$ constraints.
2. Otherwise, for every instance $I$ of $\operatorname{CSP}(P)$ there exists an $\varepsilon$-sparsifier of $I$ with $O\left(\varepsilon^{-2} n\right)$ constraints.

We denote by $\binom{D}{2}=\{B \subseteq D:|B|=2\}$ the set of two-element subsets of $D$. For a binary predicate $P: D^{2} \rightarrow\{0,1\}$ and $B, C \in\binom{D}{2},\left.P\right|_{B \times C}$ denotes the restriction of $P$ onto $B \times C$. The following is our main result, generalising Theorem 1 to arbitrary finite domains.

- Theorem 2 (Main). Let $P: D^{2} \rightarrow\{0,1\}$ be a binary predicate, where $D$ is a finite set with $|D| \geq 2$. Let $0<\varepsilon<1$.

1. If there exist $B, C \in\binom{D}{2}$ such that $\left.P\right|_{B \times C}$ is a singleton then there exists an instance $I$ of $\operatorname{CSP}(P)$ such that every $\varepsilon$-sparsifier of $I$ has $\Omega\left(n^{2}\right)$ constraints.
2. Otherwise, for every instance $I$ of $\operatorname{CSP}(P)$ there exists an $\varepsilon$-sparsifier of $I$ with $O\left(\varepsilon^{-2} n\right)$ constraints.

The rest of this section is devoted to proving Theorem 2.
First we introduce some useful notation. We set $[r]=\{0,1, \ldots, r-1\}$. We denote by $X \sqcup Y$ the disjoint union of $X$ and $Y$. For any $r \geq 2$, we define $r$-Cut : $[r]^{2} \rightarrow\{0,1\}$ by $r$-Cut $(x, y)=1$ if and only if $x \neq y$.

Given an instance $I=(V, D, \Pi, w) \in \operatorname{CSP}(P)$, we denote by $G^{I}$ the corresponding graph of $I$; that is, $G^{I}=(V, E, w)$ is a weighted directed graph with $E=\{(u, v):((u, v), P) \in \Pi\}$ and $w(u, v)=w((u, v), P)$. Conversely, given a weighted directed graph $G=(V, E, w)$ and a predicate $P: D^{2} \rightarrow\{0,1\}$, the corresponding $\operatorname{CSP}(P)$ instance is $I^{G, P}=(V, D, \Pi, w)$, where $\Pi=\{(e, P): e \in E\}$ and $w(e, P)=w(e)$. Hence, we can equivalently talk about instances of $\operatorname{CSP}(P)$ or (weighted directed) graphs. Thus, an $\varepsilon$ - $P$-sparsifier of a graph $G=(V, E, w)$ is a subgraph $G_{\varepsilon}=\left(V, E_{\varepsilon} \subseteq E, w_{\varepsilon}\right)$ whose corresponding $\operatorname{CSP}(P)$ instance $I^{G_{\varepsilon}, P}$ is an $\varepsilon$-sparsifier of the corresponding $\operatorname{CSP}(P)$ instance $I^{G, P}$ of $G$.

Case (1) of Theorem 2 is established by the following result.

- Theorem 3. Let $P: D^{2} \rightarrow\{0,1\}$ be a binary predicate. Assume that there exist $B, C \in\binom{D}{2}$ such that $\left.P\right|_{B \times C}$ is a singleton. For any $n$ there is a $\operatorname{CSP}(P)$ instance $I$ with $2 n$ variables and $n^{2}$ constraints such that for any $0<\varepsilon<1$ it holds that any $\varepsilon$-sparsifier of $I$ has $n^{2}$ constraints.

Proof. Suppose $B=\left\{b, b^{\prime}\right\}, C=\left\{c, c^{\prime}\right\}$ and assume without loss of generality that $\left.P\right|_{B \times C}{ }^{-1}(1)=\{(b, c)\}$; that is, the support of $\left.P\right|_{B \times C}$ is equal to $\{(b, c)\}$. Consider a $\operatorname{CSP}(P)$ instance $I=(V, D, \Pi, w)$, where

- $V=X \sqcup Y, X=\left\{x_{1}, \ldots, x_{n}\right\}$, and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$;
- $\Pi=\left\{\pi_{i j}=\left(\left(x_{i}, y_{j}\right), P\right): 1 \leq i, j \leq n\right\}$;
- $w$ are arbitrary positive weights.

We have $|\Pi|=n^{2}$. We note that $B$ and $C$ may not be disjoint. We consider the family of assignments $A_{i j}: V \rightarrow B \cup C$ for $1 \leq i, j \leq n$ such that $A_{i j}\left(x_{i}\right)=b, A_{i j}(x)=b^{\prime}$ for every $x \in X \backslash\left\{x_{i}\right\}, A_{i j}\left(y_{j}\right)=c$, and $A_{i j}(y)=c^{\prime}$ for every $y \in Y \backslash\left\{y_{j}\right\}$. Then, we have

$$
P\left(A_{i j}(u, v)\right)= \begin{cases}P(b, c)=1 & \text { if } u=x_{i}, v=y_{j} \\ P\left(b, c^{\prime}\right)=0 & \text { if } u=x_{i}, v \in Y \backslash\left\{y_{j}\right\} \\ P\left(b^{\prime}, c\right)=0 & \text { if } u \in X \backslash\left\{x_{i}\right\}, v=y_{j} \\ P\left(b^{\prime}, c^{\prime}\right)=0 & \text { if } u \in X \backslash\left\{x_{i}\right\}, v \in Y \backslash\left\{y_{j}\right\}\end{cases}
$$

Therefore,

$$
\operatorname{Val}_{I}\left(A_{i j}\right)=\sum_{\pi \in \Pi} w(\pi) P\left(A_{i j}(\pi)\right)=w\left(\pi_{i j}\right)>0
$$

Hence, if $I_{\varepsilon}=\left(V, D, \Pi_{\varepsilon}, w_{\varepsilon}\right)$ is an $\varepsilon$-sparsifier of $I$, we must have that $\pi_{i j} \in \Pi_{\varepsilon}$ for every $1 \leq i, j \leq n$, as otherwise we would have

$$
\operatorname{Val}_{I_{\varepsilon}}\left(A_{i j}\right)=\sum_{\pi \in \Pi_{\varepsilon}} w_{\varepsilon}(\pi) P\left(A_{i j}(\pi)\right)=0 \notin(1 \pm \varepsilon) \operatorname{Val}_{I}\left(A_{i j}\right)
$$

Therefore, we have $\Pi_{\varepsilon}=\Pi$ and hence $\left|\Pi_{\varepsilon}\right|=|\Pi|=n^{2}$.
The main tool used in the proof of Theorem 1 (2) from [7] is a graph transformation known as the bipartite double cover [5], which allows for a reduction to cut sparsifiers [3].

- Definition 4. For a weighted directed graph $G=(V, E, w)$, the bipartite double cover of $G$ is the weighted directed graph $\gamma(G)=\left(V^{\gamma}, E^{\gamma}, w^{\gamma}\right)$, where
- $V^{\gamma}=\left\{v^{(0)}, v^{(1)}: v \in V\right\} ;$
- $E^{\gamma}=\left\{\left(u^{(0)}, v^{(1)}\right):(u, v) \in E\right\} ;$
- $w^{\gamma}\left(u^{(0)}, v^{(1)}\right)=w(u, v)$.

Given an assignment $A: V \rightarrow[r]$, we let $\mathcal{A}=\left(A_{0}, \ldots, A_{r-1}\right)$ be the induced $r$-partition of $V$, where $A_{j}=A^{-1}(j)$. For a binary predicate $P:[r]^{2} \rightarrow\{0,1\}$ and an instance $I=(V,[r], \Pi, w) \in \operatorname{CSP}(P)$, we define $\operatorname{Val}_{I}(\mathcal{A})=\operatorname{Val}_{I}(A)$. Moreover, for a weighted directed graph $G$ and a binary predicate $P$, we define $\operatorname{Val}_{G, P}(\mathcal{A})=\operatorname{Val}_{I^{G, P}}(\mathcal{A})$. We denote the set of all $r$-partitions of $V$ by $\operatorname{Part}_{r}(V)$.

For any $r$-partition $\mathcal{A}=\left(A_{0}, \ldots, A_{r-1}\right)$ of the vertices of $V$, let $A_{i}^{(j)}=\left\{v^{(j)}: v \in A_{i}\right\}$. Thus $\mathcal{A}^{\gamma}=\left(A_{0}^{(0)}, A_{0}^{(1)}, \ldots, A_{r-1}^{(0)}, A_{r-1}^{(1)}\right)$ is a $2 r$-partition of the vertices of $V^{\gamma}$.

We use an argument from the proof of Theorem 1 (2) from [7] and apply it to non-Boolean predicates.

- Proposition 5. Let $P:[r]^{2} \rightarrow\{0,1\}$ and $P^{\prime}:\left[r^{\prime}\right]^{2} \rightarrow\{0,1\}$ be binary predicates. Suppose that there is a function $f_{P}: \operatorname{Part}_{r}(V) \rightarrow \operatorname{Part}_{r^{\prime}}\left(V^{\gamma}\right)$ such that for any weighted directed graph $G$ on $V$ and for any r-partition $\mathcal{A} \in \operatorname{Part}_{r}(V)$ it holds that

$$
\operatorname{Val}_{G, P}(\mathcal{A})=\operatorname{Val}_{\gamma(G), P^{\prime}}\left(f_{P}(\mathcal{A})\right),
$$

where $\gamma(G)=\left(V^{\gamma}, E^{\gamma}, w^{\gamma}\right)$ is the bipartite double cover of $G$. If there is an $\varepsilon$ - $P^{\prime}$-sparsifier of $\gamma(G)$ of size $g(n)$ then there is an $\varepsilon$ - $P$-sparsifier of $G$ of size $O(g(n))$.

Proof. Given $G=(V, E, w)$, let $\gamma(G)_{\varepsilon}=\left(V, E_{\varepsilon}^{\gamma}, w_{\varepsilon}^{\gamma}\right)$ be an $\varepsilon$ - $P^{\prime}$-sparsifier of the bipartite double cover $\gamma(G)$ of $G$. Define a subgraph $G_{\varepsilon}=\left(V, E_{\varepsilon}, w_{\varepsilon}\right)$ of $G$ by $E_{\varepsilon}=\{(u, v)$ : $\left.\left(u^{(0)}, v^{(1)}\right) \in E_{\varepsilon}^{\gamma}\right\}$ and $w_{\varepsilon}(u, v)=w_{\varepsilon}^{\gamma}\left(u^{(0)}, v^{(1)}\right)$. Notice that $\gamma\left(G_{\varepsilon}\right)=\gamma(G)_{\varepsilon}, E_{\varepsilon} \subseteq E$, and $E^{\gamma}=O(|E|)$.

Then, we have

$$
\begin{aligned}
\operatorname{Val}_{G_{\varepsilon}, P}(\mathcal{A}) & =\operatorname{Val}_{\gamma\left(G_{\varepsilon}\right), P^{\prime}}\left(f_{P}(\mathcal{A})\right) \\
& =\operatorname{Val}_{\gamma(G)_{\varepsilon}, P^{\prime}}\left(f_{P}(\mathcal{A})\right) \in(1 \pm \varepsilon) \operatorname{Val}_{\gamma(G), P^{\prime}}\left(f_{P}(\mathcal{A})\right)=(1 \pm \varepsilon) \operatorname{Val}_{G, P}(\mathcal{A})
\end{aligned}
$$

and

$$
\left|E_{\varepsilon}\right| \leq\left|E_{\varepsilon}^{\gamma}\right|=O\left(\frac{\left|V^{\gamma}\right|}{\varepsilon^{2}}\right)=O\left(\frac{|V|}{\varepsilon^{2}}\right)
$$

implying that $G_{\varepsilon}$ is also an $\varepsilon$ - $P$-sparsifier of $G$.
Moreover, $\left|E_{\varepsilon}\right| \leq\left|E_{\varepsilon}^{\gamma}\right|=g(n)$ implies $\left|E_{\varepsilon}\right|=O(g(n))$.
We now focus on proving Case (2) of Theorem 2. Assume that for any $B, C \in\binom{D}{2}$, $\left.P\right|_{B \times C}$ is not a singleton. Our strategy is to show that in this case the value of a $\operatorname{CSP}(P)$ instance under any assignment can be expressed as the value of a corresponding $\operatorname{CSP}(\ell$-Cut) instance (for some $\ell \leq 2|D|$ ) under the same assignment.

For an undirected graph $G=(V, E)$ and a subset $U \subseteq V$, we denote the vertex-induced subgraph on $U$ by $G[U]$ and its edge set by $E[U]$. For a possibly disconnected undirected graph $G$, we denote the connected component containing a vertex $v$ by $G_{v}=\left(V\left(G_{v}\right), E\left(G_{v}\right)\right)$. Finally, we denote the degree of vertex $v$ in graph $G$ by $d_{G}(v)$.

- Definition 6. Let $G=(U \sqcup V, E)$ be an undirected bipartite graph. The bipartite complement $\bar{G}=(U \sqcup V, \bar{E})$ of $G$ has the following edge set:

$$
\bar{E}=\{\{u, v\}: u \in U, v \in V,\{u, v\} \notin E\} .
$$

The following property of bipartite graphs will be crucial in the proof of Theorem 8.

- Proposition 7. Let $G=(U \sqcup V, E)$ be a bipartite graph with $|U|=|V|=r, r \geq 2$. Assume that for any $u, u^{\prime} \in U$ and $v, v^{\prime} \in V$ we have $\left|E\left[\left\{u, u^{\prime}, v, v^{\prime}\right\}\right]\right| \neq 1$. Then, for any $v \in U \sqcup V$ with $d_{\bar{G}}(v)>0, \bar{G}_{v}$ is a complete bipartite graph with partition classes $\left\{U \cap V\left(\bar{G}_{v}\right)\right\}$ and $\left\{V \cap V\left(\bar{G}_{v}\right)\right\}$.
Proof. For contradiction, assume that there are $u \in U$ and $v \in V$ such that $\{u, v\} \notin \bar{E}$ but $u$ and $v$ belong to the same connected component of $\bar{G}$. Choose $u$ and $v$ with the shortest possible distance between them. Let $u=u_{0}, u_{1}, \ldots, u_{k}=v$ be a shortest path between $u$ and $v$ in $\bar{G}$, where $k \geq 3$ is odd. We will show that $\left|\bar{E}\left[\left\{u_{0}, u_{1}, u_{k-1}, u_{k}\right\}\right]\right|=3$, which contradicts the assumption that $\left|E\left[\left\{u_{0}, u_{1}, u_{k-1}, u_{k}\right\}\right]\right| \neq 1$.

If $k=3$ then the claim holds since we assumed that $\left\{u_{0}, u_{1}\right\},\left\{u_{1}, u_{2}\right\},\left\{u_{2}, u_{3}\right\} \in \bar{E}$ and $\left\{u_{0}, u_{3}\right\} \notin \bar{E}$.
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Let $k \geq 5$. We will be done if we show that $\left\{u_{1}, u_{k-1}\right\} \in \bar{E}$, as by our assumptions $\left\{u_{0}, u_{1}\right\},\left\{u_{k-1}, u_{k}\right\} \in \bar{E}$ and $\left\{u_{0}, u_{k}\right\} \notin \bar{E}$. To this end, note that $\left\{u_{0}, u_{k-2}\right\} \in \bar{E}$ as otherwise $u_{0}$ and $u_{k-2}$ would be a pair of vertices with the required properties but of distance $k-2$, contradicting our choice of $u$ and $v$. Thus, $\left\{u_{1}, u_{k-1}\right\} \in \bar{E}$ as otherwise we would have $\left|\bar{E}\left[\left\{u_{0}, u_{1}, u_{k-2}, u_{k-1}\right\}\right]\right|=3$, which contradicts $\left|E\left[\left\{u_{0}, u_{1}, u_{k-2}, u_{k-1}\right\}\right]\right| \neq 1$.

Case (2) of Theorem 2 is established by the following result.

- Theorem 8. Let $P: D^{2} \rightarrow\{0,1\}$ be a binary predicate such that for any $B, C \in\binom{D}{2}$ we have that $\left.P\right|_{B \times C}$ is not a singleton. Then, for every $0<\varepsilon<1$ and every instance $I$ of $\operatorname{CSP}(P)$ there is a sparsifier of I with $O\left(\varepsilon^{-2} n\right)$ constraints.

Proof. Let $I=(V, D, \Pi, w)$ be an instance of $\operatorname{CSP}(P)$ with $r=|D|$. Without loss of generality, we assume that $D=[r]$. Let $G=G^{I}=(V, E, w)$ be the corresponding (weighted directed) graph of $I$, and let $\gamma(G)=\left(V^{\gamma}, E^{\gamma}, w^{\gamma}\right)$ be the bipartite double cover of $G$. Recall that for an assignment $A: V \rightarrow[r]$, we denote $A_{i}=A^{-1}(i)$. Thus, $\mathcal{A}=\left(A_{0}, \ldots, A_{r-1}\right)$ forms an $r$-partition of $V$.

Our goal is to show the existence of a function $f_{P}: \operatorname{Part}_{r}(V) \rightarrow \operatorname{Part}_{\ell}\left(V^{\gamma}\right)$ (for some fixed $\ell \leq 2 r$ ) such that

$$
\begin{equation*}
\forall A: V \rightarrow[r], \quad \operatorname{Val}_{G, P}(\mathcal{A})=\operatorname{Val}_{\gamma(G), \ell-\operatorname{Cut}}\left(f_{P}(\mathcal{A})\right) \tag{1}
\end{equation*}
$$

Assuming the existence of $f_{P}$, we can finish the proof as follows. Batson, Spielman, and Srivastava established the existence of a sparsifier of size $O\left(\varepsilon^{-2} n\right)$ for any instance of $\operatorname{CSP}(2-C u t)$ [3]. By [7, Section 6.2], this implies the existence of a sparsifier of size $O\left(\varepsilon^{-2} n\right)$ for any instance of $\operatorname{CSP}(\ell$-Cut). Consequently, by Proposition 5 and (1), there is a sparsifier of size $O\left(\varepsilon^{-2} n\right)$ for the instance $I^{G, P}=I$.

It remains to show the existence of $f_{P}$ satisfying (1).
In the proof of Theorem $1(2)$ in [7], such functions are given for a binary Boolean predicate $P$ with support size $\left|P^{-1}(1)\right| \in\{0,2,4\}$. In what follows we give a construction of $f_{P}$ for an arbitrary binary predicate $P:[r]^{2} \rightarrow\{0,1\}$ with $r \geq 2$ from the statement of the theorem.

Although the bipartite double cover is commonly defined as a directed graph, in this proof we will consider the undirected bipartite double cover $\gamma(G)$ of $G .{ }^{5}$ We also define an auxiliary graph $G^{P}=\left(V^{P}, E^{P}\right)$, where

$$
\begin{aligned}
V^{P} & =\left\{v_{0}, v_{0}^{\prime}, \ldots, v_{r-1}, v_{r-1}^{\prime}\right\}, \\
E^{P} & =\left\{\left\{v_{i}, v_{j}^{\prime}\right\}: P(i, j)=1\right\} .
\end{aligned}
$$

Let $\ell$ be the number of connected components of $\overline{G^{P}}$, the bipartite complement of $G^{P}$. By definition, $\ell \leq\left|V^{P}\right|=2 r$.

We need to find a function $f_{P}: \operatorname{Part}_{r}(V) \rightarrow \operatorname{Part}_{\ell}\left(V^{\gamma}\right)$ that satisfies (1) for all $\mathcal{A} \in$ $\operatorname{Part}_{r}(V)$. Such a function corresponds to a map $c: V^{P} \rightarrow[\ell]$ on the vertices of $G^{P}$ with the following property:

$$
\forall i, j \in[r] \quad\left\{\begin{array}{l}
\left\{v_{i}, v_{j}^{\prime}\right\} \in E^{P} \Longrightarrow c\left(v_{i}\right) \neq c\left(v_{j}^{\prime}\right) \\
\left\{v_{i}, v_{j}^{\prime}\right\} \notin E^{P} \Longrightarrow c\left(v_{i}\right)=c\left(v_{j}^{\prime}\right)
\end{array}\right.
$$

[^23]We call such maps colourings. Indeed, the colouring $c$ induces, for $\mathcal{A}$, an assignment $A^{\gamma}: V^{\gamma} \rightarrow[\ell]$ of the vertices of $\gamma(G)$ which satisfies

$$
A^{\gamma}(u)=c\left(v_{A(u)}\right) \quad \text { and } \quad A^{\gamma}\left(u^{\prime}\right)=c\left(v_{A(u)}^{\prime}\right)
$$

and which, in turn, induces a partition $\left\{U_{i}\right\}_{i=0}^{\ell-1}$ of $V^{\gamma}$ with $U_{i}=\left(A^{\gamma}\right)^{-1}(i)$. We define $f_{P}(\mathcal{A})=\left(U_{0}, \ldots, U_{\ell-1}\right)$. Now for any $u, v \in V$ and for any assignment $A: V \rightarrow[r]$, we have

$$
\begin{aligned}
P(A(u), A(v))=1 & \Longleftrightarrow\left\{v_{A(u)}, v_{A(v)}^{\prime}\right\} \in E^{P} \\
& \Longleftrightarrow c\left(v_{A(u)}\right) \neq c\left(v_{A(v)}^{\prime}\right) \\
& \Longleftrightarrow A^{\gamma}(u) \neq A^{\gamma}\left(v^{\prime}\right) \\
& \Longleftrightarrow \ell-\operatorname{Cut}\left(A^{\gamma}(u), A^{\gamma}\left(v^{\prime}\right)\right)=1
\end{aligned}
$$

Moreover, by the definition of the graph bipartite double cover, we have $w(u, v)=w^{\gamma}\left(u, v^{\prime}\right)$ for all $u, v \in V$, implying that

$$
\begin{aligned}
\operatorname{Val}_{G, P}(\mathcal{A}) & =\operatorname{Val}_{G, P}\left(A_{0}, \ldots, A_{r-1}\right)=\sum_{(u, v) \in E} w(u, v) P(A(u), A(v)) \\
& =\sum_{\left(u, v^{\prime}\right) \in E^{\gamma}} w^{\gamma}\left(u, v^{\prime}\right) \ell-\operatorname{Cut}\left(A^{\gamma}(u), A^{\gamma}\left(v^{\prime}\right)\right)=\operatorname{Val}_{\gamma(G), \ell-\mathrm{Cut}}\left(A^{\gamma}\right) \\
& =\operatorname{Val}_{\gamma(G), \ell-\mathrm{Cut}}\left(U_{0}, \ldots, U_{\ell-1}\right)=\operatorname{Val}_{\gamma(G), \ell-\mathrm{Cut}}\left(f_{P}(\mathcal{A})\right)
\end{aligned}
$$

as required.
While a colouring does not exist for an arbitrary bipartite graph, we now argue that a colouring does exist if the auxiliary graph $G^{P}$ arises from a predicate $P$ from the statement of the theorem. Since for any $B, C \in\binom{[r]}{2}$ we have $|P|_{B \times C}{ }^{-1}(1) \mid \neq 1, G^{P}$ satisfies the assumptions of Proposition 7. Therefore, the $\ell$ separate connected components which form its bipartite complement $\overline{G^{P}}$ are complete bipartite graphs. We can assign one of the $\ell$ colours to each connected component to get a colouring for the graph $G^{P}$.

## 3 Conclusion

For simplicity, we have only presented our main result on binary CSPs over a single domain. However, it is not difficult to extend our result to the so-called multisorted binary CSPs, in which different variables come with possibly different domains.

We have classified binary CSPs (on finite domains) but much more work seems required for a full classification of non-binary CSPs. We have made some initial steps.

For any $k \geq 3$, the $k$-ary Boolean "not-all-equal" predicate $k$-NAE : $\{0,1\}^{k} \rightarrow\{0,1\}$ is defined by $k-\operatorname{NAE}^{-1}(0)=\{(0, \ldots, 0),(1, \ldots, 1)\}$. Kogan and Krauthgamer showed that the $k$-NAE predicates, which correspond to hypergraph cuts, are sparsifiable [9, Theorem 3.1]. By extending bipartite double covers for graphs in a natural way to $k$-partite $k$-fold covers, we obtain sparsifiability for the class of $k$-ary predicates that can be rewritten in terms of $k$-NAE. On the other hand, we identify a whole class of predicates that are not sparsifiable, namely those $k$-ary predicates that contain a singleton $\ell$-cube for some $\ell \leq k$. However, there are predicates which do not fall in either of these two categories; that is, predicates that cannot be proved sparsifiable via $k$-partite $k$-fold covers but also cannot be proved non-sparsifiable via the current techniques. An example of such predicates are the "parity" predicates.
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#### Abstract

We generalize several tractability results concerning the tractability of Quantified Boolean Formulas (QBF) with restricted underlying structure. To this end, we introduce a notion of width for structured DNNF which are a class of Boolean circuits heavily studied in knowledge compilation, a subarea of artificial intelligence. We then show that structured DNNF allow quantifier elimination with a size blow-up depending only on the width of the DNNF and not its size. Using known algorithms transforming restricted CNF-formulas into deterministic DNNF, we apply this result to generalize several results for counting and decision on QBF. We also complement these results with lower bounds that show that our definitions and results are essentially optimal in several senses.
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## 1 Introduction

It is well known that restricting the interaction between variables and clauses in CNF-formulas makes several hard problems on them tractable. For example, the propositional satisfiability problem SAT and its counting version \#SAT can be solved in time $2^{O(k)}|F|$ when $F$ is a CNF formula whose primal graph is of treewidth $k$ [27, 24]. Many extensions of this result have been shown these last ten years for more general graph measures such as modular treewidth or cliquewidth [15, 19, 26, 23]. We here generalize in a different direction by considering decision and counting for quantified Boolean formulas (QBF) with a bounded number of quantifier alternations, i.e., we consider problems higher up in the polynomial hierarchy than SAT, resp. higher in the counting hierarchy than \#SAT. It is already known that QBF as well as projected model counting, i.e., model counting for QBF with free variables and one block of existentially quantified variables, are both fixed-parameter tractable parameterized by treewidth $[8,14]$. Here we generalize both these results by showing that counting the models of QBF with free variables is fixed-parameter tractable parameterized by treewidth for any bounded number of quantifier alternations. Moreover, the same is true for the strictly more general parameter of signed cliquewidth [15].

Our approach to showing these results is completely different from those used so far in the literature for treewidth restrictions of problems harder than the NP, resp. \#P: we do not perform dynamic programming as e.g. in $[8,14,12,1]$. Instead, we encode all models
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Figure 1 The overall scheme for proving tractability results on structured quantified CNF.
of the underlying CNF-formula of the given QBF into a data structure called complete structured d-DNNF [21], a class of circuits originating from knowledge compilation, a subarea of artificial intelligence [11]. Afterwards, we perform quantifier elimination on this data structure. When all quantifiers are eliminated, we can answer the query on the input QBF by standard algorithms for d-DNNF. Figure 1 illustrates the overall strategy.

One crucial advantage of our approach is that the first step, the transformation into d-DNNF also called compilation, is essentially already solved in the literature: in [3], Bova et al. recently showed that the traces of most known algorithms for structural restrictions of \#SAT are essentially d-DNNF. Thus we can take these algorithms as building blocks and get the compiled representations for free without doing any additional dynamic programming.

It thus only remains to eliminate quantifiers on d-DNNF. Unfortunately, there are unconditional, exponential lower bounds showing that in general quantifier elimination on d-DNNF is impossible without blowing up the size of the representation [22]. We avoid this problem by identifying a notion of width for complete structured d-DNNF that is modeled after the classical width of complete OBDD. We go on to show that the size explosion during the quantifier elimination is in fact not in the size of the input but only in its width by giving a relatively simple algorithm inspired by determinization of finite automata. Since several of the compilation algorithms mentioned above yield d-DNNF whose width is independent of the input size, we get an algorithm for several restricted classes of QBF.

The resulting algorithm can be used to show that the number of models of a partially quantified CNF-formula $F$ of treewidth $k$ with $t$ blocks of quantifiers can be computed .$_{2}^{O(k)}$
in time $2 \quad|F|$ with $t+1$ exponentiations. This generalizes the result of [8] where the fixed-parameter tractability of QBF on such formulas was shown with a comparable complexity. Moreover, it generalizes the very recent result of [14] on model counting in the presence of a single existential variable block. Finally, our algorithm also applies to the more general notions of incidence treewidth and signed cliquewidth.

We complement our algorithm with lower bounds that show that our construction is essentially optimal in several respects.

The paper is organized as follows: Section 2 introduces the necessary preliminaries. Section 3 showcases our approach in a simple setting by proving that quantifier elimination can be efficiently done on small width complete OBDD. Section 4 first introduces our width notion on complete structured d-DNNF, shows some of its basic properties and then generalizes the result of Section 3 in this setting, giving our main result. The rest of the paper is dedicated to corollaries of this result proven in Section 4 and explores the limits
and optimality of our approach. Section 5 is dedicated to proving parameterized tractability results for QBF. Section 6 contains several results showing that our definition of bounded width d-DNNF cannot be weakened in several directions while still supporting efficient quantifier elimination. Finally, we close with a conclusion.

## 2 Preliminaries

By $\exp ^{\ell}(p)$ we denote the iterated exponentiation function that is defined by $\exp ^{0}(p):=p$ and $\exp ^{\ell+1}(p):=2^{\exp ^{\ell}(p)}$.

CNF and QBF. We assume that the reader is familiar with the basics of Boolean logic and fix some notation. For a Boolean function $F$ and a partial assignment $\tau$ to the variables of $F$, denote by $F[\tau]$ the function we get from $F$ by fixing the variables of $\tau$ according to $\tau$. For two assignments $\tau, \sigma$ on disjoint sets of variables we write $\tau \cup \sigma$ for the assignment on all variables of $\tau$ and $\sigma$ that extends both of the assignments. A literal is a Boolean variable or its negation. A clause is a disjunction of literals and finally a formula in conjunctive normal form (short CNF formula) is a conjunction of clauses. We define the size $|C|$ of a clause $C$ as the number of literals appearing in it. The size $|F|$ of a formula $F$ is then defined as $\sum_{C}|C|$ where the sum is over the clauses in $F$.

A Quantified Boolean Formula (short $Q B F$ ) $F=Q_{1} X_{1} Q_{2} X_{2} \ldots Q_{\ell} X_{\ell} F^{\prime}$ is a CNF formula $F^{\prime}$ together with a quantified prefix $Q_{1} X_{1} Q_{2} X_{2} \ldots \exists X_{\ell}$ where $X_{1}, \ldots, X_{\ell}$ are disjoint subsets of variables of $F^{\prime}, Q_{i}$ is either $\exists$ or $\forall$ and $Q_{i+1} \neq Q_{i}$. The number of blocks $\ell$ is called the quantifier alternation. W.l.o.g, we assume that $Q_{\ell}$, the most nested quantifier, is always an $\exists$-quantifier. The quantified variables of $F$ are defined as $\bigcup_{i=1}^{\ell} X_{i}$ and the free variables of $F$ are the variables of $F$ that are not quantified. A quantified CNF naturally induces a Boolean function on its free variables.

Representations of Boolean functions. We present several representations studied in the area of knowledge compilation in a rather succinct fashion. For more details and discussion, the interested reader is referred to [11, 21].

A Boolean circuit $C$ is defined to be in negation normal form (short an NNF) if $\neg$-gates appear in it only directly above the inputs. We assume that in all circuits we consider all $\wedge$-gates have exactly two inputs while all $\vee$-gates have an arbitrary positive number of inputs. An $\wedge$-gate in an NNF is called decomposable if, for its inputs $g_{1}, g_{2}$ the subcircuits rooted in $g_{1}$ and $g_{2}$ are on disjoint variable sets. A circuit in decomposable negation normal form (short a DNNF) is an NNF in which all gates are decomposable [9]. An $\vee$-gate $g$ in an NNF is called deterministic if there is no assignment to the variables of the circuit that makes two children of $g$ true. A DNNF is said to be deterministic (short a $d$-DNNF) if all its $\vee$-gates are deterministic.

A binary decision diagram (short $B D D$ ) is a directed acyclic graph with the following properties: there is one source and two sinks, one of each labeled with 0 and 1 . The non-sink nodes are labeled with Boolean variables and have two outgoing edges each, one labeled with 0 the other with 1. A BDD $B$ computes a function as follows: for every assignment $a$ to the variables of $B$, one constructs a source-sink path by starting in the source and in every node labeled with a Boolean variable $X$ following the edge labeled with $a(X)$. The label of the sink reached this way is then the value computed by $B$ on $a$.

A BDD is called a free BDD (short $F B D D$ ) if on every source-sink path every variable appears at most once. If on every path the variables are seen in a fixed order $\pi$, then the FBDD is called an ordered BDD (short $O B D D$ ).

An FBDD is called complete if on every source-sink path every variable appears exactly once. This notion also applies to OBDD in the obvious way. A layer of a variable $X$ in a complete OBDD $B$ is the set of all nodes labeled with $X$. The width of $B$ is the maximum size of its layers. Note that for every OBDD one can construct a complete OBDD computing the same function in polynomial time, but it is known that it is in general unavoidable to increase the number of nodes labeled by a variable by a factor linear in the number of variables [2].

For any representation $D$ of a Boolean function in one of the above forms, we denote by $\operatorname{var}(D)$ the set of variables appearing in $D$.

Graphs of CNF formulas. There are two graphs commonly assigned to CNF formulas: the primal graph of a CNF formula $F$ is the graph that has as its vertices the variables of $F$ and there is an edge between two vertices $x, y$ if and only if there is clause in $F$ where both variables $x$ and $y$ appear. The incidence graph of $F$ has as vertices the variables and the clauses of $F$ and there is an edge between two nodes $x$ and $C$ if and only if $x$ is a variable, $C$ is a clause, and $x$ appears in $C$.

We will consider several width measures on graphs like treewidth and pathwidth. Since we do not actually need the definitions of these measures but only depend on known results on them, we spare the readers these rather technical definitions and give pointers to the literature in the respective places.

## 3 Warm-up: Quantification on OBDD

In this section, we will illustrate the main ideas of our approach on the simpler case of OBDD. To this end, fix an OBDD $G$ in variables $x_{1}, \ldots, x_{n}$ in that order. Now let $Z$ be a set of variables. We want to compute an OBDD that encodes $\exists Z G$, i.e., we want to forget the variables in $Z$.

Note that it is well-known that OBDD do not allow arbitrary forgetting of variables without an exponential blow-up, see [11]. Here we make the observation that this exponential blow-up is in fact not in the size of the considered OBDD but in the width which for many interesting cases is far lower.

- Lemma 1. Let $G$ be a complete $O B D D$ of width $w$ and $Z$ be a subset of its variables. Then there is an $O B D D$ of width at most $2^{w}$ that computes the function of $\exists Z G$.

Proof. The technique is essentially the power set construction used in the determinization of finite automata. Let $V_{x}$ for a variable $x$ denotes the set of nodes labeled by $x$. For every $x$ not in $Z$, our new OBDD $G^{\prime}$ will have a node $N_{S}$ labeled by $x$ for every subset $S \subseteq V_{x}$. The invariant during the construction will be that a partial assignment $a$ to the variables in $\operatorname{var}(G) \backslash Z$ that come before $x$ in $G$ leads to $N_{S}$ if and only if $S$ is the set of nodes in $V_{x}$ which can be reached from the source by an extension of $a$ on the variables of $Z$. We make the same construction for the 0 - and 1-sink of $G$ : $G^{\prime}$ gets three sinks 0,1 and 01 which encode which sinks of $G$ can be reached with extensions of an assignment $a$. Note that if we can construct such a $G^{\prime}$, we are done by merging the sinks 1 and 01.

The construction of $G^{\prime}$ is fairly straightforward: consider a variable $x$ not in $Z$ and let $x^{\prime}$ be the next variable not in $Z$. For every node $N \in V_{x}$, we compute the set of nodes $N^{+}$ labeled with $x^{\prime}$ that we can reach by following the 1-edge of $N$ and the set of $N^{-}$nodes labeled with $x^{\prime}$ that we can reach by following the 0 -edge of $N$. Then, for every $S \subseteq V_{x}$ we define the 1-successor of $N_{S}$ as $N_{S^{\prime}}$ where $S^{\prime}=\bigcup_{N \in S} N^{+}$. The 0-successors are defined analogously.

We remark that in [13] a related result is shown: for a CNF-formula $F$ of pathwidth $k$ and every subset $Z$ of variables, one can construct an OBDD of size $2^{2^{k}}|F|$ computing $\exists Z F$. This result follows easily from Lemma 1 by noting that for a CNF $F$ of pathwidth $k$ one can construct a complete OBDD of width $2^{k}$. We note that our approach is more flexible than the result in [13] because we can iteratively add more quantifier blocks since $\forall Z D \equiv \neg(\exists Z \neg D)$ and negation in OBDD can be easily performed without size increase. For example, one directly gets the following corollary.

- Corollary 2. There is an algorithm that, given a QBF restricted to $\ell$ quantifier alternations and of pathwidth $k$, decides if $F$ is true in time $O\left(\exp ^{\ell}(p)|F|\right)$.

Note that Corollary 2 is already known as it is a special case of the corresponding result for treewidth in [8]. However, we will show that a similar approach to that of Lemma 1 can be used to derive several generalizations of the result of [8]: we show that we can add quantification to bounded width structured d-DNNF, a generalization of OBDD (see Section 4). Since several classes of CNF formulas are known to yield bounded width structured d-DNNF [3], this directly yields QBF algorithms for these classes, see Section 5 for details.

## 4 Bounded width complete structured DNNF

Before formulating and proving our main result, we first introduce our central data structure called complete structured DNNF as a generalization of OBDD and a restriction of the structured DNNF from [21]. We introduce a width notion for it and show how to deal with constants in the setting. After these preparations, we then show our main result on eliminating quantifiers in Section 4.4.

### 4.1 Complete structured DNNF

A vtree $T$ for a set of variables $X$ is a rooted tree where every non-leaf node has exactly two children and the leaves of $T$ are in one-to-one correspondence with $X$. A complete structured DNNF $(D, T, \lambda)$ is a DNNF $D$ together with a vtree $T$ for $\operatorname{var}(D)$ and a labeling $\lambda$ of the nodes of $T$ with sets of gates of $D$ such that:

- If $t$ is a leaf of $T$ labeled with variable $x \in X$ then $\lambda(t)$ contains only input gates of $D$ labeled with either $x, \neg x$.
- For every gate $u$ of $D$, there exists a unique node $t_{u}$ of $T$ such that $u \in \lambda\left(t_{u}\right)$.
- There is no non-leaf node $t$ of $T$ such that $\lambda(t)$ contains an input gate of $D$.
- For every $\wedge$-gate $u$ with inputs $v_{1}, v_{2}$, we have $t_{v_{1}} \neq t_{v_{2}}$.
- For every edge $(u, v)$ of $D$ :
= Either $v$ is an $\wedge$-gate, $u$ is an $\vee$-gate or an input gate and $t_{u}$ is the child of $t_{v}$.
- Or $v$ is an $\vee$-gate, $u$ is an $\wedge$-gate and $t_{u}=t_{v}$.

Intuitively, $T$ can be seen as a coarse structure of $D$, as depicted on Figure 2: We structure the gates of $D$ into blocks $\lambda(t)$ that are associated to nodes $t$ of $T$. Every such $\lambda(t)$ computes a 2DNF where every term has one input from $\lambda\left(t_{1}\right)$ and $\lambda\left(t_{2}\right)$, respectively, where $t_{1}, t_{2}$ are the children of $t$. In the following, when we do not directly deal with vtree and its labeling, we may refer to a complete structured DNNF $(D, T, \lambda)$ by only mentioning the circuit $D$. It is then always understood that $T$ and $\lambda$ with the desired properties exist.

We note that there is a syntactic transformation of complete OBDD into complete structured d-DNNF. It proceeds iteratively from the sinks to the source introducing a gate $g_{v}$ for every node $v$ : for every sink, $g_{v}$ is an input gate with the same label as the sink. For every other node $v$ with label $x$, a 0 -edge to $u$ and a 1-edge to $u^{\prime}$, we introduce a subcircuit
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Figure 2 A vtree $T$ and a complete structured $\operatorname{DNNF}(D, T, \lambda)$, where $\lambda$ for the nodes $v, u, w$ is represented with colors and dashed arrows.
computing $\left(g_{u} \wedge \neg x\right) \vee\left(g_{u^{\prime}} \wedge x\right)$. It is easy to check that the resulting circuit is a structured complete d-DNNF computing the right function and whose vtree consists of a tree in which for every internal node one of the children is a leaf ${ }^{1}$.

### 4.2 Width

We define the width of a complete structured DNNF $(D, T, \lambda)$ as $\max _{t \in V(T)} \mid\{v \in \lambda(t) \mid$ $v$ is an $\vee$-gate $\} \mid$. For example, the DNNF pictured on Figure 2 has width 2 since $\lambda(u)$ contains $2 \vee$-gates and $\lambda\left(u^{\prime}\right)$ and $\lambda(v)$ contain less $\vee$-gates.

Note that for the width we do not take into account $\wedge$-gates. This is for several reasons: first, only considering $\vee$-gates simplifies some of the arguments later on and gives cleaner results and proofs. Moreover, it is not hard to see that when rewriting OBDD as DNNF as sketched above, the width of the original OBDD is exactly the width of the resulting circuit. The same is also true for the width of SDD [5], another important representation of Boolean functions [10]. Thus, width defined only on $\vee$-gates allows a tighter connection to the literature. Finally, the following observation shows that the number of $\wedge$-gates in a complete structured DNNF as we define it is highly connected to the width.

- Observation 3. Let $(D, T, \lambda)$ be a complete structured DNNF of width $w \geq 2$. We can in linear time in $|D|$ compute a complete structured $\operatorname{DNNF}\left(D^{\prime}, T, \lambda^{\prime}\right)$ of width $w$ and equivalent to $D$ such for every node $t$ of $T$, we have $\left|\lambda^{\prime}(t)\right| \leq\left(w^{2}+w\right)$. Moreover, $D^{\prime}$ is of size at most $2\left(w+w^{2}\right)|\operatorname{var}(D)|$.

Proof. For the first statement, note that by definition there are at most $w \vee$-gates in $\lambda(t)$. Now, the inputs of every $\wedge$-gate of $\lambda(t)$ are either $\vee$-gates or input gates in $\lambda\left(t_{1}\right)$ and $\lambda\left(t_{2}\right)$ where $t_{1}, t_{2}$ are the children of $t$ in $T$. Thus, there are at most $w^{2}$ possible ways of connecting these $\wedge$-gates to their inputs. So if we eliminate $\wedge$-gates that have identical inputs and keep for every combination at most one of them, we get $D^{\prime}$ with the desired size bound on $\lambda^{\prime}(t)$. However, we can neither naively compare the children of all $\wedge$-gates nor order the $\wedge$-gates by their children to eliminate $\wedge$-gates with identical inputs since both approaches would violate the linear time requirement.

[^24]To avoid this slight complication, we proceed as follows: in a first step, we count the $\wedge$-gates in $\lambda(t)$. If there are at most $w^{2}$ of them, we satisfy the required upper bound, so we do nothing. Otherwise, we create an array of size $w^{2}$ indexed by the pairs of potential inputs of $\wedge$-gates in $\lambda(t)$. We initialize all cells to some null-value. Now we iterate over the $\wedge$-gates in $\lambda(t)$ and do the following for every such gate $u$ : if the cell indexed by the children of $u$ is empty, we store $u$ in that cell and continue. If there is already a gate $u^{\prime}$ in the cell, we connect all gates that $u$ feeds into to $u^{\prime}$ and delete $u$ afterwards. It is easy to see that the resulting algorithm runs in linear time, computes a $D^{\prime}$ equivalent to $D$ and satisfies the size bounds on $\lambda(t)$.

Since $T$ is a tree where every node but the leaves has exactly 2 children, the number of nodes in $T$ is at most $2|\operatorname{var}(D)|$. Now, because of $\left|\lambda^{\prime}(t)\right| \leq w^{2}+w$ for every $t$ in $T$, the bound on $\left|D^{\prime}\right|$ follows directly.

We remark that complete structured DNNF as defined above are more restrictive than structured DNNF as defined in [21]. The definition of [21] only gives a condition on the way decomposable $\wedge$-gates can partition variables, following the vtree. However, it is possible to to extend the classical construction to turn any OBBD into a complete one to transform any structured DNNF in the sense of [21] into the form we define above with only a polynomial increase in size. However, even for OBDD this rewriting may increase the width arbitrarily at least when not changing the order [2]. Moreover, the construction for structured DNNF is rather tedious and complicated, so we will not follow this direction here.

### 4.3 Eliminating Constants

Our definition of complete structured DNNF does not allow constant inputs. This is in general not a problem as constants can be propagated in the circuits and thus eliminated. However, it is not directly clear how this propagation affects the width in our setting. Moreover, most of our algorithms are easier to describe by allowing constants. So let us spend some time to deal with constants in our setting. To this end, we introduce the notion of extended vtrees. An extended vtree $T$ on a variable set $X$ is defined as a vtree in which we allow some leaves to be unlabeled. Every variable of $X$ must be the label of exactly one leaf still. A complete structured DNNF $(D, T, \lambda)$ is defined as for an extended vtree with the additional requirement that for every unlabeled leaf $\ell$ of $T, \lambda(\ell)$ is a set of constant inputs of $D$.

We now show that we can remove the unlabeled leaves without increasing the width.

- Lemma 4. There is a linear time algorithm that, given a complete structured DNNF (resp. d-DNNF) $(D, T, \lambda)$ of width $w$ where $T$ is an extended vtree, computes a complete structured DNNF (resp. d-DNNF) $\left(D^{\prime}, T^{\prime}, \lambda^{\prime}\right)$ of width $w$ that is equivalent to $D$ where $T^{\prime}$ is non-extended.

Proof. Given an extended vtree $T$ and a leaf $\ell$, let $T \backslash \ell$ be the vtree obtained by removing the leaf $\ell$ of $T$ and by merging the father and the sibling of $\ell$ in $T$. We first show that there is an algorithm that, given a complete structured DNNF (resp. d-DNNF) $(D, T, \lambda)$ of width $w$ and a non-labeled leaf $\ell$ of $T$, computes in linear time in $|\lambda(t)|$ an equivalent complete structured DNNF ( $D^{\prime}, T \backslash \ell, \lambda^{\prime}$ ) of width at most $w$. Iterating the construction and observing that every $\lambda(t)$ is treated only once, we get the claim of the lemma.

Let $t$ be the father and $t_{s}$ the sibling of $\ell$ in $T$. We let $t^{\prime}$ be the vertex of $T \backslash \ell$ obtained by merging $t$ and $t_{s}$ (see Figure 3). The idea of the transformation is depicted on Figures 4.

By definition, all gates of $\lambda(t)$ that are connected to gates in $\lambda(\ell)$ are $\wedge$-gates. We remove every $\wedge$-gate of $\lambda(t)$ connected to constant 0 as they are equivalent to 0 and are connected


Figure 3 The trees $T$ and $T \backslash \ell$ with notations.
to $\vee$-gates of $\lambda(t)$. We next deal with the $\wedge$-gates of $\lambda(t)$ connected to the constant 1 . For every such gate $v$, we connect its other input to all outputs of $v$ which by definition are all $V$-gates in $\lambda(t)$. This does not change the functions computed by the outputs of $v$ and does not affect the determinism of the DNNF.

If $t_{s}$ is not a leaf of $T$, then $V$-gates of $\lambda(t)$ are connected to $V$-gates of $\lambda\left(t_{s}\right)$. Without changing the function computed nor determinism, we can connect the $\vee$-gates of $\lambda(t)$ directly to the input of its inputs and thus remove every $\vee$-gate of $\lambda\left(t_{s}\right)$. Now the circuit has the following form: $\vee$-gates of $\lambda(t)$ are connected to $\wedge$-gates of $\lambda\left(t_{s}\right)$. We thus define $\lambda^{\prime}\left(t^{\prime}\right)$ as the remaining $\vee$-gates of $\lambda(t)$ and $\wedge$-gates of $\lambda\left(t_{s}\right)$ and get a complete structured DNNF for $T \backslash \ell$. The number of $\vee$-gates in $\lambda\left(t^{\prime}\right)$ is less than in $\lambda(t)$ so the width has not increased.

If $t_{s}$ is a leaf labeled by a variable $x$, then every $\vee$-gate $g$ in $\lambda(t)$ is connected to input gates in $x$ and thus they compute either $x$, or $\neg x$ or $\neg x \vee x$. In the former two cases, we simply substitute $g$ by $x$ or $\neg x$ respectively. If $g$ computes $\neg x \vee x$, then do for every $\wedge$-gate $g^{\prime}$ that has $g$ as an input the following: create a clone $g^{\prime \prime}$ of $g^{\prime}$, i.e., a new $\wedge$-gate that has the same inputs and outputs as $g^{\prime}$. Then substitute the input $g$ of $g^{\prime}$ by $\neg x$ and by $x$ for $g^{\prime \prime}$. Since all gates that have $g^{\prime}$ as an input are $\vee$-gates, this does not change the function computed in these values. Finally, delete $g$. Doing this for all $g$, we delete all $\wedge$-gates in $\lambda(t)$. Now setting $\lambda^{\prime}(t)$ to contain the newly introduced input gates completes the construction. Obviously, the number of $\vee$-gates in $\lambda^{\prime}\left(t^{*}\right)$ is never bigger than that in $\lambda\left(t^{*}\right)$.

Finally, if $t_{s}$ is an unlabeled leaf, then all $\vee$-gates in $\lambda(t)$ compute constants. Substituting them by those constants and defining $\lambda^{\prime}\left(T^{\prime}\right)$ in the obvious way, completes the the proof.

### 4.4 Existential quantification on bounded width d-DNNF

In this section, we give an algorithm that allows us to quantify variables in d-DNNF. The main result is the following.

- Theorem 5. There is an algorithm that, given a complete structured $D N N F(D, T, \lambda)$ of width $w$ and $Z \subseteq \operatorname{var}(D)$, computes in time $2^{O(w)}|D|$ a complete structured d-DNNF $\left(D^{\prime}, T^{\prime}, \lambda^{\prime}\right)$ of width at most $2^{w}$ having a designated gate computing $\exists Z D$ and another designated gate computing $\neg \exists Z D$.

In the rest of this section, we will prove Theorem 5 . Let $(D, T, \lambda)$ be a complete structured DNNF. Let $X=\operatorname{var}(D)$, the variables $Z \subseteq X$ those that we will quantify and $w$ the width of $D$.

Given a node $t$ of $T$, let $\operatorname{var}(t)$ be the set of variables which are at the leaves of the subtree of $T$ rooted in $t$. We define forgot $(t):=Z \cap \operatorname{var}(t)$ and $\operatorname{kept}(t):=\operatorname{var}(t) \backslash$ forgot $(t)$. Intuitively, forgot $(t)$ contains the set of variables that are quantified away below $t$ while $\operatorname{kept}(t)$ contains the remaining variables under $t$. Let $D_{v}$ for a gate $v$ denote the sub-DNNF of $D$ rooted in $v$.


Figure 4 Illustration of the transformation of Lemma 4. The constants are propagated in the first step to remove gates in bag $\ell$. Then the bags of $t_{s}$ and $t$ are merged without changing the computed function.

Shapes. A key notion for our algorithm will be what we call shapes. Let $t$ be a node of $T$ and let $O_{t}$ be the set of $\vee$-gates of $D$ labeling $t$. An assignment $\tau$ : $\operatorname{kept}(t) \rightarrow\{0,1\}$ is of shape $S \subseteq O_{t}$ if and only if

$$
S=\left\{s \in O_{t} \mid \exists \sigma: \text { forgot }(t) \rightarrow\{0,1\}, \tau \cup \sigma \models D_{s}\right\} .
$$

We denote by Shape $e_{t} \subseteq 2^{O_{t}}$ the set of shapes of a node $t$. Observe that $\mid$ Shape $_{t} \mid \leq 2^{\left|O_{t}\right|} \leq$ $2^{w}$ since $\left|O_{t}\right| \leq w$ by definition.

The key observation is that $\mathrm{Shape}_{t}$ can be inductively computed. Indeed, let $t$ be a node of $T$ with children $t_{1}, t_{2}$ and let $S_{1} \in$ Shape $_{t_{1}}, S_{2} \in$ Shape $_{t_{2}}$. We define $S_{1} \bowtie S_{2} \subseteq O_{t}$ to be the set of gates $s \in O_{t}$ that evaluate to 1 once we replace every gate in $S_{1}$ and $S_{2}$ by 1 and every gate in $O_{t_{1}} \backslash S_{1}$ and $O_{t_{2}} \backslash S_{2}$ by 0 .

- Lemma 6. Let $t$ be node of $T$ with children $t_{1}, t_{2}$. Let $\tau_{1}: \operatorname{kept}\left(t_{1}\right) \rightarrow\{0,1\}$ be of shape $S_{1}$ and $\tau_{2}: \operatorname{kept}\left(t_{2}\right) \rightarrow\{0,1\}$ be of shape $S_{2}$. Then $\tau=\tau_{1} \cup \tau_{2}$ is of shape $S_{1} \bowtie S_{2}$.

Proof. Let $S$ be the shape of $\tau$. We first prove $S \subseteq S_{1} \bowtie S_{2}$. So let $s \in S$. Since $\tau$ is of shape $S$, there exists $\sigma$ : forgot $(t) \rightarrow\{0,1\}$ such that $\tau \cup \sigma$ satisfies $D_{s}$. Since $s$ is an $\vee$-gate, there must be an input gate $s^{\prime}$ of $s$ such that $\tau \cup \sigma$ satisfies $s^{\prime}$. By definition, $s^{\prime}$ is an $\wedge$-gate with two children $s_{1} \in O_{t_{1}}$ and $s_{2} \in O_{t_{2}}$. Thus $D_{s_{1}}$ is satisfied by $\left.(\tau \cup \sigma)\right|_{\operatorname{var}\left(t_{1}\right)}=\left.\tau_{1} \cup \sigma\right|_{\operatorname{var}\left(t_{1}\right)}$. Consequently, $s_{1} \in S_{1}$ since $S_{1}$ is the shape of $\tau_{1}$. Similarly $s_{2} \in S_{2}$. Thus, in the construction of $S_{1} \bowtie S_{2}$, both $s_{1}$ and $s_{2}$ are replaced by 1 , so $s$ evaluates to 1 , that is, $s \in S_{1} \bowtie S_{2}$.

We now show that $S_{1} \bowtie S_{2} \subseteq S$. So let $s \in S_{1} \bowtie S_{2}$. Then, in the construction of $S_{1} \bowtie S_{2}$, there must be an input $s^{\prime}$ of $s$ that is satisfied. Then $s^{\prime}$ is an $\wedge$-gate with children $s_{1} \in O_{t_{1}}, s_{2} \in O_{t_{2}}$ evaluating to 1 . It follows that $s_{1}$ and $s_{2}$ have been replaced by 1 in the construction of $S_{1} \bowtie S_{2}$. Now by definition of $S_{1}$, there exists $\sigma_{1}$ : forgot $\left(t_{1}\right) \rightarrow\{0,1\}$ such that $\tau_{1} \cup \sigma_{1}$ satisfies $D_{s_{1}}$ and $\sigma_{2}:$ forgot $\left(t_{2}\right) \rightarrow\{0,1\}$ such that $\tau_{2} \cup \sigma_{2}$ satisfies $D_{s_{2}}$. Thus, $\left(\tau_{1} \cup \sigma_{1}\right) \cup\left(\tau_{2} \cup \sigma_{2}\right)=\tau \cup\left(\sigma_{1} \cup \sigma_{2}\right)$ is well-defined because $\sigma_{1}$ and $\sigma_{2}$ do not share any variables because $s^{\prime}$ is decomposable. Moreover, $\tau \cup\left(\sigma_{1} \cup \sigma_{2}\right)$ satisfies $D_{s}$ and thus we have $s \in S$.
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Constructing the projected d-DNNF. We now inductively construct a d-DNNF $D^{\prime}$ computing $\exists Z D$ and of width at most $2^{w}$. The extended vtree $T^{\prime}$ for $D^{\prime}$ is obtained from $T$ by removing the labels of the leaves corresponding to variables in $Z$. One can then apply Lemma 4 to obtain a vtree. We inductively construct for every node $t$ of $T$ and $S \in$ Shape $_{t}$, an $\vee$-gate $v_{t}(S)$ in $D^{\prime}$ such that $D_{v_{t}(S)}^{\prime}$ accepts exactly the assignments of shape $S$ and we will define $\lambda^{\prime}(t)=\bigcup_{S \in \text { Shape }_{t}} v_{t}(S)$.

If $t$ is a leaf of $T$, then $\operatorname{kept}(t)$ has at most one variable, thus we have at most two assignments of the form $\operatorname{kept}(t) \rightarrow\{0,1\}$. We can thus try all possible assignments to compute Shape ${ }_{t}$ explicitly and $v_{t}(S)$ will either be a literal or a constant for each $S \in$ Shape $_{t}$. We put $v_{t}(S)$ in $\lambda^{\prime}\left(t^{\prime}\right)$ where $t^{\prime}$ is the leaf of $T^{\prime}$ corresponding to $t$. It is clear that if $t^{\prime}$ is labeled with variable $x$ then $v_{t}(S)$ is a literal labeled by $x$ or by $\neg x$. If $t^{\prime}$ is unlabeled, then it corresponds to a leaf $t$ of $T$ labeled with a variable of $Z$. Thus $v_{t}(S)$ is a constant input so the conditions of structuredness are respected.

Now let $t$ be a node of $T$ with children $t_{1}, t_{2}$ and assume that we have constructed $v_{t_{1}}\left(S_{1}\right)$ for every $S_{1} \in$ Shape $_{t_{1}}$ and $v_{t_{2}}\left(S_{2}\right)$ for every $S_{2} \in$ Shape $_{t_{2}}$. We define $v_{t}(S)$ as:

$$
\bigvee_{S_{1}, S_{2}: S=S_{1} \bowtie S_{2}} v_{t_{1}}\left(S_{1}\right) \wedge v_{t_{2}}\left(S_{2}\right)
$$

where $S_{1}, S_{2}$ run over Shape $_{t_{1}}$ and Shape $_{t_{2}}$ respectively.
First of all, observe that the $\wedge$-gates above are decomposable since $D_{v_{t_{1}}\left(S_{1}\right)}^{\prime}$ is on variables $\operatorname{kept}\left(t_{1}\right)$ which is disjoint from $\operatorname{kept}\left(t_{2}\right)$, the variables of $D_{v_{t_{2}}\left(S_{2}\right)}^{\prime}$.

Moreover, observe that the disjunction is deterministic. Indeed, by induction, $\tau$ satisfies the term $v_{t_{1}}\left(S_{1}\right) \wedge v_{t_{2}}\left(S_{2}\right)$ if and only if $\left.\tau\right|_{\operatorname{var}\left(t_{1}\right)}$ is of shape $S_{1}$ and $\left.\tau\right|_{\operatorname{var}\left(t_{2}\right)}$ is of shape $S_{2}$. Since an assignment has exactly one shape, we know that $\tau$ cannot satisfy another term of the disjunction.

Finally, we have to show that $v_{t}(S)$ indeed computes the assignments of shape $S$. This is a consequence of Lemma 6 . Indeed, if $\tau$ is of shape $S$ then let $S_{1}, S_{2}$ be the shapes of $\left.\tau\right|_{\operatorname{var}\left(t_{1}\right)}$ and $\left.\tau\right|_{\text {var }\left(t_{2}\right)}$ respectively. By Lemma $6, S=S_{1} \bowtie S_{2}$ and then $\tau \models v_{t_{1}}\left(S_{1}\right) \wedge v_{t_{2}}\left(S_{2}\right)$, and then, $\tau \models v_{t}(S)$.

Now, if $\tau \models v_{t_{1}}\left(S_{1}\right) \wedge v_{t_{2}}\left(S_{2}\right)$ for some $S_{1}$ and $S_{2}$ in the disjunction, then we have by induction that $\left.\tau\right|_{\operatorname{var}\left(t_{1}\right)}$ and $\left.\tau\right|_{\operatorname{var}\left(t_{2}\right)}$ are of shape $S_{1}$ and $S_{2}$ respectively. By Lemma $6, \tau$ is of shape $S_{1} \bowtie S_{2}=S$.

Let $t^{\prime}$ be the node of $T^{\prime}$ corresponding to $t$. We put all gates needed to compute $v_{t}(S)$ in $\lambda^{\prime}\left(t^{\prime}\right)$ for every $S$. This has the desired form: a level of $\vee$-gate, followed by a level of $\wedge$-gate connected to $\vee$-gates in $\lambda^{\prime}\left(t_{1}^{\prime}\right)$ and $\lambda^{\prime}\left(t_{2}^{\prime}\right)$. By construction, the width of the d-DNNF constructed so far is $\max _{t} \mid$ Shape $_{t} \mid \leq 2^{w}$.

Now assume that we have a d-DNNF $D_{0}$ with a gate $v_{t}(S)$ for every $t$ and every $S \in$ Shape $_{t}$ computing the assignments of shape $\tau$. Let $r$ be the root of $T$. We assume w.l.o.g. that the root of $D$ is a single $\vee$-gate $r_{o}$ connected to every $\wedge$-gate labeled by $r$. Then $v_{r}\left(\left\{r_{o}\right\}\right)$ accepts exactly $\exists Z D$ and $v_{r}(\emptyset)$ accepts $\neg \exists Z D$.

## 5 Algorithms for graph width measures

In this section, we will show how we can use the result of Section 4 in combination with known compilation algorithms to show tractability results for QBF with restricted underlying graph structure and bounded quantifier alternation. This generalizes the results of [8, 13, 14].

We use the following result which can be verified by careful analysis of the construction in [9, Section 3]; for the convenience of the reader we give an independent proof in the long version of this paper [7].

- Theorem 7. There is an algorithm that, given a CNF F of primal treewidth $k$, computes in time $2^{O(k)}|F|$ a complete structured d-DNNF $D$ of width $2^{O(k)}$ equivalent to $F$.

We lift Theorem 7 to incidence treewidth by using the following result from [17].

- Proposition 8. There is an algorithm that, given a CNF-formula $F$ of incidence treewidth $k$, computes in time $O\left(2^{k}|F|\right)$ a 3CNF-formula $F^{\prime}$ of primal treewidth $O(k)$ and a subset $Z$ of variables such that $F \equiv \exists Z F^{\prime}$.
- Corollary 9. There is an algorithm that, given a CNF F formula of incidence treewidth $k$, computes in time $2^{O(k)}|F|$ a complete structured d-DNNF $D$ of width $2^{O(k)}$ and a subset $Z$ of variables such that $F \equiv \exists Z D$.

Note that in [3] there is another algorithm that compiles bounded incidence treewidth into d-DNNF without introducing new variables that have to be projected away to get the original function. The disadvantage of this algorithm though is that the time to compile is quadratic in the size of $F$. Since we are mostly interested in QBF in which the last quantifier block is existential, adding some more existential variables does not hurt our approach, so we opted for the linear time algorithm we get from Corollary 9.

Now using Theorem 5 iteratively, we directly get the following result.

- Theorem 10. There is an algorithm that, given a QBF F with free variables, $\ell$ quantifier blocks and of incidence treewidth $k$, computes in time $\exp ^{\ell+1}(O(k))|F|$ a complete structured $d$-DNNF of width $\exp ^{\ell+1}(O(k))$ accepting exactly the models of $F$.

Proof. Let $F=Q_{1} X_{1} \ldots \exists X_{\ell} G$. We use Corollary 9 to construct a structured DNNF $D$ of width $2^{O(k)}$ such that $G \equiv \exists Z D$, that is $F \equiv Q_{1} X_{1} \ldots \exists\left(X_{\ell} \cup Z\right) D$. Assume first that $Q_{1}=\forall$. Then using the fact that for every formula $F^{\prime}$ we have $\forall X F^{\prime} \equiv \neg \exists \neg F^{\prime}$, we can rewrite this into $F \equiv \neg \exists X_{1}\left(\neg \exists X_{2}\left(\neg \ldots\left(\neg \exists\left(X_{\ell} \cup Z\right) G\right) \ldots\right)\right)$. We now use Theorem 5 to iteratively from the right eliminate all blocks $\neg \exists X_{i}$. The result is a complete structured d-DNNF accepting exactly the models of $F$. If $Q_{1}=\exists$, we apply essentially the same construction with the only difference that there is no negation in front of the formula which can be also dealt with using Theorem 5. Each application of Theorem 5 blows the width of the circuit by a single exponential, resulting in the stated complexity.

As an application of Theorem 10, we give a result on model counting.

- Corollary 11. There is an algorithm that, given a QBF F with free variables, $\ell$ quantifier blocks and of incidence treewidth $k$, computes in time $\exp ^{\ell+1}(O(k))|F|$ the number of models of $F$.

We remark that Corollary 11 generalizes several results from the literature. On the one hand, it generalizes the main result of [8] from decision to counting, from primal treewidth to incidence treewidth and gives more concrete runtime bounds ${ }^{2}$. On the other hand, it generalizes the counting result of [14] from projected model counting, i.e., QBF formulas with free variables and just one existential quantifier block, to any constant number of quantifier alternations. Moreover, our runtime is linear in $|F|$ in contrast to the runtime of [14] which is quadratic.

As a generalization of Theorem 10, let us remark that there are compilation algorithms for graph measures beyond treewidth. For example, it is known that CNF formulas of bounded signed cliquewidth [15] can be compiled efficiently [3]. More exactly, there is an algorithm
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that compiles a CNF formula $F$ of signed incidence cliquewidth $k$ in time $2^{O(k)}|F|^{2}$ into a structured d-DNNF of size $2^{O(k)}|F|$. We will not formally introduce signed incidence cliquewidth here but refer the reader to $[15,6]$. Inspecting the proof of [3], one can observe that the algorithm construct a complete structured d-DNNF of width at most $2^{O(k)}$ which as above yields the following result.

- Theorem 12. There is an algorithm that, given a $Q B F F$ with free variables, with $\ell$ quantifier blocks and of signed incidence cliquewidth $k$, computes in time $\exp ^{\ell+1}(O(k))|F|+$ $2^{O(k)}|F|^{2}$ a complete structured d-DNNF of width $\exp ^{\ell+1}(O(k))$ accepting exactly the models of $F$.

With Theorem 12 it is now an easy exercise to derive generalizations of [ $8,14,15]$.
In the light of the above positive results one may wonder if our approach can be pushed to more general graph width measures that have been studied for propositional satisfiability like for example modular treewidth [20] or (unsigned) cliquewidth [26]. Using the results of [18], we can answer this question negatively in two different ways: on the one hand, QBF of bounded modular cliquewidth and bounded incidence cliquewidth with one quantifier alternation is NP-hard, so under standard assumptions there is no version of Theorem 10 and thus also not of Corollary 9 for cliquewidth. On the other hand, analyzing the proofs of [18], one sees that in fact there it is shown that for every CNF formula $F$ there is a bounded modular treewidth and bounded incidence cliquewidth formula $F^{\prime}$ and a set $Z$ of variables such that $F \equiv \exists Z F^{\prime}$. Since it is known that there are CNF formulas that do not have subexponential size DNNF [4], it follows that there are such formulas $F^{\prime}$ such that every DNNF representation of $\exists Z F^{\prime}$ has exponential width. This unconditionally rules out a version of Corollary 9 and Theorem 12 for modular treewidth or cliquewidth.

## 6 Lower Bounds

In this section, we will show that all restrictions we put onto the DNNF in Theorem 5 are necessary.

### 6.1 The definition of width

Width of an OBDD is usually defined on complete OBDD. There is however another way of defining width for OBDD by just counting the number of nodes that are labeled with the same variable which for a non-complete OBDD might be far smaller. Let us call this notion weak width. We will show that width in Theorem 5 cannot be substituted by weak width.

- Lemma 13. For every $n$ there is an $O B D D D_{n}$ in $O(n)$ variables of weak width 3 and a set $Z \subseteq \operatorname{var}\left(D_{n}\right)$ such that $\neg \exists Z D_{n}$ does not have an DNNF of size $2^{o(n)}$.

Proof. Let $S_{i}$ for $i \in \mathbb{N}$ denote the term $\neg z_{i} \wedge\left(\bigwedge_{j \in[i-1]} z_{j}\right)$. For a CNF $F=C_{1} \wedge \ldots \wedge C_{m}$ we then define the function

$$
F^{\prime}=\bigvee_{i=1}^{m} S_{i} \wedge C_{i}
$$

It is easy to see that by testing $z_{1}, \ldots, z_{m}$ successively and branching a small OBDD for $C_{i}$ at each 0-output of the decision node testing $z_{i}$ as depicted on Figure 5, one can construct an OBDD of size $O(|F|)$ computing $F^{\prime}$. If every variable appears in at most three clauses of $F$, then this OBDD has weak width 3 since a variable $x$ is only tested for clauses where it appears.


Figure 5 Structure of an OBDD for $F^{\prime}$.

Note that $\forall Z F^{\prime} \equiv F$. Since there are CNF formulas in which every variable appears in at most three clauses which do not have subexponential size DNNF [4]. It follows that for such $F$ the function $\forall Z F^{\prime}$ has exponential size. Now remarking that $\forall Z F^{\prime} \equiv \neg \exists Z\left(\neg F^{\prime}\right)$ and that $\neg F^{\prime}$ has an OBDD of weak width 3 as well, completes the proof.

### 6.2 Structuredness

One of the properties required for Theorem 5 is that we need the input to be structured. Since structuredness is quite restrictive, see e.g. [22], it would be preferable to get rid of it to show similar results. Unfortunately, there is no such result as the following lemma shows.

To formulate our results, we need a definition of width for FBDD. This is because width as we have defined it before depends on the vtree of the DNNF which we do not have in the case without structuredness. To define width for the unstructured case, we consider layered FBDD: an FBDD $F$ is called layered if the nodes of $F$ can be partitioned into sets $L_{1}, \ldots, L_{s}$ such that for every edge $u v$ in $F$ there is an $i \in[s]$ such that $u \in L_{i}$ and $v \in L_{i+1}$. The width of $F$ is then defined as $\max \left\{\left|L_{i}\right| \mid i \in[s]\right\}$.

- Lemma 14. For every $n$ there is a function $f_{n}$ in $O\left(n^{2}\right)$ variables with an $F B D D$ representation of size $O\left(n^{2}\right)$ and width $O(1)$ such that there is a variable $x$ of $f_{n}$ such that every deterministic DNNF for $\exists x f_{n}$ has size $2^{\Omega(n)}$.

Proof. We use a function introduced by Sauerhoff [25]: let $g:\{0,1\}^{n} \rightarrow\{0,1\}$ be the function that evaluates to 1 if and only if the sum of its inputs is divisible by 3 . For a $n \times n$-matrix $X$ with inputs $x_{i j} \in\{0,1\}$, we define

$$
R_{n}(X):=\bigoplus_{i=1}^{n} g\left(x_{i 1}, x_{i 2}, \ldots, x_{i n}\right)
$$

where $\oplus$ denotes addition modulo 2 and define $C_{n}(X):=R_{n}\left(X^{T}\right)$ where $X^{T}$ is the transpose of $X$. Then $S_{n}(X):=R_{n}(X) \vee C_{n}(X)$.

Note that, ordering the variables of $X$ by rows, resp. columns, $R_{n}$ and $C_{n}$ both have OBDD of width $O(1)$ and size $O\left(n^{2}\right)$. Now let $S_{n}^{\prime}=\left(x \wedge R_{n}\right) \vee\left(\neg x \wedge C_{n}\right)$. Then $S_{n}^{\prime}$ clearly has an FBDD of size $O\left(n^{2}\right)$ and width $O(1)$ : decide on $x$ first and then depending on its value follow the OBDD for $R_{n}$ or $C_{n}$.

But $\exists x S_{n}^{\prime}(X)=S_{n}(X)$ which completes the proof since $S_{n}$ is known to require size $2^{\Omega(n)}$ for deterministic DNNF [4].

## 7 Conclusion

We have introduced a new notion of width of complete structured d-DNNF and shown that using it, in combination with a rather simple quantifier elimination result and known compilation results, one can show several new tractability results around QBF. In contrast
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to earlier results that solved similar problems in one pass of dynamic programming $[8,14]$, our approach is iterative and only considers one quantifier block at the same time which in our opinion greatly simplifies the argument. Moreover, factoring out the initial compilation phase allowed us to generalize known results for treewidth to signed cliquewidth essentially for free.

We feel that the notion of width we introduced for complete structured d-DNNF is an interesting notion, independent of the results on quantifier elimination here, and deserves closer examination. In the long version of this paper [7] we initiate this by giving results on standard transformation that are generally considered in knowledge compilation. We are certain that beyond this our width notion will have more uses in the future.

It might be interesting to apply our approach to non-monotone reasoning problems from artificial intelligence. There is a wealth of such problems that have been considered under treewidth reductions, see e.g. the problems in [16], but for more general width measures far less is known, some exceptions being [12, 1]. Proving more such results might be possible by reductions to QBF as in [17] but it would be necessary to understand if those reductions maintain the considered width measure. Alternatively, one could try to mimic our approach of compiling and then refining the solution space iteratively for the individual problems which might be easier than performing direct dynamic programming.
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#### Abstract

A cactus graph is a graph in which any two cycles are edge-disjoint. We present a constructive proof of the fact that any plane graph $G$ contains a cactus subgraph $C$ where $C$ contains at least a $\frac{1}{6}$ fraction of the triangular faces of $G$. We also show that this ratio cannot be improved by showing a tight lower bound. Together with an algorithm for linear matroid parity, our bound implies two approximation algorithms for computing "dense planar structures" inside any graph: (i) A $\frac{1}{6}$ approximation algorithm for, given any graph $G$, finding a planar subgraph with a maximum number of triangular faces; this improves upon the previous $\frac{1}{11}$-approximation; (ii) An alternate (and arguably more illustrative) proof of the $\frac{4}{9}$ approximation algorithm for finding a planar subgraph with a maximum number of edges.

Our bound is obtained by analyzing a natural local search strategy and heavily exploiting the exchange arguments. Therefore, this suggests the power of local search in handling problems of this kind.
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## 1 Introduction

Linear matroid parity (introduced in various equivalent forms [21, 18, 15]) is a key concept in combinatorial optimization that includes many important optimization problems as special cases; probably the most well-known example is the maximum matching problem. The polynomial-time computability of linear matroid parity made it a popular choice as an algorithmic tool for handling both theoretical and practical optimization problems. An
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important special case of linear matroid parity, the graphic matroid parity problem, is often explained in the language of cacti (see e.g. [9]), a graph in which any two cycles must be edge-disjoint. In 1980, Lovász [21] initiated the study of $\beta(G)$ (sometimes referred to as the cactus number of $G$ ), the maximum value of the number of triangles in a cactus subgraph of $G$, and showed that it generalizes maximum matching and can be reduced to linear matroid parity, therefore implying that $\beta(G)$ is polynomial-time computable ${ }^{12}$.

Cactus graphs arise naturally in many applications ${ }^{3}$; perhaps the most relevant example in the context of approximation algorithms is the Maximum Planar Subgraph (MPS) problem: Given an input graph, find a planar subgraph with a maximum number of edges. Notice that, since any planar graph with $n$ vertices has at most $3 n-6$ edges, outputting a spanning tree with $n-1$ edges immediately gives a $\frac{1}{3}$-approximation algorithm. Generalizing the idea of finding spanning trees, one would like to look for a planar graph $H$, denser than a spanning tree, and at the same time efficiently computable. Calinescu et al. [3] showed that a cactus subgraph with a maximum number of triangles (which is efficiently computable via matroid parity algorithms) could be used to construct a $\frac{4}{9}$-approximation for MPS.

The $\frac{4}{9}$-approximation for MPS was achieved through an extremal bound of $\beta(G)$ when $G$ is a plane graph. In particular, it was proven that $\beta(G) \geq \frac{1}{3}(n-2-t(G))$, where $n=|V(G)|$ and $t(G)=(3 n-6)-|E(G)|$ (i.e. the number of edges missing for $G$ to be a triangulated plane graph).

### 1.1 Our Results

In this work, we are interested in further studying the extremal properties of $\beta(G)$ and exhibit stronger algorithmic implications. Our main result is summarized in the following theorem.

- Theorem 1. Let $G$ be a plane graph. Then $\beta(G) \geq \frac{1}{6} f_{3}(G)$ where $f_{3}(G)$ denotes the number of triangular faces in $G$. Moreover, a natural local search 2-swap algorithm achieves this bound.

It is not hard to see that $f_{3}(G) \geq 2 n-4-2 t(G)$ where $t(G)$ denotes the number of edges missing for $G$ to be a triangulated plane graph. Therefore, we obtain the main result of [3] immediately.

- Corollary 2. $\beta(G) \geq \frac{1}{3}(n-2-t(G))$. Hence, the matroid parity algorithm gives a $\frac{4}{9}$-approximation for MPS.

Besides implying the MPS result, we exhibit further implications of our bound. Recently in [7], the authors introduced Maximum Planar Triangles (MPT), where the goal is to find a plane subgraph with a maximum number of triangular faces. It was shown that an approximation algorithm for MPT naturally translates into one for MPS, where a $\frac{1}{6}$ approximate MPT solution could be turned into a $\frac{4}{9}$ approximate MPS solution. However, the authors only managed to show a $\frac{1}{11}$ approximation for MPT.

Although the only change from MPS to MPT lies in the objective of maximizing the number of triangular faces instead of edges, the MPT objective seems much harder to handle, for instance, the extremal bound provided in [3] is not sufficient to derive any approximation algorithm for MPT.

[^26]Theorem 1 therefore implies the following result for MPT.

- Corollary 3. A matroid parity algorithm gives a $\frac{1}{6}$ approximation algorithm for MPT. Our conceptual contributions are the following:

1. Our result further highlights the extremal role of the cactus number in finding a dense planar structure, as illustrated by the fact that our bound on $\beta(G)$ is more "robust" to the change of objectives from MPS to MPT. It allows us to reach the limit of approximation algorithms that matroid parity provides for both MPS and MPT.
2. Our work implies that local search arguments alone are sufficient to "almost" reach the best known approximation results for both MPS and MPT in the following sense: Matroid parity admits a PTAS via local search [19, 2]. Therefore, combining this with our bound implies that local search arguments are sufficient to get us to a $\frac{4}{9}+\epsilon$ approximation for MPS and $\frac{1}{6}+\epsilon$ approximation for MPT. Therefore, this suggests that local search might be a promising candidate for such problems.
3. Finally, in some ways, our work can be seen as an effort to open up all the black boxes used in MPS algorithms with the hope of learning algorithmic insights that are crucial for making progress on this kind of problems. In more detail, there are two main "black boxes" hidden in the MPS result: (i) The use of Lovász min-max cactus formula in deriving the bound $\beta(G) \geq \frac{1}{3}(n-2-t(G))$, and (ii) the use of a matroid parity algorithm as a blackbox in computing $\beta(G)$. Our bound for $\beta(G)$ is now purely combinatorial (and even constructive) and manages to by-pass (i).

Related work. On the hardness of approximation side, MPS is known to be APX-hard [3], while MPT is only known to be NP-hard [7]. In combinatorial optimization, there are a number of problems closely related to MPS and MPT. For instance, finding a maximum series-parallel subgraph [5] or a maximum outer-planar graph [3], as well as the weighted variant of these problems [4]; these are the problems whose objectives are to maximize the number of edges.

Perhaps the most famous extremal bound in the context of cactus is the min-max formula of Lovász [21] and a follow-up formula that is more illustrative in the context of cactus [25]. All these formulas generalize the Tutte-Berge formula $[1,26]$ that has been used extensively both in research and curriculum.

Another related set of problems has the objectives of maximizing the number of vertices, instead of edges. In particular, in the maximum induced planar subgraph (i.e. given graph $G$, one aims at finding a set of nodes $S \subseteq V(G)$ such that $G[S]$ is planar, while maximizing $|S|$.) This variant has been studied under a more generic name, called maximum subgraph with hereditary property $[23,20,13]$. This variant is unfortunately much harder to approximate: $\tilde{\Omega}(|V(G)|)^{4}$ hard to approximate $[14,17]$; in fact, the problems in this family do not even admit any FPT approximation algorithm [6], assuming the gap exponential time hypothesis (Gap-ETH).

### 1.2 Overview of Techniques

We give a high-level overview of our techniques. The description in this section assumes certain familiarity with how standard local search analysis is often done.

[^27]Our algorithm works as follows. Let $G$ be an input plane graph, and let $\mathcal{C}$ be a cactus subgraph of $G$ whose triangles correspond to triangular faces of $G$. The local search operation, $t$-swap, is done as follows: As long as there is a collection $X \subseteq \mathcal{C}$ of $\ell: \ell \leq t$ edge-disjoint triangles and $Y$ such that $(\mathcal{C} \backslash X) \cup Y$ contains more triangular faces of $G$ than $\mathcal{C}$ and it remains a cactus, we perform such an improvement step. A cactus subgraph is called locally $t$-swap optimal, if it can not be improved by a $t$-swap operation. Remark that the triangles chosen by our local search are only those which are triangular faces in the input graph $G$ (we assume that the drawing of $G$ is fixed.)

Our analysis is highly technical, although the basic idea is very simple and intuitive. We give a high-level overview of the analysis. We remark that this description is overly simplified, but it sufficiently captures the crux of our arguments. Let $\mathcal{C}$ be the solution obtained by the local search 2-swap algorithm. We argue that the number of triangles in $\mathcal{C}$ is at least $f_{3}(G) / 6$. We remark that the 2-swap is required, as we are aware of a bad example $H$ for which the 1 -swap local search only achieves a bound of $\left(\frac{1}{7}+o(1)\right) f_{3}(H)$. For simplicity, let us assume that $\mathcal{C}$ has only one non-singleton component. Let $S \subseteq V(G)$ be the vertices in such a connected component.

Let $t$ be a triangle in $\mathcal{C}$. Notice that removing the three edges of $t$ from $\mathcal{C}$ breaks the cactus into at most three components, say $\mathcal{C}_{1} \cup \mathcal{C}_{2} \cup \mathcal{C}_{3}$ that are pairwise vertex-disjoint, i.e. sets $S_{j}=V\left(\mathcal{C}_{j}\right)$ are pairwise vertex-disjoint. Recall at this point that we would like to upper bound the number of triangles in $G$ by six times $\Delta$, where $\Delta$ is the number of triangles in the cactus $\mathcal{C}$. Notice that $f_{3}(G)$ is comprised of $f_{3}\left(G\left[S_{1}\right]\right)+f_{3}\left(G\left[S_{2}\right]\right)+f_{3}\left(G\left[S_{3}\right]\right)+q^{\prime}$, where $q^{\prime}$ is the number of triangles in $G$ "across" the components $S_{j}$ (i.e. those triangles whose vertices intersect with at least two sets $S_{i}, S_{j}$, where $i \neq j$. Therefore, if we could somehow give a nice upper bound on $q^{\prime}$, e.g. if $q^{\prime} \leq 6$, then we could inductively use $f_{3}\left(G\left[S_{j}\right]\right) \leq 6 \Delta_{j}$ where $\Delta_{j}$ is the number of triangles in $\mathcal{C}_{j}$, and that therefore

$$
f_{3}(G) \leq 6\left(\Delta_{1}+\Delta_{2}+\Delta_{3}\right)+6 \leq 6(\Delta-1)+6=6 \Delta
$$

and we would be done. However, it is not possible to give a nice upper bound on $q^{\prime}$ that holds in general for all situations. We observe that such a bound can be proven for some suitable choice of $t$ : Roughly speaking, removing such a triangle $t$ from $\mathcal{C}$ would create a small "interaction" between components $\mathcal{C}_{j}$ (i.e. small $q^{\prime}$ ). We say that such a triangle $t$ is a light triangle; otherwise, we say that it is heavy. Let $\mathcal{C}^{\prime}$ be the current cactus we are considering. As long as there is a light triangle left in $\mathcal{C}^{\prime}$, we would remove it (thus breaking $\mathcal{C}^{\prime}$ into $\left.\mathcal{C}_{1}^{\prime}, \mathcal{C}_{2}^{\prime}, \mathcal{C}_{3}^{\prime}\right)$ and inductively use the bound for each $\mathcal{C}_{j}^{\prime}$. Therefore, we have reduced the problem to that of analyzing the base case of a cactus in which all triangles are heavy. Handling the base case of the inductive proof is the main challenge of our result.

We sketch here the two key ideas. Let $S=V(\mathcal{C})$. The first key idea is the way we exploit the locally optimal solution in certain parts of the graph $G[S]$. We want to point out; the fact that all triangles in $\mathcal{C}$ are heavy is exploited crucially in this step. Recall that, each heavy triangle is such that its removal creates three components $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}$ with many "interactions" (i.e. many triangles across components) between them. This large amount of interaction is the main reason why we could not use induction before. However, intuitively, these triangles across components could serve as candidates for making local improvements. So the fact that there are many interactions would become our advantage in the local search analysis.

We briefly illustrate how we take advantage of heavy triangles. Let $\mathcal{T}$ be the set of triangular faces in $G$ that are not contained in $\bigcup_{i} G\left[S_{i}\right]$, so each triangle in $\mathcal{T}$ has vertices in at least two subsets $S_{j}, S_{i}$ where $j \neq i$. The local search argument would allow us to say that all triangles in $\mathcal{T}$ have one vertex in $S_{i}$, one in $S_{j}$ and one outside of $S_{1} \cup S_{2} \cup S_{3}$. This idea is illustrated in Figure 1a.

(a) A 1-swap operation. If there were two triangles $t_{1}^{\prime}, t_{2}^{\prime}$ in $\mathcal{T}$ between two different pairs of components $S_{j}, S_{i}$ (where $j \neq i$ ), we could remove $t$ from $\mathcal{C}$ and add $t_{1}^{\prime}, t_{2}^{\prime}$ to get a better cactus.

(b) A 2 -swap operation. Let $t_{1}$ and $t_{2}$ be two adjacent triangles in our cactus. If there was an edge between $t_{1}$ and $t_{2}$, then there would exists a local improvement by removing $t_{1}$ and $t_{2}$ from $\mathcal{C}$ and adding $t_{1}^{\prime}, t_{2}^{\prime}$ and $t_{3}$.

Figure 1 Two examples for the swap operations.

Moreover, we will argue that there are not too many triangular faces in $G[S]$, and we give a rough idea of how the exchange argument can be used in Figure 1b.

Finally, the ideas illustrated in both figures are only applied locally in a certain "region" inside the input planar graph $G$, so globally it is still unclear what would happen. Our final ingredient is a way to decompose the regions inside a plane graph into various "atomic" types. For each such atomic type, the local exchange argument is sufficient to argue optimally about the number of triangles in $G$ in that region compared to that in the cactus. Combining the bounds on these atomic types gives us the desired result. This is the most technically involved part of the paper, and we present it gradually by first showing the analysis that gives $\beta(G) \geq \frac{1}{7} f_{3}(G)$. For this, we need to classify the regions into five atomic types. To prove the main theorem, that $\beta(G) \geq \frac{1}{6} f_{3}(G)$, we need a more complicated classification into thirteen atomic types.

Organization of the paper. In Section 2, we give a detailed overview for the proof of our main result. As the proof in full detail would be to long to fit in this extended abstract, we refer the interested reader to a full version on arXiv [8]. In Section 3, we present how to construct a planar graph for which the bound proven in Theorem 1 is tight. In addition we show how it implies the extremal bound provided in [3]. In Section 4, we point out possible directions for future research and extensions of our work.

## 2 Overview of the Proof

In this section, we give a formal overview of the structure of the proof of Theorem 1. Let our input $G$ be a plane graph (a planar graph with a fixed drawing). Let $\mathcal{C}$ be a locally optimal triangular cactus solution for the natural local search algorithm that uses 2-swap operations, as described in the previous section. Let $\Delta(\mathcal{C})$ denote the number of triangular faces of $\mathcal{C}$ which correspond to the triangular faces of $G$. We will show $\Delta(\mathcal{C}) \geq f_{3}(G) / 6$. In general, we will use the function $\Delta: G \rightarrow \mathbb{N}$ to denote the number of triangular faces in any plane graph $G$.

We partition the vertices in $G$ into subsets based on the connected components of $\mathcal{C}$, i.e. $V(G)=\bigcup_{i} S_{i}$ where $\mathcal{C}\left[S_{i}\right]$ is a connected cactus subgraph of $\mathcal{C}$. For each $i$, where $\left|S_{i}\right| \geq 1$, let $q\left(S_{i}\right)$ denote the number of triangular faces in $G$ with at least two nodes in $S_{i}$. The following proposition holds by the 2-swap optimality of $\mathcal{C}$ which implies $f_{3}(G)=\sum_{i} q\left(S_{i}\right)$.

- Proposition 4. If $\Delta\left(\mathcal{C}_{i}\right) \geq \frac{1}{6} q\left(S_{i}\right)$ for all $i$, then $\Delta(\mathcal{C}) \geq \frac{1}{6} f_{3}(G)$.

Therefore, it is sufficient to analyze any arbitrary component $S_{i}$ where $\mathcal{C}\left[S_{i}\right]$ contains at least one triangle of $\mathcal{C}$ (if the component does not contain such a triangle it is just a singleton vertex) and show that $\Delta\left(\mathcal{C}_{i}\right) \geq \frac{1}{6} q\left(S_{i}\right)$. Thus, from now on, we fix such an arbitrary component $S_{i}$ and denote $S_{i}$ simply by $S, q\left(S_{i}\right)$ by $q(S)$, and $\Delta\left(\mathcal{C}\left[S_{i}\right]\right)$ by $p$. We will show that $q \leq 6 p$ through several steps.

## Step 1: Reduction to Heavy Cactus

In the first step, we will show that the general case can be reduced to the case where all triangles in $\mathcal{C}$ are heavy (to be defined below). We refer to different types of vertices, edges and triangles in the graph $G$ as follows:

- Cactus. All edges/vertices/triangles in the cactus $\mathcal{C}[S]$ are called cactus edges/vertices/triangles respectively.
- Cross. Edges with exactly one end-point in $S$ are called cross edges. Triangles that use one vertex outside of $S$ are cross triangles. Notice that each cross triangle has exactly one edge in $G[S]$, that edge is called a supporting edge of the cross triangle. Similarly, we say that an edge $e \in E(G[S])$ supports a cross triangle; such a cross triangle $t$ contains exactly one vertex $v$ in some component $S_{i} \neq S$. The component $S_{i}$ is called the landing component of $t$. Similarly the vertex $v$ is called the landing vertex of $t$.
- type- $[i]$ edges. An edge in $G[S]$ that is not a cactus edge and does not support a cross triangle is called a type-[0] edge. An edge in $G[S]$ that is not a cactus edge and supports $i$ cross triangle(s) is called a type-[i] edge.
Therefore, each edge in $G[S]$ is a cactus, type- 0 , type- 1 or type- 2 edge. The introduced naming convention makes it easier to make important observations like the following (see Figure 2 for an illustration of our naming convention).


Figure 2 Various types of edges, vertices and triangles. Here the cross triangles $t^{\prime \prime}$ and $t_{1}$ have the same landing component.

- Observation 5. Triangles that contribute to the value of $q$ are of the following types: (i) the cactus triangles; (ii) the cross triangles; and (iii) the "remaining" triangles that connect three cactus vertices using at least one type-0, type-1 or type- 2 edge, and do not have a cross triangle drawn inside.

Types of cactus triangles and Split cacti. Consider a (cactus) triangle $t$ in $\mathcal{C}$. For $i \in$ $\{0,1,2,3\}$, we say that $t$ is of type- $i$ if exactly $i$ of its edges support a cross triangle. Let $p_{i}$ denote the number of type- $i$ cactus triangles, so we have that $p_{0}+p_{1}+p_{2}+p_{3}=p$.

We denote the operation of deleting the edges of $t$ from a connected cactus $\mathcal{C}[S]$ by splitting $\mathcal{C}[S]$ at $t$. The resulting three smaller triangular cacti (denoted by $\left.\left\{\mathcal{C}_{v}^{t}\right\}_{v \in V(t)}\right)$ are referred to as the split cacti of $t$. For each $v \in V(t)$, let $S_{v}^{t}:=V\left(\mathcal{C}_{v}^{t}\right)$ be the split component containing $v$. Let $u, v \in V(t): u \neq v$. Denote by $B_{u v}^{t}$ the set of type-1 or type-2 edges having one endpoint in $S_{u}^{t}$ and the other in $S_{v}^{t}$. Now we are ready to define the concept of heavy and light cactus triangles, which will be crucially used in our analysis.

Heavy and light cactus triangles. We say that a cactus triangle $t$ is heavy if either there are at least four cross triangles supported by $E(t) \cup \bigcup_{u v \in E(t)} B_{u v}^{t}$ or there are at least three cross triangles supported by the edges in one set $B_{u v}^{t} \cup u v$ for some $u v \in E(t)$ and no cross triangle supported by the rest of the sets $B_{w w^{\prime}}^{t} \cup w w^{\prime}$ for each $w w^{\prime} \in E(t)$. Otherwise, the triangle is light. Intuitively, the notion of a light cactus triangle $t$ captures the fact that, after removing $t$, there is only a small amount of "interaction" between the split components.

We will abuse the notations a bit by using $S$ instead of $V[S]$. Recall, that we denote by $q(S)$ the total number of triangular faces in $G$ with exactly two vertices in $S$. We denote by $p(S)$ the total number of triangles in the cactus $\mathcal{C}[S]$.

Function $\varphi$. Consider a set $S \subseteq V(G)$ and a drawing of $G[S]$ (since we are talking about a fixed drawing of the plane graph $G$, this is well-defined). Denote by $\ell(S)$ the length of the outer-face $f_{S}$ of the graph $G[S]$. We define $\varphi(S)$ as the number of edges on the outer-face that do not support any cross triangle drawn on the outer-face, so we have $0 \leq \varphi(S) \leq \ell(S)$.

The main ingredients of Step 1 are encapsulated in the following theorem.

- Theorem 6 (Reduction to heavy triangles). Let $\gamma \geq 6$ be a real number, and $\varphi$ be as described above. If $q(S) \leq \gamma p(S)-\varphi(S)$ for all $S$ for which $\mathcal{C}[S]$ is a connected cactus that contains no light triangle, then $q(S) \leq \gamma p(S)-\varphi(S)$ for all $S$.

Therefore, if we manage to show the bound $q(S) \leq \gamma p(S)-\varphi(S)$ for the heavy cactus, it will follow that $q \leq \gamma p$ in general (due to non-negativity of function $\varphi$ ). In other words, this gives a reduction from the general case to the case when all cactus triangles are heavy. We end the description of Step 1 by presenting the description of $\varphi$.

## Step 2: Skeleton and Surviving Triangles

Now, we focus on the case when there are only heavy triangles in the given cactus, and we will give a formal overview of the key idea we use to derive the bound $q(S) \leq 6 p(S)-\varphi(S)$, which in combination with Theorem 6, gives our main Theorem 1. For convenience, we refer to the terms $p(S)$ and $q(S)$ as simply $p$ and $q$ respectively.

Structures of heavy triangles. Using local search's swap operations, the light and heavy triangles behave in a very well structured manner. The following proposition summarizes these structures for heavy triangles.

- Proposition 7. Let $t$ be a cactus triangle in cactus $\mathcal{C}[S]$.
- If $t$ is heavy, then $t$ is either type-0 or type-1.
- If $t$ is a heavy type- 1 triangle and the edge $u v \in E(t)$ supports the cross triangle supported by $t$, then $B_{w w^{\prime}}^{t}=\emptyset$ for all $w w^{\prime} \in E(t) \backslash\{u v\}$ and the total number of cross triangles supported by edges in $B_{u v}^{t}$ is greater than or equal to two.
- If $t$ is a heavy type-0 triangle, then there is an edge $u v \in E(t)$ such that $B_{w w^{\prime}}^{t}=\emptyset$ for all $w w^{\prime} \in E(t) \backslash\{u v\}$ and the total number of cross triangles supported by edges in $B_{u v}^{t}$ is greater than or equal to three.

By Proposition 7 we can only have type- 0 and type- 1 cactus triangles in $\mathcal{C}$. Moreover, for each such heavy triangle $t$, the type- 1 or type- 2 edges in $G[S]$ only connect vertices of two split components of $t$.

Let $a_{i}$ be the number of edges of type- $i$. Notice that the number of non-cactus edges in $G[S]$ is $\sum_{i} a_{i}=|E(G[S])|-3 p$.

Skeleton graph $\boldsymbol{H}$. Let $A$ be the set of all type-0 edges in $G[S]$ and $H:=H[S]:=G[S] \backslash A$. Thus $H[S]$ contains only cactus or type-1 or type-2 edges.

Each face $f$ of $H$ possibly contains several faces of $G$, so we will refer to such a face as a super-face. At high-level, our plan is to analyze each super-face $f$, providing an upper bound on the number of triangular faces of $G$ drawn inside $f$, and then sum over all such $f$ to retrieve the final result. We call $H$ a skeleton graph of $G$, whose goal is to provide a decomposition of the faces of $G$ into structured super-faces. Denote by $\mathcal{F}$ the set of all super-faces (except for the $p$ faces corresponding to cactus triangles).

Let $f$ be a super-face. Denote by survive $(f)$ the number of triangular faces of $G$ drawn inside $f$ that do not contain any cross triangles. Now we do a simple counting argument for $q$ using the skeleton $H$ as follows: (i) There are $p$ cactus triangles in $H$, (ii) There are $p_{1}+a_{1}+2 a_{2}$ cross triangles supported by edges in $G[S]$, and (iii) There are $\sum_{f \in \mathcal{F}}$ survive $(f)$ triangular faces in $G$ that were not counted in (i) or (ii). Combining this, we obtain:

$$
\begin{equation*}
q \leq p+\left(p_{1}+a_{1}+2 a_{2}\right)+\sum_{f \in \mathcal{F}} \operatorname{survive}(f) \tag{1}
\end{equation*}
$$

The first and second terms are expressed nicely as functions of $p$ 's and $a$ 's, so the key is to achieve the best upper bound on the third term in terms of the same parameters. Roughly speaking, the intuition is the following: When $a_{2}$ or $a_{1}$ is high (there are many edges in $G[S]$ supporting cross triangles), the second term becomes higher. However, each cross triangle would need to be drawn inside some face in $G[S]$, therefore decreasing the value of the term $\sum_{f \in \mathcal{F}} \operatorname{survive}(f)$. Similar arguments can be made for $p_{1}$. Therefore, the key to a tight analysis is to understand this trade-off.

The structure of super-faces. Let $f \in \mathcal{F}$ be a super-face. Recall that an edge in the boundary of $f$ is either a type- 1 or type- 2 edge, or a cactus edge. We aim for a better understanding of the value of survive $(f)$. In general, this value can be as high as $|E(f)|-2$, e.g. if $G[V(f)]$ is a triangulation of the region bounded by the super-face $f$ using type- 0 edges. However, if some edge in the boundary of $f$ supports a cross triangle whose landing component is drawn inside of $f$ in $G$, this would decrease the value of survive $(f)$, by killing the triangular face adjacent to it, hence the term survive.

The following observation is crucial in our analysis:

- Observation 8. Consider each edge $e \in E(f)$. There are two possible cases:
- Edge e is a type-1 or type-2 or cactus edge and supports a cross triangle drawn in $f$.
- Edge e is a type-1 or type-2 or cactus edge and does not support any cross triangle drawn in $f$.

Edges lying in the first case are called occupied edges (the set of such edges in $E(f)$ is denoted by $\operatorname{Occ}(f)$ ), while the others are called free edges in $f$ (the set of free edges in $E(f)$ is denoted by Free(f)). The length of $f$ can be written as $|E(f)|=|\operatorname{Occ}(f)|+|F r e e(f)|$.

A very important quantity for our analysis is $\mu(f)=\frac{1}{2} \cdot|\operatorname{Occ}(f)|+|\operatorname{Free}(f)|$, roughly bounding the value of survive $(f)$ (within some small constant additives terms.)

We will assume without loss of generality that survive $(f)$ is the maximum possible value of surviving triangles that can be obtained by drawing type-0 edges in $f$, so $\mu(f)$ is a function that depends only on the bounding edges in $f$. We define $\operatorname{gain}(f)=\mu(f)-$ survive $(f)$, which is again a function that only depends on bounding edges of $f$. Intuitively, the higher the term $\operatorname{gain}(f)$, the better for us (since this would lower the value of survive $(f)$ ), and in fact, it will later become clear that gain $(f)$ roughly captures the "effectiveness" of a local exchange argument on the super-face $f$. Hence, it suffices to show that $\sum_{f \in \mathcal{F}} \operatorname{gain}(f)$ is sufficiently large. The following proposition makes this precise:

- Proposition 9. $\sum_{f \in \mathcal{F}} \operatorname{Survive}(f)=\left(3 p-0.5 p_{1}+1.5 a_{1}+a_{2}\right)-\sum_{f \in \mathcal{F}} \operatorname{gain}(f)$

Proof. Notice that $\sum_{f \in \mathcal{F}} \mu(f)$ can be analyzed as follows:

- Each cactus triangle is counted three times (once for each of its edges), and for a type-1 triangle, one of the three edges contribute only one half. Therefore, this accounts for the term $3 p-0.5 p_{1}$.
- Each type-1 or type-2 edge is counted two times (once per super-face containing it in its boundary). For a type-2 edge, the contribution is always half (since it always is accounted in $O c c(f)$ ). For a type-1 edge, the contribution is half on the occupied case, and full on the free case. Therefore, this accounts for the term $1.5 a_{1}+a_{2}$.
Overall we get, $\sum_{f \in \mathcal{F}} \mu(f)=3 p-0.5 p_{1}+1.5 a_{1}+a_{2}$, which finishes the proof.
Combining this proposition with Equation 1, we get:

$$
\begin{equation*}
q \leq 4 p+0.5 p_{1}+2.5 a_{1}+3 a_{2}-\sum_{f \in \mathcal{F}} \operatorname{gain}(f) \tag{2}
\end{equation*}
$$

A warm-up: Using the gains to prove a weaker bound. To recap, after Step 1 and Step 2 , we have reduced the analysis to the question of lower bounding $\sum_{f \in \mathcal{F}} g a i n(f)$. We first illustrate that we could get a weaker (but non-trivial) result compared to our main result by using a generic upper bound on the gains. In Step 3, we will show how to substantially improve this bound, achieving the ratio of our main Theorem 1 which is tight.

- Lemma 10. For any super-face (except for the outer-face) in $\mathcal{F}$, we have gain $(f) \geq 1.5$.

As the outer (super-)face $f_{0}$ of $H[S]$ is special, we can achieve a lower bound on the quantity $\operatorname{gain}\left(f_{0}\right)$ that depends on $\varphi(S)$. This is captured by the following lemma.

- Lemma 11. For the outer-face $f_{0}$, we have that $\operatorname{gain}(f) \geq \varphi(S)-1$.

$$
\begin{equation*}
\sum_{f \in \mathcal{F}} \operatorname{gain}(f) \geq \varphi(S)-1+1.5(|\mathcal{F}|-1)=\varphi(S)+1.5|\mathcal{F}|-0.5 \tag{3}
\end{equation*}
$$

The following lemma upper bounds the number of skeleton faces (i.e. super-faces of the skeleton.)

- Lemma 12. $|\mathcal{F}|=a_{1}+a_{2}+1 \leq 2 p-2$.


Figure 3 An example of the contraction transformation.

Proof. Proposition 7 allows us to modify the graph $H$ into another simple planar graph $\widetilde{H}$ such that the claimed upper bound on $|\mathcal{F}|$ will follow simply from Euler's formula.

Let $t$ be a cactus triangle where $V(t)=\{u, v, w\}$ and $u w \in E(t)$ be such that the edge set $B_{u w}^{t}$ is empty, as guaranteed in Proposition 7. For every cactus triangle $t$ we contract the edge $u w$ into one new vertex $W$. Note that this operation creates two parallel edges with endpoints $W$ and $v$ in the resulting graph. To avoid multi-edges in the resulting graph $\widetilde{H}$ we remove one of them (see Figure 3 for an illustration of this operation). Since $B_{u w}^{t}$ is empty this operation cannot create any other multi-edges in $\widetilde{H}$. In addition the contraction of an edge maintains planarity, hence after each such transformation the graph remains simple and planar. As a result of applying the above operation to all cactus triangles, the graph $\widetilde{H}$ has $p+1$ vertices and $p$ edges corresponding to the contracted triangles. By Euler's formula the number of edges in $\widetilde{H}$ is at most $3(p+1)-6=3 p-3$, which implies that $a_{1}+a_{2} \leq 2 p-3$, and as $|\mathcal{F}|=a_{1}+a_{2}+1$ we get that $|\mathcal{F}| \leq 2 p-2$.

Combining the trivial gains (i.e. Inequality 3 ) with Inequality 2 , we get

$$
q \leq\left(4 p+0.5 p_{1}+2.5 a_{1}+3 a_{2}\right)-\left(\varphi(S)+1.5\left(a_{1}+a_{2}+1\right)-2.5\right)=4 p+0.5 p_{1}+a_{1}+1.5 a_{2}-\varphi(S)+1
$$

Now, using Lemma 12 and the trivial bound that $p_{1} \leq p$, we get $q(S) \leq 4.5 p+1.5\left(a_{1}+a_{2}\right)-$ $\varphi(S)+1 \leq 7.5 p(S)-\varphi(S)$, therefore implying a factor 7.5 upper bound.

## Step 3: Upper Bounding Gains via Super-Face Classification

In this final step, we show another crucial idea that allows us to reach a factor 6 . Intuitively, the most difficult part of lower bounding the total gain is the fact that the value of $\operatorname{gain}(f)$ is different for each type of super-face, and one cannot expect a strong "universal" upper bound that holds for all of them. For instance, Figure 4 shows a super-face with $\operatorname{gain}(f)=1.5$, so strictly speaking, we cannot improve the generic bound of 1.5.


Figure 4 A super-face $f \in \mathcal{F}$ having $\operatorname{gain}(f)=1.5 ; \mu(f)=1.5$ and $\operatorname{survive}(f)=0$.

This is where we introduce our final ingredient, that we call classification scheme. Roughly, we would like to "classify" the super-faces in $\mathcal{F}$ into several types, each of which has the same gain. Analyzing super-faces with similar gains together allows us to achieve a better result.

Super-face classification scheme. We are interested in coming up with a set of rules $\Phi$ that classifies $\mathcal{F}$ into several types. We say that the rule $\Phi$ is a $d$-type classification if the rules classifies $\mathcal{F}$ into $d$ sets $\mathcal{F}=\bigcup_{j=1}^{d} \mathcal{F}[j]$. Let $\vec{\chi}$ be a vector such that $\vec{\chi}[i]=|\mathcal{F}[i]|$. We would like to prove a good lower bound on the gain for each such set. We define the gain


$$
\sum_{f \in \mathcal{F}} \operatorname{gain}(f)=\overrightarrow{g a i n} \cdot \vec{\chi}
$$

Notice that, the total gain value $\overrightarrow{g a i n} \cdot \vec{\chi}$ would be written in terms of the $\vec{\chi}[j]$ variables, so we would need another ingredient to lower bound this in terms of variables $p$ 's and $a$ 's. Therefore, another component of the classification scheme is a set of valid linear inequalities $\Psi$ of the form $\sum_{j=1}^{d} C_{j} \vec{\chi}[j] \leq \sum_{j \in\{0,1\}} d_{j} p_{j}+\sum_{j \in\{1,2\}} d_{j}^{\prime} a_{j}$. This set of inequalities will allow us to map the formula in terms of $\vec{\chi}[j]$ into one in terms of only $p$ 's and $a$ 's.

A classification scheme is defined as a pair $(\Phi, \Psi)$. We say that such a scheme certifies the proof of factor $\gamma$ if it can be used to derive $q(S) \leq \gamma p(S)-\varphi(S)$. Given a fixed classification scheme and a gain vector, we can check whether it certifies a factor $\gamma$ by using an LP solver (although in our proof, we would show this derivation.)

Our main result is a scheme that certifies a factor 6 . Since the proof is complicated, we also provide a simpler, more intuitive proof that certifies a factor 7 first.

- Theorem 13. There is a 5-type classification scheme that gives a factor 7 .

We remark that the analysis of factor 7 only requires a cactus that is locally optimal for 1-swap.

- Theorem 14. There is a 13-type classification scheme that gives a factor 6 .

Intuition. The classification scheme would intuitively set the rules to separate the superfaces that would benefit from local search's exchange argument from those that would not. Therefore, for the good cases, we would obtain a much better gain, e.g., in one of our classification type, $g a i n(f)$ is as high as 4.5 . In the bad cases that there is no such benefit, we would still use the lower bound of 1.5 that holds in general for any super-face.

## 3 On the Strength of Our Result

### 3.1 Our Bound is Almost Tight

In this section, we show that there exists a graph $G$ for which $\beta(G) \leq\left(\frac{1}{6}+o(1)\right) f_{3}(G)$. We show this indirectly using a family of graphs presented in [7], as stated in the following lemma.

- Lemma 15 ([7]). There is a family of n-vertex planar graphs $\left\{H_{n}\right\}_{n \in \mathbb{Z}}$ for which there exist a maximal cactus subgraph $C_{n}$ of $H_{n}$ such that $\frac{f_{3}\left(C_{n}\right)}{f_{3}\left(H_{n}\right)} \leq \frac{1}{12}+o_{n}(1)$.

In [7], this family of graphs is used to show that a maximal cactus (not maximum) is not sufficient to improve over the best known greedy strategies when approximating MPT. In the context of this paper we use $C_{n}$ to compare it to a maximum cactus for $H_{n}$ to prove the following.

- Theorem 16. Let $H_{n}$ be the graph family as in Lemma 15. Then, $\frac{\beta\left(H_{n}\right)}{f_{3}\left(H_{n}\right)} \leq \frac{1}{6}+o_{n}(1)$.

Proof. By Lemma 15, it suffices to argue that $f_{3}\left(C_{n}\right) \geq \frac{\beta\left(H_{n}\right)}{2}$. Let $C_{n}^{*}$ be an optimal cactus with $\beta\left(H_{n}\right)$ triangles. Notice that for any triangle $t$ in $C_{n}, E(t)$ intersects at most two other triangles in $C_{n}^{*}$. If all three edges of $t$ were to be used by three different triangles in $C_{n}^{*}$, this would contradict the cactus property. Moreover, if $t$ does not intersect any triangle in $C_{n}^{*}$ this would imply that one of its edges would complete a cycle if added to $C_{n}^{*}$. By these two observations we can use a simple counting scheme to upper-bound the number of triangles in $C_{n}^{*}$ depending on the number of triangles in $C_{n}$. We iteratively add triangles of $C_{n}$ to $C_{n}^{*}$ and count in every step how many triangles in $C_{n}^{*}$ need to be removed to maintain the cactus property. For every triangle in $C_{n}$ that intersects $C_{n}^{*}$ in one or two edges, we have to remove at most two triangles from $C_{n}^{*}$. For every triangle in $C_{n}$, that does not intersect $C_{n}^{*}$ in any edge, we have to break a cycle in the resulting $C_{n}^{*}$ by deleting one other triangle from it. In each iteration we therefore destroy at most two triangles from the original $C_{n}^{*}$ and therefore get $f_{3}\left(C_{n}^{*}\right) \leq 2 f_{3}\left(C_{n}\right)$. This concludes the proof as $f_{3}\left(C_{n}\right) \geq f_{3}\left(C_{n}^{*}\right) / 2=\beta\left(H_{n}\right) / 2$.

### 3.2 Comparison to the Previous Bound

One integral part to derive the improved approximation ration for MPS in [3] was to show that for any given planar graph $G=(V, E)$ with $n=|V|$ vertices and $|E|=3 n-6-t(G)$ edges, we have:

- Theorem 17 ([3]). Let $G$ be as above, then $\beta(G) \geq \frac{1}{3}(n-t(G)-2)$.

As removing one edge from a triangulated planar graph merges exactly two faces, we can easily derive a lower bound that depends on $t(G)$, for the number of triangular faces in $G$ :

$$
f_{3}(G) \geq 2 n-2 t(G)-4
$$

By Theorem 1, we have that $\beta(G) \geq \frac{1}{6} f_{3}(G)$. Combining these two facts implies Theorem 17.


Figure 5 Bad example which shows that a extremal bound like the one in in [3] for MPS does not necessarily imply a similarly strong result to MPT.

We end this section by showing that the bound in [3] alone is not sufficient for approximating MPT. To this end we construct a graph in which $\frac{1}{3}(n-t(G)-2) \leq 0$, even though $f_{3}(G)=\Theta(n)$, Let $G$ be a planar graph with $n$ vertices, where $\frac{n}{2}$ vertices form a triangulated planar subgraph. Let $v$ be a vertex on the outer-face of this triangulated structure. The remaining $\frac{n}{2}$ vertices are embedded in the outer-face and are incident to exactly one edge each, with the other endpoint being $v$ (see Figure 5 for an illustration
of this construction). Therefore by Euler's formula, the number of edges in this graph is equal to $3\left(\frac{n}{2}\right)-6+\frac{n}{2}=2 n-6$ and thus $t(G)=n$, while the number of triangular faces is $f_{3}(G)=2\left(\frac{n}{2}\right)-4-1=n-5$.

## 4 Conclusions and Open Problems

Our work implies that a natural local search algorithm gives a $\left(\frac{4}{9}+\epsilon\right)$-approximation for MPS and a $\frac{1}{6}+\epsilon$ approximation for MPT. To be more precise, when given any graph $G$, we follow the $t$-swap local search strategy for $t=O(1 / \epsilon)$ : Start from any cactus subgraph $H$. Try to improve it by removing $t$ triangles and adding $(t+1)$ triangles in a way that ensures that the graph remains a cactus subgraph. A local optimal solution will always be a $\left(\frac{4}{9}+\epsilon\right)$ approximation for MPS and a $\left(\frac{1}{6}+\epsilon\right)$ approximation for MPT.

Knowing this fact, there is an obvious candidate algorithm for improving over the longstanding best approximation factor for MPS. We call a graph $H$ a diamond-cactus if every block in $H$ is either a diamond ${ }^{5}$ or a triangle. Start from any diamond-cactus subgraph $H$ of $G$ and then try to improve it by removing $t$ triangles from $H$ and adding $(t+1)$ triangles, maintaining the fact that $H$ is a diamond-cactus subgraph. We conjectured that this algorithm gives a better than $\frac{4}{9}$-approximation for MPS, but we suspect that the analysis will require substantially new ideas.

Another interesting direction is to see whether there is a general principle that captures a denser planar structure than cactus subgraphs by going above matroid parity in the hierarchy of efficiently computable problems. For instance, are diamond-cactus subgraphs captured by matroid parity? Or can it be formulated as an even more abstract structure than matroids (e.g. commutative rank [2]) that can still be computed efficiently? We believe that studying this direction will lead to a better understanding of algebraic techniques for finding dense planar structures.

Finally, the absence of LP-based techniques in this problem domain seems rather unfortunate. There have been some experimental studies recently, but the theoretical understanding of what can be proven formally in the context of power of relaxation is certainly lacking $[16,10,11]$. Is there a convex relaxation that allows us to find a relatively dense planar subgraph (e.g. $(3-\epsilon$ )-approximation for MPS using LP-based techniques)?
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#### Abstract

To prove average-case NP-completeness for a problem, we must choose a known average-case complete problem and reduce it to that problem. Unfortunately, the set of options to choose from is far smaller than for standard (worst-case) NP-completeness. In an effort to help remedy this we focus on tag systems, which due to their extreme simplicity have been a target for other types of reductions for many problems including the matrix mortality problem, the Post correspondence problem, the universality of cellular automaton Rule 110, and all of the smallest universal single-tape Turing machines. Here we show that a tag system can efficiently simulate a Turing machine even when the input is provided in an extremely simple encoding which adds just $\log n$ carefully set bits to encode an arbitrary Turing machine input of length $n$. As a result we show that the bounded halting problem for nondeterministic tag systems is average-case NP-complete. This result is unexpected when one considers that in the current state of the art for simple universal systems it had appeared that there was a trade-off whereby simpler systems required more complicated input encodings. In other words, although simple systems can compute interesting things, they had appeared to require very carefully encoded inputs in order to do so. Our result surprisingly goes in the opposite direction by giving the first average-case completeness result for such a simple model of computation. In ongoing work we have already found applications of our result having used it to give average-case NP-completeness results for a 2D generalization of the Collatz function, a nondeterministic version of the 2D elementary functions studied by Koiran and Moore, 3D piecewise affine maps, and bounded Post correspondence problem instances that use simpler word pairs than previous results.
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## 1 Introduction

Given the massive interest in worst-case NP-completeness, the literature devoted to proving the stronger result of average-case NP-completeness can be considered quite limited. This is surprising when one considers the practical importance of determining whether or not we are likely to encounter intractable instances in problems we wish to solve. One reason for the smaller number of results is that it is more difficult to prove the stricter form of reduction required to show average-case NP-completeness [11, 25]. A first step towards overcoming this difficulty is to give new average-case completeness results for problems whose simplicity allows for easier average-case reductions to other systems.
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Of all the simple models in the literature where a new average-case completeness result would have applications to a wide range of problems, perhaps the most compelling case can be made for tag systems, a very simple form of rewriting system introduced by Post [18]. The simplicity of the context free rewrite rule employed by tag systems has made them a favored target of simulation by many other systems. For this reason, tag systems have been used either through individual reductions or via chains of reductions to prove many undecidability and hardness results (e.g. [4, 9, 12, 21, 22, 23, 24, 26]). Reductions to tag systems have also yielded significant improvements in lower bounds for a number of well studied problems $[14,16,19,20]$. So proving that the bounded halting problem for tag systems is average-case NP-complete could lead to other new average-case NP-completeness results and even improved lower bounds for existing results. In fact we [5] have already used 2-tag systems to give an average-case NP-completeness result for Post correspondence problem instances that use shorter word pairs than those found in [8, 25]. In ongoing work [6] we have already begun using 2 -tag systems as the starting point for chains of simulations that prove average-case NP-completeness. We have used 2-tag systems to prove the average-case NP-completeness of a bounded reachability problem for a generalized $2 \mathrm{D}^{1}$ version of the Collatz function that is nondeterministic [6]. As a corollary of our result we find that a nondeterministic version of the 2D elementary functions of Koiran and Moore [10] also have a bounded reachability problem that is average-case NP-complete. In addition we simulate tag systems to prove an average-case NP-completeness result for bounded reachability in 3D piecewise affine maps that are nondeterministic [6].

It is worth noting that the applications of tag systems given in the references above are not where the applications end; they propagate to other results through further chains of reductions. The results in [16] are an example where binary tag systems were used to significantly improve the undecidability bounds for both the Post correspondence problem and the matrix mortality problem. The new bounds for the matrix mortality problem also give improved undecidability bounds for the problem in [2] of reaching the origin with piecewise linear systems and for the quantum measurements problem in [7]. The results in the present paper are a first step towards proving average case completeness results for bounded versions of these problems.

There are some obvious reasons to think an attempt to prove an average-case completeness result for a system as simple as a tag systems is doomed to fail. It seems natural to expect that the simplest systems require unwieldy encodings to compute, or suffer from an exponential trade-off when it comes to time efficiency, and for a long time the literature seemed to bear this out. However, in [17, 26] Neary and Woods showed that many of the simplest known models of computation $[4,12,14,19,20,22]$ actually simulate Turing machines in polynomial time, an exponential improvement over the previous simulations. It follows that many simple systems now have a P-complete prediction problem, which means that there is no known way to predict the long term behavior of these systems significantly faster than by explicit step by step simulation.

Despite these improvements in efficiency it remained the case that the simplest universal systems utilized complicated input encodings $[4,12,13,14,16,19,20]$. So it seemed reasonable to expect that as programs get shorter or the form of rules get simpler, extra complexity gets forced into the input encoding. This observation was expressed nicely by Yedidia and Aaronson in [27]:

[^29]"the known small universal Turing machines achieve their small size only at the cost of an extremely complicated description format for the input machine. That is, most of the complexity gets "shunted" from the Turing machine itself to the input encoding format."

The complexity of the input encodings used by the simplest known universal systems means that their input encodings have a very low chance of occurring when sampled from a uniform distribution over the input alphabet. So while many of the simplest systems are now known to have $P$-complete prediction problems based on carefully encoded inputs, it could nonetheless be the case that the behavior of the simplest universal systems is easy to predict on average.

Here we give a first result indicating that this is not the case. Specifically, we show that tag systems can efficiently simulate the computation of binary Turing machines when provided with an extremely simple encoding which adds just $\log n$ carefully set bits to encode an arbitrary input of length $n$. As a result we find that the bounded halting problem for nondeterministic tag systems is average-case NP-complete.

## 2 Preliminaries

The length of a word $w$ is denoted by $|w|$. We let $\epsilon$ denote the empty word. Given a natural number $i$ we let $\langle i\rangle$ be its binary digit representation.

### 2.1 2-Tag Systems

- Definition 1. A 2-tag system consists of a finite alphabet of symbols $\Sigma$ and a finite set of rules $R: \Sigma \rightarrow \Sigma^{*}$.

The computation of a 2 -tag system acts on a word $w=\sigma_{0} \sigma_{1} \ldots \sigma_{l}$ which we call the dataword. The entire configuration is given by $w$. In a computation step, the two symbols $\sigma_{0} \sigma_{1}$ are deleted and we apply a rule for the first symbol $\sigma_{0}$, i.e., a rule of the form $\sigma_{0} \rightarrow \sigma_{l+1} \ldots \sigma_{l+c}$, by appending the word $\sigma_{l+1} \ldots \sigma_{l+c}$. A dataword (configuration) $w_{2}$ is obtained from $w_{1}$ via a single computation step as follows:

$$
\sigma_{0} \sigma_{1} \sigma_{2} \ldots \sigma_{l} \vdash \sigma_{2} \ldots \sigma_{l} \sigma_{l+1} \ldots \sigma_{l+c}
$$

where $\sigma_{0} \rightarrow \sigma_{l+1} \ldots \sigma_{l+c} \in R$. A 2-tag system halts if $|w|<2$ or if there is no rule defined for the leftmost symbol $\sigma_{0}$. A round is the $\left\lfloor\frac{|w|}{2}\right\rfloor$ or $\left\lceil\frac{|w|}{2}\right\rceil$ computation steps that traverse the word $w$ exactly once. We say a symbol $\sigma_{i}$ of $w$ is read if and only if at the start of some computation step it is the leftmost symbol (i.e. $i$ is even, so the rule $\sigma_{i} \rightarrow \sigma_{k+1} \ldots \sigma_{k+c}$ will be applied). In this work we consider tag systems that are nondeterministic, that is they are permitted to have more than one rule for each $\sigma_{i} \in \Sigma$.

In [26] it was shown that 2-tag systems efficiently simulate deterministic binary Turing machines in time $O\left(t^{4}(\log t)^{2}\right)$ where $t$ is the running time of the Turing machine. This time overhead was later improved in Chapter 5 of [15] to give Theorem 2.

- Theorem 2 (Woods and Neary [26, 15]). Given a single tape deterministic Turing machine $M$ that computes in time $t$ then there is a 2-tag system $T_{M}$ that simulates the computation of $M$ and computes in time $O\left(t^{2} \log t\right)$.

In [15] given a binary input word $w=x_{1} x_{2} \ldots x_{n}$ for Turing machine $M$ it is encoded as the $T_{M}$ input dataword

$$
\begin{equation*}
\bar{x}_{1} \dot{\bar{x}}_{1} x_{2} \dot{x}_{2} x_{3} \dot{x}_{3} \ldots x_{n} \dot{x}_{n}(a a)^{2^{\left\lceil\log _{2} n\right\rceil+c}} \tag{1}
\end{equation*}
$$

While the results in $[26,15]$ offer a polynomial time simulation of Turing machines using this input encoding, this does not allow us to prove an average-case NP-completeness result, as the probability of choosing a word that encodes some $w$ (via Equation (1)) is exponentially smaller than the probability of choosing $w$. In Lemma 11 we will show how 2-tag systems can compute the encoding in Equation (1) when provided with a more compact encoding of $M$ 's input word. Our compact binary encoding requires only $n+\log n$ encoding bits to encode M's input word (the remaining $n+\log n$ bits in our length $2(n+\log n)$ encoding are arbitrary padding bits). This gives an input encoding that is only polynomially less likely to occur than the input to $M$ and so using Lemma 11 and the results in [26] we can prove that the bounded halting problem for tag systems is average-case NP-complete.

### 2.2 Average-Case Complexity

When we speak of the average-case complexity of a decision problem we are considering the expected time to solve that problem with respect to some distribution over instances of the problem. This leads to the notion of a distributional problem [1, 8, 11, 25]. A distributional problem is a pair $(D, \mu)$ where $D$ is a decision problem and $\mu$ is a distribution over instances of $D$. In this work instances of $D$ are given as binary words and we let $L_{D}$ be the set of instances for which the answer to the problem $D$ is positive.

The definitions in this section are adapted from [1, 8, 11, 25]. For the distributional problems in this work we take the uniform probability distribution [8, 11] for binary words $w \in\{0,1\}^{*}$ which is proportional to $\mu(w)=|w|^{-2} 2^{-|w|}$. The probability of choosing a word of length $n$ is proportional to $1 / n^{2}$. We denote the distribution over all words of length $n$ with $\mu_{n}$ and so we have $\mu_{n}(w)=2^{-n}$. We let $\operatorname{Pf}\left(w_{1}, w_{2}, \ldots, w_{m}\right) \in\{0,1\}^{*}$ be the prefix free code for the binary words $w_{1}, w_{2}, \ldots, w_{m}$ where $\left|P f\left(u_{1}, \ldots, u_{m}\right)\right|=2 m+\sum_{i=1}^{m}\left|w_{i}\right|+2 \log _{2}\left|w_{i}\right|$ (see [3]).

- Definition 3 (Average polynomial function). A function $f$ that maps words to natural numbers is polynomial on average with respect to a distribution $\mu$ if there exists an $\epsilon>0$ such that for all $n$

$$
\sum_{|w|=n} \mu_{n}(w)(f(w))^{\epsilon}=O(n)
$$

where $w \in\{0,1\}^{n}$.

- Definition 4 (Average polynomial time). An algorithm runs in average polynomial time with respect to a distribution $\mu$ if its running time is bounded by an average polynomial function with respect to $\mu$.

Average-case reductions insist that when reducing a distributional problem $(D, \mu)$ to another distributional problem $\left(D^{\prime}, \mu^{\prime}\right)$, instances $x \in D$ should be at most polynomially more likely than the instances they reduce to. This property is enforced by condition 2 of Definition 5. Previous 2-tag system simulations of Turing machine used input encodings that do not satisfy this condition. In Lemma 11 and Corollary 12 we show that 2 -tag system with a concise input encoding can simulate Turing machines efficiently, and then in Theorem 13 we show that this new input encoding satisfies condition 2 of Definition 5.

Definition 5 (Ptime reduction between distributional problems). A distributional problem $(D, \mu)$ Ptime reduces to a distributional problem $\left(D^{\prime}, \mu^{\prime}\right)$ if there exists a polynomial time computable function $g(w)=y$, where $w \in D$ and $y \in D^{\prime}$, and a polynomial $p(|w|)$ such that the following two conditions hold:

1. $g(w) \in L_{D^{\prime}}$ if and only if $w \in L_{D}$
2. $\sum_{g(w)=y} \mu(w) \leqslant p(|w|) \mu^{\prime}(y)$

- Definition 6 (Dilation of a distributional problem). A dilation $\Delta$ of a distributional problem $(D, \mu)$ is a distributional problem $\left(D_{\Delta}, \mu_{\Delta}\right)$ where instances of $D_{\Delta}$ include extra padding. The dilation $\Delta$ maps each instance $w$ of $D$ to a set given by $\left\{\operatorname{Pf}\left(w, s_{w}\right) \mid s_{w} \in S_{w}\right\}$ where $S_{w}$ is a finite set of binary words. The set $D_{\Delta}$ is given by the union of all sets produced by applying $\Delta$ to the instances of $D$ (i.e. $D_{\Delta}=\bigcup_{w \in D}\left\{\operatorname{Pf}\left(w, s_{w}\right) \mid s_{w} \in S_{w}\right\}$ ). For each instance $\operatorname{Pf}\left(w, s_{w}\right)$ of $D_{\Delta}, \operatorname{Pf}\left(w, s_{w}\right) \in L_{D_{\Delta}}$ if and only if $w \in L_{D}$. The probability distribution is given by $\mu_{\Delta}\left(P f\left(w, s_{w}\right)\right)=\frac{\mu(w) 2^{-\left|s_{w}\right|}}{\sum_{r^{\prime} \in S_{w}} 2^{-\left|r^{\prime}\right|}}$.

We say a dilation is a Ptime dilation if it is computed by a randomized algorithm $\mathcal{A}$ that runs in polynomial time, that is on input $w \mathcal{A}$ outputs an element from $\left\{\operatorname{Pf}\left(w, s_{w}\right) \mid s_{w} \in S_{w}\right\}$ in time polynomial in $|w|$. We think of $s_{w}$ as the sequence of coin flips made by $\mathcal{A}$.

- Definition 7 (Nonrare dilation). A dilation $\Delta$ (as defined in Definition 3) is nonrare if $R_{\Delta}$ (given in Equation (2)) is polynomial on average with respect to the distribution $\mu^{\prime}$.

$$
\begin{equation*}
R_{\Delta}(w)=\frac{1}{\sum_{s \in S_{w}} 2^{-|s|}} \tag{2}
\end{equation*}
$$

Definition 8 (Ptime randomized reduction between distributional problems). A distributional problem $(D, \mu)$ randomly reduces to a distributional problem $\left(D^{\prime}, \mu^{\prime}\right)$ if $(D, \mu)$ has a nonrare Ptime dilation $\left(D_{\Delta}, \mu_{\Delta}\right)$ such that $\left(D_{\Delta}, \mu_{\Delta}\right)$ Ptime reduces to ( $D^{\prime}, \mu^{\prime}$ ) (see Definition 5).

Let $M_{1}, M_{2}, M_{3}, \ldots$ be an enumeration of nondeterministic binary Turing machines and let $T_{1}, T_{2}, T_{3}, \ldots$ be an enumeration of nondeterministic 2-tag systems.

The problem in Definition 9 is known to be average-case NP-complete and it will be used in our reduction at the end of the next section to prove that the problem for tag systems given in Definition 10 is average-case NP-complete.

- Definition 9 (Distributional bounded halting problem for nondeterministic Turing machines).

Problem: Given a nondeterministic Turing machine $M_{i}$, a binary word $w$, and a natural number $t$, determine whether or not $M$ halts in $t$ steps when given $w$ as input.
Instance: A binary word $\operatorname{Pf}\left(\langle i\rangle, w, 1^{t}\right)$
Distribution: Proportional to $\mu(\langle i\rangle, w, t)=2^{-(|\langle i\rangle|+|w|)}|\langle i\rangle|^{-2}|w|^{-2} t^{-2}$.

- Definition 10 (Distributional bounded halting problem for nondeterministic 2-tag systems).

Problem: Given a nondeterministic 2-tag system $T_{i}$, a binary word $w$, and a natural number $t$, determine whether or not $T$ halts in $t$ steps when given $w$ as input.
Instance: A binary word $\operatorname{Pf}\left(\langle i\rangle, w, 1^{t}\right)$
Distribution: Proportional to $\mu(\langle i\rangle, w, t)=2^{-(|\langle i\rangle|+|w|)}|\langle i\rangle|^{-2}|w|^{-2} t^{-2}$.

## 3 New Concise Input Encoding for 2-Tag Systems

In Equation (3), we define an encoding function $f: \Sigma^{n} \times \Sigma^{n+\left\lceil\log _{2} n\right\rceil+c} \rightarrow\{0,1\}^{*}$ where $c=1$ if $2^{\left\lceil\log _{2} n\right\rceil}<n+\left\lceil\log _{2} n\right\rceil$ otherwise $c=0$. The encoding function takes $w=x_{1} x_{2} \ldots x_{n}$ an arbitrary binary Turing machine input and $s=z_{1} z_{2} \ldots z_{n+\left\lceil\log _{2} n\right\rceil+c}$ an arbitrary padding

| $1 z_{1}$ | $\mathbf{0} z_{2}$ | $1 z_{3}$ | $0 z_{4}$ | $1 z_{5}$ | $1 z_{6}$ |  | $1 z_{7}$ | $0 z_{8}$ |  | $1 z_{9}$ | $1 z_{10}$ |  | $0 z_{11}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a \dot{a} \quad 1 \dot{1}$ | $\emptyset \dot{\emptyset} \quad a \dot{a}$ | 11 | $\emptyset \dot{\emptyset} \quad a \dot{a}$ | 11 | 11 | $a \dot{a}$ | 11 | $\emptyset \dot{\emptyset}$ | $a \dot{a}$ | 11 | 11 |  | 00 |  |
| $(a \dot{a})^{3} 1 \dot{1}$ | $\emptyset \dot{\emptyset}$ | 11 | \＃$\dot{M}^{(a \dot{a})^{3}}$ | 11 | 11 |  | 11 | め | $(a \dot{a})^{3}$ | 11 | 11 |  | $\varnothing \dot{\emptyset}$ |  |
| $(a \dot{a})^{7} 1 \dot{1}$ | $\emptyset \dot{\emptyset}$ | 11 | め | 11 | X ${ }^{*}$ |  | X ${ }^{1}$ |  | $(a \dot{a})^{7}$ | 11 | 11 |  | $\phi \emptyset$ |  |
| $(a \dot{a})^{15} 1 \dot{1}$ | $\emptyset \dot{\emptyset}$ | $1 \dot{1}$ | め | 11 | $X$ |  | $X \dot{X}$ | め |  | $1 \dot{1}$ | X ${ }^{\text {I }}$ |  | ＂ |  |
| $\overline{1} \overline{1}$ |  |  | 00 |  | 11 |  | 11 | $0 \dot{0}$ |  |  | 11 |  |  | $(a \dot{a})^{16}$ |

Figure 1 Six datawords giving an overview of the tag system algorithm in Lemma 11．The dataword at the top is the input to the tag system and is the encoding of the word 1011010 via Function（3）．The extra parity bits inserted are highlighted in the top row in bold．The extra white space between pairs of symbols and the vertical alignment of symbols are for readability．The $z_{i} \in\{0,1\}$ are arbitrary padding symbols that are not read by the tag system so the first round eliminates them．The second line from top gives the dataword after one iteration（three rounds） of our algorithm on the input dataword，the third line from the top gives the dataword after two iterations of our algorithm on the input dataword and so on until the fifth dataword where one further round produces the output of the algorithm on the last line．Each iteration of our algorithm involves three rounds of the dataword．A detailed view of the 2 other rounds not shown here is given in Datawords（7）and（8）．
word（where $x_{i}, z_{j} \in\{0,1\}$ ）and maps the pair to a 2 －tag system input word．The value of $f(w, s)$ is obtained by taking $x_{1} x_{2} \ldots x_{n}$ and inserting either $\left\lceil\log _{2} n\right\rceil$ or $\left\lceil\log _{2} n\right\rceil+1$ extra parity bits and then adding a padding bit $\left(z_{j}\right)$ after each bit in the resulting word．An example of the application of $f$ appears in Figure 1.

$$
f(w, s)={\underset{1}{1}}_{u_{1} z_{1}}^{1}{\underset{1}{2}}_{u_{2}} z_{2} \ldots u_{1} n+\left\lceil\log _{2} n\right\rceil+c z_{n+\left\lceil\log _{2} n\right\rceil+c}\left\{\begin{array}{l}
z_{i} \in\{0,1\} \quad \text { (unread bits) }  \tag{3}\\
u_{1}=x_{i-\left\lceil\log _{2} i\right\rceil} \quad \text { if } \forall_{k} \quad i \neq 2^{k}+1 \\
u_{1} 2^{k}+1=h(w, k) \quad \text { (parity bits) }
\end{array}\right.
$$

where $h(w, k)$ is given by Equation（4），$w_{2^{k}+1}={\underset{1}{1} 3 \cdot 2^{k}+1}_{1}^{1_{5} \cdot 2^{k}+1}{ }_{1}^{u_{7}} 2^{k}+1 \ldots 1_{1} \cdot 2^{k}+1$ is a binary word of certain input bits with $m=2 y+1, y, k \in \mathbb{N}, 0 \leqslant k<\left\lceil\log _{2} n\right\rceil+c$ ，and $m\left(2^{k}\right)+1 \leqslant n+\left\lceil\log _{2} n\right\rceil+c<(m+2) 2^{k}+1$ ．Note that each $w_{2^{k}+1}$ word（there is one for each $k$ ）is formed from a set of bits，and these sets are disjoint from each other and from the set of parity bits，but the union of these sets and the set of parity bits is the entire input word（apart from the throw－away $z_{i}$ bits）．The function $h$ indicates how word $w_{2^{k}+1}$ is used to set parity bit $u_{1} 2^{k}+1$ ．

$$
h(w, k)= \begin{cases}0 & \text { if }\left|w_{2^{k}+1}\right|>0 \text { and number of } 1 \text { symbols in } w_{2^{k}+1} \text { is even }  \tag{4}\\ 1 & \text { if }\left|w_{2^{k}+1}\right|>0 \text { and number of } 1 \text { symbols in } w_{2^{k}+1} \text { is odd } \\ 1 & \text { if }\left|w_{2^{k}+1}\right|=0\end{cases}
$$

－Lemma 11．Let $w=x_{1} x_{2} \ldots x_{n}$ and $s=z_{1} z_{2} \ldots z_{n+\left\lceil\log _{2} n\right\rceil+c}$ be binary words where $x_{i}, z_{j} \in\{0,1\}$ ．There is a 2－tag system $\mathcal{T}$ that takes a binary word of the form

$$
\begin{equation*}
f(w, s)=u_{1} z_{1}{\underset{1}{1}}_{u_{2}} z_{2} \ldots{ }_{1}^{u_{n+}\left\lceil\log _{2} n\right\rceil+c} z_{n+\left\lceil\log _{2} n\right\rceil+c} \tag{5}
\end{equation*}
$$

as input and produces a word of the form
in time $O\left(n \log _{2} n\right)$.
Proof. We prove the existence of such a tag system $\mathcal{T}$ by exhibiting one and showing why it works, which will take the next few pages.

To produce Dataword (5) from Dataword (6) there are three tasks to be carried out: (a) append $(\underset{22}{a})^{2^{\left[\log _{2} n\right\rceil+c}}$ to the right end of the word, (b) change the first pair of symbols be uniquely in the form $\bar{x}_{4} \dot{\bar{x}}$ and (c) delete the parity symbols (i.e. $u_{2^{k}+1} \dot{u}_{2^{k}+1}$ pairs in Equation (3)). We give an overview of how the algorithm achieves these tasks concurrently and then we give the rules for the tag system and explain how they implement this algorithm.

## Tasks (a) and (b)

To append a subword of the form $(a \dot{a})^{2^{\left[\log _{2} n\right]+c}}$ one could append a single $a \dot{a}$ pair at the end of the dataword and then iterate a process where on each iteration each $a \dot{a}$ pair is mapped to $a \dot{a} a \dot{a}$ so that after $\left\lceil\log _{2} n\right\rceil+c$ iterations the initial $a \dot{a}$ pair has grown to become $(a \dot{a})^{2^{\left[\log _{2} n\right]+c}}$. Unfortunately there is no unique pair in the initial dataword that can be used to append a single $a \dot{a}$ pair and so we must append $a \dot{a}$ pairs throughout the dataword which gives $a \dot{a}$ subwords that grow in multiple locations throughout the dataword. Half of these growing $a \dot{a}$ subwords are deleted on each of the $\left\lceil\log _{2} n\right\rceil+c$ iterations so that after the last iteration only one subword of the form $(a \dot{a})^{2^{\left[\log _{2} n\right\rceil+c}}$ remains.

We now explain how our algorithm knows when it has carried out the $\left\lceil\log _{2} n\right\rceil+c$ iterations needed to grow the $(a \dot{a})^{2^{\left[\log _{2} n\right\rceil+c}}$ word.

Each iteration involves 3 rounds of the dataword and marks every second unmarked $u \dot{u}$ pair by mapping it to $\psi \dot{\psi}$. See for example Figure 1 where on the first iteration pairs
$2,4,6,8$ and 10 are marked, on the second iteration pairs 3,7 and 11 are marked, and so on. Using the $\left\lceil\log _{2} n\right\rceil+c$ parity pairs we can determine when we have completed $\left\lceil\log _{2} n\right\rceil+c$ iterations of this marking process. On iteration $k$ we mark the pairs $u_{2^{k}+1} \dot{u}_{2^{k}+1}, u_{3\left(2^{k}\right)+1} \dot{u}_{3\left(2^{k}\right)+1}, u_{5\left(2^{k}\right)+1} \dot{u}_{5\left(2^{k}\right)+1} \ldots u_{m\left(2^{k}\right)+1} \dot{u}_{m\left(2^{k}\right)+1}$ and so on each iteration exactly one parity pair $\left(u_{2^{k}+1} \dot{u}_{2^{k}+1}\right)$ is marked. To see that this is the case it is sufficient to note that if at the start of iteration $i$ the unmarked pairs are

$$
u_{1} \dot{u}_{1}, \quad u_{2^{i}+1} \dot{u}_{2^{i}+1}, \quad u_{2\left(2^{i}\right)+1} \dot{u}_{2\left(2^{i}\right)+1}, \quad u_{3\left(2^{i}\right)+1} \dot{u}_{3\left(2^{i}\right)+1}, \ldots u_{s_{1}\left(2^{i}\right)+1}, \dot{u}_{s_{1}\left(2^{i}\right)+1}
$$

then at the start of iteration $i+1$ the unmarked pairs are

$$
u_{1} \dot{u}_{1}, u_{2^{i+1}+1} \dot{u}_{2^{i+1}+1}, u_{2\left(2^{i+1}\right)+1} \dot{u}_{2\left(2^{i+1}\right)+1}, u_{3\left(2^{i+1}\right)+1} \dot{u}_{3\left(2^{i+1}\right)+1}, \ldots u_{s_{2}\left(2^{k+1}\right)+1} \dot{u}_{s_{2}\left(2^{k+1}\right)+1}
$$

and so pairs of the form $u_{2^{k}+1} \dot{u}_{2^{k}+1}, u_{3\left(2^{k}\right)+1} \dot{u}_{3\left(2^{k}\right)+1}, u_{5\left(2^{k}\right)+1} \dot{u}_{5\left(2^{k}\right)+1} \ldots u_{m\left(2^{k}\right)+1} \dot{u}_{m\left(2^{k}\right)+1}$ are marked on iteration $k$ for $k=i$ and $k=i+1$. The value of each $u_{2^{k}+1} \dot{u}_{2^{k}+1}$ pair is set via Equation (4) so that an even number of 11 pairs are marked during each of the
first $\left\lceil\log _{2} n\right\rceil+c-1$ iterations, and on iteration number $\left\lceil\log _{2} n\right\rceil+c$ an odd number of 11 pairs are marked. So by checking whether the number of $u \dot{u}=1 \dot{1}$ pairs marked during each iteration is odd or even our algorithm can determine when exactly $\left\lceil\log _{2} n\right\rceil+c$ iterations have been completed.

Now we can explain how we append $(a \dot{a})^{2^{\left\lceil\log _{2} n\right\rceil+c}}$ during the $\left\lceil\log _{2} n\right\rceil+c$ iterations described above. On the first iteration a single $a \dot{a}$ pair is appended to the left of each $u \dot{u}$ pair that remains unmarked by applying a rule of the form $u \rightarrow a \dot{a} u \dot{u}$. On each subsequent iteration each $a \dot{a}$ pair is replaced with two $a \dot{a}$ pairs if the $u \dot{u}$ pair immediately to the right remains unmarked and each $a \dot{a}$ pair is deleted by mapping it to the empty word if the $u \dot{u}$ pair immediately to the right is marked on that iteration. In addition on each iteration each unmarked $u \dot{u}$ pair adds another $a \dot{a}$ pair. So immediately to the left of each unmarked $u \dot{u}$ pair we have a single $a \dot{a}$ pair after the first iteration, $3 a \dot{a}$ pairs after the second iteration, 7 $a \dot{a}$ pairs after the third iteration, and $2^{k}-1 a \dot{a}$ pairs after the $k^{\text {th }}$ iteration (see Figure 1). Thus after $\left\lceil\log _{2} n\right\rceil+c$ iterations we have $(a \dot{a})^{2^{\left\lceil\log _{2} n\right\rceil+c}-1}$ to the left of the only unmarked pair $\left(u_{1} u_{1}\right)$. Then in one final round each $a \dot{a}$ in $(a \dot{a})^{2^{\left[\log _{2} n\right\rceil+c}-1}$ is mapped to $a \dot{a}$, and this lone remaining $u_{1} u_{1}$ pair appends one further $a \dot{a}$ to give $(a \dot{a})^{2^{\left[\log _{2} n\right]+c}}$ at the right end of the dataword, while also producing the $\bar{u} \dot{\bar{u}}$ to simultaneously achieve Tasks (a) and (b).

## Task (c)

From Equation (3) the parity pairs that appear in the dataword have the form $u_{2^{k}+1} \dot{u}_{2^{k}+1}$ and before we can delete these pairs we must first distinguish them from all other $u_{i} \dot{u}_{i}$ pairs in the dataword. Recall from Task (a) that on iteration $k$ we mark the pairs $u_{2^{k}+1} \dot{u}_{2^{k}+1}$, $u_{3\left(2^{k}\right)+1} \dot{u}_{3\left(2^{k}\right)+1}, u_{5\left(2^{k}\right)+1} \dot{u}_{5\left(2^{k}\right)+1}, \ldots u_{m\left(2^{k}\right)+1} \dot{u}_{m\left(2^{k}\right)+1}$. Note that $u_{2^{k}+1} \dot{u}_{2^{k}+1}$ is the leftmost pair marked during iteration $k$, and since every second unmarked $u \dot{u}$ pair is marked during iteration $k$ there must be a single unmarked pair to the left of $u_{2^{k}+1} \dot{u}_{2^{k}+1}$, and this unmarked pair must be $u_{1} \dot{u}_{1}$ since $u_{1} \dot{u}_{1}$ is never marked which also means that in all iterations following iteration $k$ there is exactly one unmarked pair to the left of $\psi_{2^{k}+1} \dot{\psi}_{2^{k}+1}$. It is also the case that immediately following iteration $k$ there must be at least $l \geqslant 2$ unmarked pairs to left of each pair of the form $\psi_{j\left(2^{k}\right)+1} \dot{\psi}_{j\left(2^{k}\right)+1}$ where $j \geqslant 3$. It follows that after a further $r$ iterations (iteration $k+r$ ) when we have continued marking every second unmarked pair there will be $\frac{\lceil l\rceil}{2^{r}}$ unmarked pairs to the left of $\psi_{j\left(2^{k}\right)+1} \dot{\psi}_{j\left(2^{k}\right)+1}$. Since $l \geqslant 2$ and our algorithm iterates until there is only one unmarked pair there is an iteration $k+r$ where $\frac{\lceil l\rceil}{2^{r}}=1$ and $\frac{\lceil l\rceil}{2^{r-1}}=2$. It follows that for all pairs of the form $\psi_{j\left(2^{k}\right)+1} \dot{\psi}_{j\left(2^{k}\right)+1}$ where $j \geqslant 3$ there is at least one iteration where the number of unmarked pairs to the left of $\psi_{j\left(2^{k}\right)+1} \dot{\psi}_{j\left(2^{k}\right)+1}$ is even at the beginning of the iteration. If at the beginning of an iteration the number of unmarked pairs to the left of a $\dot{\mu \dot{\psi}}$ pair is even then we apply the rule $\psi \rightarrow \dot{\psi} \dot{\psi}$ (see for example
Figure 1). It follows that pairs of the form $\psi_{j\left(2^{k}\right)+1} \dot{\psi}_{j\left(2^{k}\right)+1}$ where $j \geqslant 3$ will be changed

Table 1 Tag system rules where $u \in\{0,1\}$. The left column specifies when the rules are used during the algorithm: during round 1,2 or 3 of each iteration, or during the final round on the dataword.

| round 1 |  |
| :---: | :---: |
| round 2 |  |
| round 3 |  |
| Final round | $\underset{1}{\dot{u}} \rightarrow \underset{* *}{a \dot{a}} d \underset{4}{\bar{u}} \dot{\bar{u}}, \quad \underset{1}{\dot{a}} \rightarrow \underset{* *}{a} \dot{a}, \quad \dot{\not{\psi}} \rightarrow \epsilon, \quad \underset{1}{\dot{\psi}} \rightarrow \underset{4}{u} \dot{u}, \quad d \rightarrow \epsilon, \quad \underset{*}{\dot{a}} \rightarrow \underset{4}{a} \dot{a}$ |

to $\psi_{j\left(2^{k}\right)+1} \psi_{j\left(2^{k}\right)+1}$ and pairs of the form $\psi_{2^{k}+1} \dot{\psi}_{2^{k}+1}$ (parity pairs) will not be changed. So applying a rule to delete $\psi \dot{\mu}$ pairs after iteration $\left\lceil\log _{2} n\right\rceil+c$ deletes all parity pairs from the dataword without deleting the $u_{i} \dot{u}_{i}=x_{i} \dot{x}_{i}$ pairs that appear in Equation (6).

## Algorithm Details

From the lemma statement we begin with a word of the form

$$
\begin{equation*}
{ }_{1}^{u_{1}} z_{1}{ }_{1}^{u_{2}} z_{2}{ }_{1}^{u_{3}} z_{3}{ }_{1}^{u_{4}} z_{4} \ldots{ }_{1}^{u_{n+\lceil }\left\lceil\log _{2} n\right\rceil+c} z_{n+\left\lceil\log _{2} n\right\rceil+c} \tag{7}
\end{equation*}
$$

Rules of the form $\underset{1}{u} \rightarrow \underset{2}{u} \underset{\sim}{u} \underset{\sim}{\ddot{~}}$ are applied to Dataword (7) which after one round gives
 mark every second $\underset{2}{\underset{2}{\underset{2}{i}} \underset{2}{u}}$ triple in Dataword (8). Because 2 -tag systems only read every second
 $\underset{2}{\ddot{u}} \rightarrow \epsilon$ to append $\underset{3}{\operatorname{ar}} \underset{3}{\underset{a}{i}} u_{i} \dot{u}_{i}{\underset{\sim}{u}}_{i}\left(\epsilon\right.$ is the empty word), and when $i=0 \bmod 2$, symbol ${\underset{\sim}{u}}_{i}$ is read
 brackets is present only if $u_{i}=0$ ). So the above rules mark every second $u \dot{u} \ddot{u}$ triple to give a dataword of one of the following two forms

We get a dataword of the form given in (9) if $n+\left\lceil\log _{2} n\right\rceil+c$ is even and we get a dataword of the form given in (10) if $n+\left\lceil\log _{2} n\right\rceil+c$ is odd. To see this recall from the previous paragraph that if $n+\left\lceil\log _{2} n\right\rceil+c$ is odd we read ${\underset{0}{u}}_{n+\left\lceil\log _{2} n\right\rceil+c}$, and when it is read it is deleted along with ${ }_{3} a_{1}$ which is why ${ }_{3} a_{1}$ does not appear at the left end of Dataword (10).
 $\underset{11}{a} \underset{1}{\dot{a}}, \underset{3}{\dot{a}} \rightarrow \underset{11}{a} \dot{a}$,$\} are applied to Datawords (9) and (10) to give Datawords (11) and (12),$ respectively. Note that to produce datawords of the form given in (11) and (12), where the leftmost symbol is $\underset{1}{a}$ instead of $\underset{1}{\dot{a}}$, Datawords (9) and (10) must have even length. The parity of Datawords (9) and (10) depends on the number of $11 i 1$ triples that are marked when reading Dataword (8), as a $1 \dot{1} i \ddot{i}$ triple is marked by replacing with a ${\underset{3}{3}}_{\underset{1}{\mathcal{L}}}^{\dot{3}}$ pair. So if we mark an even number of $11 i 1$ triples, Dataword (9) will have the same parity as Dataword (8), and Dataword (10) will have a different parity from Dataword (8) (since Dataword (10) is missing the leftmost ${ }_{3} a_{1}$ ). So because Dataword (9) is only produced if Dataword (8) is even and Dataword (10) is only produced if Dataword (8) is odd, Dataword (9) and (10) are both even. From the description of Task (a) we know that the number of $\frac{1}{2} \frac{1}{2} 12$ triples marked is even for the first $\left\lceil\log _{2} n\right\rceil+c$ iterations of our algorithm and so it follows that the length of Datawords (9) and (10) are even. For this reason the leftmost symbol in Datawords (11) and (12) is $\underset{1}{a}$ and so undotted symbols are read during the next round.


In Datawords (11) and (12) the 2-tag system is ready to repeat the process of marking every second unmarked symbol. The cases for Datawords (11) and (12) proceed in a similar manner so we will continue only with the case for Dataword (11). Applying the rules $\underset{1}{u} \rightarrow \underset{2}{u} \underset{2}{u} \underset{2}{u}$, $\underset{1}{\mu} \rightarrow \underset{22}{\mu} \dot{\psi} \dot{\operatorname{l}}$ and $\underset{1}{a} \rightarrow \underset{22}{a \dot{a}}$ to Dataword (11) gives

Continuing the computation, the rules used in the first iteration are used again here to mark
 $\underset{3}{a} \underset{3}{a} \underset{3}{a} \underset{2}{\dot{a}}, \underset{2}{\dot{a}} \rightarrow \epsilon$ to Dataword (13) to produce Dataword (14). When reading Dataword (13) each triple $\underset{2}{u} \dot{u} \underset{2}{u}$ causes a shift in the reading frame where if we read the symbols with a single dot before a triple we will read the symbols with no dots after that triple. This means that
 $\underset{2}{\psi} \rightarrow \underset{3}{\psi} \dot{\psi} \dot{\psi}$, and if there is an odd number we read $\dot{\psi} \dot{\alpha}$ and apply the rule $\dot{\psi} \rightarrow \underset{3}{\psi} \dot{\psi} \dot{\psi}$. This allows us to distinguish the parity pairs from all other pairs by changing as described in the paragraph on Task (c), since only the marked parity pairs have the form $\psi \dot{\mu}$ after the final iteration with all other marked pairs having the from pairs when Dataword (13) is read to produce Dataword (14). If we read $\underset{2}{\dot{u}}$ in a ${\underset{2}{i}}_{i} \dot{u}_{2}{\underset{\sim}{u}}_{i}$ triple
 and so when we mark a triple by applying the rule $\underset{2}{\dot{u}} \rightarrow \underset{3}{\psi_{2}} \dot{\psi}_{3}\left(\ddot{\psi}_{3}\right)$ the $\underset{2}{a} \dot{a}$ pairs are deleted because we apply the rule $\underset{2}{\dot{a}} \rightarrow \epsilon$ giving the behavior described in the third paragraph of Task
 in the run of $\underset{2}{a} \dot{a}$ pairs immediately to the left which applies the rule $\underset{2}{a} \rightarrow \underset{3}{a} \underset{3}{a} \underset{3}{a} \dot{a}$ giving the described in the third paragraph of Task (a). Since we have covered the difference between reading even and odd numbers of unmarked symbols during the previous iteration, here we cover only the case where there is an even number of unmarked symbols in Dataword (13). So following a round on Dataword (13) we get a Dataword of the form given in (14).

From our explanation at the end of the previous iteration we know that a single round on Dataword (14) gives a dataword of the form

Each subsequent iteration carries on as described above until we come to iteration $\left\lceil\log _{2} n\right\rceil+c$. From Task (a) we know that during iteration $\left\lceil\log _{2} n\right\rceil+c$ we mark an odd number of $\frac{1}{2} \frac{1}{2} \frac{1}{2}$ triples and so from the paragraph preceding Dataword (9) this means that the leftmost ${ }_{1}^{a}$ gets deleted at the end of iteration $\left\lceil\log _{2} n\right\rceil+c$ to give a Dataword of the form (16). From the description of Task (a) we know that after $\left\lceil\log _{2} n\right\rceil+c$ iterations ${\underset{1}{1}}_{u_{1}}^{1} \dot{u}_{1}$ is the only unmarked pair in the dataword and that the only $a \dot{a}$ pairs to be found are immediately to the left of ${ }_{1}^{u_{1}} \dot{1}_{1}$ in a word of the form $(a \dot{a})^{2^{n+\left\lceil\log _{2} n\right\rceil+c}-1}$ as shown in Dataword (16).

In Dataword (16) following $\left\lceil\log _{2} n\right\rceil+c$ iterations we read the dotted symbol for pairs with
 $\underset{44}{u} \dot{u}, d \rightarrow \epsilon\}$ to give Dataword (17). From the description of Task (c) we know that rule $\underset{3}{\dot{\psi}} \rightarrow \epsilon$ deletes all pairs of the form $\underset{4}{\not 2_{2}{ }^{k}+1} \underset{4}{\dot{\psi}} \dot{2}^{k}+1$ and so from Equation (3) Datawords (17) and (6) are identical.

$$
\begin{equation*}
\bar{u}_{4} \dot{\bar{u}}_{4}{\underset{4}{u}}_{4} \dot{u}_{4}{\underset{4}{4}}_{u_{6}}^{\dot{u}_{6}}{\underset{4}{u}}_{u_{7}}^{\dot{u}_{7}}{\underset{4}{u}}_{u_{8}} \dot{u}_{8}{\underset{4}{u}}_{u_{10}} \dot{u}_{4} 10 \quad \ldots u_{4}+\left\lceil\log _{2} n\right\rceil+c \dot{u}_{4}+\left\lceil\log _{2} n\right\rceil+c(a \dot{a})^{\left.2^{n+\lceil\log } 2 n\right\rceil+c} \tag{17}
\end{equation*}
$$

We can now use Lemma 11 to prove Corollary 12 which will be used in the reduction in our main theorem. In this reduction our tag systems simulate a particular type of Turing machine where the halting time is bounded by what is known as a longevity guard. A longevity guard [8] for a Turing machine $M$ is a function $l: \Sigma^{*} \rightarrow \mathbb{N}$ where on input $w$ either $M$ halts in $\leqslant l(w)$ steps or it runs forever.

- Corollary 12. Let $M$ be an arbitrary nondeterministic Turing machine with a single binary tape and a longevity guard $l$, let $f$ be the function given by Equation (3), and let $s$ be an arbitrary binary word of length $|w|+\left\lceil\log _{2}|w|\right\rceil+c$ where $c=1$ if $2^{\left\lceil\log _{2}|w|\right\rceil}<n+\left\lceil\log _{2}|w|\right\rceil$ otherwise $c=0$. There is a nondeterministic 2-tag system that takes words of the form $f(w, s)$, and halts in time $O\left(l(w)^{2} \log l(w)\right)$ if and only if $M$ halts on input $w$ in time $l(w)$.

Proof. The deterministic tag system algorithm in [15] simulates a Turing machine transition rule $q_{y}, x_{1}, x_{2}, d, q_{z}$ (with current state $q_{y}$, read symbol $x_{1}$, write symbol $x_{2}$, move direction $d \in\{L, R\}$, and next state $q_{z}$ ) using a rule of the form ${\underset{y}{y}}^{y_{y}} \dot{x}_{1} \rightarrow{\underset{y}{0}}_{x_{2}}^{2} \dot{x}_{0} s^{2^{z}}$ if $d=R$, and a rule of the form $x_{y} \dot{x}_{y} \rightarrow s^{2^{z}}{\underset{0}{x}}_{2}{\underset{0}{x}}_{2}$ if $d=L$. In our nondeterministic 2 -tag system there is a rule of one of the two forms given above for each transition rule in the nondeterministic Turing machine $M$. Such a nondeterministic 2-tag system uses the same algorithm as the tag system in [15] and so simulates $t$ steps of $M$ in time $O\left(l(w)^{2} \log l(w)\right)$ (see Theorem 2) halting if and only if $M$ halts. Adding the 2 -tag system from Lemma 11 as a subroutine to such a nondeterministic 2-tag system allows it to simulate $M$ in time $O\left(l(w)^{2} \log l(w)\right)$ when given $f(w, s)$ as input.

To see that the longevity guard is necessary in Corollary 12 consider what happens if we replace $l(w)$ with an arbitrary running time $t$ : Our 2-tag system still halts in time $O\left(t^{2} \log t\right)$ if $M$ halts in time $t$, however it is also possible that our tag system halts in time $O\left(t^{2} \log t\right)$ when $M$ does not halt in time $t$ but does halt at some later time $>t$. This is because the asymptotic bound $O\left(t^{2} \log t\right)$ does not bound precisely the number of simulated Turing machine steps at $t$. So without the longevity guard we get the "if" but not the "only if".

- Theorem 13. The distributional bounded halting problem for nondeterministic 2-tag systems is complete for average-case NP under Ptime randomized reductions.

Proof. We show that for every distributional problem $(D, \mu)$ in NP, there is a Ptime randomized reduction from $(D, \mu)$ to the distributional bounded halting problem for nondeterministic 2-tag systems that satisfies Definition 8.

In [8] Gurevich shows that for each NP distributional problem $(D, \mu)$ there exists a nondeterministic binary Turing machine $M_{i}$ that has a polynomial longevity guard $l$ such that $(D, \mu)$ Ptime reduces to the halting problem for $M_{i}$. Given a binary input word $w$ that encodes an instance $v$ of $D, M_{i}$ halts in $\leqslant l(w)$ steps if and only if $v \in L_{D}$. From Definition 9 a Ptime function $g$ that reduces instances of $D$ to instances of the bounded halting problem for $M_{i}$ is given by

$$
\begin{equation*}
g(v)=\operatorname{Pf}\left(\langle i\rangle, w, 1^{l(w)}\right) \tag{18}
\end{equation*}
$$

Let $\Delta$ be a dilation of $(D, \mu)$ to $\left(D_{\Delta}, \mu_{\Delta}\right)$ where each instance $v \in D$ is mapped to a set of the form $\left\{\operatorname{Pf}\left(v, s_{v}\right) \mid s_{v} \in\{0,1\}^{|w|+\left\lceil\log _{2}|w|\right\rceil+c}\right\}$, with $c=1$ if $2^{\left\lceil\log _{2}|w|\right\rceil}<|w|+\left\lceil\log _{2}|w|\right\rceil$ otherwise $c=0$. Since $g$ is Ptime computable we know from Equation (18) that given $v$ the value $|w|+\left\lceil\log _{2}|w|\right\rceil+c$ can be computed in polynomial time and so there is a randomized algorithm that computes $\Delta$ giving a Ptime dilation. In addition $\Delta$ is also nonrare as $R_{\Delta}=1$ (see Definition 7). So from Definition 8 we can show that $(D, \mu)$ Ptime randomly reduces to the bounded halting problem for 2-tag systems by showing that its nonrare Ptime dilation $\left(D_{\Delta}, \mu_{\Delta}\right)$ Ptime reduces to the bounded halting problem for 2-tag systems.

From Definition 6 and the paragraph before Equation (18) we see that for all $\operatorname{Pf}\left(v, s_{w}\right) \in$ $D_{\Delta}$ we have $\operatorname{Pf}\left(v, s_{w}\right) \in L_{D_{\Delta}}$ if and only if $M_{i}$ halts in time $l(w)$ on input $w$. It follows from Corollary 12 that there is a tag system $T_{j}$ such that for all $\operatorname{Pf}\left(v, s_{w}\right) \in D_{\Delta}, T_{j}$ halts in time $O\left(l(w)^{2} \log l(w)\right)$ on input $f\left(v, s_{w}\right)$ if and only if $P f\left(v, s_{w}\right) \in D_{\Delta}$. So there is a reduction $g^{\prime}$ that reduces instance of $D_{\Delta}$ to instances of the bounded halting problem for $T_{j}$ (Definition 10). The reduction $g^{\prime}$ which is given in Equation (19) satisfies condition 1 of Definition 5.

$$
\begin{equation*}
g^{\prime}\left(P f\left(v, s_{w}\right)\right)=\operatorname{Pf}\left(\langle j\rangle, f\left(w, s_{w}\right), 1^{O\left(l(w)^{2} \log l(w)\right)}\right) \tag{19}
\end{equation*}
$$

Since $g(v)$ in Equation (18) is Ptime computable so too is $g^{\prime}\left(\operatorname{Pf}\left(v, s_{w}\right)\right)$. Now to complete our proof it only remains to show that the reduction $g^{\prime}$ given in Equation (19) satisfies condition 2 of Definition 5.

We already know that the reduction $g$ given in Equation (18) Ptime reduces the distributional problem $(D, \mu)$ to the bounded halting problem for $M_{i}$, and so it follows from condition 2 of Definition 5 and the probability distribution in Definition 9 that there is a polynomial $p_{1}$, such that

$$
\begin{equation*}
\mu(v)<p_{1}(|v|) 2^{-(|\langle i\rangle|+|w|)}|\langle i\rangle|^{-2}|w|^{-2} l(w)^{-2} \tag{20}
\end{equation*}
$$

For simplicity we rewrite Equation (21) as

$$
\begin{equation*}
\mu(v)<p_{1}(v) 2^{-|w|} \tag{21}
\end{equation*}
$$

From Equation (3) we get $\left|f\left(w, s_{w}\right)\right|=2|w|+2 \log _{2}|w|$ and so from Definition 10 the probability of getting an instance $P f\left(\langle j\rangle, f\left(w, s_{w}\right), 1^{O\left(l(w)^{2} \log l(w)\right)}\right)$ is proportional to

$$
\begin{align*}
& \mu\left(\langle j\rangle, f\left(w, s_{w}\right), O\left(l(w)^{2} \log l(w)\right)\right)= \\
& \quad 2^{-\left(|\langle j\rangle|+2|w|+2 \log _{2}|w|\right)}|\langle j\rangle|^{-2}\left(2|w|+2 \log _{2}|w|\right)^{-2}\left(l(w)^{2} \log l(w)\right)^{-2} \tag{22}
\end{align*}
$$

The value $|\langle j\rangle|$ is a constant independent of $|v|$ and the values $|w|$ and $l(w)$ are polynomial in $|v|$ and so there is a polynomial $p_{2}$ such that $p_{2}(|v|)^{-1}<2^{\left(-\left(|\langle j\rangle|+2 \log _{2}|w|\right)\right.}|\langle j\rangle|^{-2}(2|w|+$ $\left.2 \log _{2}|w|\right)^{-2}\left(l(w)^{2} \log l(w)\right)^{-2}$ which substitutes into Equation (22) to give

$$
\begin{equation*}
\mu\left(\langle j\rangle, f\left(w, s_{w}\right), O\left(l(w)^{2} \log l(w)\right)\right)>p_{2}(v)^{-1} 2^{-2|w|} \tag{23}
\end{equation*}
$$

Recall that $\left|w_{s}\right|=|w|+\log _{2}|w|$ and so from Definition 6 an instance of $D_{\Delta}$ given by $\operatorname{Pf}\left(v, w_{s}\right)$ has a probability proportional to

$$
\begin{equation*}
\mu_{\Delta}\left(P f\left(v, w_{s}\right)\right)=\mu(v) 2^{-\left(|w|+\log _{2}|w|\right)} \tag{24}
\end{equation*}
$$

From Equations (21), (23) and (24) we get Equation (25) which shows that the polynomial $p_{1}(|v|) p_{2}(|v|)$ satisfies condition 2 of Definition 5 for the reduction $g^{\prime}$ in Equation (19).

$$
\begin{equation*}
\mu_{\Delta}\left(P f\left(v, w_{s}\right)\right)<p_{1}(|v|) p_{2}(v) \mu\left(\langle j\rangle, f\left(w, s_{w}\right), O\left(l(w)^{2} \log l(w)\right)\right) \tag{25}
\end{equation*}
$$

## 4 An example of the decoding process, with paired notation

In this section we show a diagram of an example of the decoding process, using paired notation.

Each letter $X$ in paired notation represents a pair of letters $X_{0} X_{1}$ in the tag system, of which only one will be read on the next round. Which one? That depends on the parity of the reading frame when it gets read. Often this parity is not known when the pair $X_{0} X_{1}$ is written.

Sometimes a third symbol $\lambda$ is written to the tape, just for the purpose of changing the parity. If read, its rule appends an empty appendant. So it doesn't matter if it gets read or not.

In our paired notation, such a parity-changer is written as $\mid$ as in Figure 2.
The parity with which a pair is read is indicated by a thick line either over or under the symbol, as in Figure 2. So the vertical parts of the thick line are written by the previous line, while the horizontal parts simply alternate between the top and the bottom whenever there is a vertical part. They continue at the top (or bottom) from one line to the next.


Figure 2 Diagram of an example of the decoding process. Each symbol here represents two symbols on the tag system tape, and the line passing over or under the symbols indicates the reading frame parity. The colored lines indicate how the symbols are transformed on each round. The bits marked with primes and eliminated in the final round are (if you trace them back to the initial row) exactly the extra bits used for the encoding. An additional partial round (not shown) over just the $i$ symbols will yield the form guaranteed by Lemma 11: A row of bits, the first of which is uniquely marked, followed by a "counter" whose length is a power of two and which is at least as large as the row of bits, all being read in "plain" parity.

Table 2 The complete rules for the tag system. Paired notation is shown on the left; traditional notation is shown on the right. The initial tape would use either ${ }_{1}^{0}$ or $1_{1}$ as the second symbol in each $A_{i}$ pair (not necessarily even matching the first symbol of the pair), but ever after the first round the second symbols of the $A_{i}$ pairs will be as shown here. Since these input symbols will not be read, they make no difference. At the end, after a final partial round over just the $a \dot{* *}$ symbols, the correspondence of symbols in the final tape is $D_{0}=\frac{\overline{0}}{4} \dot{\overline{0}}, D_{1}=\underset{44}{\overline{1} \dot{1}}, d_{0}=\underset{44}{00}, d_{1}=\underset{44}{1 \dot{1}}$, and $e=\underset{4}{a} \dot{a}$, and the tape is exactly the target dataword specified by Lemma 11.

| symbol in diagram | rule for plain parity | rule for flipped parity | corresponding original symbols and rules |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{0}$ | $\underline{A_{0}} \longrightarrow B_{0}$ | $\overline{A_{0}} \longrightarrow i \mid D_{0}$ | ${ }_{11}^{00}$ |  |  |
| $A_{1}$ | $\underline{A_{1}} \longrightarrow B_{1}$ | $\overline{A_{1}} \longrightarrow i \mid D_{1}$ | 11 | ${ }_{1} \rightarrow \frac{11}{2} \frac{1}{2}$ | $\underset{1}{1} \rightarrow{ }_{* *}^{a \dot{a}} d \overline{1} \overline{1}_{4}$ |
| $a_{0}^{\prime}$ | $\underline{a_{0}^{\prime}} \longrightarrow b_{0}^{\prime}$ | $\overline{a_{0}^{\prime}} \longrightarrow$ | $\emptyset \dot{\emptyset}$ | $\emptyset_{1} \rightarrow \chi_{22} \dot{\phi} \dot{\phi}$ | $\underset{1}{\dot{\emptyset}} \rightarrow$ |
| $a_{1}^{\prime}$ | $\underline{a_{1}^{\prime}} \longrightarrow b_{1}^{\prime}$ | $\overline{a_{1}^{\prime}} \longrightarrow$ | $1{ }_{11} 1$ | ${ }_{1}^{\mathcal{A}} \rightarrow{\underset{2}{2}}_{1}^{1}$ | $\underset{1}{\dot{\lambda}} \rightarrow$ |
| $a_{0}$ | $\underline{a_{0}} \longrightarrow b_{0}$ | $\overline{a_{0}} \longrightarrow d_{0}$ | ¢ 11 |  | ${ }_{1}^{\text {¢ }} \rightarrow{ }_{1} \rightarrow 0 \dot{0}$ |
| $a_{1}$ | $\underline{a_{1}} \longrightarrow b_{1}$ | $\overline{a_{1}} \longrightarrow d_{1}$ | $\pm 1$ | $\underset{1}{X} \rightarrow \underset{\sim}{X}{ }_{2}$ | $\underset{1}{\dot{1}} \rightarrow{ }_{44}^{1}$ |
| ; | ; $\longrightarrow$, | $\bar{\longrightarrow}{ }^{\text {l }}$ | $\underset{1}{a} \times$ | $\underset{1}{a} \rightarrow{ }_{*}{ }_{*} \dot{a}$ | $\underset{1}{\dot{a}} \rightarrow \underset{* *}{a} \dot{a}$ |
| $B_{0}$ | $\underline{B_{0}} \longrightarrow C_{0}$ | $\overline{B_{0}} \longrightarrow c_{0}^{\prime}$ | ${ }_{22}^{00}$ |  | $\dot{0}_{2} \rightarrow \emptyset_{33} \dot{\underline{\emptyset}} \ddot{\emptyset}$ |
| $B_{1}$ | $\underline{B_{1}} \longrightarrow . C_{1}$ | $\overline{B_{1}} \longrightarrow c_{1}^{\prime}$ | ${ }_{2} 11$ |  | $\underset{2}{1} \rightarrow \underset{3}{1 \times 1}$ |
| $b_{0}^{\prime}$ | $\underline{b_{0}^{\prime}} \longrightarrow c_{0}$ | $\overline{b_{0}^{\prime}} \longrightarrow c_{0}^{\prime}$ | $\emptyset \chi_{22} \dot{\emptyset}$ | $\underbrace{}_{2} \rightarrow \chi_{33}$ | $\dot{\emptyset}_{2} \dot{\emptyset}_{3} \emptyset_{3} \dot{\underline{\emptyset}}$ |
| $b_{1}^{\prime}$ | $\underline{b_{1}^{\prime}} \longrightarrow c_{1}$ | $\overline{b_{1}^{\prime}} \longrightarrow c_{1}^{\prime}$ | $1{ }_{2}^{11}$ |  | $\underset{2}{\dot{x}} \rightarrow \underset{3}{1} \underset{\sim}{1}$ |
| $b_{0}$ | $\underline{b_{0}} \longrightarrow c_{0}$ | $\overline{b_{0}} \longrightarrow c_{0}$ | \% ${ }_{2}$ |  |  |
| $b_{1}$ | $\underline{b_{1}} \longrightarrow c_{1}$ |  | $\chi_{2} \chi^{(1)}$ |  | $\underset{2}{\dot{X}} \rightarrow \underset{3}{X} \dot{X}$ |
| , | , $\longrightarrow$. | ; $\longrightarrow$ | $\underset{2}{a}{ }_{\text {2 }}$ |  | $\underset{2}{\dot{a}} \rightarrow$ |
| $C_{0}$ | $\underline{C_{0}} \longrightarrow A_{0}$ | $\overline{C_{0}} \longrightarrow A_{0}$ | ${ }_{33}{ }^{\text {a }}$ | ${ }_{3}^{0} \rightarrow{ }_{11}^{00}$ | ${ }_{3}^{+} \rightarrow{ }_{11}^{0} \dot{0}^{1}$ |
| $C_{1}$ | $\underline{C_{1}} \longrightarrow A_{1}$ | $\overline{C_{1}} \longrightarrow A_{1}$ | ${ }_{3}^{11}$ | ${ }_{3}^{1} \rightarrow{ }_{1}^{1} 1$ | ${ }_{3}^{1} \rightarrow{ }_{1}^{1} 1$ |
| $c_{0}^{\prime}$ | $\underline{c_{0}^{\prime}} \longrightarrow a_{0}^{\prime}$ | $\overline{c_{0}^{\prime}} \longrightarrow a_{0}^{\prime}$ | $\emptyset_{3} \emptyset \dot{\emptyset}$ | $\emptyset_{3} \rightarrow \emptyset_{11} \dot{\emptyset}$ | $\dot{\emptyset}_{3} \rightarrow \emptyset_{11} \dot{\emptyset}$ |
| $c_{1}^{\prime}$ | $\underline{c_{1}^{\prime}} \longrightarrow a_{1}^{\prime}$ | $\overline{c_{1}^{\prime}} \longrightarrow a_{1}^{\prime}$ | ${ }_{3}^{11}$ |  | $\underset{3}{\dot{X}} \rightarrow \underset{11}{1}$ |
| $c_{0}$ | $\underline{c_{0}} \longrightarrow a_{0}$ | $\overline{c_{0}} \longrightarrow a_{0}$ | \% | $\underset{3}{\chi} \rightarrow \chi_{11} \chi_{1}$ | $\underset{3}{\dot{\phi}} \rightarrow \chi_{11} \dot{\text { ¢ }}$ |
| $c_{1}$ | $\underline{c_{1}} \longrightarrow a_{1}$ | $\overline{c_{1}} \longrightarrow a_{1}$ | ${ }_{3}{ }^{1}$ | $\underset{3}{X} \rightarrow \underset{11}{X}$ | $\underset{3}{\dot{X}} \rightarrow{ }_{11}^{\text {X }}$ |
| . | $: \longrightarrow$; | $=\longrightarrow$; | ${ }_{3}^{a}{ }_{3}{ }^{\text {a }}$ | $\underset{3}{a} \rightarrow \underset{1}{a \dot{1}}$ |  |
| $i$ | $\underline{i} \longrightarrow e$ | $\bar{i} \longrightarrow e$ | $\underset{* *}{a \dot{a}}$ | $\underset{*}{a} \rightarrow{ }_{4}{ }_{4} \dot{a}$ | $\underset{*}{\dot{a}} \rightarrow{ }_{4}^{\text {a }}$ 依 |

The production rules in this notation therefore need to include the thick line either over or under the symbol on the left hand side, but on the right hand side only vertical thick lines can appear, no horizontal ones.

The correspondence between the symbols used in Figure 2 (which are compressed due to space constraints in the figure) and the symbols used in the paper is given in Table 2.
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#### Abstract

We study the classical, two-sided stable marriage problem under pairwise preferences. In the most general setting, agents are allowed to express their preferences as comparisons of any two of their edges and they also have the right to declare a draw or even withdraw from such a comparison. This freedom is then gradually restricted as we specify six stages of orderedness in the preferences, ending with the classical case of strictly ordered lists. We study all cases occurring when combining the three known notions of stability - weak, strong and super-stability - under the assumption that each side of the bipartite market obtains one of the six degrees of orderedness. By designing three polynomial algorithms and two NP-completeness proofs we determine the complexity of all cases not yet known, and thus give an exact boundary in terms of preference structure between tractable and intractable cases.
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## 1 Introduction

In the 2016 USA Presidential Elections, polls unequivocally reported Democratic presidential nominee Bernie Sanders to be more popular than Republican candidate Donald Trump [33, 34]. However, Sanders was beaten by Clinton in their own party's primary election cycle, thus the 2016 Democratic National Convention endorsed Hillary Clinton to be the Democrat's candidate. In the Presidential Elections, Trump defeated Clinton. This recent example demonstrates well how inconsistent pairwise preferences can be.

Preferences play an essential role in the stable marriage problem and its extensions. In the classical setting [13], each man and woman expresses their preferences on the members of the opposite gender by providing a strictly ordered list. A set of marriages is stable if no

© Ágnes Cseh and Attila Juhos;
licensed under Creative Commons License CC-BY
36th International Symposium on Theoretical Aspects of Computer Science (STACS 2019)
Editors: Rolf Niedermeier and Christophe Paul; Article No. 21; pp. 21:1-21:16


Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
pair of agents blocks it. A man and a woman form a blocking pair if they mutually prefer one another to their respective spouses.

Requiring strict preference orders in the stable marriage problem is a strong assumption, which rarely suits real world scenarios [4]. The study of less restrictive preference structures has been flourishing [3, 10, 18, 22, 24, 27] for decades. As soon as one allows for ties in preference lists, the definition of a blocking edge needs to be revisited. In the literature, three intuitive definitions are used, each of which defines weakly, strongly and super stable matchings. According to weak stability, a matching is blocked by an edge $u w$ if agents $u$ and $w$ both strictly prefer one another to their partners in the matching. A strongly blocking edge is preferred strictly by one end vertex, whereas it is not strictly worse than the matching edge at the other end vertex. A blocking edge is at least as good as the matching edge for both end vertices in the super stable case. Super stable matchings are strongly stable and strongly stable matchings are weakly stable by definition.

Weak stability is an intuitive notion that is most aligned with the classical blocking edge definition in the model defined by Gale and Shapley [13]. However, reaching strong stability is the goal to achieve in many applications, such as college admission programs. In most countries, students need to submit a strict ordering in the application procedure, but colleges are not able to rank all applicants strictly, hence large ties occur in their lists. According to the equal treatment policy used in Chile and Hungary for example, it may not occur that a student is rejected from a college preferred by him, even though other students with the same score are admitted [5, 30]. Other countries, such as Ireland [7], break ties with lottery, which gives way to a weakly stable solution. Super stable matchings are admittedly less relevant in applications, however, they represent worst-case scenarios if uncertain information is given about the agents' preferences. If two edges are incomparable to each other due to incomplete information derived from the agent, then it is exactly the notion of a super stable matching that guarantees stability, no matter what the agent's true preferences are.

The goal of our present work is to investigate the three cases of stability in the presence of more general preference structures than ties.

### 1.1 Related work

It is an empirical fact that cyclic and intransitive preferences often emerge in the broad topic of voting and representation, if the set of voters differs for some pairwise comparisons [2], such as in our earlier example with the polls on the Clinton-Sanders-Trump battle. Preference aggregation is another field that often yields intransitive group preferences, as the famous Condorcet-paradox [8] also states.

It might be less known that nontrivial preference structures naturally emerge in the preferences of individuals as well. The study of cyclic and intransitive preferences of a person has been triggering scientists from a wide range of fields for decades. Blavatsky [6] demonstrated that in choice situations under risk, the overwhelming majority of individuals expresses intransitive choice and violation of standard consistency requirements. Humphrey [16] found that cyclic preferences persist even when the choice triple is repeated for the second time. Using MRI scanners, neuroscientists identified brain regions encoding 'local desirability', which led to clear, systematic and predictable intransitive choices of the participants of the experiment [23]. Cyclic and intransitive preferences occur naturally in multi-attribute comparisons [11, 29]. May [29] studied the choice on a prospective partner and found that a significant portion of the participants expressed the same cyclic preference relations if candidates lacking exactly one of the three properties intelligence, looks, and wealth were offered at pairwise comparisons. In this paper, we investigate the stable marriage problem
equipped with the ubiquitous and well-studied preference structures of pairwise preferences that might be intransitive or cyclic.

Regarding the stable marriage problem, all three notions of stability have been thoroughly investigated if preferences are given in the form of a partially ordered set, a list with ties or a strict list $[13,18,22,24,27,28]$. Weakly stable matchings always exist and can be found in polynomial time [27], and a super stable matching or a proof for its non-existence can also be produced in polynomial time [18, 28]. The most sophisticated ideas are needed in the case of strong stability, which turned out to be solvable in polynomial time if both sides have tied preferences [18]. Irving [18] remarked that "Algorithms that we have described can easily be extended to the more general problem in which each person's preferences are expressed as a partial order. This merely involves interpreting the 'head' of each person's (current) poset as the set of source nodes, and the 'tail' as the set of sink nodes, in the corresponding directed acyclic graph." Together with his coauthors, he refuted this statement for strongly stable matchings and shows that exchanging ties for posets actually makes the strongly stable marriage problem NP-complete [22]. We show it in this paper that the intermediate case, namely when one side has ties preferences, while the other side has posets, is solvable in polynomial time.

Beyond posets, studies on the stable marriage problem with general preferences occur sporadically. These we include in Table 1 to give a structured overview on them. Intransitive, acyclic preference lists were permitted by Abraham [1], who connects the stable roommates problem with the maximum size weakly stable marriage problem with intransitive, acyclic preference lists in order to derive a structural perspective. Aziz et al. [3] discussed the stable marriage problem under uncertain pairwise preferences. They also considered the case of certain, but cyclic preferences and show that deciding whether a weakly stable matching exists is NP-complete if both sides can have cycles in their preferences. Strongly and super stable matchings were discussed by Farczadi et al. [10]. Throughout their paper they assumed that one side has strict preferences, and show that finding a strongly or a super stable matching (or proving that none exists) can be done in polynomial time if the other side has cyclic lists, where cycles of length at least 3 are permitted to occur, but the problems become NP-complete as soon as cycles of length 2 are also allowed.

### 1.2 Our contribution

This paper aims to provide a coherent framework for the complexity of the stable marriage problem under various preference structures. We consider the three known notions of stability: weak, strong and super. In our analysis we distinguish six stages of entropy in the preference lists; strict lists, lists with ties, posets, acyclic pairwise preferences, asymmetric pairwise preferences and arbitrary pairwise preferences. All of these have been defined in earlier papers, along with some results on them. Here we collect and organize these known results in all three notions of stability, considering six cases of orderedness for each side of the bipartite graph. Table 1 summarizes these results. Rows and columns distinguish between preference relations considered on the two sides of the graph. The cell itself shows the complexity class of determining whether the specified problem admits a stable matching. All of our positive results also deliver a stable matching or a proof for its nonexistence. For sake of conciseness, NP-completeness is shortened to NP.

Each of the three tables contained empty cells, i.e. cases with unknown complexity so far. These are denoted by color in Table 1. We fill all gaps, providing two NP-completeness proofs and three polynomial time algorithms. Interestingly, the three tables have the border between polynomial time and NP-complete cases at very different places.

Table 1 The complexity tables for weak, strong and super-stability.

| WEAK | strict | ties | poset | acyclic | asymmetric or arbitrary |
| :--- | :---: | :---: | :---: | :---: | :---: |
| strict | $\mathcal{O}(m)[13]$ | $\mathcal{O}(m)[18]$ | $\mathcal{O}(m)[27]$ | $\mathcal{O}(m)$ | NP |
| ties |  | $\mathcal{O}(m)[18]$ | $\mathcal{O}(m)[27]$ | $\mathcal{O}(m)$ | NP |
| poset |  |  | $\mathcal{O}(m)[27]$ | $\mathcal{O}(m)$ | NP |
| acyclic |  |  |  | $\mathcal{O}(m)$ | NP |
| asymmetric or arbitrary |  |  |  |  | NP $[3]$ |


| STRONG | strict | ties | poset | acyclic | asymmetric | arbitrary |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| strict | $\mathcal{O}(m)[13]$ | $\mathcal{O}(n m)[18,24]$ | pol $[10]$ | pol $[10]$ | pol [10] | $\mathrm{NP}[10]$ |
| ties |  | $\mathcal{O}(n m)[18,24]$ | $\mathcal{O}\left(m n^{2}+m^{2}\right)$ | $\mathcal{O}\left(m n^{2}+m^{2}\right)$ | $\mathcal{O}\left(m n^{2}+m^{2}\right)$ | $\mathrm{NP}[10]$ |
| poset |  |  | $\mathrm{NP}[22]$ | $\mathrm{NP}[22]$ | $\mathrm{NP}[22]$ | $\mathrm{NP}[22]$ |
| acyclic |  |  |  | $\mathrm{NP}[22]$ | $\mathrm{NP}[22]$ | $\mathrm{NP}[22]$ |
| asymmetric |  |  |  |  |  | $\mathrm{NP}[22]$ |
| arbitrary |  |  |  |  | $\mathrm{NP}[22]$ |  |


| SUPER | strict | ties | poset | acyclic | asymm. | arbitrary |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| strict | $\mathcal{O}(m)[13]$ | $\mathcal{O}(m)[18]$ | $\mathcal{O}(m)[18,28]$ | $\mathcal{O}(m)[10]$ | $\mathcal{O}(m)[10]$ | NP $[10]$ |
| ties |  | $\mathcal{O}(m)[18]$ | $\mathcal{O}(m)[18,28]$ | $\mathcal{O}\left(\boldsymbol{n}^{2} \boldsymbol{m}\right)$ | $\mathcal{O}\left(\boldsymbol{n}^{2} \boldsymbol{m}\right)$ | NP [10] |
| poset |  |  | $\mathcal{O}(m)[18,28]$ | $\mathcal{O}\left(\boldsymbol{n}^{2} \boldsymbol{m}\right)$ | $\boldsymbol{\mathcal { O } ( \boldsymbol { n } ^ { 2 } \boldsymbol { m } )}$ | NP [10] |
| acyclic |  |  |  | NP | NP | NP [10] |
| asymmetric |  |  |  |  | NP | NP [10] |
| arbitrary |  |  |  |  | NP $[10]$ |  |

Structure of the paper. We define the problem variants formally in Section 2. Weak, strong and super stable matchings are then discussed in Sections 3, 4 and 5, respectively.

## 2 Preliminaries

In the stable marriage problem, we are given a not necessarily complete bipartite graph $G=(U \cup W, E)$, where vertices in $U$ represent men, vertices in $W$ represent women, and edges mark the acceptable relationships between them. Each person $v \in U \cup W$ specifies a set $\mathcal{R}_{v}$ of pairwise comparisons on the vertices adjacent to them. These comparisons as ordered pairs define four possible relations between two vertices $a$ and $b$ in the neighborhood of $v$.

- $a$ is preferred to $b$, while $b$ is not preferred to $a$ by $v: a \prec_{v} b$;
- $a$ is not preferred to $b$, while $b$ is preferred to $a$ by $v: a \succ_{v} b$;
- $a$ is not preferred to $b$, neither is $b$ preferred to $a$ by $v: a \sim_{v} b$;
- $a$ is preferred to $b$, so is $b$ preferred to $a$ by $v: a \|_{v} b$.

In words, the first two relationships express that an agent $v$ prefers one agent strictly to the other. The third option is interpreted as incomparability, or a not yet known relation between the two agents. The last relation tells that $v$ knows for sure that the two options are equally good. For example, if $v$ is a sports sponsor considering to offer a contract to exactly one of players $a$ and $b$, then $v$ 's preferences are described by these four relations in the following scenarios: $a$ beats $b, b$ beats $a, a$ and $b$ have not played against each other yet, and finally, $a$ and $b$ played a draw.

We say that edge va dominates edge $v b$ if $a \prec_{v} b$. If $a \prec_{v} b$ or $a \sim_{v} b$, then $b$ is not preferred to $a$. Sticking to our previous example with players $a$ and $b$, this relation delivers
the information that either $a$ has beaten $b$ or they have not played yet. With this amount of somewhat uncertain information, the sports sponsor has no reason to choose $b$, and choosing $a$ is also risky, because it might be the case that the two players have not played against each other yet. For two out of the three notions of stability, we will define blocking based on this risk. Another choice would be to replace $a \sim_{v} b$ by $a \|_{v} b$ in the definition above. While it would lead to an equally correct model, we chose incomparability consciously. Some early papers $[18,19]$ do not distinguish between two agents being incomparable and equally good, while some others in the more recent literature [3, 10] motivate strong and super-stability with uncertain information. Our definition fits the more recent framework.

The partner of vertex $v$ in matching $M$ is denoted by $M(v)$. The neighborhood of $v$ in graph $G$ is denoted by $\mathcal{N}_{G}(v)$ and it consists of all vertices that are adjacent to $v$ in $G$. To ease notation, we introduce the empty set as a possible partner to each vertex, symbolizing the vertex remaining unmatched in a matching $M(M(v)=\emptyset)$. As usual, being matched to any acceptable vertex is preferred to not being matched at all: $a \prec_{v} \emptyset$ for every $a \in \mathcal{N}(v)$. Edges to unacceptable partners do not exist, thus these are not in any pairwise relation to each other or to edges incident to $v$.

We differentiate six degrees of preference orderedness in our study.

1. The strictest, classical two-sided model [13] requires each vertex to rank all of its neighbors in a strict order of preference. For each vertex, this translates to a transitive and complete set of pairwise relations on all adjacent vertices.
2. This model has been relaxed very early to lists admitting ties [18]. The pairwise preferences of vertex $v$ form a preference list with ties if the neighbors of $v$ can be clustered into some sets $N_{1}, N_{2}, \ldots, N_{k}$ so that vertices in the same set are incomparable, while for any two vertices in different sets, the vertex in the set with the lower index is strictly preferred to the other one.
3. Following the traditions [12, 19, 22, 27], the third degree of orderedness we define is when preferences are expressed as posets. Any set of antisymmetric and transitive pairwise preferences by definition forms a partially ordered set.
4. By dropping transitivity but still keeping the structure cycle-free, we arrive to acyclic preferences [1]. This category allows for example $a \sim_{v} c$, if $a \prec_{v} b \prec_{v} c$, but it excludes $a \|_{v} c$ and $a \succ_{v} c$.
5. Asymmetric preferences [10] may contain cycles of length at least 3 . This is equivalent to dropping acyclicity from the previous cluster, but still prohibiting the indifference relation $a \|_{v} b$, which is essentially a 2 -cycle in the form $a$ is preferred to $b$, and $b$ is preferred to $a$.
6. Finally, an arbitrary set of pairwise preferences can also be allowed [3, 10].

A matching is stable if it admits no blocking edge. For strict preferences, a blocking edge was defined in the seminal paper of Gale and Shapley [13]: an edge $u v \notin M$ blocks matching $M$ if both $u$ and $v$ prefer each other to their partner in $M$ or they are unmatched. Already when extending this notion to preference lists with ties, one needs to specify how to deal with incomparability. Irving [18] defined three notions of stability. We extend them to pairwise preferences in the coming three sections. We omit the adjectives weakly, strongly, and super wherever there is no ambiguity about the type of stability in question. All missing proofs can be found in the full version of the paper [9].

## 3 Weak stability

In weak stability, an edge outside of $M$ blocks $M$ if it is strictly preferred to the matching edge by both of its end vertices. From this definition follows that $w \|_{u} w^{\prime}$ and $w \sim_{u} w^{\prime}$
are exchangeable in weak stability, because blocking occurs only if the non-matching edge dominates the matching edges at both end vertices. Therefore, an instance with arbitrary pairwise preferences can be assumed to be asymmetric.

- Definition 1 (blocking edge for weak stability). Edge uw blocks $M$, if

1. $u w \notin M$;
2. $w \prec_{u} M(u)$;
3. $u \prec_{w} M(w)$.

For weak stability, preference structures up to posets have been investigated, see Table 1. A stable solution is guaranteed to exist in these cases [18, 27]. Here we extend this result to acyclic lists, and complement it with a hardness proof for all cases where asymmetric lists appear, even if they do so on one side only.

- Theorem 2. Any instance of the stable marriage problem with acyclic pairwise preferences for all vertices admits a weakly stable matching, and there is a polynomial time algorithm to determine such a matching.

Proof. We utilize a widely used argument [18] to show this. For acyclic relations $\mathcal{R}_{v}$, a linear extension $\mathcal{R}_{v}^{\prime}$ of $\mathcal{R}_{v}$ exists. The extended instance with linear preferences is guaranteed to admit a stable matching [13]. Compared to $\mathcal{R}_{v}$, relations in $\mathcal{R}_{v}^{\prime}$ impose more constraints on stability, therefore, they can only restrict the original set of weakly stable solutions. If both sides have acyclic lists, a stable matching is thus guaranteed to exist and a single run of the Gale-Shapley algorithm on the extended instance delivers one.

Stable matchings are not guaranteed to exist as soon as a cycle appears in the preferences, as Example 3 demonstrates. Theorem 4 shows that the decision problem is in fact hard from that point on.

- Example 3. No stable matching can be found in the following instance with strict lists on one side and asymmetric lists on the other side. There are three men $u_{1}, u_{2}, u_{3}$ adjacent to one woman $w$. The woman's pairwise preferences are cyclic: $u_{1} \prec u_{2}, u_{2} \prec u_{3}, u_{3} \prec u_{1}$. Any stable matching $M$ must consist of a single edge. Since the men's preferences are identical, we can assume that $u_{1} w \in M$ without loss of generality. Then $u_{3} w$ blocks $M$.
- Theorem 4. If one side has strict lists, while the other side has asymmetric pairwise preferences, then determining whether a weakly stable matching exists is NP-complete, even if each agent finds at most four other agents acceptable.


## 4 Strong stability

In strong stability, an edge outside of $M$ blocks $M$ if it is strictly preferred to the matching edge by one of its end vertices, while the other end vertex does not prefer its matching edge to it.

- Definition 5 (blocking edge for strong stability). Edge uw blocks $M$, if

1. $u w \notin M$;
2. $u w \notin M$;
3. $w \prec_{u} M(u)$ or $w \sim_{u} M(u) ; \quad$ or
4. $w \prec_{u} M(u)$;
5. $u \prec_{w} M(w)$,
6. $u \prec_{w} M(w)$ or $u \sim_{w} M(w)$.

## Á. Cseh and A. Juhos

The largest set of relevant publications has appeared on strong stability, yet gaps were present in the complexity table, see Table 1. In this section we present a polynomial algorithm that is valid in all cases not solved yet. We assume men to have preference lists with ties, and women to have asymmetric relations. Our algorithm returns a strongly stable matching or a proof for its nonexistence. It can be seen as an extended version of Irving's algorithm for strongly stable matchings in instances with ties on both sides [18]. Our contribution is a sophisticated rejection routine, which is necessary here, because of the intransitivity of preferences on the women's side. The algorithm in [10] solves the problem for strict lists on the men's side, and it is much simpler than ours. It was designed for super stable matchings, but strong and super stability do not differ if one side has strict lists. For this reason, that algorithm is not suitable for an extension in strong stability.

Roughly speaking, our algorithm alternates between two phases, both of which iteratively eliminate edges that cannot occur in a strongly stable matching. In the first phase, GaleShapley proposals and rejections happen, while the second phase focuses on finding a vertex set violating the Hall condition in a specified subgraph. Finally, if no edge can be eliminated any more, then we show that an arbitrary maximum matching is either stable or it is a proof for the non-existence of stable matchings. Algorithms 1 and 2 below provide a pseudocode. The time complexity analysis has been shifted to the full version of the paper [9].

The second phase of the algorithm relies on the notion of the critical set in a bipartite graph, also utilized in [18], which we sketch here. For an exhaustive description we refer the reader to [26]. The well-known Hall-condition [15] states that there is a matching covering the entire vertex set $U$ if and only if for each $X \subseteq U,|\mathcal{N}(X)| \geq|X|$. Informally speaking, the reason for no matching being able to cover all the vertices in $U$ is that a subset $X$ of them has too few neighbors in $W$ to cover their needs. The difference $\delta(X)=|X|-|\mathcal{N}(X)|$ is called the deficiency of $X$. It is straightforward that for any $X \subseteq U$, at least $\delta(X)$ vertices in $X$ cannot be covered by any matching in $G$, if $\delta(X)>0$. Let $\delta(G)$ denote the maximum deficiency over all subsets of $U$. Since $\delta(\emptyset)=0$, we know that $\delta(G) \geq 0$. Moreover, it can be shown the size of maximum matching is $\nu(G)=|U|-\delta(G)$. If we let $Z_{1}, Z_{2}$ be two arbitrary subsets of $U$ realizing the maximum deficiency, then $Z_{1} \cap Z_{2}$ has maximum deficiency as well. Therefore, the intersection of all maximum-deficiency subsets of $U$ is the unique set with maximum deficiency with the following properties: it has the lowest number of elements and it is contained in all other subsets with maximum deficiency. This set is called the critical set of $G$. Last but not least, it is computationally easy to determine the critical set, since for any maximum matching $M$ in $G$, the critical set consists of vertices in $U$ not covered by $M$ and vertices in $U$ reachable from the uncovered ones via an alternating path.

- Theorem 6. If one side has tied preferences, while the other side has asymmetric pairwise preferences, then deciding whether the instance admits a strongly stable matching can be done in $\mathcal{O}\left(m n^{2}+m^{2}\right)$ time.

Initialization. For the clarity of our proofs, we add a dummy partner $w_{u}$ to the bottom of the list of each man $u$, where $w_{u}$ is not acceptable to any other man (line 1). We call the modified instance $\mathcal{I}^{\prime}$. This standard technical modification is to ensure that all men are matched in all stable matchings. At start, all edges are inactive (line 2). The possible states of an edge and the transitions between them are illustrated in Figure 1.

First phase. The first phase of our algorithm (lines 3-9) imitates the classical Gale-Shapley deferred acceptance procedure. In the first round, each unmatched man simultaneously
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```
Algorithm 1 Strongly stable matching with ties and asymmetric relations.
Input: \(\mathcal{I}=\left(U, W, E, \mathcal{R}_{U}, \mathcal{R}_{W}\right) ; \mathcal{R}_{U}\) : lists with ties, \(\mathcal{R}_{W}\) : asymmetric.
```


## INITIALIZATION

for each $u \in U$ add an extra woman $w_{u}$ at the end of his list; $w_{u}$ is only acceptable for $u$ set all edges to be inactive

## PHASE 1

while there exists a man with no active edge do propose along all edges of each such man $u$ in the next tie on his list for each new proposal edge $u w$ do reject all edges $u^{\prime} w$ such that $u \prec_{w} u^{\prime}$ end for STRONG_REJECT()
end while
PHASE 2
let $G_{A}$ be the graph of active edges with $V\left(G_{A}\right)=U \cup W$
let $U^{\prime} \subseteq U$ be the critical set of men with respect to $G_{A}$
if $U^{\prime} \neq \emptyset$ then all active edges of each $u \in U^{\prime}$ are rejected STRONG_REJECT() goto PHASE 1
end if

## OUTPUT

let M be a maximum matching in $G_{A}$
if $M$ covers all women who have ever had an active edge then
STOP, OUTPUT $M \cap E$ and "There is a strongly stable matching."
else
STOP, OUTPUT "There is no strongly stable matching."
end if

```
Algorithm 2 STRONG_REJECT().
    let \(R=U\)
    while \(R \neq \emptyset\) do
        let \(u\) be an element of \(R\)
        if \(u\) has exactly one active edge \(u w\) then
            reject all \(u^{\prime} w\) such that \(u^{\prime} \sim_{w} u\)
            if \(u^{\prime} w\) was active, then let \(R:=R \cup\left\{u^{\prime}\right\}\)
        else if \(u\) has no active edge then
            reject all \(u^{\prime} w\) such that \(w\) is in the proposal tie of \(u\) and \(u^{\prime} \sim_{w} u\)
            if \(u^{\prime} w\) was active, then let \(R:=R \cup\left\{u^{\prime}\right\}\)
        end if
        let \(R:=R \backslash\{u\}\)
    end while
```

proposes to all women in his top tie (line 4). The so far inactive edges that now carry a proposal are called active proposal edges, or just active edges. Active edges stay active if they are accepted by the woman, and they become rejected proposal edges as soon as they are rejected by the woman they run to. The tie that a man has just proposed along is called the man's proposal tie. If all edges in the proposal tie are rejected (or more precisely, they become rejected proposal edges), then the man steps down on his list and proposes along all edges in the next tie (lines 3-4).

Proposals cause two types of rejections in the graph (lines 5-8), based on the rules below. Notice that these rules are more sophisticated than in the Gale-Shapley or Irving algorithms [13, 18]. The most striking difference may be that rejected edges are not deleted from the graph, since they can very well carry a proposal later. To be fully accurate, inactive edges that are rejected become rejected inactive edges (see Figure 1). Upon carrying a proposal later, they convert to a rejected proposal edge. This latter is the same state an edge ends up in if it is first proposed along and then rejected.

Edges that carry a proposal in this round, but have not carried a proposal in earlier rounds, i.e. edges in the proposal tie of men, are called new proposal edges (for instance, see line 5). Once again notice that these edges might or might not be active, depending on whether they have been rejected earlier.

- For each new proposal edge $u w, w$ rejects all edges to which $u w$ is strictly preferred (lines 5-7). Note again that $u w$ might have been rejected earlier than being proposed along, in which case $u w$ is a proposal edge without being active.
- The second kind of rejections are detailed in Algorithm 2. We search for a man in the set $R$ of men to be investigated, whose set of active edges has cardinality at most 1 (lines 23-25). If any such man has exactly one active edge $u w$ (line 26), then all other edges that are incident to $w$ and incomparable to $u w$ are rejected (line 27). If man $u^{\prime}$ has lost an active edge in the previous operation, then $u^{\prime}$ is added back to the set $R$ of men to be investigated in later rounds (line 28). The other case is when a man $u$ has no active edge at all (line 29). In this case, all edges that are incident to any neighbor $w$ of $u$ in his - now fully rejected - proposal tie and incomparable to $u w$ at $w$ are rejected (line 30). The set $R$ is again supplemented by those men who lost active edges during the previous operation (line 31). Finally, the man $u$ chosen at the beginning of this rejection round is excluded from $R$.
As mentioned earlier, men without any active edge proceed to propose along the next tie in their list. These operations are executed until there is no more edge to propose along or to reject, which marks the end of the first phase.

Second phase. In the second phase, the set of active edges induce the graph $G_{A}$, on which we examine the critical set $U^{\prime}$ (lines $10-11$ ). If $U^{\prime}$ is not empty, then all active edges of each $u \in U^{\prime}$ are rejected (line 13). These rejections might trigger more rejections, which are handled by calling Algorithm 2 as a subroutine (line 14). The mass rejections in line 13 generate a new proposal tie for at least one man, returning to the first phase (line 15). Note that an empty critical set leads to producing the output, which is described just below.

Output. In the final set of active edges, an arbitrary maximum matching $M$ is calculated (line 17). If $M$ covers all women who have ever had an active edge, then we send it to the output (lines 18-19), otherwise we report that no stable matching exists (lines 20-21).

We prove Theorem 6 via a number of claims, building up the proof as follows. The first three claims provide the technical footing for the last two claims. Claim 7 is a rather
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Figure 1 The possible states of an edge $u w$ in Algorithm 1. The solid gray edges between the states symbolize proposals, while the dotted black edges mark the rejections of vertex $w$.
technical observation about the righteousness of the input initialization. An edge appearing in any stable matching is called a stable edge. Claim 8 shows that no stable edge is ever rejected. Claim 9 proves that all stable matchings must cover all women who have ever received an offer. Then, Claim 10 proves that if the algorithm outputs a matching, then it must be stable, and Claim 11 along with Corollary 12 conclude the opposite direction: if stable matchings exist, then one is outputted by our algorithm.
$\triangleright$ Claim 7. A matching in $\mathcal{I}^{\prime}$ is stable if and only if its restriction to $\mathcal{I}$ is stable and it covers all men in $\mathcal{I}^{\prime}$.

Proof. If a matching in $\mathcal{I}^{\prime}$ leaves a man $u$ unmatched, then $u w_{u}$ blocks the matching. Thus all stable matchings in $\mathcal{I}^{\prime}$ cover all men. Furthermore, the restriction to $\mathcal{I}$ of a stable matching in $\mathcal{I}^{\prime}$ cannot be blocked by any edge in $\mathcal{I}$, because this blocking edge also exists in $\mathcal{I}^{\prime}$.

A stable matching in $\mathcal{I}$, supplemented by the dummy edges for all unmatched men cannot be blocked by any edge in $\mathcal{I}^{\prime}$, because dummy edges are last-choice edges and regular edges block in both instances simultaneously.
$\triangleright$ Claim 8. No stable edge is ever rejected in the algorithm.
Proof. Let us suppose that $u w$ is the first rejected stable edge and the corresponding stable matching is $M$. There are four rejection calls, in lines $6,13,27$, and 30 . In all cases we derive a contradiction. Our arguments are illustrated in Figure 2.

- Line 6: $u w$ was rejected because $w$ received a proposal from a man $u^{\prime}$ such that $u^{\prime} \prec_{w} u$. Since $M$ is stable, $u^{\prime}$ must have a partner $w^{\prime}$ in $M$ such that $w^{\prime} \prec_{u^{\prime}} w$. We also know that $u^{\prime}$ has reached $w$ with its proposal ties, thus, due to the monotonicity of proposals, $u^{\prime} w^{\prime} \in M$ must have been rejected before $u w$ was rejected. This contradicts our assumption that $u w$ was the first rejected stable edge.
- Lines 27 and 30: rejection was caused by a man $u^{\prime}$ such that $u^{\prime} \sim_{w} u$.

Either the whole proposal tie of $u^{\prime}$ was rejected or $u^{\prime} w$ was the only active edge within this tie. Since $M$ is stable, $u^{\prime}$ must have a partner $w^{\prime}$ in $M$. Since $u^{\prime} w^{\prime}$ is a stable edge, it cannot have been rejected previously. Consequently, $w \prec_{u^{\prime}} w^{\prime}$. Thus, $u^{\prime} w$ blocks $M$, which contradicts its stability.

- Line 13: $u w$ was rejected as an active edge incident to the critical set $U^{\prime}$ in $G_{A}$. Let $W^{\prime}=\mathcal{N}_{G_{A}}\left(U^{\prime}\right), U^{\prime \prime}=\left\{u \in U^{\prime}: M(u) \in W^{\prime}\right\}$, and $W^{\prime \prime}=\left\{w \in W^{\prime}: M(w) \in U^{\prime}\right\}$. In words, $W^{\prime}$ is the neighborhood of $U^{\prime}$, while $U^{\prime \prime}$ and $W^{\prime \prime}$ represent the men and women in $U^{\prime}$ and $W^{\prime}$ who are paired up in $M$. Due to our assumption, $u \in U^{\prime \prime}$ and $w \in W^{\prime \prime}$. We claim that $\left|U^{\prime} \backslash U^{\prime \prime}\right|<\left|U^{\prime}\right|$ and $\delta\left(U^{\prime} \backslash U^{\prime \prime}\right) \geq \delta\left(U^{\prime}\right)$, which contradicts the fact that $U^{\prime}$ is critical. Since $U^{\prime \prime} \neq \emptyset$, the first part holds. Note that $\left|U^{\prime \prime}\right|=\left|W^{\prime \prime}\right|$, so it suffices to show that $\mathcal{N}_{G_{A}}\left(U^{\prime} \backslash U^{\prime \prime}\right) \subseteq W^{\prime} \backslash W^{\prime \prime}$, because in that case

$$
\begin{aligned}
\delta\left(U^{\prime} \backslash U^{\prime \prime}\right)=\left|U^{\prime} \backslash U^{\prime \prime}\right|-\left|\mathcal{N}_{G_{A}}\left(U^{\prime} \backslash U^{\prime \prime}\right)\right| & \geq\left|U^{\prime} \backslash U^{\prime \prime}\right|-\left|W^{\prime} \backslash W^{\prime \prime}\right|= \\
& =\left(\left|U^{\prime}\right|-\left|W^{\prime}\right|\right)-\left(\left|U^{\prime \prime}\right|-\left|W^{\prime \prime}\right|\right)= \\
& =\left|U^{\prime}\right|-\left|W^{\prime}\right|=\delta\left(U^{\prime}\right),
\end{aligned}
$$

which would prove the second part of our claim.
What remains to show is that $\mathcal{N}_{G_{A}}\left(U^{\prime} \backslash U^{\prime \prime}\right) \subseteq W^{\prime} \backslash W^{\prime \prime}$. Suppose the contrary, i.e. that there exists an edge $a b$ in $G_{A}$ from $U^{\prime} \backslash U^{\prime \prime}$ to $W^{\prime \prime}$. See the third graph in Figure 2. We know that $b \in W^{\prime \prime}$ by our indirect assumption, hence $a^{\prime}=M(b) \in U^{\prime \prime}$ by the definition of $U^{\prime \prime}$, and $a^{\prime} \neq a$, because $a \notin U^{\prime \prime}$. Moreover, $a b$ and $a^{\prime} b$ are edges in $G_{A}$, thus both of them are active. Therefore, $a \sim_{b} a^{\prime}$, for otherwise $b$ would have rejected one of them. In order to keep $M$ stable, $a$ must be paired up in $M$ with some woman $b^{\prime}$. Since no stable edge has been rejected so far and $a b$ does not block $M$, we know that $b^{\prime} \sim_{a} b$, thus $b^{\prime}$ is in $a$ 's proposal tie. Edge $a b^{\prime}$ is stable and no stable edge has been rejected yet, thus $a b^{\prime}$ is active along with $a b$. Therefore, $a b^{\prime} \in E\left(G_{A}\right)$ and $b^{\prime} \in W^{\prime}$. Moreover, $a b^{\prime} \in M$, hence $a \in U^{\prime \prime}$ and $b^{\prime} \in W^{\prime \prime}$ by the definition of $U^{\prime \prime}$ and $W^{\prime \prime}$, which contradicts the assumption that $a \notin U^{\prime \prime}$.


Figure 2 The three cases in Claim 8. Gray edges are in $M$. The arrows point to the strictly preferred edges.
$\triangleright$ Claim 9. Women who have ever had an active edge must be matched in all stable matchings.

Proof. Claim 8 shows that stable matchings allocate each man $u$ a partner not better than his final proposal tie. If a man $u$ proposed to woman $w$ and yet $w$ is unmatched in the stable matching $M$, then $u w$ blocks $M$, which contradicts the stability of $M$.
$\triangleright$ Claim 10. If our algorithm outputs a matching, then it is stable.
Proof. We need to show that any maximum matching $M$ in $G_{A}$ is stable, if it covers all women who have ever held a proposal. Let $M$ be such a matching. Due to the exit criteria of the second phase (lines 11 and 12), $M$ covers all men. By contradiction, let us assume that $M$ is blocked by an edge $u w$. This can occur in three cases.
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- While $w$ is unmatched, $u$ does not prefer $M(u)$ to $w$. Since $u w$ carried a proposal at the same time or before $u M(u) \in E\left(G_{A}\right)$ was activated, $w$ is a woman who has held an offer during the course of the algorithm. We assumed that all these women are matched in $M$.
- While $w \prec_{u} M(u), w$ does not prefer $M(w)$ to $u$.

The full tie at $u$ containing $u w$ must have been rejected in the algorithm, otherwise $u M(u)$ would not be an active edge. We know that either $u \prec_{w} M(w)$ or $u \sim_{w} M(w)$ holds. If $u \prec_{w} M(w)$, then $w M(w)$ had to be rejected when $u$ proposed to $w$, which contradicts our assumption that $w M(w) \in E\left(G_{A}\right)$. Hence, $u \sim_{w} M(w)$. Thus, when $u w$ and its full tie was rejected at $u, M(w) w$ also should have been rejected in a STRONG_REJECT procedure, which leads to the same contradiction with $w M(w) \in E\left(G_{A}\right)$.

- While $u \prec_{w} M(w)$, $u$ does not prefer $M(u)$ to $w$. Since $u M(u)$ is an active edge, $u w$ has carried a proposal, because $M(u)$ is not preferred to $w$ by $u$. When $u w$ was proposed along, $w$ should have rejected $M(w) w$, to which $u w$ is strictly preferred. This contradicts our assumption that $w M(w) \in E\left(G_{A}\right)$.
$\triangleright$ Claim 11. If $\mathcal{I}^{\prime}$ admits a stable matching $M^{\prime}$, then any maximum matching $M$ in the final $G_{A}$ covers all women who have ever held a proposal.

Proof. From Claims 7 and 9 we know that $M^{\prime}$ covers all women who have ever held a proposal and all men. It is also obvious that matching $M$ found in line 17 covers all men, for otherwise $U^{\prime}$ could not have been the empty set in line 12 and the execution would have returned to the first phase. This means that $|M|=\left|M^{\prime}\right|$. On the other hand, all women covered by $M \subseteq E\left(G_{A}\right)$ are fit with active edges in $G_{A}$. Therefore, women covered by $M$ represent only a subset of women who have ever had an active edge, i.e. the women covered by $M^{\prime}$. In order to $M$ and $M^{\prime}$ have the same cardinality, they must cover exactly the same women. Thus, $M$ covers all women who have ever received a proposal.

- Corollary 12. If $\mathcal{I}$ admits a stable matching then our algorithm outputs one.

Proof. Since the edges between men and their dummy partners cannot be rejected, the algorithm will proceed to line 17. Courtesy of Claim 11, the output $M$ covers all women who have ever received a proposal. According to Claim 10, this matching is stable, and thus we output a stable matching of $\mathcal{I}$.

## 5 Super-stability

In super-stability, an edge outside of $M$ blocks $M$ if neither of its end vertices prefer their matching edge to it.

- Definition 13 (blocking edge for super-stability). Edge uw blocks $M$, if

1. $u w \notin M$;
2. $w \prec_{u} M(u)$ or $w \sim_{u} M(u)$;
3. $u \prec_{w} M(w)$ or $u \sim_{w} M(w)$.

The set of already investigated problems is remarkable for super-stability, see Table 1. Up to posets on both sides, a polynomial algorithm is known to decide whether a stable solution exists [18, 28]. Even though it is not explicitly written there, a blocking edge in the super stable sense is identical to the definition of a blocking edge given in [10]. It is shown there that if one vertex class has strictly ordered preference lists and the other vertex class
has arbitrary relations, then determining whether a stable solution exists is NP-complete, but if the second class has asymmetric lists, then the problem becomes tractable.

We first show that a polynomial algorithm exists up to partially ordered relations on one side and asymmetric relations on the other side. Our algorithm can be seen as an extension of the one in [10]. Our added contributions are a more sophisticated proposal routine and the condition on stability in the output. These are necessary as men are allowed to have acyclic preferences instead of strictly ordered lists, as in [10]. Finally, we prove that acyclic relations on both sides make the problem hard.

- Theorem 14. If one side has posets as preferences, while the other side has asymmetric pairwise preferences, then deciding whether the instance admits a super stable matching can be done in $\mathcal{O}\left(n^{2} m\right)$ time.

We prove this theorem by designing an algorithm that produces a stable matching or a proof for its nonexistence, see Algorithm 3. We assume men to have posets as preferences and women to have asymmetric relations. We remark that non-empty posets always have a non-empty set of maximal elements: these are the ones that are not dominated by any other element. Women in the set of maximal elements are called maximal women.

At start, an arbitrary man proposes to one of his maximal women. An offer from $u$ is temporarily accepted by $w$ if and only if $u \prec_{w} u^{\prime}$ for every man $u^{\prime} \neq u$ who has ever proposed to $w$. This rule forces each woman to reproof her current match every time a new proposal arrives. Accepted offers are called engagements. The proposal edges or engagements not meeting the above requirement are immediately deleted from the graph. Each man then reexamines the poset of women still on his list. If any of the maximal women is not holding an offer from him, then he proposes to her. The process terminates and the output is generated when no man has maximal women he has not proposed to. Notice that while women hold at most one proposal at a time, men might have several engagements in the output.

```
Algorithm 3 Super stable matching with posets and asymmetric relations.
Input: \(\mathcal{I}=\left(U, W, E, \mathcal{R}_{U}, \mathcal{R}_{W}\right) ; \mathcal{R}_{U}\) : posets, \(\mathcal{R}_{W}\) : asymmetric.
    while there is a man \(u\) who has not proposed to a maximal woman \(w\) do
        \(u\) proposes to \(w\)
        if \(u \prec_{w} u^{\prime}\) for all \(u^{\prime} \in U\) who has ever proposed to \(w\) then
            \(w\) accepts the proposal of \(u\), uw becomes an engagement
        else
            \(w\) rejects the proposal and deletes \(u w\)
        end if
        if \(w\) had a previous engagement to \(u^{\prime}\) and \(u \prec_{w} u^{\prime}\) or \(u \sim_{w} u^{\prime}\) then
                \(w\) breaks the engagement to \(u^{\prime}\) and deletes \(u^{\prime} w\)
        end if
    end while
    let \(M\) be the set of engagements
    if \(M\) is a matching that covers all women who have ever received a proposal then
        STOP, OUTPUT \(M\) and " \(M\) is a super stable matching."
    else
        STOP, OUTPUT "There is no super stable matching."
    end if
```
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The correctness and time complexity of our algorithm is shown in the full version of the paper [9], where we prove that the set of engagements $M$ is a matching that covers all women who ever received a proposal if and only if the instance admits a stable matching.

- Theorem 15. If both sides have acyclic pairwise preferences, then determining whether a super stable matching exists is NP-complete, even if each agent finds at most four other agents acceptable.


## 6 Conclusion and open questions

We completed the complexity study of the stable marriage problem with pairwise preferences. Despite of the integrity of this work, our approach opens the way to new research problems.

The six degrees of orderedness can be interpreted in the non-bipartite stable roommates problem as well. For strictly ordered preferences, all three notions of stability reduce to the classical stable roommates problem, which can be solved in $\mathcal{O}(m)$ time [17]. The weakly stable variant becomes NP-complete already if ties are present [31], while the strongly stable version can be solved with ties in polynomial time, but it is NP-complete for posets. The complexity analysis of these cases is thus complete. Not so for super-stability, for which there is an $\mathcal{O}(m)$ time algorithm for preferences ordered as posets [19], while the case with asymmetric preferences was shown here to be NP-complete for bipartite instances as well. We conjecture that the intermediate case of acyclic preferences is also polynomially solvable and the algorithm of Irving and Manlove can be extended to it.

The Rural Hospitals Theorem [14] states that the set of matched vertices is identical in all stable matchings. It has been shown to hold for strongly and super stable matchings [20, 27] and fail for weak stability, if preferences contain ties - even for non-bipartite instances. We remark that these results carry over even to the most general pairwise preference setting. To see this, one only needs to sketch the usual alternating path argument: assume that there is a vertex $v$ that is covered by a stable matching $M_{1}$, but left uncovered by another stable matching $M_{2}$. Then, $M_{1}(v)$ must strictly prefer its partner in $M_{2}$ to $v$, otherwise edge $v M_{1}(v)$ blocks $M_{2}$. Iterating this argument, we derive that such a $v$ cannot exist. The Rural Hospitals Theorem might indicate a rich underlying structure of the set of stable matchings. Such results were shown in the case of preferences with ties. Strongly stable matchings are known to form a distributive lattice [27], and there is a partial order with $\mathcal{O}(m)$ elements representing all strongly stable matchings [25]. However, once posets are allowed in the preferences, the lattice structure falls apart [27]. The set of super stable matchings has been shown to form a distributive lattice if preferences are expressed in the form of posets [27, 32]. The questions arise naturally: does this distributive lattice structure carry over to more advanced preference structures in the super stable case? Also, even if no distributive lattice exists on the set of strongly stable matchings, is there any other structure and if so, how far does it extend in terms of orderedness of preferences?
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#### Abstract

A standard approach to define $k$-ary word relations over a finite alphabet $\mathbb{A}$ is through $k$-tape finite state automata that recognize regular languages $L$ over $\{1, \ldots, k\} \times \mathbb{A}$, where $(i, a)$ is interpreted as reading letter $a$ from tape $i$. Accordingly, a word $w \in L$ denotes the tuple $\left(u_{1}, \ldots, u_{k}\right) \in\left(\mathbb{A}^{*}\right)^{k}$ in which $u_{i}$ is the projection of $w$ onto $i$-labelled letters. While this formalism defines the well-studied class of rational relations, enforcing restrictions on the reading regime from the tapes, which we call synchronization, yields various sub-classes of relations. Such synchronization restrictions are imposed through regular properties on the projection of the language $L$ onto $\{1, \ldots, k\}$. In this way, for each regular language $C \subseteq\{1, \ldots, k\}^{*}$, one obtains a class $\operatorname{Rel}(C)$ of relations. Synchronous, Recognizable, and Length-preserving rational relations are all examples of classes that can be defined in this way.

We study basic properties of these classes of relations, in terms of closure under intersection, complement, concatenation, Kleene star and projection. We characterize the classes with each closure property. For the binary case $(k=2)$ this yields effective procedures.
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## 1 Introduction

We study relations of finite words, that is, sets $R \subseteq\left(\mathbb{A}^{*}\right)^{k}$ for a finite alphabet $\mathbb{A}$ and $k \in \mathbb{N}$, where $\left(\mathbb{A}^{*}\right)^{k}$ is the cartesian product of $k$ copies of $\mathbb{A}^{*}$. The study of these relations dates back to the works of Büchi, Elgot, Mezei, and Nivat in the 1960s [11, 15, 24], with much subsequent work done later (e.g., [7, 13]). Most of the investigations focused on extending the standard notion of regularity from languages to relations. This effort has followed the long-standing tradition of using equational, operational, and descriptive formalisms - that is, finite monoids, automata, and regular expressions - for describing relations, and gave rise to three different classes of relations: Recognizable, Automatic (a.k.a. Regular [7] or Synchronous [20, 13]), and Rational.

The above classes of relations can be seen as three particular examples of a much larger (in fact infinite) range of possibilities, where relations are described by special languages over extended alphabets, called synchronizing languages [18]. Intuitively, the idea is to describe a $k$-ary relation by means of a $k$-tape automaton with $k$ heads, one for each tape, which can move independently of one another. In the basic framework of synchronized relations, one lets each head of the automaton either move right or stay in the same position. In addition, one can constrain the possible sequences of head motions by a suitable
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regular language $C \subseteq\{1, \ldots, k\}^{*}$. In this way, each regular language $C \subseteq\{1, \ldots, k\}^{*}$ induces a class of $k$-ary relations, denoted $\operatorname{REL}(C)$, which is contained in the class Rational (due to Nivat's Theorem [24]). For example, on binary relations, the classes Recognizable, Automatic, and Rational are captured, respectively, by the languages $C_{\mathrm{Rec}}=\{1\}^{*} \cdot\{2\}^{*}$, $C_{\text {Aut }}=\{12\}^{*} \cdot\{1\}^{*} \cup\{12\}^{*} \cdot\{2\}^{*}$, and $C_{\text {Rat }}=\{1,2\}^{*}$. Roughly speaking, any other class that can be defined through the 'tape behavior' of a multi-tape automaton will be also captured by this framework. Other examples include length-preserving, or $\alpha$-synchronous relations [12]. However, it should be noted that other well-known subclasses of rational relations, such as deterministic or functional relations, are not captured by the notion of synchronization. In general, the correspondence between a language $C \subseteq\{1, \ldots, k\}^{*}$ and the induced class $\operatorname{REL}(C)$ of synchronized relations is not one-to-one: it may happen that different languages $C, D$ induce the same class of synchronized relations. The problem of when two classes of synchronized relations coincide, and when one is contained in the other has been only recently solved for the case of binary relations [14], while the case for arbitrary $k$-ary relations remains open. In this work we identify, among the infinitely many synchronized classes of relations, which are those with good closure properties, in terms of paradigmatic operations such as intersection, complement, concatenation, projection, or Kleene star.

## Motivation

The motivation for identifying and studying well-behaved classes of word relations, besides its intrinsic interest within formal language theory, stems from various areas. One motivation comes from verification of safety and liveness properties of parameterized systems, where relations describe transitions $[1,10,22,26]$. Another one arises from the study of Automatic Structures [8], where word languages and relations are used to describe infinite structures, and good closure properties are necessary to obtain effective model checking of logics. Another example is the study of formal models underlying IBM's tools for text extraction into a relational model [16]; where several classes of relations emerge (some outside Rational) with differing closure properties. Yet another comes from graph databases, which are actively studied as a suitable model for RDF data, social networks data, and others [2]. Paths in graph databases are described by their labels and hence they are abstracted as finite words. These paths need to be compared, for instance, for their degree of similarity, edit distance, or other relations [3, 5, 23]. As a concrete link with the present work we consider CRPQs - a basic query language for graph-structured data. As it was shown in [4], allowing rational relations in CRPQs turns the query evaluation problem undecidable. There have therefore been efforts towards finding subclasses of Rational relations that preserve decidability for CRPQs (e.g. $[5,17,6]$ ), often exploiting an effective closure under intersection on the underlying subclass of relations. Part of our motivation for studying closure under intersection stems from our ambition, as future work, to characterize all synchronized classes of relations that can be added to CRPQs while preserving decidability.

## Contribution

Our main contribution is a characterization for each of the studied closure properties, the main results can be summarized as follows.

- Theorem. For every regular $C \subseteq \mathcal{D}^{*}$, it is decidable whether $\operatorname{ReL}(C)$ is closed under intersection, complement, concatenation, Kleene star and projection.

While some of the characterizations we give are for arbitrary arity relations, we were only able to show decidability for binary arity. Indeed, the decidability of these characterizations relies, crucially, on the decidability of testing for inclusion between synchronized classes, which has only been shown for binary relations [14].

We do not include closure under union since it can be easily seen that all classes defined in this way are closed under union. The most involved result is closure under intersection. The main property we will prove is that $\operatorname{Rel}(C)$ is closed under intersection if, and only if, $\operatorname{Rel}(C) \subseteq \operatorname{Rel}(D)$ for some $D$ whose Parikh-image is injective (i.e., there are no two distinct words of $D$ with the same Parikh-image). Further, we show that this can be tested, and such a language $D$ can be effectively constructed, whenever possible. In the same vein, we obtain that $\operatorname{Rel}(C)$ is closed under complement if, and only if, $\operatorname{Rel}(C)=\operatorname{Rel}(D)$ for some $D$ with a bijective Parikh-image. (Observe that closure under complement implies closure under intersection in view of the fact that all classes are closed under union.)

## Related work

The formalization of the framework to describe synchronized classes of relations has been introduced only recently [18]. As mentioned, the problem of containment between classes of relations has been addressed in [14] for the binary case. The formalism of synchronizations has been also extended beyond rational relations by means of semi-linear constraints [17] in the context of querying graph databases.

The paper [9] studies relations with origin information, as induced by non-deterministic (one-way) finite state transducers. Origin information can be seen as a way to describe a synchronization between input and output words - somehow in the same spirit of our synchronization languages - and was exploited to recover decidability of the equivalence problem for transducers. The paper [19] pursues further this principle by studying "distortions" of the origin information, called resynchronizations. The paper [27] studies the uniformization problem for synchronized relations.

## Organization

After a preliminary Section 2, we show the main result characterizing closure under intersection in Section 3. In Section 4 we study closure under complement and another variant that we call "relativized complement". In Section 5 we give characterizations for closure under concatenation, Kleene star and projection. We conclude with Section 6.

## 2 Preliminaries

We denote by $\mathbb{N}$ the set of non-negative integers. $\mathbb{A}, \mathbb{B}$ denote arbitrary finite alphabets and for $k \in \mathbb{N}, k \geq 1, \mathbb{k}$ denotes the $k$-letter alphabet $\{1, \ldots, k\}$. For a word $w \in \mathbb{A}^{*},|w|$ is its length, and $|w|_{a}$ is the number of occurrences of symbol $a$ in $w$.

## Regular languages

We use standard notation for regular expressions without complement, namely, for expressions built up from the empty set, the empty word $\varepsilon$ and the symbols $a \in \mathbb{A}$, using the operations $\cdot, \cup$, and ( $)^{*}$. For economy of space and clarity we use the abbreviated notation ()$^{n},()^{<n}$, ()$^{\geq n},()^{n *}$, and ()$^{* n}$ - the last two being shorthands for $\left(()^{n}\right)^{*}$ and $\left(()^{*}\right)^{n}$ respectively. We abuse the notation ()$^{k}$ to also denote the cartesian product of $k$ copies of the same set (typically $\left.\left(\mathbb{A}^{*}\right)^{k}\right)$ when there is no risk of confusion. We also identify regular expressions with
the defined languages; for example, we may write $a b b c \in a \cdot b^{\geq 2} \cdot(c \cup d)^{*}, b(a b)^{*}=(b a)^{*} b$ and $\{a, b\}^{*} \cdot c=(a \cup b)^{*} \cdot c$. The star-height of a regular expression is the maximum number of nested Kleene stars ( $)^{*}$. Given $u=a_{1} \cdots a_{n} \in \mathbb{A}^{*}$ and $v=b_{1} \cdots b_{n} \in \mathbb{B}^{*}$, we write $u \otimes v$ for the word $\left(a_{1}, b_{1}\right) \cdots\left(a_{n}, b_{n}\right) \in(\mathbb{A} \times \mathbb{B})^{*}$. Similarly, given $U \subseteq \mathbb{A}^{*}, V \subseteq \mathbb{B}^{*}$, we write $U \otimes V \subseteq(\mathbb{A} \times \mathbb{B})^{*}$ for the set $\{u \otimes v: u \in U, v \in V,|u|=|v|\}$. Given two languages $L, L^{\prime}$ over $\mathbb{A}$, we write $L \subseteq_{\text {reg }} L^{\prime}$ to denote that $L$ is a regular subset of $L^{\prime}$.

A regular expression $C \subseteq \mathscr{2}^{*}$ is concat-star, if it is of the form

$$
C=C_{1}^{*} u_{1} C_{2}^{*} u_{2} \cdots C_{n}^{*} u_{n}
$$

for $n \in \mathbb{N}$, words $u_{1}, \ldots, u_{n}$, and regular expressions $C_{1}, \ldots, C_{n}$ where none of the $C_{i}$ 's describes the empty language. The $C_{i}^{*}$ s from $(\star)$ are called components of the concat-star. A concat-star expression like $(\star)$ is smooth if either $n \leq 2$ or there are no $\ell, s \in \mathcal{Q}$ and $1 \leq i<n$ such that $C_{i} \subseteq \ell^{*}, C_{i+1} \subseteq s^{*}$. We say that a regular language $L$ is concat-star (resp. smooth) if it admits a concat-star (resp. smooth) expression.

## Parikh-images and linear sets

The Parikh-image of $w \in \mathscr{P}^{*}$ is the pair associating each symbol of $\mathcal{D}$ to its number of occurrences in $w$, i.e. $\pi(w)=\left(|w|_{1},|w|_{2}\right)$. We naturally extend this to languages $L \subseteq \mathscr{P}^{*}$ by letting $\pi(L) \stackrel{\text { def }}{=}\{\pi(w): w \in L\}\left(\subseteq \mathbb{N}^{2}\right)$. A language $C \subseteq \mathcal{D}^{*}$ is Parikh-injective if for every $u, v \in C$, if $\pi(u)=\pi(v)$ then $u=v$; it is Parikh-surjective if $\pi(C)=\mathbb{N}^{2}$; and it is Parikh-bijective if it is both Parikh-injective and -surjective. We will use the product order $\left(\leq, \mathbb{N}^{2}\right)$, defined by $(n, m) \leq\left(n^{\prime}, m^{\prime}\right)$ iff $n \leq n^{\prime}$ and $m \leq m^{\prime}$. Given a vector $\bar{x} \in \mathbb{N}^{2}$ and a set $X=\left\{\bar{x}_{1}, \ldots, \bar{x}_{n}\right\} \subseteq \mathbb{N}^{2}$ (in our case, the Parikh-image of words from $\mathbb{D}^{*}$ ), we define the linear set generated by $X$ and $\bar{x}$ as $\langle\bar{x}, X\rangle=\left\{\bar{x}+\alpha_{1} \cdot \bar{x}_{1}+\cdots+\alpha_{n} \bar{x}_{n}: \alpha_{i} \in \mathbb{N}\right\}$. For economy of space we write $\langle X\rangle$ as short for $\langle\overline{0}, X\rangle$, where $\overline{0}=(0,0)$. Note that, in particular, $\langle\emptyset\rangle=\{\overline{0}\}$. A semi-linear set is a finite union of linear sets. The following fact will be useful in the next section.

- Lemma 1. For every semi-linear set $V \subseteq \mathbb{N}^{2}$ there exists a Parikh-injective language $C \subseteq_{\text {reg }} \mathcal{D}^{*}$ such that $\pi(C)=V$.

Two sets of vectors $X, Y \subseteq \mathbb{N}^{2}$ are independent if $\overline{0} \notin X \cup Y$ and $\langle X\rangle \cap\langle Y\rangle=\{\overline{0}\} ;$ otherwise they are dependent. We say that two languages over $\mathcal{L}$ are Parikh-independent (resp. Parikh-dependent) if their Parikh-images are. We abuse notation and say that $\bar{x}$ and $\bar{y}$ are (in)dependent whenever $\{\bar{x}\}$ and $\{\bar{y}\}$ are (in)dependent, and likewise for words. We will need the following simple observation later.

- Observation 2. If $u$ and $v$ are Parikh-independent, for every $s, t, s^{\prime}, t^{\prime} \in \mathbb{N}$, if $\pi\left(u^{s} v^{s^{\prime}}\right)=$ $\pi\left(v^{t} u^{t^{\prime}}\right)$, then $s^{\prime}=t$ and $t^{\prime}=s$.

Indeed, we have that $s \cdot \pi(u)+s^{\prime} \cdot \pi(v)=t^{\prime} \cdot \pi(u)+t \cdot \pi(v)$. Let us assume that $s^{\prime} \leq t$ (the case in which is $\geq$ is similar). Then $t^{\prime} \leq s$ and so we have $\left(s-t^{\prime}\right) \cdot \pi(u)=\left(t-s^{\prime}\right) \cdot \pi(v)$ which implies $s-t^{\prime}=0=t-s^{\prime}$ since $u$ and $v$ are Parikh-independent. Then $s^{\prime}=t$ and $t^{\prime}=s$.

### 2.1 Synchronized relations

A synchronization of a tuple $\left(w_{1}, \ldots, w_{k}\right)$ of words over $\mathbb{A}$ is a word over $\mathbb{k} \times \mathbb{A}$ such that the projection onto $\mathbb{A}$ of positions labeled by $i$ is exactly $w_{i}$, for $i=1, \ldots, k$. For example, the words $(1, a)(1, b)(2, a)$ and $(1, a)(2, a)(1, b)$ are two possible synchronizations of the same pair $(a b, a)$. Every word $w \in(\mathbb{k} \times \mathbb{A})^{*}$ is a synchronization of a unique tuple $\left(w_{1}, \ldots, w_{k}\right)$
of words over $\mathbb{A}$, where for all $i \in\{1, \ldots, k\}, i^{\left|w_{i}\right|} \otimes w_{i}$ is the projection of $w$ onto the alphabet $\{i\} \times \mathbb{A}$. We denote such tuple $\left(w_{1}, \ldots, w_{k}\right)$ by $\llbracket w \rrbracket_{k}$ and extend the notation to languages $L \subseteq(\mathbb{k} \times \mathbb{A})^{*}$ by denoting the unique $k$-ary relation synchronized by $L$ as $\llbracket L \rrbracket_{k} \xlongequal{\text { def }}$ $\left\{\llbracket w \rrbracket_{k}: w \in L\right\}$. In our previous example, $\llbracket(1, a)(1, b)(2, a) \rrbracket_{2}=\llbracket(1, a)(2, a)(1, b) \rrbracket_{2}=(a b, a)$, and $\llbracket\{(1, a)(2, a),(1, a)(2, b),(1, b)(2, a),(1, b)(2, b)\}^{*} \rrbracket_{2}$ is the equal-length relation on the alphabet $\{a, b\}$.

In this setup, we define classes of relations by restricting the set of admitted synchronizations. One way of doing so is to fix a language $C \subseteq_{\text {reg }} \mathbb{k}^{*}$, called control language, and let $L$ vary over all regular languages over $\mathbb{k} \times \mathbb{A}$ whose projections onto $\mathbb{k}$ are in $C$. Thus, given $k \in \mathbb{N}$ and $C \subseteq_{\text {reg }} \mathbb{k}^{*}$, we define the class of $k$-ary $C$-controlled relations as

$$
\operatorname{REL}_{k}(C) \stackrel{\text { def }}{=}\left\{\left(\llbracket L \rrbracket_{k}, \mathbb{A}\right): L \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}, \mathbb{A} \text { is a finite alphabet }\right\} .
$$

Whenever $k$ is clear from the context, we write $\llbracket w \rrbracket, \llbracket L \rrbracket$ and $\operatorname{REL}(C)$. For economy of space, we write $C==_{\text {Rel }} D$ as short for $\operatorname{ReL}(C)=\operatorname{Rel}(D)$, and we say that $C$ is Relequivalent to $D$. Similarly, we write $C \subseteq_{\operatorname{ReL}} D$ as short for $\operatorname{ReL}(C) \subseteq \operatorname{ReL}(D)$ and we say that $C$ is Rel-contained in $D$. The definition makes explicit the alphabet used for each relation, in contrast to previous definitions of synchronized classes [18, 14]. The reason for this is that in particular we study closure under complement, which requires the alphabet to be specified. However, we observe that synchronized classes are closed under taking super-alphabets, and thus the alphabet can be often disregarded. We then write $R \in \operatorname{ReL}(C)$ to denote $(R, \mathbb{A}) \in \operatorname{Rel}(C)$ for some $\mathbb{A}$.

- Observation 3. If $(R, \mathbb{A}) \in \operatorname{REL}(C)$ then $\left(R, \mathbb{A}^{\prime}\right) \in \operatorname{REL}(C)$ for every $\mathbb{A} \subseteq \mathbb{A}^{\prime}$. If $(R, \mathbb{A}) \in \operatorname{ReL}(C)$ then $\left(R, \mathbb{A}_{R}\right) \in \operatorname{ReL}(C)$, where $\mathbb{A}_{R} \subseteq \mathbb{A}$ is the set of symbols present in $R$.

Clearly, $C \subseteq_{\text {reg }} D \subseteq_{\text {reg }} \mathbb{k}^{*}$ implies $C \subseteq_{\text {ReL }} D$, but the converse does not hold: $\operatorname{REL}_{2}\left(C_{\text {Rec }}\right)$ $=$ Recognizable $\subsetneq$ Automatic $=\operatorname{REL}_{2}\left(C_{\mathrm{Aut}}\right)$, but $C_{\mathrm{Rec}} \nsubseteq C_{\mathrm{Aut}}$. Moreover, different control languages may induce the same class of synchronized relations. For any two regular $C, D \subseteq_{\text {reg }}$ $\mathbb{k}^{*}$ it is decidable to test whether $C \subseteq_{\text {Rel }} D$ in the case $k=2$ [14], but for arbitrary $k$-ary relations the decidability of the class containment problem is open. Henceforward, Rational will denote the class $\operatorname{Rel}\left(\mathscr{2}^{*}\right)$ of rational relations.

We restate some properties from [14] that we will use throughout (the proofs in [14] are for the case $k=2$ but they can be easily generalized to arbitrary $k$ ). We will use the notation $R \cdot S$ to denote the usual concatenation of relations, more specifically, given $R, S \subseteq\left(\mathbb{A}^{*}\right)^{k}$, $R \cdot S=\left\{\left(u \cdot u^{\prime}, v \cdot v^{\prime}\right):(u, v) \in R\right.$ and $\left.\left(u^{\prime}, v^{\prime}\right) \in S\right\}$.

- Lemma 4 (Lemma 2 of [14]). For every $C, D, C^{\prime}, D^{\prime} \subseteq_{\text {reg }} \mathbb{k}^{*}$,

1. if $R \in \operatorname{Rel}(C \cdot D)$, there are $R_{1}, \ldots, R_{n} \in \operatorname{ReL}(C), R_{1}^{\prime}, \ldots, R_{n}^{\prime} \in \operatorname{ReL}(D)$ such that $R=\bigcup_{i} R_{i} \cdot R_{i}^{\prime}$;
2. if $R \in \operatorname{ReL}\left(C^{*}\right)$, there are $R_{1}, \ldots, R_{n} \in \operatorname{REL}(C)$ and $I \subseteq_{\text {reg }}\{1, \ldots, n\}^{*}$ such that $R=\bigcup_{w \in I} R_{w[1]} \cdots R_{w[|w|]} ;$
3. For every $R \in \operatorname{ReL}(C \cup D)$, there are $R_{1} \in \operatorname{REL}(C), R_{2} \in \operatorname{REL}(D)$ such that $R=R_{1} \cup R_{2}$.
4. if $C \subseteq D$, then $C \subseteq_{\text {Red }} D$;
5. if $C \subseteq_{\mathrm{ReL}} D$ and $C^{\prime} \subseteq_{\mathrm{ReL}} D^{\prime}$, then $C \cdot C^{\prime} \subseteq_{\mathrm{REL}} D \cdot D^{\prime}$ and $C \cup C^{\prime} \subseteq_{\mathrm{REL}} D \cup D^{\prime}$;
6. if $C \subseteq_{\text {ReL }} D$, then $C^{*} \subseteq_{\text {ReL }} D^{*}$;
7. for every partition $I, J$ of $\{1, \ldots, k\}$ such that $C \subseteq I^{*}$ and $D \subseteq J^{*}$, we have $C \cdot D==_{\mathrm{REL}}$ $D \cdot C$;
8. if $C$ is finite, then $C \cdot D==_{\mathrm{ReL}} D \cdot C$;
9. if $C \subseteq_{\text {Rel }} D$ then $\pi(C) \subseteq \pi(D)$; moreover, if $C$ is finite, the converse also holds.

The following decomposition lemma, which is an immediate consequence of [14, Proposition 3 plus Lemma 2 P 7 ] and basic properties from Lemma 4, will be used throughout.

- Lemma 5. Every $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ is effectively REL-equivalent to a finite union of smooth languages, i.e. given $C \subseteq_{\text {reg }} \mathbb{D}^{*}$, one can compute a finite set of smooth languages such that $C$ is Rel-equivalent to their union.

In addition to these, our characterization results make use of the following easy properties of relations controlled by Parikh-injective and Parikh-bijective languages.

- Lemma 6. For any $C \subseteq_{\text {reg }} \mathbb{k}^{*}$ and $L, M \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$,

1. if $C$ is Parikh-injective, and $w, w^{\prime} \in C \otimes \mathbb{A}^{*}$, then $\llbracket w \rrbracket=\llbracket w^{\prime} \rrbracket$ implies $w=w^{\prime}$;
2. $\llbracket L \rrbracket \cup \llbracket M \rrbracket=\llbracket L \cup M \rrbracket$;
3. if $C$ is Parikh-injective then $\llbracket L \rrbracket \cap \llbracket M \rrbracket=\llbracket L \cap M \rrbracket$ and $\llbracket L \rrbracket \backslash \llbracket M \rrbracket=\llbracket L \backslash M \rrbracket$;
4. if $C$ is Parikh-bijective then $\left(\mathbb{A}^{*}\right)^{k} \backslash \llbracket L \rrbracket=\llbracket\left(C \otimes \mathbb{A}^{*}\right) \backslash L \rrbracket$;
5. if $C$ is Parikh-surjective then $1^{*} \cdots k^{*} \subseteq_{\text {Rel }} C$.

Proof. The first two items follow immediately from definitions.
3. $\llbracket L \cap M \rrbracket \subseteq \llbracket L \rrbracket \cap \llbracket M \rrbracket$ is always true. For the other containment, let $\left(w_{1}, \ldots, w_{k}\right) \in$ $\llbracket L \rrbracket \cap \llbracket M \rrbracket$, then there exist $w \in L, w^{\prime} \in M$ such that $\llbracket w \rrbracket=\llbracket w^{\prime} \rrbracket=\left(w_{1}, \ldots, w_{k}\right)$. Since $C$ is Parikh-injective, by item $1, w=w^{\prime} \in L \cap M$ synchronizes $\left(w_{1}, \ldots, w_{k}\right)$ which concludes the proof.
$\llbracket L \rrbracket \backslash \llbracket M \rrbracket \subseteq \llbracket L \backslash M \rrbracket$ is always true. For the other containment, let $w \in L \backslash M$. Then $\llbracket w \rrbracket \in \llbracket L \rrbracket$. By way of contradiction, suppose that $\llbracket w \rrbracket \in \llbracket M \rrbracket$. In this case, there exists $w^{\prime} \in M$ such that $\llbracket w \rrbracket=\llbracket w^{\prime} \rrbracket$. Since $C$ is Parikh-injective, by item $1, M \not \supset w=w^{\prime} \in M$ which is a contradiction.
4. For $\subseteq$, note that, since $C$ is Parikh-surjective, $\left(\mathbb{A}^{*}\right)^{k}=\llbracket C \otimes \mathbb{A}^{*} \rrbracket$, and so the result follows from the previous item.
5. We make use of closure under componentwise letter-to-letter relations (cf. Lemma 8 of Section 2.2). Suppose $C \subseteq_{\text {reg }} \mathbb{k}^{*}$ is Parikh-surjective, and let $R \in \operatorname{REL}\left(1^{*} \cdots k^{*}\right)$. As an immediate consequence of Mezei's theorem, we have the following:
$\triangleright$ Claim 7. For every $k, \operatorname{REL}\left(1^{*} \cdots k^{*}\right)=\left\{\bigcup_{i \in I} L_{i, 1} \times \cdots \times L_{i, k}: I\right.$ is finite and $L_{i, j} \subseteq_{\text {reg }}$ $\mathbb{A}^{*}$ for some finite alphabet $\left.\mathbb{A}\right\}$.

Then $R=\bigcup_{i \in I} L_{i, 1} \times \cdots \times L_{i, k}$ for a finite $I$ and regular languages $L_{i, j}$. For any $i \in I$ and $j \in \mathbb{k}$ consider $T_{i, j}$ as the letter-to-letter relation $T_{i, j}=\{(u, v):|u|=|v|$ and $v \in$ $\left.L_{i, j}\right\} \in \operatorname{REL}\left((12)^{*}\right)$. Note that, by Parikh-surjectivity, $U=\left(\mathbb{A}^{*}\right)^{k}=\llbracket C \otimes \mathbb{A}^{*} \rrbracket \in \operatorname{REL}(C)$ and therefore $U \circ\left(T_{i, 1}, \ldots, T_{i, k}\right)=L_{i, 1} \times \cdots \times L_{i, k}$. Then, by closure under union and componentwise letter-to-letter relations (Lemma 8), it follows that $R=\bigcup_{i \in I} U \circ$ $\left(T_{i, 1}, \ldots, T_{i, k}\right) \in \operatorname{REL}(C)$.

### 2.2 Universal closure properties

There are some closure properties which are shared by all classes of synchronized relations, that is, by every $\operatorname{REL}(C)$ with $C \subseteq_{r e g} \mathbb{k}^{*}$. We highlight the most salient ones.

An alphabetic morphism between two finite alphabets $\mathbb{A}, \mathbb{B}$ is a morphism $h: \mathbb{A}^{*} \rightarrow \mathbb{B}^{*}$ between the free monoids such that $h(a) \in \mathbb{B}$ for every $a \in \mathbb{A}$. Its application is extended to any relation $R \subseteq\left(\mathbb{A}^{*}\right)^{k}$ as follows $h(R)=\left\{\left(h\left(u_{1}\right), \ldots, h\left(u_{k}\right)\right):\left(u_{1}, \ldots, u_{k}\right) \in R\right\} \subseteq\left(\mathbb{B}^{*}\right)^{k}$; and its inverse is applied to $S \subseteq\left(\mathbb{B}^{*}\right)^{k}$ as $h^{-1}(S)=\left\{\left(u_{1}, \ldots, u_{k}\right):\left(h\left(u_{1}\right), \ldots, h\left(u_{k}\right)\right) \in S\right\} \subseteq\left(\mathbb{A}^{*}\right)^{k}$. A letter-to-letter relation is one from $\operatorname{REL}\left((12)^{*}\right)$.

We define the following closure properties over classes $\mathcal{C}$ of $k$-ary relations.

- $\mathcal{C}$ is closed under union if for all $(R, \mathbb{A}),(S, \mathbb{A}) \in \mathcal{C},(R \cup S, \mathbb{A}) \in \mathcal{C}$;
- $\mathcal{C}$ is closed under (inverse) alphabetic morphisms if for all $(R, \mathbb{A}) \in \mathcal{C}$ and $h: \mathbb{A}^{*} \rightarrow \mathbb{B}^{*}$ $\left(\right.$ resp. $\left.g: \mathbb{B}^{*} \rightarrow \mathbb{A}^{*}\right)$ an alphabetic morphism, $(h(R), \mathbb{B}) \in \mathcal{C}\left(\operatorname{resp} .\left(g^{-1}(R), \mathbb{B}\right) \in \mathcal{C}\right)$;
- $\mathcal{C}$ is closed under componentwise letter-to-letter relations if for every $(R, \mathbb{A}) \in \mathcal{C}$ and $\left(T_{1}, \mathbb{A}\right), \ldots,\left(T_{k}, \mathbb{A}\right) \in \operatorname{REL}\left((12)^{*}\right)$ the following relation over the alphabet $\mathbb{A}$ is also in $\mathcal{C}$ : $R \circ\left(T_{1}, \ldots, T_{k}\right) \stackrel{\text { def }}{=}\left\{\left(u_{1}, \ldots, u_{k}\right)\right.$ : there is $\left(v_{1}, \ldots, v_{k}\right) \in R$ s.t. $\left(v_{i}, u_{i}\right) \in T_{i}$ for every $\left.i\right\}$.
- $\mathcal{C}$ is closed under recognizable projections if for all $(R, \mathbb{A}) \in \mathcal{C}$ and $(S, \mathbb{A}) \in \operatorname{REL}\left(1^{*} \cdots k^{*}\right)$, $(R \cap S, \mathbb{A}) \in \mathcal{C}$.
- Lemma 8. For every $k \in \mathbb{N}$ and $C \subseteq \subseteq_{\text {reg }} \mathbb{k}^{*}$, $\operatorname{REL}(C)$ is closed under union, alphabetic morphisms, inverse alphabetic morphisms, componentwise letter-to-letter relations, and recognizable projections .

Proof. Closure under union follows from the fact that if $L, L^{\prime} \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$, then $L \cup L^{\prime} \subseteq_{\text {reg }}$ $C \otimes \mathbb{A}^{*}$ and $\llbracket L \rrbracket \cup \llbracket L^{\prime} \rrbracket=\llbracket L \cup L^{\prime} \rrbracket($ Lemma 6). Closure under letter-to-letter relations follows from the fact that, given $L \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$ and $k$ letter-to-letter relations $T_{1}, \ldots, T_{k}$ over $\mathbb{A}$, there exists $L^{\prime} \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$ such that $\llbracket L^{\prime} \rrbracket=\llbracket L \rrbracket \circ\left(T_{1}, \ldots, T_{k}\right)$ (one can build an automaton recognizing such language from the automata for $L, T_{1}, \ldots, T_{k}$ ). Since any (inverse) alphabetic morphism can be implemented as a letter-to-letter relation, it follows that $\operatorname{REL}(C)$ is closed under (inverse) alphabetic morphisms. Finally, closure under recognizable projections follows from closure under letter-to-letter relations and closure under union, since for every $R \in \operatorname{REL}(C)$ and $S=\bigcup_{i \in I} L_{i, 1} \times \cdots \times L_{i, k} \in \operatorname{REL}\left(1^{*} \cdots k^{*}\right)$ (recall Claim 7) we have that $R \cap S=\bigcup_{i \in I} R \circ\left(T_{i, 1}, \ldots, T_{i, k}\right)$ for $T_{i, j}=\left\{(w, w): w \in L_{i, j}\right\}$.

## 3 Closure under intersection

We say that a class $\mathcal{C}$ of $k$-ary relations is closed under intersection if for all $(R, \mathbb{A}),(S, \mathbb{A}) \in \mathcal{C}$, $(R \cap S, \mathbb{A}) \in \mathcal{C}$. In this section we show a decidable characterization of the languages $C \subseteq_{\text {reg }} \mathcal{P}^{*}$ for which $\operatorname{ReL}(C)$ is closed under intersection. Further, for $C \subseteq_{\text {reg }} \mathcal{D}^{*}$, if $\operatorname{REL}(C)$ is closed under intersection, it is effectively closed, that is, for every $R, S \in \operatorname{REL}(C)$ over an alphabet $\mathbb{A}$, one can compute $R \cap S$ as a synchronized relation, that is, as some $L \subseteq_{\text {reg }}(\mathbb{L} \times \mathbb{A})^{*}$ so that $\llbracket L \rrbracket=R \cap S$. The main result is the following.

- Theorem 9. For every $C \subseteq_{\text {reg }} \mathbb{2}^{*}, \operatorname{ReL}(C)$ is closed under intersection if, and only if, $C \subseteq_{\text {Red }} D$ for some Parikh-injective $D \subseteq_{\text {reg }} \mathscr{2}^{*}$.

At the end of this section we give an effective procedure to decide, given $C \subseteq_{\text {reg }} \mathscr{D}^{*}$, whether $\operatorname{Rel}(C)$ is closed under intersection. Decidability can be seen as the fact that the set of languages $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ for which there is a Parikh-injective language $D \subseteq_{\text {reg }} \mathbb{D}^{*}$ such that $C \subseteq_{\text {ReL }} D$ is both computably enumerable and co-computably enumerable. While showing that it is c.e. is straightforward, proving co-c.e. involves all the developments of this section. Concretely, we define some bad conditions that characterize all languages $C$ such that $\operatorname{REL}(C)$ is not closed under intersection, and in this way we obtain that the set of languages $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ which satisfy any of the bad conditions is c.e.

We will start by giving a sufficient condition for $\operatorname{REL}(C)$ to be closed under intersection. The following simple lemma (which was already proved in [18]) follows from Lemma 6.

- Lemma 10. If $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ is Parikh-injective, then $\operatorname{REL}(C)$ is closed under intersection.

This lemma implies that any language which is Rel-equivalent to a Parikh-injective one gives rise to a closed under intersection class. A natural question is whether the converse holds but it doesn't seem to. For instance, if $C=1^{*} 2^{*} \cup(12)^{*}$, $\operatorname{Rel}(C)$ is closed under intersection but it seems unlikely that $C$ is Rec-equivalent to a Parikh-injective language.

Another sufficient condition for $\operatorname{REL}(C)$ to be closed under intersection is that $C==_{\text {Rel }}$ $D \cup X$ for some Parikh-injective $D, X \subseteq_{\text {reg }} \mathscr{2}^{*}$ such that $X \subseteq_{\text {Rel }} 1^{*} 2^{*}$ (in fact, it can be seen that injectivity of $X$ is not really necessary). We will prove that this condition is also necessary, and thus we will have another characterization of closure under intersection. This is not obvious and we will prove a stronger statement, which we present below (Theorem 12). Also, in particular, we will show that if $\operatorname{REL}(C)$ is closed under intersection, we can compute a Parikh-injective $D \subseteq_{\text {reg }} \mathbb{D}^{*}$ such that $C \subseteq_{\text {ReL }} D$, which allows us in turn to compute the intersection of two relations in $\operatorname{ReL}(C)$ as a synchronized relation.

For $C \subseteq_{\text {reg }} \mathscr{D}^{*}$, we denote by $\operatorname{ReL}(C)^{\cap}$ the closure under intersection of $\operatorname{ReL}(C)$, i.e., the smallest class of relations containing $\operatorname{Rel}(C)$ and being closed under intersection. We present three properties on $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ that we call the bad conditions, which will characterize the languages such that $\operatorname{Rel}(C)$ is not closed under intersection.

## Bad conditions

For $C \subseteq_{\text {reg }} \mathcal{L}^{*}$, consider the following properties:
(A) There exist $u_{1}, u_{2}, v, z \in \mathbb{P}^{*}$ such that

1. $u_{i}$ and $v$ are Parikh-independent for $i=1,2$,
2. $\pi\left(u_{i}\right) \geq(1,1)$ for some $i$,
3. $\left\{u_{1}, u_{2}\right\}$ and $\{v\}$ are Parikh-dependent,
4. $u_{1}^{*} u_{2}^{*} z \subseteq_{\mathrm{ReL}} C$ and $v^{*} z \subseteq_{\mathrm{ReL}} C$.
(B) There exist $u, v, z \in \mathbb{D}^{*}$ such that
5. $u$ and $v$ are Parikh-independent,
6. $\pi(u) \geq(1,1)$ or $\pi(v) \geq(1,1)$,
7. $u^{*} v^{*} z \subseteq_{\mathrm{REL}} C$ and $v^{*} u^{*} z \subseteq_{\mathrm{ReL}} C$.
(C) There exist $u, v, w, z \in \mathbb{P}^{*}$ such that
8. $u \in 1^{*} \backslash\{\varepsilon\}, w \in 2^{*} \backslash\{\varepsilon\}$,
9. $\pi(v) \geq(1,1)$,
10. $u^{*} v^{*} w^{*} z \subseteq_{\mathrm{ReL}} C$ or $w^{*} v^{*} u^{*} z \subseteq_{\mathrm{ReL}} C$.

For example, $1^{*}(12)^{*}(122)^{*}$ satisfies A for $u_{1}=1, u_{2}=122, v=12, z=\varepsilon ; 1^{*}(12)^{*} 1^{*}$ satisfies B for $u=1, v=12, z=\varepsilon$; and $1^{*}(12)^{*} 2^{*}$ satisfies $C$ for $u=1, v=12, w=2, z=\varepsilon$.

- Observation 11. The bad conditions are $\subseteq_{\text {ReL }}$-upward closed: If $C \subseteq_{\text {ReL }} D$ and $C$ satisfies property A (resp. B, C), then D also satisfies property A (resp. B, C).

We can now present the characterization theorem.

- Theorem 12. For $C \subseteq_{\text {reg }} \mathbb{D}^{*}$, the following are equivalent:

1. $\operatorname{REL}(C)$ is closed under intersection (i.e. $\operatorname{REL}(C)^{\cap}=\operatorname{REL}(C)$ );
2. $\operatorname{REL}(C)^{\cap}$ is definable (i.e. there exists $D \subseteq$ reg $\mathscr{2}^{*}$ such that $\operatorname{REL}(C)^{\cap}=\operatorname{ReL}(D)$ );
3. $\operatorname{REL}(C)^{\cap} \subseteq$ Rational;
4. for all $R, S \in \operatorname{REL}(C), R \cap S \in$ Rational;
5. $C$ does not satisfy any of the bad conditions;
6. there exist $D, X \subseteq_{\text {reg }} \mathcal{D}^{*}$ Parikh-injective such that $C=_{\mathrm{ReL}} D \cup X$ and $X \subseteq_{\mathrm{ReL}} 1^{*} 2^{*}$;
7. there exists $D \subseteq_{\text {reg }} \mathfrak{D}^{*}$ Parikh-injective such that $C \subseteq_{\text {ReL }} D$.

From $1 \Leftrightarrow 7$ and transitivity of $\subseteq_{\text {ReL }}$, closure under intersection is $\subseteq_{\text {ReL }}$-downward closed:

- Corollary 13. For $C, D \subseteq_{\text {reg }} \mathbb{2}^{*}$, if $C \subseteq_{\text {Rel }} D$ and $\operatorname{ReL}(D)$ is closed under intersection, then $\operatorname{ReL}(C)$ is closed under intersection.

We first explain the main proof strategy for obtaining Theorem 12, and present the three key technical results we will need to prove (Propositions 14, 16 and 17).

## Proof idea of Theorem 12

The proof strategy is by showing $1 \Rightarrow 2 \Rightarrow 3 \Rightarrow 4 \Rightarrow 5 \Rightarrow 6 \Rightarrow 1$ on the one hand, and $6 \Rightarrow 7$ $\Rightarrow 3$ on the other hand. First observe that $1 \Rightarrow 2 \Rightarrow 3 \Rightarrow 4$ are trivial. We next prove $6 \Rightarrow 1$, $7 \Rightarrow 3$ and $6 \Rightarrow 7$.

For $6 \Rightarrow 1$, suppose that $C==_{\text {ReL }} D \cup X$ for some Parikh-injective languages $D, X$ such that $X \subseteq_{\text {ReL }} 1^{*} 2^{*}$. Let $R, S \in \operatorname{ReL}(C)$. Then, by item 3 of Lemma 4 , there exist $R_{1}, S_{1} \in \operatorname{ReL}(D)$, $R_{2}, S_{2} \in \operatorname{REL}(X)$ such that $R=R_{1} \cup R_{2}$ and $S=S_{1} \cup S_{2}$. Note that:

- $R_{1} \cap S_{1} \in \operatorname{REL}(D) \subseteq \operatorname{REL}(C)$ by Lemma 10 applied to $D$;
- $R_{2} \cap S_{2} \in \operatorname{REL}(X) \subseteq \operatorname{REL}(C)$ by Lemma 10 applied to $X$; and
- $R_{1} \cap S_{2}, R_{2} \cap S_{1} \in \operatorname{REL}(D)$ by closure under recognizable projections (Lemma 8).

It only remains to observe that $R \cap S=\left(R_{1} \cap S_{1}\right) \cup\left(R_{1} \cap S_{2}\right) \cup\left(R_{2} \cap S_{1}\right) \cup\left(R_{2} \cap S_{2}\right)$ and obtain that $R \cap S \in \operatorname{REL}(C)$ due to closure under union (Lemma 8).

On the other hand, $7 \Rightarrow 3$ can be derived from $1 \Rightarrow 3$. Indeed, suppose that $C \subseteq_{\text {ReL }} D$ for some Parikh-injective language $D$. By Lemma $10, \operatorname{Rel}(D)$ is closed under intersection and so, by $1 \Rightarrow 3, \operatorname{REL}(C)^{\cap} \subseteq \operatorname{REL}(D)^{\cap} \subseteq$ Rational.

For $6 \Rightarrow 7$, suppose that $C=_{\text {Rel }} D \cup X$ for some Parikh-injective languages $D, X$ such that $X \subseteq_{\text {ReL }} 1^{*} 2^{*}$. By Lemma 1, closure under complement of semi-linear sets and Parikh's Theorem [25], it follows that there exists $\hat{D} \subseteq_{\text {reg }} \mathbb{D}^{*}$ Parikh-injective such that $\pi(\hat{D})=\mathbb{N}^{2} \backslash \pi(D)$. Note that $D \cup \hat{D}$ is Parikh-bijective. Since $D \cup \hat{D}$ is Parikh-surjective, by Lemma 6 , item $5, X \subseteq_{\text {ReL }} 1^{*} 2^{*} \subseteq_{\text {ReL }} D \cup \hat{D}$ and so, by Lemma 4 , item 3 plus closure under union of $D \cup \hat{D}$, we have $C=_{\text {Ret }} D \cup X \subseteq_{\text {ReL }} D \cup \hat{D}$.

The main difficulty will lie on the proofs of $4 \Rightarrow 5$ and $5 \Rightarrow 6$. For $4 \Rightarrow 5$, we will prove the contrapositive statement:

- Proposition 14. If $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ satisfies any of the bad conditions, then there exist $R, S \in$ $\operatorname{REL}(C)$ such that $R \cap S \notin$ Rational.

To prove $5 \Rightarrow 6$, we define some basic regular languages over $\mathscr{2}$ that we call basic injective. A language $C \subseteq \mathscr{P}^{*}$ is basic injective if it can be expressed as $u^{*} v^{*} z$ for $u, v, z \in \mathscr{P}^{*}$ such that if $u, v \neq \varepsilon$, then $u$ and $v$ are Parikh-independent. In particular this implies the following.

- Lemma 15. Every basic injective language is Parikh-injective.

Proof. Let $C=u^{*} v^{*} z$ be basic injective. The cases in which $u$ and/or $v$ are empty are straightforward. We will then assume that $u$ and $v$ are Parikh-independent. Suppose then that $\pi\left(u^{r} v^{s} z\right)=\pi\left(u^{r^{\prime}} v^{s^{\prime}} z\right)$ for some $r, s, r^{\prime}, s^{\prime} \in \mathbb{N}$. By Observation 2, $r=r^{\prime}$ or $s=s^{\prime}$ which concludes the proof.

Note that singleton sets and languages of the form $u^{*} z$ for $u$ an arbitrary word are basic injective. The interest of basic injective languages stems from the fact that we can prove the following two results, from which it is not hard to get $5 \Rightarrow 6$.

- Proposition 16. If $C \subseteq_{\text {reg }} \mathcal{2}^{*}$ does not satisfy any of the bad conditions, then $C$ is Rel-equivalent to a finite union of basic injective languages.
- Proposition 17. If $C$ is a finite union of basic injective languages that are not Relcontained in $1^{*} 2^{*}$ and $C$ does not satisfy any of the bad conditions, then $C$ is Rel-equivalent to a Parikh-injective regular language.

To show $5 \Rightarrow 6$ from the two statements above, suppose that $C$ does not satisfy any of the bad conditions. By Proposition 16, $C==_{\mathrm{ReL}} X^{\prime} \cup D^{\prime}$, for $X^{\prime}=\bigcup_{i \in I} X_{i}$ and $D^{\prime}=\bigcup_{j \in J} D_{j}$, where $I, J$ are finite, for every $i \in I, X_{i}$ is basic injective and $X_{i} \subseteq_{\text {ReL }} 1^{*} 2^{*}$, and for every $j \in J, D_{j}$ is basic injective and $D_{j} \not \mathbb{E R E L} 1^{*} 2^{*}$. Note that, from the definition of basic injective plus [14, Proposition 7] plus basic properties from Lemma 4, it follows readily that for each $i \in I$, there exist $\ell, s, \ell^{\prime}, s^{\prime} \in \mathbb{N}$ such that $X_{i}$ is ReL-equivalent to $1^{\ell *} 1^{\ell^{\prime}} 2^{s *} 2^{s^{\prime}}$. Therefore $X^{\prime}$ is ReL-equivalent to a Parikh-injective language $X$ such that $X \subseteq_{\text {ReL }} 1^{*} 2^{*}$. On the other hand, by Observation 11, since $D^{\prime} \subseteq_{\text {ReL }} C$ and $C$ does not satisfy any of the bad condition, neither does $D^{\prime}$. Hence, by Proposition 17, $D^{\prime}$ is Rel-equivalent to a Parikh-injective regular language $D$. Thus $C==_{\text {ReL }} X \cup D$ which concludes the proof.

We dedicate the rest of the section to prove Propositions 14, 16 and 17.

## Proof idea of Proposition 14

We show the proof idea for condition $A$. The other two conditions follow a similar proof strategy. Suppose that condition $\mathbf{A}$ holds, and consider the 3-letter alphabet $\mathbb{A}=\left\{a_{1}, a_{2}, c\right\}$. Let $R, S$ be the following relations in $\left(\mathbb{A}^{*}\right)^{2}$ :

$$
R=\llbracket\left(u_{1}^{*} \otimes a_{1}^{*}\right) \cdot\left(u_{2}^{*} \otimes a_{2}^{*}\right) \cdot z \otimes c^{*} \rrbracket, \quad S=\llbracket\left(v^{*} \otimes\left\{a_{1}, a_{2}\right\}^{*}\right) \cdot z \otimes c^{*} \rrbracket,
$$

note that $R, S \in \operatorname{REL}(C)$ by condition A.4. It is not hard to show that $|R \cap S|=\infty$ due to condition A.3. We show that $R \cap S \notin$ Rational. By means of contradiction, suppose there is an automaton over the alphabet $\mathcal{L} \times \mathbb{A}$ such that the language recognized by this automaton synchronizes $R \cap S$. Since the language is infinite, there is a non-trivial cycle $q_{0} \xrightarrow{w_{1}} q \xrightarrow{w_{2}} q \xrightarrow{w_{3}} q_{f}$ inside some accepting run. By a pumping argument, it can be seen that: 1) $\llbracket w_{2} \rrbracket$ is necessarily of the form $\left(a_{i}^{s}, a_{i}^{t}\right)$ for some $i, s, t$ partly due to A.2; 2) $(s, t) \in\left\langle\left\{\pi\left(u_{j}\right)\right\}\right\rangle$ for some $j$; and 3$)(s, t) \in\langle\{\pi(v)\}\rangle$. Since 2$)$ plus 3$)$ are in contradiction with A.1, it follows that $R \cap S \notin$ Rational.

## Proof idea of Proposition 16

It can be seen that one can reduce to the case in which $C$ is of the form $w_{1}^{*} \cdots w_{n}^{*} z$ with $w_{i}$ and $w_{i+1}$ Parikh-independent for all $i=1, \ldots, n-1$. For this kind of languages, if $n \leq 2$ the result follows trivially since they are already basic injective. A straightforward case inspection shows that if $n \geq 3$ then at least one of the bad conditions holds.

## Proof idea of Proposition 17

In order to prove Proposition 17 we show the following stronger statement, which gives a characterization of closure under intersection based on the decomposition into basic injective languages. We denote the commutative closure of a language $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ by $[C]_{\pi}=\left\{w \in \mathscr{D}^{*}\right.$ : $\pi(w) \in \pi(C)\}$.

- Lemma 18. Given a finite set of basic injective languages $\left\{B_{i}\right\}$ that are not ReL-contained in $1^{*} 2^{*}$, the following are equivalent:

1. $\operatorname{REL}\left(\bigcup_{i} B_{i}\right)$ is closed under intersection;
2. for all $R, S \in \operatorname{REL}\left(\bigcup_{i} B_{i}\right), R \cap S \in$ Rational;
3. $\bigcup_{i} B_{i}$ does not satisfy any of the bad conditions;
4. for every $i, j B_{i} \cup B_{j}$ does not satisfy any of the bad conditions;
5. for every $i, j, B_{i} \cap\left[B_{j}\right]_{\pi}$ is regular and $B_{i} \cap\left[B_{j}\right]_{\pi} \subseteq_{\mathrm{REL}} B_{j}$;
6. $\bigcup_{i} B_{i}=$ Rel $C$ for some Parikh-injective $C \subseteq_{\text {reg }} \mathcal{D}^{*}$.

Proposition 17 follows from Lemma 18 since it is its implication $3 \Rightarrow 6$. In order to give a proof for Lemma 18, we first define the following property, which is at the core of the next lemmas. A pair of languages $B_{1}, B_{2}$, is said to verify the dichotomy property if either

- $B_{1} \cup B_{2}$ satisfies one of the bad conditions; or
- $B_{1} \cap\left[B_{2}\right]_{\pi}$ is regular and $B_{1} \cap\left[B_{2}\right]_{\pi} \subseteq_{\text {REL }} B_{2}$.

Note that $B_{1} \cap\left[B_{2}\right]_{\pi}$ may not be regular in general, for example if $B_{1}=1^{*} 2^{*}$ and $B_{2}=(12)^{*}$. The main ingredient to prove Lemma 18 is given by the following statement.

- Lemma 19. Every pair of basic injective languages $B_{1}, B_{2}$ such that $B_{1}, B_{2} \not \mathbb{R E L} 1^{*} 2^{*}$ satisfies the dichotomy property.

Proof of Lemma 18. $1 \Rightarrow 2$ is trivial; $2 \Rightarrow 3$ follows from the contrapositive of Proposition 14; $3 \Rightarrow 4$ holds by Observation 11 ; and $4 \Rightarrow 5$ follows from Lemma 19. For $5 \Rightarrow 6$, we proceed by induction on the number of basic injective languages in $\left\{B_{i}\right\}$. The base case is the empty language, which is (vacuously) Parikh-injective. For the inductive step, consider a union $B \cup \bigcup_{i} B_{i}$. First observe that, by Lemma $15, B$ is Parikh-injective. By inductive hypothesis, there exists $D \subseteq_{\text {reg }} \mathbb{2}^{*}$ Parikh-injective such that $\bigcup_{i} B_{i}=$ Rel $D$. Also, since $B \cap\left[\bigcup_{i} B_{i}\right]_{\pi}=\bigcup_{i} B \cap\left[B_{i}\right]_{\pi}$, by hypothesis both $B \cap\left[\bigcup_{i} B_{i}\right]_{\pi}$ and $B \backslash\left[\bigcup_{i} B_{i}\right]_{\pi}$ are regular, and $B \cap\left[\bigcup_{i} B_{i}\right]_{\pi} \subseteq_{\mathrm{ReL}} \bigcup_{i} B_{i}$. Now it only remains to observe that $\left(B \backslash\left[\bigcup_{i} B_{i}\right]_{\pi}\right) \cup D$ is Parikh-injective and Rel-equivalent to $B \cup \bigcup_{i} B_{i}$. Finally, $6 \Rightarrow 1$ follows from Lemma 10.

## Decidability

We finally discuss briefly the decidability procedure to test whether a class $\operatorname{ReL}(C)$ is closed under intersection.

- Proposition 20. It is decidable wether a given $C \subseteq_{\text {reg }} \mathbb{2}^{*}$ is such that $\operatorname{REL}(C)$ is closed under intersection.

Proof idea. It follows by the equivalence $1 \Leftrightarrow 5 \Leftrightarrow 7$ of Theorem 12 , together with the fact that the set of languages $C \subseteq_{\text {reg }} \mathcal{D}^{*}$ for which there is a Parikh-injective language $D \subseteq_{\text {reg }} \mathcal{P}^{*}$ such that $C \subseteq_{\text {REL }} D$ is computably enumerable; and the fact that the set of languages $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ which satisfy any of the bad conditions is computably enumerable.

Note that whenever $\operatorname{ReL}(C)$ is closed under intersection, it is effectively so: given $L_{1}, L_{2} \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$ it is possible to compute $L \subseteq_{\text {reg }}(\mathcal{D} \times \mathbb{A})^{*}$ with $\llbracket L \rrbracket=\llbracket L_{1} \rrbracket \cap \llbracket L_{2} \rrbracket$. Indeed, by the previous proposition we can compute some Parikh-injective $D$ such that $C \subseteq_{\text {Rel }} D$. By the results of [14], one can compute $L_{1}^{\prime}, L_{2}^{\prime} \subseteq_{\text {reg }} D \otimes \mathbb{A}^{*}$ such that $\llbracket L_{1}^{\prime} \rrbracket=\llbracket L_{1} \rrbracket$ and $\llbracket L_{2}^{\prime} \rrbracket=\llbracket L_{2} \rrbracket$; and thus $L=L_{1}^{\prime} \cap L_{2}^{\prime}$ is such that $\llbracket L \rrbracket=\llbracket L_{1} \rrbracket \cap \llbracket L_{2} \rrbracket$ due to injectivity of $D$ and Lemma 6.

## 4 Closure under complement

We say that a class $\mathcal{C}$ of $k$-ary relations is closed under complement if for every $(R, \mathbb{A}) \in \mathcal{C}$, $\left(\left(\mathbb{A}^{*}\right)^{k} \backslash R, \mathbb{A}\right) \in \mathcal{C}$. For every $\operatorname{Rel}_{k}(C)$ and alphabet $\mathbb{A}$, note that there is a unique largest relation $(U, \mathbb{A}) \in \operatorname{Rec}_{k}(C)$ that contains all relations $(R, \mathbb{A}) \in \operatorname{Rel}_{k}(C)$; this is $U=\llbracket C \otimes \mathbb{A}^{*} \rrbracket_{k}$. Thus, a natural alternative definition for complement could take $U$, instead of $\left(\mathbb{A}^{*}\right)^{k}$, as the universe. We say that $\operatorname{ReL}_{k}(C)$ is closed under relativized complement if for all $(R, \mathbb{A}) \in \operatorname{REL}_{k}(C)$ we have $\left(\llbracket C \otimes \mathbb{A}^{*} \rrbracket_{k} \backslash R, \mathbb{A}\right) \in \operatorname{REL}_{k}(C)$. In this section, we give effective characterizations of the languages $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ for which $\operatorname{REL}(C)$ is closed under complement and relativized complement.

## Relativized complement

We show that closure under relativized complement, perhaps surprisingly, is equivalent to closure under intersection, and therefore it is decidable whether $\operatorname{ReL}(C)$ is closed under relativized complement for a given $C \subseteq_{\text {reg }} \mathscr{L}^{*}$.

- Proposition 21. For $C \subseteq_{\text {reg }} \mathbb{2}^{*}, \operatorname{REL}(C)$ is closed under relativized complement if, and only if, $\operatorname{ReL}(C)$ is closed under intersection.

Proof. For the left-to-right direction, let $(R, \mathbb{A}),(S, \mathbb{A}) \in \operatorname{REL}(C)$. Recall that $\operatorname{REL}(C)$ is always closed under union and note that $R \cap S=\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash\left(\left(\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash R\right) \cup\left(\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash S\right)\right)$, and therefore $(R \cap S, \mathbb{A}) \in \operatorname{Rel}(C)$. For the right-to-left direction, let $L \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$. We want to check that $\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket \in \operatorname{ReL}(C)$. By the characterization of the previous section (Theorem 12, implication $1 \Rightarrow 6$ ) we can assume that $C=D \cup X$, for $X \subseteq_{\text {Red }} 1^{*} 2^{*}$ and $X, D$ Parikh-injective. Then,

$$
\begin{array}{rlrl}
\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket & =\llbracket(D \cup X) \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket=\left(\llbracket\left(D \otimes \mathbb{A}^{*}\right) \cup\left(X \otimes \mathbb{A}^{*}\right) \rrbracket\right) \backslash \llbracket L \rrbracket \\
& =\left(\llbracket D \otimes \mathbb{A}^{*} \rrbracket \cup \llbracket X \otimes \mathbb{A}^{*} \rrbracket\right) \backslash \llbracket L \rrbracket=\left(\llbracket D \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket\right) \cup\left(\llbracket X \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket\right) \\
& =\underbrace{\llbracket\left(D \otimes \mathbb{A}^{*}\right) \backslash L \rrbracket}_{R} \cup \underbrace{\llbracket X \otimes \mathbb{A}^{*} \backslash L \rrbracket}_{S} . & \text { (by Lemma 6, item 3) }
\end{array}
$$

Since $R, S \in \operatorname{REL}(C)$, by Lemma $8, R \cup S \in \operatorname{REL}(C)$, and thus $\llbracket C \otimes \mathbb{A}^{*} \rrbracket \backslash \llbracket L \rrbracket \in \operatorname{REL}(C)$.
Note that if $C \subseteq \mathscr{P}^{*}$ is Parikh-surjective, then $\llbracket C \otimes \mathbb{A}^{*} \rrbracket=\left(\mathbb{A}^{*}\right)^{2}$, and hence closure under relativized complement and closure under complement coincide. Thus, by Proposition 21:

- Observation 22. If $C \subseteq \mathbb{2}^{*}$ is Parikh-surjective, then $\operatorname{REL}(C)$ is closed under complement if, and only if, $\operatorname{ReL}(C)$ is closed under intersection.


## Complement

Let $\operatorname{ReL}(C)^{c}$ be the closure under complement of $\operatorname{ReL}(C)$, i.e., the smallest class closed under complement containing $\operatorname{Rel}(C)$. The following lemma gives sufficient conditions for our characterization.

- Lemma 23. For any $C \subseteq_{\text {reg }} \mathcal{D}^{*}$,

1. if $C$ is Parikh-bijective, then $\operatorname{ReL}(C)$ is closed under complement;
2. if $\operatorname{Rel}(C)$ is closed under complement, then $C$ is Parikh-surjective.

Proof. For item 1 , let $L \subseteq$ reg $C \otimes \mathbb{A}^{*}$. By item 4 of Lemma $6,\left(\mathbb{A}^{*}\right)^{2} \backslash \llbracket L \rrbracket=\llbracket C \otimes \mathbb{A}^{*} \backslash L \rrbracket \in$ $\operatorname{ReL}(C)$ which concludes the proof.

For item 2 , let $L=C \otimes\{a\}^{*}$. Then $\left(\left(\{a\}^{*}\right)^{2} \backslash \llbracket L \rrbracket,\{a\}\right) \in \operatorname{REL}(C)$ and so there exists $L^{\prime} \subseteq_{\text {reg }} C \otimes\{a\}^{*}$ such that $\llbracket L^{\prime} \rrbracket=\left(\{a\}^{*}\right)^{2} \backslash \llbracket L \rrbracket$. Then $\llbracket L \cup L^{\prime} \rrbracket=\llbracket L \rrbracket \cup \llbracket L^{\prime} \rrbracket=\left(\{a\}^{*}\right)^{2}$. Therefore, the Parikh-image of the projection of $L \cup L^{\prime}$ onto the first component must be $\mathbb{N}^{k}$ and so $C$ is Parikh-surjective since both $L$ and $L^{\prime}$ (and hence $L \cup L^{\prime}$ ) are $\subseteq_{\text {reg }} C \otimes\{a\}^{*}$.

From Lemma 23 plus Observation 22, we have that $\operatorname{REL}(C)$ is closed under complement if, and only if, $\operatorname{Rel}(C)$ is closed under intersection and $C$ is Parikh-surjective. At the end of this section, we will use this to prove that closure under complement is a decidable property.

We now give a characterization for closure under complement without referring to closure under intersection.

- Theorem 24. For $C \subseteq_{\text {reg }} \mathbb{D}^{*}$, the following are equivalent:

1. there exists $D \subseteq_{\text {reg }} \mathbb{D}^{*}$ Parikh-bijective such that $C=_{\text {ReL }} D$;
2. ReL $(C)$ is closed under complement (i.e. $\left.\operatorname{Rel}(C)^{c}=\operatorname{ReL}(C)\right)$;
3. $\operatorname{REL}(C)^{c}$ is definable (i.e. there is $D \subseteq_{\text {reg }} \mathcal{P}^{*}$ such that $\operatorname{ReL}(C)^{c}=\operatorname{REL}(D)$ ).

Before proving the above theorem, we observe that we cannot obtain the third and fourth equivalent statements that we have in Theorem 12.

- Lemma 25. There is $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ with $\operatorname{REL}(C)^{c} \subseteq$ Rational but $\operatorname{ReL}(C)^{c}$ not definable.

Proof. Consider any language which is Parikh-injective but not Parikh-surjective, e.g. $C=$ (12)*. Then, by item 2 of Lemma 23, plus Theorem 24, we have that $\operatorname{ReL}(C)^{c}$ is not definable. The result is then an immediate consequence of the following:
$\triangleright$ Claim. If $C \subseteq_{\text {reg }} \mathscr{D}^{*}$ is Parikh-injective, then $\operatorname{ReL}(C)^{c} \subseteq$ Rational.
Indeed, by Parikh's Theorem [25], $\pi(C)$ is a semi-linear set and then so is $\mathbb{N}^{2} \backslash \pi(C)$ (see for example [21]). By Lemma $1, \mathbb{N}^{2} \backslash \pi(C)=\pi(D)$ for some Parikh-injective language $D$. It follows then that $C \cup D$ is Parikh-bijective and so, by Lemma 23, item 1, $\operatorname{Rel}(C \cup D)$ is closed under complement. Then $\operatorname{REL}(C)^{c} \subseteq \operatorname{REL}(C \cup D) \subseteq$ Rational.

Proof of Theorem 24. $1 \Rightarrow 2$ follows from item 1 of Lemma 23; and $2 \Rightarrow 3$ is trivial.
$2 \Rightarrow 1$ : Suppose that $\operatorname{Rel}(C)$ is closed under complement. By Lemma 8, Rel $(C)$ is also closed under union and so under intersection. Therefore, by Theorem 12, there exist Parikh-injective languages $D, X \subseteq_{\text {reg }} \mathscr{D}^{*}$ such that $X \subseteq_{\text {Rel }} 1^{*} 2^{*}$ and $C={ }_{\text {ReL }} D \cup X$. It follows then that $\llbracket D \otimes \mathbb{A}^{*} \rrbracket \in \operatorname{Rel}(C)$ and so $R=\left(\mathbb{A}^{*}\right)^{2} \backslash \llbracket D \otimes \mathbb{A}^{*} \rrbracket \in \operatorname{Rel}(C)$. Let $L \subseteq_{\text {reg }}(D \cup X) \otimes \mathbb{A}^{*}$ be such that $\llbracket L \rrbracket=R$. By definition of $R$, we get that $L \subseteq_{\text {reg }} X \otimes \mathbb{A}^{*}$ and so $X^{\prime}=\{u: \exists v$ such that $u \otimes v \in L\} \subseteq_{\text {reg }} X$. Besides, also by definition of $R, \pi\left(X^{\prime}\right)=$ $\mathbb{N}^{2} \backslash \pi(D)$ and so $D \cup X^{\prime}$ is Parikh-bijective. It only remains to observe that $C=$ Red $D \cup X^{\prime}$ : $\supseteq$ is trivial and $\subseteq$ follows from the fact that $1^{*} 2^{*}$ is REL-contained in any Parikh-surjective language (Lemma 6, item 5) and so $X \subseteq_{\text {ReL }} D \cup X^{\prime}$.
$3 \Rightarrow 2$ : Let $D \subseteq_{\text {reg }} \mathscr{D}^{*}$ such that $\operatorname{ReL}(C)^{c}=\operatorname{ReL}(D)$. Since $\operatorname{ReL}(D)$ is closed under complement, by $2 \Rightarrow 1$, we can assume wlog that $D$ is Parikh-bijective. By means of contradiction, suppose that $\operatorname{REL}(C)$ is not closed under complement. Therefore, by Observation 22, either $C$ is not Parikh-surjective or $\operatorname{ReL}(C)$ is not closed under intersection. We show that in both cases we arrive to a contradiction. If $\operatorname{REL}(C)$ is not closed under intersection, by Theorem 12 (implication $\neg 1 \Rightarrow \neg 4$ ), there are $R, S \in \operatorname{REL}(C)$ such that $R \cap S \notin$ Rational; but since $R \cap S=\left(\mathbb{A}^{*}\right)^{2} \backslash\left(\left(\mathbb{A}^{*}\right)^{2} \backslash R \cup\left(\mathbb{A}^{*}\right)^{2} \backslash S\right) \in \operatorname{ReL}(C)^{c}=\operatorname{ReL}(D) \subseteq$ Rational (recall that $\operatorname{REL}(D)$ is closed under union by Lemma 8), we have a contradiction. On the other hand, if $C$ is not Parikh-surjective, there exists $\bar{x} \in \pi(D) \backslash \pi(C)$. Let $u \in D$
be such that $\pi(u)=\bar{x}$ and let us consider the singleton relation $R=\left\{\llbracket u \otimes a^{|u|} \rrbracket\right\}$. It is clear that $(R,\{a, b\}) \in \operatorname{Rec}(D)=\operatorname{ReL}(C)^{c}$. Then, either $(R,\{a, b\})$ or its complement $\left(\left(\{a, b\}^{*}\right)^{2} \backslash R,\{a, b\}\right)$ should be in $\operatorname{REL}(C)$. But it is easy to see that both relations contain a tuple with Parikh-image $\bar{x}: \llbracket u \otimes a^{|u|} \rrbracket \in R$ and $\llbracket u \otimes b^{|u|} \rrbracket \in\left(\{a, b\}^{*}\right)^{2} \backslash R$. Since $\bar{x} \notin \pi(C)$, none of the relations is in $\operatorname{REL}(C)$, which is a contradiction.

## Decidability

From Observation 22 and item 2 of Lemma 23, decidability of closure under complement follows immediately: $\operatorname{REL}(C)$ is closed under complement if, and only if, $\operatorname{ReL}(C)$ is closed under intersection and $C$ is Parikh-surjective. The former is decidable due to Proposition 20, and the latter is decidable through Parikh's Theorem, since universality for semi-linear sets is decidable (see, e.g., [21]).

- Proposition 26. Given $C \subseteq_{\text {reg }} \mathscr{D}^{*}$, testing whether $\operatorname{REL}(C)$ is closed under complement is decidable.


## 5 Closure under concatenation, Kleene star, and projection

In this section, we characterize languages $C \subseteq_{\text {reg }} \mathbb{k}^{*}$ such that $\operatorname{REL}(C)$ is closed under concatenation, Kleene star, and projection.

- $\mathcal{C}$ is closed under concatenation if for all $R, S \in \mathcal{C}, R \cdot S \in \mathcal{C}$, where $\cdot$ is the component-wise concatenation operation $(e . g .,\{(a, a b),(b, a)\} \cdot\{(b, c)\}=\{(a b, a b c),(b b, a c)\})$;
- $\mathcal{C}$ is closed under Kleene star if for all $R \in \mathcal{C}, R^{*} \in \mathcal{C}$ for $R^{*}=\bigcup_{i \in \mathbb{N}} R^{(i)}$, where $R^{(0)}=\{(\varepsilon, \ldots, \varepsilon)\}$, and $R^{(i+1)}=R \cdot R^{(i)} ;$
- $\mathcal{C}$ is closed under projection if for all $(R, \mathbb{A}) \in \mathcal{C}$ and $K \subseteq \mathbb{k},\left(\left.R\right|_{K}, \mathbb{A}\right) \in \mathcal{C}$, where $\left.R\right|_{K} \subseteq \mathbb{A}^{* k}$ is the projection of $R$ onto the components in $K$ (with $\varepsilon$ in the other components). For example, for $R=\{(a a, a b, b),(a, b b b, a a b),(a a, a b, b a)\}$ and $K=\{1,2\}$ we have $\left.R\right|_{K}=\{(a a, a b, \varepsilon),(a, b b b, \varepsilon)\}$.
We now give characterizations for closure under concatenation and Kleene star. As we show, closure under concatenation is in fact a necessary condition for closure under Kleene star.
- Proposition 27. For every $C, C_{1}, C_{2}, C_{3} \subseteq_{\text {reg }} \mathbb{k}^{*}$,

1. $C_{1} \cdot C_{2} \subseteq_{\mathrm{ReL}} C_{3}$ iff for every $R_{1} \in \operatorname{REL}\left(C_{1}\right), R_{2} \in \operatorname{REL}\left(C_{2}\right)$ we have $R_{1} \cdot R_{2} \in \operatorname{REL}\left(C_{3}\right)$;
2. REL $(C)$ is closed under concatenation iff $C \cdot C \subseteq_{\mathrm{ReL}} C$;
3. if $\operatorname{Rel}(C)$ is closed under Kleene star, then it is closed under concatenation; and
4. $\operatorname{REL}(C)$ is closed under Kleene star iff $C^{*} \subseteq_{\text {Rel }} C$.

Proof sketch. For the left-to-right direction of item 1 , let $L_{1} \subseteq_{\text {reg }} C_{1} \otimes \mathbb{A}^{*}$ and $L_{2} \subseteq_{\text {reg }}$ $C_{2} \otimes \mathbb{A}^{*}$. Then we only have to observe that $\llbracket L_{1} \rrbracket \cdot \llbracket L_{2} \rrbracket=\llbracket L_{1} \cdot L_{2} \rrbracket \in \operatorname{REL}\left(C_{1} \cdot C_{2}\right) \subseteq \operatorname{REL}\left(C_{3}\right)$ as we wanted. The right-to-left direction follows from Lemma 8 together with property 1 of Lemma 4. Note that item 2 is a particular case of item 1.

We now turn to item 3 . For simplicity assume $k=2$. Suppose $\operatorname{ReL}(C)$ is closed under Kleene star, and take arbitrary $R_{1}, R_{2} \in \operatorname{REL}(C)$ over an alphabet $\mathbb{A}$. Define $R_{i}^{\prime}$ over the alphabet $\mathbb{A} \times\left\{\overline{\overline{l s}} t_{i}, l s t_{i}\right\}$ as the result of replacing every pair $\left(a_{1} \cdots a_{n}, b_{1} \cdots b_{m}\right) \in R_{i}$ with $\left(\left(a_{1}, \overline{l s t}_{i}\right) \cdots\left(a_{n-1}, \overline{l s t}_{i}\right)\left(a_{n}, l s t_{i}\right),\left(b_{1}, \overline{l s t}_{i}\right) \cdots\left(b_{m-1}, \overline{l s t}_{i}\right)\left(b_{m}, l s t_{i}\right)\right)$. Intuitively, ${ }^{l s t_{i}}$ marks the last symbols of tuples from $R_{i}$. It is easy to see that $R_{1}^{\prime}, R_{2}^{\prime} \in \operatorname{REL}(C)$ using closure under componentwise letter-to-letter relations. Observe that $R_{1}^{\prime} \cdot R_{2}^{\prime} \subseteq\left(R_{1}^{\prime} \cup R_{2}^{\prime}\right)^{*}$ and, by closure under union and Kleene star, that $\left(R_{1}^{\prime} \cup R_{2}^{\prime}\right)^{*} \in \operatorname{REL}(C)$. Let $L \subseteq_{r e g} C \otimes(\mathbb{A} \times$
$\left.\left\{\overline{l s t_{1}}, l s t_{1}, \overline{l s t}_{2}, l s t_{2}\right\}\right)^{*}$ such that $\llbracket L \rrbracket=\left(R_{1}^{\prime} \cup R_{2}^{\prime}\right)^{*}$. It is easy to see that there is $L^{\prime} \subseteq_{\text {reg }} L$ such that $\llbracket L^{\prime} \rrbracket=R_{1}^{\prime} \cdot R_{2}^{\prime}$, and thus that $R_{1}^{\prime} \cdot R_{2}^{\prime} \in \operatorname{ReL}(C)$. Again by closure under component-wise letter-to-letter relations we obtain that $R_{1} \cdot R_{2} \in \operatorname{REL}(C)$, this time using the relation that projects onto the first component.

Finally, we prove item 4. For the right-to-left direction, let $R \in \operatorname{Rel}(C)$ and take $L \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$ such that $\llbracket L \rrbracket=R$. Therefore $R^{*}=\llbracket L \rrbracket^{*}=\llbracket L^{*} \rrbracket \in \operatorname{REL}\left(C^{*}\right) \subseteq \operatorname{REL}(C)$ as wanted. For the converse, first observe that $\operatorname{Rel}(C)$ is also closed under concatenation due to item 3. Let $R \in \operatorname{REL}\left(C^{*}\right)$. By item 2 of Lemma 4, we have the following:
there are $R_{1}, \ldots, R_{n} \in \operatorname{REL}(C)$ and $I \subseteq_{\text {reg }}\{1, \ldots, n\}^{*}$ such that $R=\bigcup_{w \in I} R_{w[1]} \cdots R_{w[|w|]}$.
Consider any regular expression $E$ denoting the language $I$ above, and replace each occurence of $i \in\{1, \ldots, n\}$ with $R_{i}$, in such a way that the resulting expression $E^{\prime}$ denotes $R$. Then, by finite application of closure under Kleene star, concatenation and union as given by $E^{\prime}$, we obtain that $R \in \operatorname{ReL}(C)$.

For $C \subseteq_{\text {reg }} \mathbb{k}^{*}$ and $K \subseteq \mathbb{k}$, let $\left.C\right|_{K}$ be the projection of $C$ onto the alphabet $K$ (which is also regular). We give the following characterization of closure under projection.

- Lemma 28. For every $k \in \mathbb{N}$ and $C \subseteq_{\text {reg }} \mathbb{k}^{*}, \operatorname{REL}_{k}(C)$ is closed under projection iff $\operatorname{REL}_{k}\left(\left.C\right|_{K}\right) \subseteq \operatorname{REL}_{k}(C)$ for every $K \subseteq \mathbb{k}$.


## Decidability

For the binary case, by previous results [14], it is decidable to test whether a synchronized class is included in another, and thus the characterizations for Kleene star and concatenation are decidable. We leave the general case as an open question.

## 6 Concluding remarks and future work

We discuss the decidability of paradigmatic problems within REL $(C)$. First, note that the emptiness problem for relations reduces to the emptiness problem for automata: $\llbracket L \rrbracket=\emptyset$ if, and only if, $L=\emptyset$ - and thus the emptiness problem is always decidable. Further, by the results we have shown together with Lemma 6 we obtain the following.

- Lemma 29. For $C \subseteq_{\text {reg }} \mathbb{2}^{*}$, if $\operatorname{REL}(C)$ is closed under...
- ...intersection, then equivalence and containment problems within $\operatorname{ReL}(C)$ are decidable;
- ...complement, then the universality problem within $\operatorname{ReL}(C)$ is decidable;
- ...Op, then the Op operation within $\mathrm{Rel}(C)$ is computable, for $\mathrm{Op} \in\{$ intersection, complement, concatenation, Kleene star, projection\}.

Proof of Lemma 29. Given $L, M \subseteq_{\text {reg }} C \otimes \mathbb{A}^{*}$, the containment problem between $\llbracket L \rrbracket$ and $\llbracket M \rrbracket$ amounts to checking if $\llbracket L \rrbracket \backslash \llbracket M \rrbracket$ is empty. Since $\operatorname{REL}(C)$ is closed under intersection, by Theorem 12, there exists a Parikh-injective language $D$ such that $C \subseteq_{\text {Red }} D$. Moreover, our decidability proof, shows that we can effectively compute such language $D$. Therefore, by the results on $[14]$, we can effectively construct $L^{\prime}, M^{\prime} \subseteq_{\text {reg }} D \otimes \mathbb{A}^{*}$ such that $\llbracket L \rrbracket=\llbracket L^{\prime} \rrbracket$, and $\llbracket M \rrbracket=\llbracket M^{\prime} \rrbracket$. Then, by Lemma 6 , item $3, \llbracket L \rrbracket \backslash \llbracket M \rrbracket=\llbracket L^{\prime} \rrbracket \backslash \llbracket M^{\prime} \rrbracket=\llbracket L^{\prime} \backslash M^{\prime} \rrbracket$ and so the containment problem within $\operatorname{REL}(C)$ reduces to the emptiness problem within $\operatorname{REL}(D)$. The equivalence problem obviously reduces to the containment problem.

The universality problem for $(\llbracket L \rrbracket, \mathbb{A})$ amounts to checking whether $\left(\mathbb{A}^{*}\right)^{k} \backslash \llbracket L \rrbracket$ is empty. Since $\operatorname{Rel}(C)$ is closed under complement, by Theorem 24, there exists a Parikh-bijective language $D$ such that $C=$ ReL $D$. As before, we can effectively compute such language $D$,
and therefore, by the results on [14], we can effectively construct $L^{\prime} \subseteq_{\text {reg }} D \otimes \mathbb{A}^{*}$ such that $\llbracket L^{\prime} \rrbracket=\llbracket L \rrbracket$. By Lemma 6, item 4, we thus obtain $\left(\mathbb{A}^{*}\right)^{k} \backslash \llbracket L \rrbracket=\left(\mathbb{A}^{*}\right)^{k} \backslash \llbracket L^{\prime} \rrbracket=\llbracket\left(D \otimes \mathbb{A}^{*}\right) \backslash L^{\prime} \rrbracket$ and so the containment problem within $\operatorname{REL}(C)$ reduces to the emptiness problem within $\operatorname{Rel}(D)$.

We prove the last item only for intersection; similar (or simpler) arguments can be used for all the other operations. Given $L, M \subseteq$ reg $C \otimes \mathbb{A}^{*}$, with a similar argument than the one used in the previous item, we can effectively construct a Parikh-injective language $D$ and $L^{\prime}, M^{\prime} \subseteq_{\text {reg }} D \otimes \mathbb{A}^{*}$ such that $\llbracket L \rrbracket=\llbracket L^{\prime} \rrbracket$, and $\llbracket M \rrbracket=\llbracket M^{\prime} \rrbracket$. Then, by Lemma 6 , item 3, $\llbracket L \rrbracket \cap \llbracket M \rrbracket=\llbracket L^{\prime} \rrbracket \cap \llbracket M^{\prime} \rrbracket=\llbracket L^{\prime} \cap M^{\prime} \rrbracket$ and the result follows.

One can then conclude that classes of synchronized binary relations are generally "wellbehaved": a) it is decidable to test whether a class is closed under Boolean connectives; $b$ ) every synchronized class closed under intersection (resp. complement, etc.), is effectively closed under intersection (resp. complement, etc.); c) every synchronized class which is closed under Boolean connectives has decidable paradigmatic problems (in the sense of Lemma 29); d) at least for the binary case, the characterizations for Kleene star and concatenation are decidable.

We leave as future work the question of whether it is decidable to test if $\operatorname{REL}(C)$ is closed under Kleene star, concatenation and projection when $C \subseteq_{\text {reg }} \mathbb{k}$. We also leave open the characterization for closure under complement and intersection for $k$-ary relations. Although it is conceivable that the same characterization for closure under intersection holds for arbitrary arity relations, we were not able to show it - the main issue is that it is not clear how to generalize the bad conditions to a $k$-ary alphabet, nor what would be the analog of item 6 in Theorem 12.

- Conjecture 30. For every $k \in \mathbb{N}$ and $C \subseteq_{\text {reg }} \mathbb{k}^{*}$, $\operatorname{ReL}(C)$ is closed under intersection if, and only if, $C \subseteq_{\text {ReL }} D$ for some Parikh-injective $D \subseteq_{\text {reg }} \mathbb{k}^{*}$.
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#### Abstract

We suggest necessary conditions of soficness of multidimensional shifts formulated in terms of resource-bounded Kolmogorov complexity. Using this technique we provide examples of effective and non-sofic shifts on $\mathbb{Z}^{2}$ with very low block complexity: the number of globally admissible patterns of size $n \times n$ grows only as a polynomial in $n$.
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## 1 Introduction

Symbolic dynamics originally appeared in mathematics as a branch of the theory of dynamical systems that studies smooth or topological dynamical systems by discretizing the underlying space. Since the late 1930s, symbolic dynamics became an independent field of research, see $[9,10]$. A classical dynamical system is a space (of states) $\mathcal{S}$ with a function $F$ acting on this space; this function represents the "evolution rule," i.e., the time dependence of a configuration in the space. The central notion of the theory of dynamical systems is a trajectory - a sequence of configurations obtained by iterating the evolution rules,

$$
x, F(x), F(F(x)), \ldots, F^{(n)}(x), \ldots
$$

In symbolic dynamics the space of states reduces to a finite set (an alphabet). The trajectories are represented by infinite (or bi-infinite) sequences of letters over this alphabet, and the "evolution rule" is the shift operator acting on these sequences. Symbolic dynamics focuses on the shift spaces - the sets of bi-infinite sequences of letters (over a finite alphabet) that are defined by a shift-invariant constraint on the factors of finite length. More precisely, a shift over an alphabet $\Sigma$ is a subset of bi-infinite sequences over $\Sigma$ that is translation invariant and closed in the natural topology of the Cantor space. Every shift can be defined in
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terms of forbidden finite patterns: we fix a set of (finite) words $\mathcal{F}$ and say that a configuration (a bi-infinite sequence) belongs to the corresponding shift $S_{\mathcal{F}}$ if and only if it does not contain any factor from $\mathcal{F}$.

Obviously, the properties of shifts heavily depend on the corresponding set of forbidden patterns. The following three large classes of shifts play an important role in symbolic dynamics and computability theory:

- shifts of finite type (SFT), which are defined by a finite set of forbidden finite patterns;
- sofic shifts (introduced in [16]), where the set of forbidden finite patterns is a regular language;
- effective (or effectively closed) shifts, which are defined by a computable set of forbidden finite patterns.
These three classes are different: [the SFTs] $\varsubsetneqq$ [the sofic shifts $] \varsubsetneqq$ [the effective shifts].
The sofic shifts can be equivalently defined as the coordinate-wise projections of configurations from an SFT:
- Definition 1. A shift $\mathcal{S}$ over an alphabet $\Sigma$ is sofic if there is an SFT $\mathcal{S}^{\prime}$ over an alphabet $\Sigma^{\prime}$ and a mapping $\pi: \Sigma^{\prime} \rightarrow \Sigma$, such that $\mathcal{S}$ consists of the coordinate-wise projections

$$
\left(\ldots \pi\left(y_{-1}\right) \pi\left(y_{0}\right) \pi\left(y_{1}\right) \pi\left(y_{2}\right) \ldots\right)
$$

of all configurations (... $\left.y_{-1} y_{0} y_{1} y_{2} \ldots\right)$ from $\mathcal{S}^{\prime}$.
There is a simple characterization of soficness. Let us say that two words $w_{1}, w_{2}$ are equivalent in a shift $\mathcal{S}$, if exactly the same half-infinite configurations occur in $\mathcal{S}$ immediately to the right of $w_{1}$ and to the right of $w_{2}$. A shift is sofic if and only if the finite patterns in this shift are subdivided in a finite number of equivalence classes (see [8, Theorem 3.2.10]). Loosely speaking, when we read a configuration from the left to the right and verify that it belongs to a sofic shift, we need to keep in mind only a finite information.

The SFTs and even the sofic shifts are rather restrictive classes of shifts with several very special properties. Not surprisingly, many important examples of effective shifts are not sofic. Non-soficness of a shift is usually proved with some version of the pumping lemma from automata theory.

## Multidimensional shifts

The formalism of shifts can be naturally extended to the grids $\mathbb{Z}^{d}$ for $d>1$. A shift on $\mathbb{Z}^{d}$ (over a finite alphabet $\Sigma$ ) is defined as a set of $d$-dimensional configurations $f: \mathbb{Z}^{d} \rightarrow \Sigma$ that are (i) translation-invariant (under translations in all directions) and (ii) closed in Cantor's topology. Similar to the one-dimensional case, the shifts can be defined in terms of forbidden finite patterns.

The definitions of the effective shifts (the set of forbidden patterns is computable) and of the SFTs (the set of forbidden patterns is finite) apply to the multidimensional shift spaces directly, without any revision. The sofic shifts on $\mathbb{Z}^{d}$ are defined as in Definition 1 above (as the coordinate-wise projections of SFTs).

For multidimensional shifts spaces, the classes of the effective shifts, the sofic shifts, and the SFTs remain distinct, though the difference between these classes is more elusive than in the one-dimensional case. In this paper we discuss the tools that help to reveal the reasons why one or another effective multidimensional shift is not sofic.

The class of sofic shifts in dimension $d \geq 2$ is surprisingly wide. Besides many simple and natural examples, there are shifts whose soficness follow from rather subtle considerations. For instance, S. Mozes showed that the shift generated by (a natural class of) non deterministic
multidimensional substitutions systems are sofic [11]. L. B. Westrick proved that the twodimensional shift on the alphabet $\{0,1\}$ whose configurations consist of squares of 1 s of pairwise different sizes on a background of 0 s , is sofic; moreover, any effectively closed subshift of this shift is also sofic [17].

On the other hand, there are several examples of effective multidimensional shifts that are known to be non-sofic. In what follows we briefly discuss two of them.

- Example 2 (the mirror shift). One of the standard examples of a non-sofic shift is the shift of mirror-symmetric configurations on $\mathbb{Z}^{2}$. Let $\Sigma$ be the alphabet with three letters (e.g., black, white, and red), and the configurations of the shift are all black-and-white configurations (without any red cell) and the configurations with an infinite horizontal line of red cells and symmetric black-and-white half-planes above and below this line, see Fig. 1.

It is easy to see that this shift is effective (the forbidden patterns are those where the red cells are not aligned, and those where the areas above and below the horizontal red line are not symmetric). At the same time, this shift is not sofic. The intuitive explanation of this fact is as follows. Let us focus on a pair of symmetric patterns of size $n \times n$ in black and white, above and below the horizontal red line (see the blue squares in Fig. 1). To make sure that the configuration belongs to the shift, we must "compare" these two patterns with each other. To this end, we need to transmit the information about a pattern of size $n^{2}$ through its border line (of length $O(n)$ ). However, in a sofic shift, the "information flow" across a contour of length $O(n)$ is bounded by $O(n)$ bits, and this contradiction implies non-soficness. For a more formal argument see, e.g. [1] and [4], or a similar example [5, Example 2.4].

- Example 3 (the high complexity shift). Let $S$ be the set of all binary configurations on $\mathbb{Z}^{2}$ where for each $n \times n$ pattern $P$ its Kolmogorov complexity is quadratic, $C(P)=\Omega\left(n^{2}\right)$. Technically, this means that no globally admissible pattern can be produced by a program of size below $c n^{2}$, for some factor $c>0$ (see the formal definition of Kolmogorov complexity below).

This shift is obviously effective: we can algorithmically enumerate the patterns whose Kolmogorov complexity is below the specified threshold. However, this shift is not sofic. This follows from two facts (proven in [2]):
(i) For some $c<1$, the shift defined above is not empty.
(ii) In every non-empty sofic shift on $\mathbb{Z}^{2}$, there is a configuration where the Kolmogorov complexity of each $n \times n$ pattern is bounded by $O(n)$.


Figure 1 A configuration with mirror symmetry with respect to the horizontal red line. The blue squares select two symmetric black-and-white patterns.

Note that the non-sofic shifts in the two examples above have positive entropy (the number of globally admissible patterns of size $n \times n$ grows as $\left.2^{\Omega\left(n^{2}\right)}\right)$. This is not surprising: the proofs of non-soficness of these shifts use the intuition about the information flows (super-linear amount of information cannot flow through a linear contour). This type of argument can be adapted for several shifts where the number of globally admissible patterns of size $n \times n$ grows slower than $2^{\Omega\left(n^{2}\right)}$ but still faster than $2^{O(n)}$ (see, e.g. [15, Proposition 15]). As it was noticed in [17], "all examples known to the author of effectively closed shifts which are not sofic were obtained by in some sense allowing elements to pack too much important information into a small area."

This type of argument was formalized as rather general sufficient conditions of nonsoficness in [13] and [5]. The theorems by Kass and Madden ([8, Theorem 3.2.10]) and Pavlov ([13, Theorem 1.1]) apply only to the two-dimensional shifts where the number of globally admissible $n \times n$ patterns is greater than $2^{O(n)}$. However, there is no reason to think that this condition is necessary for non-soficness (see, e.g. the discussion in [4, Section 1.2.2]). It is instructive to observe that non-effective non-sofic shifts can have very low block complexity $[5,12]$.

In this paper we extend the usual approach to the proof of non-soficness. We show that a shift cannot be sofic if the essential information contained in an $n \times n$ pattern cannot be compressed to the size $O(n)$ in bounded time.

The intuition behind our argument is similar to those used in [2] and [5] but with the idea of compression with bounded computational resources. This approach applies to several shifts with very low block complexity: we cannot "communicate" the essential information across a contour not because this information is too large, but since we do not have enough time and space to compress it. In particular, we provide examples of non-sofic effective shifts with only polynomial block complexity (and thus zero entropy).

- Remark 4. A standard and straightforward approach to the measure of the "information flow through the border line of a pattern" uses the notion of extender. Let $\mathcal{S}$ be a shift and $P$ be a globally admissible pattern for this shift. The extender of $P$ in $\mathcal{S}$ is the set of all configurations $Q$ completing $P$ to a valid configuration of $\mathcal{S}$ (in particular, the support of $Q$ should be the complement of the support of $P$ ).

Let $\mathcal{S}$ be a shift on $\mathbb{Z}^{2}$; denote by $N_{k}$ the number of different extenders for the patterns with a support of size $k \times k$. (Several patterns can share one and the same extender, so the number of extenders might be much less than the number of globally admissible patterns of this size). It seems natural to interpret $\log N_{k}$ as "the information flowing going through the border line" of a $k \times k$ pattern.

However, this interpretation is deceptive. In a sofic shift the value of $\log N_{k}$ can grow much faster the length of the border line of the pattern ([5] attributes this observation to unpublished works of C. Hoffman, A. Quas, and R. Pavlov). In fact, for a sofic shift on $\mathbb{Z}^{2}$, the value of $\log N_{k}$ can grow even as $\Omega\left(k^{2}\right)$. Therefore, we cannot use the asymptotic of $\log N_{k}$ to prove non-soficness of a multi-dimensional shift. This why we need a subtler implementation of the intuition of "information flows" in the sofic shifts.

The rest of the paper is organized as follows. After recalling the main definitions of the theory of Kolmogorov in the second section, we prove in the third one our main result. In the last section we elaborate our technique to a more general setting; in particular, we show that an argument from [5] (a proof of non-soficness with the method of union-increasing sequences of extenders) can be explained in the language of Kolmogorov complexity.

## 2 Preliminaries

## Kolmogorov complexity

In this section we recall the main definitions of the theory of Kolmogorov complexity. Let $U$ be a (partial) computable function. The complexity of $x$ with respect to the description $\operatorname{method} U$ is defined as $\mathrm{C}_{U}(x):=\min \{|p|: U(p)=x\}$.

If there is no $p$ such that $U(p)=x$, we assume that $\mathrm{C}_{U}(x)=\infty$. Here $U$ is understood as a programming language; $p$ is a program that prints $x$; the complexity of $x$ is the length of (one of) the shortest programs $p$ that generate $x$ (on the empty input).

The obvious problem with this definition is its dependence on $U$. The theory of Kolmogorov complexity becomes possible due to the invariance theorem:

- Theorem 5 (Kolmogorov [6]). There exists a computable function $U$ such that for any other computable function $V$ there is a constant $c$ such that $\mathrm{C}_{U}(x) \leq \mathrm{C}_{V}(x)+c$ for all $x$.

This $U$ is called an optimal description method. We fix an optimal $U$ and in what follows omit the subscript in $\mathrm{C}_{U}(x)$. The value $\mathrm{C}(x)$ is called the (plain) Kolmogorov complexity of $x$.

In a similar way, we define Kolmogorov complexity in terms of programs with bounded resources (the time of computation). Let $U$ be a Turing machine; we define the Kolmogorov complexity $\mathrm{C}_{U}^{t}(x)$ as the length of the shortest $p$ such that $U(p)$ produces $x$ in at most $t$ steps. There exists an optimal description method $U$ in the following sense: for every Turing machine $V$ we have $\mathrm{C}_{U}^{\text {poly }(t)}(x) \leq \mathrm{C}_{V}^{t}(x)+O(1)$.

For multi-tape Turing machines a slightly stronger statement can be proven:

- Theorem 6 (see [7]; the proof uses the simulation technique from [3]). There exists an optimal description method (multi-tape Turing machine) $U$ in the following sense: for every multi-tape Turing machine $V$ there exists a constant $c$ such that $\mathrm{C}_{U}^{c t \log t}(x) \leq \mathrm{C}_{V}^{t}(x)+c$ for all strings $x$.

We fix such a machine $U$, and in the sequel use for the resource-bounded version of Kolmogorov complexity the notation $\mathrm{C}^{t}(x)$ instead of $\mathrm{C}_{U}^{t}(x)$. Without loss of generality we may assume that $\mathrm{C}(x) \leq \mathrm{C}^{t}(x)$ for all $x$ and for all $t$.

We fix a computable enumeration of finite patterns (over a finite alphabet) that assigns a binary string (a code) to each pattern in dimension two. In the sequel we take the liberty of talking about Kolmogorov complexity of finite patterns in dimension two (assuming the Kolmogorov complexity of the codes of these patterns).

## Shift spaces

In this paper we focus on two-dimensional shifts, though all arguments can be extended to the shifts on $\mathbb{Z}^{d}$ for all $d \geq 2$. A (finite) pattern on $\mathbb{Z}^{2}$ over a finite alphabet $\Sigma$ is a mapping from a (finite) subset of $\mathbb{Z}^{2}$ to $\Sigma$; the domain of this mapping is the support of the pattern. Sometimes a pattern $P$ with a support $\mathcal{A}$ is called a coloring of $\mathcal{A}$ (the "colors" are letter from $\Sigma$ ).

For a shift $S$, we say that a pattern $P$ is globally admissible, if $P$ is a restriction of a configuration from $S$ to some finite support. For a shift of finite type determined by a set of forbidden patterns $\mathcal{F}$, we say that a pattern is locally admissible if it contains no forbidden patterns from $\mathcal{F}$.

The block complexity of a shift is a function that gives for each integer $n>0$ the number of globally admissible patterns of size $n \times n$ (patterns with support $\{1, \ldots, n\}^{2}$ ) in this shift.

If a sofic shift $S$ is a coordinate-wise projection of configurations from $\hat{S}$, we say that $\hat{S}$ is a covering of $S$. Every sofic shift has a covering SFT such that the supports of all forbidden patterns in this SFT are pairs of neighboring cells (see, e.g. [8]).

## 3 High resource-bounded Kolmogorov complexity is compatible with low block complexity

The following theorem was proven implicitly in [2]:

- Theorem 7. In every non-empty sofic shift $S$ there exists a configuration $x$ such that for all $n \times n$-patterns $P$ in $x$, we have $\mathrm{C}^{T(n)}(P)=O(n)$ for a time threshold $T(n)=2^{O\left(n^{2}\right)}$.

In [2] a weaker version of this theorem is stated: it is claimed only that the plain complexity of $n \times n$ patterns is $O(n)$. However, the argument from [2] implies a bound for a resourcebounded version of Kolmogorov complexity. For the sake of self-containedness, we provide a proof of this theorem in the full version of this paper.

- Theorem 8. For every $\epsilon>0$ and for every computable $T(n)$ there exists an effective shift on $\mathbb{Z}^{2}$ such that for every $n$ and for every globally admissible pattern $P$ of size $n \times n$, we have that
(i) $\mathrm{C}(P)=O(\log n)$, and
(ii) $\mathrm{C}^{T(n)}(P)=\Omega\left(n^{2-\epsilon}\right)$.

Theorem 8 is proven is the full version of the paper. In what follows we prove a slightly weaker version of this theorem, which is nevertheless strong enough for our main applications:

- Theorem 8'. For every computable $T(n)$ there exists an effective shift on $\mathbb{Z}^{2}$ such that
(i) for every $n$ and for every globally admissible pattern $P$ of size $n \times n$, we have $\mathrm{C}(P)=$ $O(\log n)$, and
(ii) for infinitely many $n$ and for every globally admissible pattern $P$ of size $n \times n$, we have that $\mathrm{C}^{T(n)}(P)=\Omega\left(n^{1.5}\right)$.

From Theorem 7 and Theorem $8^{\prime}$ we deduce the following corollary:

- Corollary 9. There exists an effective non-sofic shift on $\mathbb{Z}^{2}$ with block complexity poly $(n)$, i.e., with $\leq \operatorname{poly}(n)$ globally admissible blocks of size $n \times n$.

Proof. We take the shift from Theorem $8^{\prime}$ assuming that the threshold $T(n)$ is much greater than $2^{\Omega\left(n^{2}\right)}$ (e.g., we can let $T(n)=2^{n^{3}}$ ). On the one hand, property (ii) of Theorem $8^{\prime}$ and Theorem 7 guarantee that this shift is not sofic. On the other hand, property (i) of Theorem $8^{\prime}$ implies that the number of globally admissible blocks of size $n \times n$ is not greater than $2^{O(\log n)}$.

- Remark 10. Our proof of Theorem 8 implies a stronger bound than property (i). In fact, instead of the bound $\mathrm{C}(P)=O(\log n)$ we can prove that for every globally admissible $n \times n$ pattern $P$ in this shift,

$$
\begin{equation*}
\mathrm{C}^{\hat{T}(n)}(P) \leq \lambda \log n \tag{1}
\end{equation*}
$$

where $\lambda$ is a (large enough) constant and $\hat{T}(n)$ is a (large enough) computable function of $n$. The constant $\lambda$ and the threshold $\hat{T}(n)$ can be defined quite explicitly given $T(n)$ and $\epsilon$.

When $\hat{T}(n)$ (compatible with given $\epsilon$ and $T(n)$ ) is chosen, we can define another shift $\mathcal{S}_{T, \epsilon}$ that consists of the configurations where all $n \times n$ patterns $P$ satisfy (1). The shift from

Theorem 8 is a proper subshift of $\mathcal{S}_{T, \epsilon}$. Besides all configurations from Theorem 8 , the shift $\mathcal{S}_{T, \epsilon}$ contains also configurations with patterns of very low time bounded complexity (e.g., the configuration with all 0 s and the configuration with all 1s). In the next section we use this shift $\mathcal{S}_{T, \epsilon}$ to construct some other examples of effective non-sofic shifts.

Proof of Theorem $\mathbf{8}^{\prime}$. In this proof we construct the required shift explicitly. Let us fix a sequence $\left(n_{i}\right)$ where $n_{0}$ is a large enough integer number, and

$$
\begin{equation*}
n_{i+1}:=\left(n_{0} \cdot \ldots \cdot n_{i}\right)^{c} \text { for } i=0,1,2, \ldots, \tag{2}
\end{equation*}
$$

where $c \geq 3$ is a constant. We set $N_{i}:=n_{0} \cdot \ldots \cdot n_{i}$. In what follows we construct for each $i$ a pair of standard binary patterns $Q_{i}^{0}$ and $Q_{i}^{1}$ of size $N_{i} \times N_{i}$ such that

- the plain Kolmogorov complexities of the standard patterns $\mathrm{C}\left(Q_{i}^{0}\right)$ and $\mathrm{C}\left(Q_{i}^{1}\right)$ are not greater than $O\left(\log N_{i}\right)$, and
- the resource-bounded Kolmogorov complexities $\mathrm{C}^{T\left(N_{i}\right)}\left(Q_{i}^{0}\right)$ and $\mathrm{C}^{T\left(N_{i}\right)}\left(Q_{i}^{1}\right)$ are not less than $\Omega\left(N_{i}^{1.5}\right)$.
The construction is hierarchical: both $Q_{i}^{0}$ and $Q_{i}^{1}$ are defined as $n_{i} \times n_{i}$ matrices composed of patterns $Q_{i-1}^{0}$ and $Q_{i-1}^{1}$; for each $i$ the blocks $Q_{i}^{0}$ and $Q_{i}^{1}$ are bitwise inversions of each other.

When the standard patterns $Q_{i}^{0}$ and $Q_{i}^{1}$ are constructed for all $i$, we define the shift as the closure of these patterns: we say that a finite pattern is globally admissible if and only if it appears in some standard pattern $Q_{i}^{j}$ or at least in a $2 \times 2$-block composed of $Q_{i}^{0}$ and $Q_{i}^{1}$ (for some $i$ ).

- Remark 11. Due to the hierarchical structure of the standard patterns, we can guarantee that every globally admissible pattern $P$ of size $N_{i} \times N_{i}$ appears in a $2 \times 2$-block composed of $Q_{i}^{0}$ and $Q_{i}^{1}$ (no need to try the blocks $Q_{s}^{j}$ for $s>i$ ).
Since the construction of $Q_{i}^{j}$ is explicit, the resulting shift is effective. Properties (i) and (ii) of the theorem will follow from the properties of the standard patterns.

In what follows we explain an inductive construction of $Q_{i}^{0}$ and $Q_{i}^{1}$. Let $Q_{0}^{0}$ and $Q_{1}^{0}$ be the squares composed of only 0 s and only 1 s respectively. Further, for every $i$ we take the lexicographically first binary matrix $R_{i}$ of size $n_{i} \times n_{i}$ such that

$$
\begin{equation*}
\mathrm{C}^{t_{i}}\left(R_{i}\right) \geq n_{i}^{2} \tag{3}
\end{equation*}
$$

(the time bound $t_{i}$ is fixed in the sequel). We claim that such a matrix exists. Indeed, there exists a matrix of size $n_{i} \times n_{i}$ that is incompressible in the sense of the plain Kolmogorov complexity. The resource-bounded Kolmogorov complexity of a matrix can be only greater than the plain complexity. Therefore, there exists at least one matrix satisfying (3). If $t_{i}$ is a computable function of $i$, then given $i$ we can find $R_{i}$ algorithmically.

Now we substitute in $R_{i}$ instead of each zero and one entry the copies of $Q_{i-1}^{0}$ and $Q_{i-1}^{1}$ respectively, e.g.,

$$
R_{i}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0
\end{array}\right) \Longrightarrow Q_{i}^{0}:=\left(\begin{array}{c|c|c|c|c}
Q_{i-1}^{0} & Q_{i-1}^{0} & Q_{i-1}^{0} & Q_{i-1}^{0} & Q_{i-1}^{1} \\
\hline Q_{i-1}^{0} & Q_{i-1}^{1} & Q_{i-1}^{0} & Q_{i-1}^{0} & Q_{i-1}^{1} \\
\hline Q_{i-1}^{1} & Q_{i-1}^{1} & Q_{i-1}^{1} & Q_{i-1}^{1} & Q_{i-1}^{0} \\
\hline Q_{i-1}^{0} & Q_{i-1}^{1} & Q_{i-1}^{1} & Q_{i-1}^{0} & Q_{i-1}^{0} \\
\hline Q_{i-1}^{0} & Q_{i-1}^{1} & Q_{i-1}^{0} & Q_{i-1}^{1} & Q_{i-1}^{0}
\end{array}\right)
$$

The resulting matrix ( of size $N_{i} \times N_{i}$ ) is denoted $Q_{i}^{0}$. Matrix $Q_{i}^{1}$ is defined as the bitwise inversion of $Q_{i}^{0}$.


Figure 2 A pattern of size $N_{k} \times N_{k}$ (shown in gray in fig. (a)) covered by a quadruple of standard blocks of the same size contains enough information to reconstruct a standard pattern (fig. (b)).
$\triangleright$ Claim 12. Assuming that $t_{i}^{\prime} \ll t_{i}$ (in what follows we discuss the choice of $t_{i}^{\prime}$ in more detail) we have

$$
\mathrm{C}^{t_{i}^{\prime}}\left(Q_{i}^{0}\right)=\Omega\left(N_{i}^{1.5}\right) \text { and } \mathrm{C}^{t_{i}^{\prime}}\left(Q_{i}^{1}\right)=\Omega\left(N_{i}^{1.5}\right)
$$

Proof of Claim 12. Given $Q_{i}^{j}$ (for $j=0,1$ ) we can retrieve the matrix $R_{i}$ (this retrieval can be implemented in polynomial time). Therefore, for every time bound $t$

$$
\mathrm{C}^{t+\operatorname{poly}\left(N_{i}\right)}\left(R_{i}\right) \leq \mathrm{C}^{t}\left(Q_{i}^{j}\right)+O(1)
$$

Therefore, if $t_{i}>t_{i}^{\prime}+\operatorname{poly}\left(N_{i}\right)$ then

$$
n_{i}^{2} \leq \mathrm{C}^{t_{i}}\left(R_{i}\right) \leq \mathrm{C}^{t_{i}^{\prime}}\left(Q_{i}^{j}\right)
$$

It remains to observe that our choice of parameters in (2) with $c \geq 3$ implies $n_{i}^{1 / 2} \geq$ $\left(n_{0} \cdot \ldots \cdot n_{i-1}\right)^{3 / 2}$, and therefore

$$
n_{i}^{2} \geq\left(n_{0} \cdot \ldots \cdot n_{i}\right)^{1.5}=\left(N_{i}\right)^{1.5}
$$

Thus, we obtain $\mathrm{C}^{t_{i}^{\prime}}\left(Q_{i}^{j}\right) \geq\left(N_{i}\right)^{1.5}-O(1)$, and the claim is proven.
Remark 13. By choosing a larger constant $c$ in (2), we can achieve a lower bound $\mathrm{C}^{t_{i}^{\prime}}\left(Q_{i}^{j}\right)=$ $\Omega\left(n^{2-\epsilon}\right)$ for any $\epsilon>0$.
$\triangleright$ Claim 14. For every globally admissible pattern $P$ of size $N_{i} \times N_{i}$ (and not only for the standard patterns, as it was in Claim 1) its time-bounded Kolmogorov complexity $\mathrm{C}^{T\left(N_{i}\right)}(P)$ is $\Omega\left(n^{1.5}\right)$ (assuming that $\left.T\left(N_{i}\right) \ll t_{i}^{\prime}\right)$.

Proof of Claim 14. If a pattern $P$ of size $N_{i} \times N_{i}$ is globally admissible then it is covered by a quadruple of standard patterns of rank $i$, see Remark 11 on p 7 above. Then $P$ can be divided into four rectangles which are "corners" of standard patterns of rank $i$, see Fig. 2 (a). Since the standard blocks $Q_{i}^{0}$ and $Q_{i}^{1}$ are the inversions of each other, these four "corners" (with a bitwise inversion if necessary) form together the entire standard pattern, as shown in Fig. 2 (b). Therefore, we can reconstruct $Q_{i}^{j}$ from $P$ given (a) the position of $P$ with respect to the grid of standard blocks (this involves $O\left(\log N_{i}\right)$ bits) and (b) the four bits identifying the standard blocks covering $P$ (we need to know which of them is a copy of $Q_{i}^{0}$ and which one is a copy of $Q_{i}^{1}$ ).

## J. Destombes and A. Romashchenko

The retrieval of $Q_{i}^{j}$ from $P$ requires only poly $\left(N_{i}\right)$ steps of computation (in addition to the time we need to produce $P$ ). Now the claim follows from the bound for the resource-bounded Kolmogorov complexity of the standard patterns $Q_{i}^{0}$ and $Q_{i}^{1}$.
$\triangleright$ Claim 15. For every $k \times k$-pattern in $Q_{i}^{0}$ or $Q_{i}^{1}$, its plain Kolmogorov complexity is at most $O(\log k)$.

Proof of Claim 15. First of all, we observe that the standard patterns $Q_{i}^{0}$ or $Q_{i}^{1}$ can be computed given $i$. Therefore, $\mathrm{C}\left(Q_{i}^{0}\right)=O(\log i)$ and $\mathrm{C}\left(Q_{i}^{1}\right)=O(\log i)$.

Every globally admissible $k \times k$-pattern is covered by at most four standard patterns $Q_{i}^{0}$ or $Q_{i}^{1}$ with

$$
N_{i-1}<k \leq N_{i},
$$

see Remark 11 on p. 7. Therefore, to obtain a globally admissible pattern $P$ of size $k \times k$ we need to produce a quadruple of standard patterns of size $N_{i} \times N_{i}$ and then to specify the position of $P$ with respect to the grid of standard blocks. This description consists of only $O\left(\log N_{i}\right)$ bits, and we conclude that $\mathrm{C}(P)=O(\log k)$.

Given a computable threshold $T\left(N_{i}\right)$, we choose a suitable $t_{i}^{\prime} \gg T\left(N_{i}\right)$ and then a suitable $t_{i} \gg t_{i}^{\prime}$. The theorem follows from Claim 14 and Claim 15.

- Remark 16. For all large enough $i$, the incompressible pattern $R_{i}$ constructed in the proof of Theorem $8^{\prime}$ contains copies of all $2^{4}$ binary patterns of size $2 \times 2$. Therefore, we can guarantee that every standard block $Q_{i}^{j}$ contains all globally admissible patterns of size $N_{i-1} \times N_{i-1}$. It follows that the shift constructed in Theorem $8^{\prime}$ is transitive and even minimal.

There exists a non-empty effective shift on $\mathbb{Z}^{2}$ where the Kolmogorov complexity of all $n \times n$ patterns is $\Omega\left(n^{2}\right)$ (see [2] and [14]). So a natural question arises: can we improve Theorem 8 and strengthen condition (ii) to $\mathrm{C}^{T(n)}(P)=\Omega\left(n^{2}\right)$ ? The answer is negative: we cannot achieve the resource bounded complexity $\Omega\left(n^{2}\right)$, even with a much weaker version of property (i) for the plain complexity:

Proposition 17. For all large enough time bounds $T(n)$, there is no shift on $\mathbb{Z}^{2}$ such that (i) for every globally admissible pattern $P$ of size $n \times n$, we have that $\mathrm{C}(P)=o\left(n^{2}\right)$, and
(ii) for infinitely many $n$ and for every globally admissible pattern $P$ of size $n \times n$, we have that $\mathrm{C}^{T(n)}(P)=\Omega\left(n^{2}\right)$.

Proof. Assume for the sake of contradiction that such a shift exists. For every $k$, the number of globally admissible $k \times k$ patterns in this shift is not greater than

$$
L_{k} \leq 2^{o\left(k^{2}\right)} \ll 2^{k^{2}} .
$$

Therefore, for any $N$, every globally admissible pattern $P$ of size $(N k) \times(N k)$ can be specified by

- the list of all globally admissible patterns of size $k \times k$ (which requires $L_{k} \cdot k^{2}$ bits),
- by an array of $N \times N$ indices of $k \times k$ blocks that constitute $P$ (which requires $N^{2} \cdot \log L_{k}$ bits).
Clearly, $P$ can be reconstructed from such a description in polynomial time. It follows that $\mathrm{C}^{\mathrm{poly}(N k)}(P) \leq 2^{o\left(k^{2}\right)} \cdot k^{2}+N^{2} \cdot o\left(k^{2}\right)$.

For $N \gg 2^{o\left(k^{2}\right)}$ this bound contradicts the condition $\mathrm{C}^{T(N k)}(P)=\Omega\left((N k)^{2}\right)$.

## 4 Epitomes

The technique from Section 3 does not apply to the shifts that contain very simple configurations (with low resource-bounded Kolmogorov complexity of all patterns). In particular, it does not apply to Example 2 from Introduction. In this section we propose a different technique (also based on resource-bounded Kolmogorov complexity) that helps to handle these examples. The intuitive idea behind this technique is as follows: we try to capture the "essential" information in each pattern (discarding irrelevant data) and then measure the resource-bounded Kolmogorov complexity of an "epitome" of this essential information.

Let us fix some notation. We denote by $B_{n}$ the set $\{0, \ldots, n-1\}^{2} \subset \mathbb{Z}^{2}$ and by $F_{n}$ its complement, $F_{n}:=\mathbb{Z}^{2} \backslash B_{n}$. We say that two patterns with disjoint supports are compatible (for a shift $\mathcal{S}$ ) if the union of these patterns is globally admissible in $\mathcal{S}$. In particular, a finite pattern $P$ with support $B_{n}$ and an infinite pattern $R$ with support $F_{n}$ are compatible, if the union of these patterns is a valid configuration of the shift.

### 4.1 Plain epitomes

- Definition 18. We say that a family of functions
$\mathcal{E}_{n}:[$ pattern of size $n \times n] \mapsto[$ binary string $]$
is a family of epitomes for a shift $S$, if for every globally admissible pattern $P$ with support $B_{n}$ there exists a pattern $R$ on $F_{n}$ compatible with $P$ such that for all patterns $P^{\prime}$ with support $B_{n}$ compatible with $R$, we have

$$
\mathcal{E}_{n}\left(P^{\prime}\right)=\mathcal{E}_{n}(P)
$$

(i.e., the pattern $R$ on the complement of $B_{n}$ determines the $\mathcal{E}_{n}$-epitome of the pattern on $B_{n}$ ). We say that a family of epitomes is uniformly computable if there is an algorithm (one algorithm for all n) that computes the mappings $\mathcal{E}_{n}$. If, in addition, $\mathcal{E}_{n}$ are computable in time $2^{O\left(n^{2}\right)}$, we say that this family of epitomes is exp-time computable.

- Proposition 19. For every sofic shift with an exp-time computable family of epitomes $\mathcal{E}_{n}$, for every globally admissible pattern $P$ of size $n \times n$, we have $\mathrm{C}^{T(n)}\left(\mathcal{E}_{n}(P)\right)=O(n)$ for a time threshold $T(n)=2^{O\left(n^{2}\right)}$.
- Remark 20. If patterns $P_{1}, \ldots, P_{m}$ with support $B_{n}$ have pairwise distinct epitomes, then these patterns have a union-increasing sequence of extenders in the sense of [5]. Thus, a version of Proposition 19 with the plain (non time bounded) Kolmogorov complexity is a special case of [5, Theorem 2.3].
Proof. Assume $S$ is a sofic shift with a covering SFT $\hat{S}$ ( $S$ is a coordinate-wise $\pi$-projection of $\hat{S})$. Let $P$ be a pattern with support $B_{n}$ in $S$ and $R$ be the pattern on the complement of $B_{n}$ that enforces the value of the $\mathcal{E}_{n}$-epitome of $P$ (as specified in Definition 18). Denote by $y$ a configuration in $\hat{S}$ whose $\pi$-projection gives the union of $P$ and $R$. Let $Q$ be a pattern of size $n \times n$ in $y$ such that $P$ is a coordinate-wise projection of $Q$, see Fig. 3. Denote by $\partial Q$ the border of $Q$.

We assume that the local constraints in $\hat{S}$ involve only pairs of neighboring nodes in $\mathbb{Z}^{2}$. Then, every locally admissible pattern $Q^{\prime}$ of size $n \times n$ that is compatible with the border $\partial Q$, must be compatible with the rest of configuration $y$. Therefore, the $\pi$-projections of these $Q^{\prime}$ are compatible with $R$. Thus, the $\mathcal{E}_{n}$-epitomes of the projections of these $Q^{\prime}$ must be equal to the $\mathcal{E}_{n}$-epitome of $P$.


Figure 3 Projection of an $n \times n$ pattern from an SFT onto a sofic shift.

It follows that $\mathcal{E}_{n}(P)$ can be computed in time $2^{O\left(n^{2}\right)}$ given only the coloring of the border line $\partial Q$ : we use the brute-force search to find one $Q^{\prime}$ computable with this border, apply projection $\pi$, and then compute the epitome. Observe that the computed projection $\pi\left(Q^{\prime}\right)$ may be different from $P$, but the epitome must coincide with the epitome of $P$. Since the size of $\partial Q$ is linear in $n$, we conclude that $\mathrm{C}^{2 O\left(n^{2}\right)}(P)=O(n)$.

Proposition 19 gives a necessary condition for soficness. To prove that a shift is not sofic, we need to provide an exp-time computable family of epitomes with high resource-bounded Kolmogorov complexities. In what follows we discuss a simple application of this technique.

## Example 2 revisited

Let $\mathcal{S}$ be the shift from Example 2 in the Introduction (the mirror-symmetric configurations). For this example we can define epitome functions $\mathcal{E}_{n}$ as follows:

- if an $n \times n$ pattern $P$ contains only black and white letters, then $\mathcal{E}_{n}(P)$ maps it to a binary string of length $n^{2}$ that identifies $P$ uniquely (roughly speaking, $\mathcal{E}_{n}$ does not compress the patterns in black and white);
- all patterns with red letters are mapped to the empty string.

It is not hard to see that $\mathcal{E}_{n}$ is an exp-time computable family of epitomes for this shift (since a configuration below the red line determines all black-and-white patterns above this line). Since for some patterns of size $n \times n$ we have $\mathrm{C}(P) \geq n^{2}$ (i.e., even the plain Kolmogorov complexity of $P$ is super-linear), we can apply Proposition 19 and conclude that the shift is not sofic.

## Example 2 with low plain Kolmogorov complexity

Let us consider a subshift of $\mathcal{S}$ : we still admit only symmetric configurations, but we now allow only those $n \times n$ patterns $P$ in black and white that are globally admissible for the shift $\mathcal{S}_{T, \epsilon}$ defined in Remark 10 on p. 6, assuming $T(n)=2^{n^{3}}$. (We have chosen the time threshold so that $T(n) \gg 22^{O\left(n^{2}\right)}$.) A typical configuration of this shift looks as follows: there is an infinite horizontal line in red, and the symmetric half-planes above and below this line are areas in black and white, with $n \times n$ patterns $P$ such that $\mathrm{C}^{\hat{T}(n)}(P)=O(\log n)$.

The new shift is effective, and the number of globally admissible patterns is $2^{O(\log n)}=$ poly $(n)$. Due to Theorem 8 know that some $n \times n$ patterns in this shift satisfy the condition $\mathrm{C}^{2^{n^{3}}}(P)=\Omega\left(n^{2-\epsilon}\right)$.

We cannot apply Theorem 8 directly and conclude that the new shift is non-sofic. Indeed, this shift also admits patterns with very low time-bounded complexity. For example, the shift admits the configuration with an infinite horizontal line in red and only white cells above and below this line.

Note that the functions $\mathcal{E}_{n}$ defined above provide for this shift an exp-time computable family of epitomes. Since for some (though not for all) $n \times n$ patterns $P$ we have

$$
\mathrm{C}^{2^{n^{3}}}\left(\mathcal{E}_{n}(P)\right)=\Omega\left(n^{2-\epsilon}\right)
$$

it follows from Proposition 19 that the shift is not sofic.

### 4.2 Ordered epitomes

The argument based on Definition 18 does not apply to [5, Example 2.5] and similar examples. To handle this class of (non-sofic) shifts we introduce a slightly more general version for epitomes:

- Definition 21. Let $E_{n}$ be a finite set with a partial order $\leq_{n}$ on it, and

$$
\mathcal{E}_{n}:[\text { pattern of size } n \times n] \mapsto\left[\text { element of } E_{n}\right]
$$

be a partial function, for each integer $n>0$. We say that $\left(\mathcal{E}_{n}, \leq_{n}\right)$ is a family of ordered epitomes for a shift $S$, if for every globally admissible pattern $P$ with support $B_{n}$ such that $\mathcal{E}_{n}(P)$ is defined, there exists a pattern $R$ on $F_{n}$ such that
(i) $R$ is compatible with $P$, i.e., the union of $P$ and $R$ forms a valid configuration in $\mathcal{S}$, and
(ii) for every pattern $P^{\prime}$ on support $B_{n}$ compatible with $R$, if $\mathcal{E}_{n}\left(P^{\prime}\right)$ is defined then

$$
\mathcal{E}_{n}\left(P^{\prime}\right) \leq_{n} \mathcal{E}_{n}(P)
$$

(i.e., this configuration $R$ on the complement of $B_{n}$ determines the maximum of the $\mathcal{E}_{n}{ }^{-}$ epitomes over all valid $P^{\prime}$ ).

We say that a family of ordered epitomes is uniformly computable if there is an algorithm (one algorithm for all $n$ ) that computes the relations $\leq_{n}$ and the mappings $\mathcal{E}_{n}$. If, moreover, $\mathcal{E}_{n}$ and $\leq_{n}$ are computable in time $2^{O\left(n^{2}\right)}$, we say that this family of ordered epitomes is exp-time computable.

- Remark 22. When we say that a partial function is computable (or computable in bounded time), we assume that its domain is decidable (respectively, decidable in bounded time). Thus, for an exp-time computable family of epitomes we can decide effectively whether $\mathcal{E}_{n}(x)$ is defined.

Definition 18 can be viewed as a special case of Definition 21. If $\mathcal{E}_{n}$ is a family of exp-time computable epitomes in the sense of Definition 18 and $\leq_{n}$ is an arbitrary effectively computable order on the $\mathcal{E}_{n}$-epitomes, then $\left(\mathcal{E}_{n}, \leq_{n}\right)$ is an exp-time computable family of ordered epitomes in the sense of Definition 21 (in Definition 18, the neighborhood $R$ enforces the exact value of $\mathcal{E}_{n}\left(P^{\prime}\right)$ over all $P^{\prime}$ compatible with $R$, while in Definition 21 we need to enforce only the maximum of $\mathcal{E}_{n}\left(P^{\prime}\right)$ ).

- Proposition 23. For every sofic shift with an exp-time computable ordered family of epitomes $\left(\mathcal{E}_{n}, \leq_{n}\right)$, for every globally admissible pattern $P$ of size $n \times n, \mathrm{C}^{T(n)}\left(\mathcal{E}_{n}(P)\right)=O(n)$ for a time threshold $T(n)=2^{O\left(n^{2}\right)}$.

Proof. The proof is similar to the proof of Proposition 19, except for the last part. In the previous proof, we use brute-force search to find one pattern $Q^{\prime}$ compatible with the given border line $\partial Q$, apply projection $\pi$, and then compute the epitome. Now we should find all patterns $Q^{\prime}$ compatible with $\partial Q$, apply to each of them the projection $\pi$, try to compute their epitomes ( $\mathcal{E}_{n}$ is partial), and then take the maximum of the obtained results. It remains to notice that for an exp-time computable ordered family of epitomes this exhaustive search runs in time $2^{O\left(n^{2}\right)}$.

(a) Forbidden pattern: a square with a red top and a black bottom.

(b) A pattern for which the epitome $\mathcal{E}_{n}$ is defined: each row starts with a few black cells on the left followed by white cells on the right.

(c) A pair of incomparable patterns.

## Figure 4

- Example 24 (the shift with no hidden red-black squares). Now we discuss an example proposed by Kass and Madden in [5, Example 2.5], and reformulate the argument given in [5] in the language of Kolmogorov complexity, in terms of ordered epitomes.

Let $\Sigma$ be the alphabet with three letters (e.g., black, white, and red), and the forbidden patterns be all squares (of all sizes) where the top side consists of red cells, and the bottom one consists of black cells (hidden red-black squares), as shown in Fig. 4a.

- Proposition 25 ([5]). The shift on $\mathbb{Z}^{2}$ defined by the set of forbidden patterns specified above is not sofic.

In [5] this proposition was proven with the technique of union-increasing sequence of extenders. In what follows we propose a similar argument, but explain it in terms of ordered epitomes.

Proof of Proposition 25. We define for this shift a family of ordered epitomes. First of all, we define a class of simple patterns: the simple patterns are all square patterns that (i) consist of only black and white letters (with no red letters), where (ii) every row starts with a few successive black letters followed by a sequence of white letters, as show in Fig. 4b. Every simple pattern of size $n \times n$ can be specified by its profile - a tuple of integers $\left(k_{1}, \ldots, k_{n}\right)$, where $k_{i}$ is the number of black cells in the $i$-th row of the pattern. (Thus, a simple pattern with the profile $\left(k_{1}, \ldots, k_{n}\right)$ is an $n \times n$ square where each $i$-th row starts with $k_{i}$ black letters followed by $\left(n-k_{i}\right)$ white letters.)

Let epitome $\mathcal{E}_{n}$ assign to each simple pattern its profile, and be undefined for all other patterns. For example, for the pattern $P$ show in Fig. 4b we have $\mathcal{E}_{8}(P)=(4,3,8,5,4,2,4,6)$.

We introduce the natural order $\leq_{n}$ on the profiles of simple patterns of size $n \times n$; we say that the profile of $P_{1}$ is not greater than the profile of $P_{2}$, if the first profile is coordinate-wise not greater than the second profile. For example, the profiles of the two patterns shown in Fig. 4c are not greater than the profile of the pattern in Fig. 4b (and incomparable with each other).

The introduced $\mathcal{E}_{n}$ and $\leq_{n}$ are obviously computable, even in polynomial time. Some work is required to show that $\mathcal{E}_{n}$ and $\leq_{n}$ satisfy Definition 21:


Figure 5 An $n \times n$ pattern $P$ with a neighborhood that enforces the desired maximum of $\mathcal{E}_{n}$.

- Lemma 26. The defined above $\left(\mathcal{E}_{n}, \leq_{n}\right)$ provide a family of exp-time computable ordered epitomes for the shift under consideration.

This lemma is proven implicitly in [5]. In what follows, for the sake of self-containedness, we sketch this proof.

Proof of Lemma 26. For every simple pattern $P$ of size $n \times n$ we should construct a configuration $R$ on the complement of $B_{n}$, so that
(i) $P$ and $R$ are compatible,
(ii) for every other simple pattern $P^{\prime}$ compatible with $R$ we have $\mathcal{E}_{n}\left(P^{\prime}\right) \leq_{n} \mathcal{E}_{n}(P)$.

We build $R$ by following the construction from [5]. By definition, each row of $P$ consists of a contiguous sequence of black cells followed by a contiguous sequence of white cells, as shown in Fig. 4b. The pattern $R$ will consist of a finite number of black and red cells (the other cells will be white).

Black cells in $R$. To construct $R$, we extend each stripes of black cells in $P$ to the left, so that in the first line we get a contiguous sequence of $(3 n-1)$ black cells (including those black cells that belong to $P$ ), in the second line a contiguous sequence of $(3 n-3)$ black cells, in the third line a contiguous sequence of $(3 n-5)$ black cells, etc. In the $n$-th line we obtain a contiguous sequence of $(n+1)$ black cell, see Fig. 5 .

Red cells in $R$. Similarly, we put in $R$ stripes of red cells: $3 n$ contiguous red cells in line $3 n$, $(3 n-2)$ contiguous red cells in line $3 n-1, \ldots,(n+2)$ contiguous red cells in line $(2 n+1)$. We place these stripes of red cells so that for each $i=1, \ldots, n$ the leftmost red cell in the line $(3 n-i+1)$ is vertically aligned with the leftmost black cell in the line $i$, as shown in Fig. 5.

All other cells outside $B_{n}$ are made white.
$\triangleright$ Claim 27. The constructed $R$ is compatible with $P$.
Proof of Claim 27. This fact is easy to verify: we have chosen the lengths of black and red stripes so that they cannot form a forbidden pattern (as in Fig. 4a), regardless the horizontal placement of each stripes. Indeed, on the one hand, the black cells of the $i$-th line cannot
interfere with the red stripes in lines $3 n, 3 n-1, \ldots, 3 n-i$, since this black stripe is too short to form a forbidden pattern together with any of these red stripes; on the other hand, the black cells of the $i$-th line cannot interfere with the red stripes in lines $3 n-i-1,3 n-i-2, \ldots, 2 n+1$, since those red stripes are too short.
$\triangleright$ Claim 28. The constructed pattern $R$ is compatible only with simple patterns $P^{\prime}$ such that $\mathcal{E}_{n}\left(P^{\prime}\right) \leq_{n} \mathcal{E}_{n}(P)$.

Proof of Claim 28. If $R$ is compatible with an $n \times n$ pattern $P^{\prime}$, the profile of $P^{\prime}$ is not determined uniquely. In fact, $R$ can be compatible with simple patterns $P^{\prime}$ whose profiles are strictly less than the profile of $P$ (in each row of $P^{\prime}$ the number of black cells must be not greater than the number of black cells in the corresponding row of $P$ ), see Fig. 6 below. On the other hand, if at least one row of $P^{\prime}$ contains more black cells that the same row in $P$, than $P^{\prime}$ and $R$ are incompatible, i.e., the joint of $P^{\prime}$ and $R$ contains a forbidden pattern, as shown in Fig. 7.

The lemma follows from Claim 27 and Claim 28. For a more detailed argument we refer the reader to [5].

- Remark 29. In the construction discussed above, pattern $R$ does not determine uniquely the epitomes of $P^{\prime}$ compatible with $R$ (these epitomes can be different, though they must be not greater than the epitome of the initial pattern $P$ ). This is why we cannot apply Proposition 19, and we have to employ the extended definition of partial epitomes.

To prove the proposition, it remains to observe that for every $n$ there are $(n+1)^{n}$ simple patterns of size $n \times n$ (in each row of a simple pattern the frontier between black and white areas varies between 0 and $n$ ). Therefore, for some simple patterns $P$ of size $n \times n$ the Kolmogorov complexity of their profile is greater than $n \log (n+1)$, i.e., even the plain Kolmogorov complexity $\mathrm{C}(P)$ is super-linear. We apply Proposition 23 and conclude that the shift is not sofic.

this $n \times n$ pattern $P^{\prime}$ is compatible with the neighborhood
Figure 6 A pattern $P^{\prime}$ with $\mathcal{E}_{n}\left(P^{\prime}\right) \leq_{n} \mathcal{E}_{n}(P)$ matches the neighborhood.

- Open Problem 1. Is there any sufficient condition of soficness for effective shifts that can be formulated in terms of resource-bounded Kolmogorov complexity?

this $n \times n$ pattern $P^{\prime \prime}$ is incompatible with the neighborhood
Figure 7 A pattern $P^{\prime \prime}$ with $\mathcal{E}_{n}\left(P^{\prime \prime}\right) \not \leq_{n} \mathcal{E}_{n}(P)$ does not match the neighborhood.
- Open Problem 2. The shift in Example 24 has positive entropy, and in the argument discussed above we could employ the definition of uniformly computable (but not exp-time computable) ordered epitomes. It would be interesting to suggest a natural example of an effective (but non-sofic) shift where the technique of exp-time computable ordered epitomes is valid while uniformly computable but not exp-time computable ordered epitomes do not apply.
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#### Abstract

For a set $\mathcal{U}$ (the universe), retrieval is the following problem. Given a finite subset $S \subseteq \mathcal{U}$ of size $m$ and $f: S \rightarrow\{0,1\}^{r}$ for a small constant $r$, build a data structure $D_{f}$ with the property that for a suitable query algorithm query we have query $\left(D_{f}, x\right)=f(x)$ for all $x \in S$. For $x \in \mathcal{U} \backslash S$ the value query $\left(D_{f}, x\right)$ is arbitrary in $\{0,1\}^{r}$. The number of bits needed for $D_{f}$ should be $(1+\varepsilon) r m$ with overhead $\varepsilon=\varepsilon(m) \geq 0$ as small as possible, while the query time should be small. Of course, the time for constructing $D_{f}$ is relevant as well.

We assume fully random hash functions on $\mathcal{U}$ with constant evaluation time are available. It is known that with $\varepsilon \approx 0.09$ one can achieve linear construction time and constant query time, and with overhead $\varepsilon_{k} \approx e^{-k}$ it is possible to have $O(k)$ query time and $O\left(m^{1+\alpha}\right)$ construction time, for arbitrary $\alpha>0$. Furthermore, a theoretical construction with $\varepsilon=O((\log \log m) / \sqrt{\log m})$ gives constant query time and linear construction time. Known constructions avoiding all overhead, except for a seed value of size $O(\log \log m)$, require logarithmic query time.

In this paper, we present a method for treating the retrieval problem with overhead $\varepsilon=$ $O((\log m) / m)$, which corresponds to $O(1)$ extra memory words $(O(\log m)$ bits), and an extremely simple, constant-time query operation. The price to pay is a construction time of $O\left(m^{2}\right)$. We employ the usual framework for retrieval data structures, where construction is effected by solving a sparse linear system of equations over the 2 -element field $\mathbb{F}_{2}$ and a query is effected by a dot product calculation. Our main technical contribution is the design and analysis of a new and natural family of sparse random linear systems with $m$ equations and $(1+\varepsilon) m$ variables, which combines good locality properties with high probability of having full rank.

Paying a larger overhead of $\varepsilon=O\left((\log m) / m^{\alpha}\right)$, the construction time can be reduced to $O\left(m^{1+\alpha}\right)$ for arbitrary constant $0<\alpha<1$. In combination with an adaptation of known techniques for solving sparse linear systems of equations, our approach leads to a highly practical algorithm for retrieval. In a particular benchmark with $m=10^{7}$ we achieve an order-of-magnitude improvement over previous techniques with $\varepsilon=0.24 \%$ instead of the previously best result of $\varepsilon \approx 3 \%$, with better query time and no significant sacrifices in construction time.
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## 1 Introduction

A retrieval data structure for a universe $\mathcal{U}$ (a set) and $r$-bit values represents a function from $\mathcal{U}$ to $R=\{0,1\}^{r}$ with prescribed values on a set $S \subseteq \mathcal{U}$ of size $m$. We need an algorithm construct that builds the data structure and an operation query. The input for construct is a function $f: S \rightarrow R$ (given as a list of argument-value pairs), the result is a data structure $D_{f}$, whose binary length we denote by $\left|D_{f}\right|$. The query algorithm query has two inputs, $D_{f}$ and $x \in \mathcal{U}$, and returns an element of $R$. We require that
query $\left(D_{f}, x\right)=f(x)$, for all $x \in S$.
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The values query $\left(D_{f}, x\right)$ for $x \in \mathcal{U} \backslash S$ are irrelevant.
Relevant parameters of a retrieval data structure are (1) the space $\left|D_{f}\right|$ in bits in terms of $m=|S|$ and $r$, (2) the running time of query, and (3) the running time of construct. In this paper, we focus on minimising (1) while keeping (2) a constant, as small as possible. As for (3), it is kept in the $O\left(m^{1+\alpha}\right)$ range. We make some efforts to extend the range of practical usability of our approach. (This is only partly reflected in this paper.) Note that storing all pairs $(x, f(x))$ for $x \in S$ in a dictionary data structure is not good enough for our purposes, as in general this requires $\left|D_{f}\right|=r m+\Omega(m \log m)$ bits. Since it is not necessary to decide membership in $S$ or a subset of $S$, space $\left|D_{f}\right|=O(r m)$ is sufficient.

There is a close connection between retrieval data structures and perfect hashing. Most of the perfect hash functions that get by with linear space utilise a retrieval data structure with $r=2$, see $[6,7,15]$. (Exceptions are the optimal theoretical construction in [16] and Hash-Displace-Compress in [4].) Conversely, if a hash function $g: \mathcal{U} \rightarrow[p]$ is given that is perfect on $S$, one can store $f(x), x \in S$, in position $T[g(x)]$ of a table $T[0 . . p-1]$ to obtain a retrieval data structure with space $p r$ plus the space for storing $g$. However, if $r$ is small and the goal is a retrieval structure with very small space overhead, this detour via perfect hashing is inefficient.

### 1.1 Basic Data Structure

The basic setup of the data structure is well known and well studied. For some $n=n(m) \geq m$, a set $W \subseteq\{0,1\}^{n}$ of (typically sparse) vectors is chosen. One hash function or several hash functions are used to map elements $x$ of $\mathcal{U}$ to $\operatorname{row}(x) \in W$.

The data structure $D_{f}$ consists of row ${ }^{1}$ and a vector $\vec{z}=\left(z_{1}, \ldots, z_{n}\right) \in\left(\{0,1\}^{r}\right)^{n}$, which in construct is chosen in such a way that the query algorithm

$$
\begin{equation*}
\text { query }\left(D_{f}, x\right)=\bigoplus_{\substack{1 \leq i \leq n \\(\operatorname{row}(x))_{i}=1}} z_{i}, \quad \text { for } x \in \mathcal{U} \tag{1}
\end{equation*}
$$

yields $f(x)$ for $x \in S$. To carry out query $\left(D_{f}, x\right)$, one only has to find the components $z_{i}$ with $(\operatorname{row}(x))_{i}=1$ and perform $\bigoplus$, the bitwise XOR, of these components.

Note that in this construction the $r \geq 1$ components of elements of $R$ are just treated independently (or "in parallel"). In order to simplify notation, we concentrate on the case $r=1$ from here on. (The generalisation is immediate. The query time has to be multiplied by $r$.) In this case (1) turns into

$$
\begin{equation*}
f(x)=\langle\operatorname{row}(x), \vec{z}\rangle, \tag{2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the dot product of $n$-bit vectors. For construct one has to solve a linear system $(\langle\operatorname{row}(x), \vec{z}\rangle=f(x))_{x \in S}$ over $\mathbb{F}_{2}$ for the vector $\vec{z}$ of "unknowns". For this to be possible it is sufficient that the $m \times n$ matrix $A(S$, row) with rows $\operatorname{row}(x), x \in S$, has full row rank. We assume that $\operatorname{row}(x), x \in U$, are stochastically independent and identically distributed, and we may simply write $A_{m, n}$ for a random variable distributed as $A(S$, row $)$, if the distribution of row is clear from the context.

[^30]Algorithm
construct $(S \subseteq \mathcal{U}, f: S \rightarrow\{0,1\})$ :
pick row: $S \rightarrow W \subseteq\{0,1\}^{(1+\varepsilon)|S|}$ solve $(\langle\operatorname{row}(x), \vec{z}\rangle=f(x))_{x \in S}$ for $\vec{z}$ restart with new row if unsolvable return $D=($ row, $\vec{z})$
Algorithm
Algorithm
query( }\mp@subsup{D}{f}{}=(\mathrm{ row, 吝),x }\in\mathcal{U})
query( }\mp@subsup{D}{f}{}=(\mathrm{ row, 吝),x }\in\mathcal{U})
return }\langle\operatorname{row}(x),\vec{z}
return }\langle\operatorname{row}(x),\vec{z}

Figure 1 The general framework for retrieval data structures for $R=\{0,1\}$.

### 1.2 Previous Work and Relevant Techniques

Construction time and query time depend very much on the structure of the vectors in $W$. Most earlier works $[6,7,8,11,15]$ chose $W$ as the set of vectors with constant Hamming weight $k$, i.e. $k$ entries of $\operatorname{row}(x)$ are 1 , for some $k \geq 3$. The operation query $(x, \vec{z})$ then just reads the $k$ positions given by $\operatorname{row}(x)$ in $\vec{z}$, which results in running time $O(k)$ for a query. (Only in [11, 21] sets $W$ with vectors of Hamming weight $\Theta(\log m)$ are considered. Applied in the obvious way, this will lead to query times of $\Theta(\log m)$.) There is a simple case, which also admits linear construction time, namely when the rows of $A_{m, n}$ can be brought into triangular form by row and column exchanges alone. This is equivalent to the $k$-uniform hypergraph $G_{m, n}$ with incidence matrix $A_{m, n}^{\top}$ being peelable, i.e. having an empty 2-core [18]. In this case we do not even need a field to compute in (and no linear algebra), but (1) can be taken to be a formula over any group $(R, \oplus)$ (like $\mathbb{Z} / m \mathbb{Z}$ with addition modulo $m$ ). This approach is underlying the constructions in $[6,7,8,15,18,23]$. The common feature utilised in these works is that for fixed $k \geq 2$ there is a density threshold $c_{k}^{\Delta}$ such that, for arbitrary constant $\delta>0, G_{m, n}$ is peelable with high probability (whp) for $m<\left(c_{k}^{\triangle}-\delta\right) n$ and not peelable whp for $m>\left(c_{k}^{\triangle}+\delta\right) n$. A description of these thresholds can be found in [18], a proof in [19]. The largest threshold value is $c_{3}^{\Delta} \approx 0.81847$. In [22] it was shown that rows with nonuniform weight (e.g. 3 for about $88 \%$ of keys and 21 for the rest) can raise the threshold to over 0.92 . It is open if with constant average Hamming weight a quotient $m / n$ arbitrarily close to 1 will still lead to peelability whp.

As our aim is to achieve $m=c n$ for $c=1-o(1)$, we have to give up peelability. A standard approach $[2,11,15]$ uses bit vectors with constant weight $k \geq 3$ and in the construct routine requires solving the linear system (2) over $\mathbb{F}_{2}$. In [10] it was claimed and in [20] it was rigorously proved that there are thresholds $c_{k}^{*}$ such that for $c<c_{k}^{*}$ and $m=c n, m, n \rightarrow \infty$ we have solvability whp, and for $c>c_{k}^{*}$ and $m=c n, m, n \rightarrow \infty$ we have unsolvability whp. These thresholds are the same as for simple orientability of $k$-uniform hypergraphs [10, 13, 14]. (Numerical values for some $k$ can be found in [10].) The values $1-c_{k}^{*}$ approach $\mathrm{e}^{-k}$ as $k$ increases, and hence $c_{k}^{*}$ is quite close to 1 , but for constant $k$ a constant gap remains. Queries take time $\Theta(k)$ and are not cache efficient, since $k$ random components of $\vec{z}$ are accessed. In [11] it was shown (utilising a result from [9]) that with $k=k(m)=O(\log m)$, one can achieve solvability for $m=n$, with constant probability. A similar observation was made in [21]. The query time increases to $O(\log m)$.

A serious obstacle in these methods for reducing the overhead is that one has to solve a linear system without the advantage of peelability. So it is necessary to address the running time of this task. Gaussian elimination, applied naively, needs time $\Theta\left(m^{3}\right)$, which already for moderately large $m$ becomes infeasible. Exploiting the fact that the rows are sparse, a variant of Wiedemann's algorithm [24] will reduce the time to $O\left(m^{2} \log ^{2} m\right)$ (for fixed $k$ ) and to $O\left(m^{2} \log m\right.$ ) (for $k=k(x)=O(\log m)$ ). Alternatively, one may use clever
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variants of Gaussian elimination ("structured" in [17] and "lazy" in [15]), which try to delay the system filling up with 1's. As far as we know, there is no mathematical analysis of such techniques, although in experiments they drastically reduce the running time of naive Gaussian elimination on sparse random matrices, outperforming Wiedemann's algorithm for small to medium inputs. So, we do not use these techniques in our theoretical analysis, but we utilise them in our experimental implementations. Another standard speedup technique for Gaussian elimination, of course, is word-level parallelism, where the rows of the linear system are split into machine words and row operations can be performed by a sequence of bitwise boolean XORs. If the word length is $w$, the running times may be divided by $w$. Finally, the "Technique of Four Russians" is applicable to Gaussian elimination. By filling a lookup-table with certain precomputed row sums, it achieves a speedup by a factor of $\Theta(\log m)$; for a description see [3].

A last, very important technique for achieving feasible construction times for large retrieval data structures is input partitioning. It has been used in many works on dictionarylike data structures, see, e.g., $[2,11,15,21]$. Let $[n]$ denote the set $\{1, \ldots, n\}$. Using a "level-1" hash function $h_{0}: \mathcal{U} \rightarrow[m / C]$, for some $C$ (which w.l.o.g. divides $m$ ), one splits $S$ into chunks $S_{i}=h_{0}^{-1}(\{i\}) \cap S$, for $i=1, \ldots, m / C$. The expected size of each chunk is $C$, and if $h_{0}$ is fully random and $C$ is not too small, one has $\left|S_{i}\right|=O(C)$ for all $i$, whp. One sets up a separate retrieval data structure $D_{f \upharpoonright S_{i}}$ for each $S_{i}$. When using Gaussian elimination with $|C|=m^{\alpha}$ to construct each $D_{f \upharpoonright S_{i}}$, the total construction time is reduced to $O\left((m / C) \cdot C^{3}\right)=O\left(m C^{2}\right)=O\left(m^{1+2 \alpha}\right)$, and with Wiedemann's algorithm [24] we get construction time $O\left((m / C) \cdot C^{2} \log ^{2}(C)\right)=O\left(m^{1+\alpha} \log ^{2} m\right)$. The downside is that one gets an additional "outer overhead" for saving for each $i$ a pointer to $D_{f \upharpoonright S_{i}}$. Using the offsets $\sum_{1 \leq i<j}\left|D_{f \upharpoonright S_{i}}\right|$ for this purpose costs $O((m / C) \log m)$ bits. This space we have to pay for the reduction in construction time. In [11] and [21] chunks of size $O(\sqrt{\log m})$ are used. An extra auxiliary data structure is employed to accommodate "bad" keys from chunks that overflow. Moreover, these papers use lookup tables for solving tiny systems of equations $(O(\sqrt{\log m})$ variables and equations). While using sublogarithmic chunk sizes has good properties in theory, it does not seem to be competitive in practice, see [2]. ${ }^{2}$

### 1.3 Our Contribution

There are three degrees of freedom in the retrieval framework described above, regarding both theory and implementation:
(F1) What is the set $W$ of "sparse" vectors that is the range of row?
(F2) Which method is used for solving the linear system?
(F3) How, if at all, do we partition the input to reduce the influence of a high running time of the solver?
The main contribution of this paper is to propose and analyse a new answer to (F1). The effect is that the query time is now constant - it involves only access to two memory locations and a small dot product calculation -, while the overhead drops to $m^{-\alpha}$ for a constant $\alpha \in(0,1)$, or even to $O((\log m) / m)$, which means that $n=m+O(\log m)$. The method is very simple and natural: The 1's in $\operatorname{row}(x)$ are concentrated in two blocks of size $O(\log m)$, so that the non-zero part of $\operatorname{row}(x)$ fits in $O(1)$ words in the (standard) word RAM model.

[^31](This computational model was also used in [11, 21], and it is the basis of the speedup of the Four Russians method.) We are not aware of this idea having been used in the context of retrieval structures or perfect hashing before. ${ }^{3}$ Its appeal is in its simplicity and in its apparent practicality. (Our experiments show that a significant reduction in overhead is possible for sets $S$ of realistic size, with construction times comparable to the other approaches.) Let $n=m \cdot(1+\varepsilon)$. We describe $W \subseteq\{0,1\}^{n}$ and a distribution of row $(x) \in W$ as follows. Fix a block size $\ell=O(\log n)$ that divides $n$. For $b \in[n / \ell]$ and $p \in\{0,1\}^{\ell}$ we let $B_{b, p}=0^{b \ell-\ell} p 0^{n-b \ell} \in\{0,1\}^{n}$. Two block indices $b_{1}, b_{2} \in[n / \ell]$ and two patterns $p_{1}, p_{2} \in\{0,1\}^{\ell}$ are chosen uniformly at random, and $\operatorname{row}(x)$ is set to be $B_{b_{1}, p_{1}} \oplus B_{b_{2}, p_{2}}$, with at most two non-zero blocks. Bit parallelism allows computing dot products involving $\operatorname{row}(x)$, and thus answer queries, in $O(1)$ time. It is the main contribution of this work to establish that an overhead of $\Theta\left(\frac{\log m}{m}\right)$ is achievable using this approach (we call it "inner overhead" if we want to distinguish it from the "outer overhead" needed due to the use of partitioning techniques). The theoretical analysis of the probability of obtaining a solvable system of equations, meaning that $A_{m, n}$ has full row rank, uses a first moment argument. Note that our result is also a significant theoretical improvement. Previously, overhead $\varepsilon=m^{-\delta}$ for constant $\delta$ required query cost $O(\log m)$ while query cost $O(1)$ required overhead $\varepsilon=\Omega\left(\frac{\log \log m}{\sqrt{\log m}}\right)$, see Table 1 .

- Theorem 1 (Main Theorem). Assume the context of a word RAM with word length $w=\Theta(\log n)$ and access to fully random hash functions ${ }^{4}$.
(i) For any $r<m$ there is an $r$-bit retrieval data structure with overhead $\varepsilon=O\left(\frac{\log m}{m}\right)$ and a construction that succeeds in time $O\left(\frac{m^{3}}{w \log m}\right)$ whp. Queries take $O(r)$ time and access two contiguous segments of memory.
(ii) An alternative construction based on Wiedemann's algorithm runs in time $O\left(r^{2}\right)$ whp. Construction time can be improved by taking (F3) into account: randomly partition the input into chunks of expected size $C$ and use the construction from Theorem 1 on each of the $\frac{m}{C}$ chunks. For each chunk, we need to store a pointer to its data and a seed for the function row used in the successful construction. This requires $O\left(\frac{m}{C} \log m\right)$ and $O\left(\frac{m}{C} \log \log m\right)$ extra bits, respectively. We then get:

Corollary 2. Under the same conditions as Theorem 1, we have:
(i) For any $C=m^{\alpha}(0<\alpha \leq 1)$ and any $r<C$ there is an $r$-bit retrieval data structure with overhead $\varepsilon=O\left(\frac{\log m}{C}\right)$ and a construction that succeeds in time $O\left(\frac{m C^{2}}{w \log C}\right)$ whp. Queries take $O(r)$ time and access three contiguous segments of memory ${ }^{5}$.
(ii) A alternative construction based on Wiedemann's algorithm runs in time $O(r m C)$.

Table 1 summarises previous work and the new construction if the effect of partitioning is taken into account. Also, obvious improvements achieved by replacing Gaussian elimination by Wiedemann's algorithm are reflected. The choice of $C$ constitutes a trade-off between construction time and total overhead, which is the sum of the overhead from the chunks ("inner") and from organising the data structures for the single chunks ("outer"). For $C=m$ there are no chunks, the construction time is maximal, and only the "inner" overhead is

[^32]Table 1 Comparison of previous work and the results of this paper. Where query times are not enclosed in $O$-Notation the number vaguely counts accesses to random memory locations. The column $t_{\text {construct }}$ reports the construction times given in the respective paper and alternatively times improved by utilising Wiedemann's algorithm [24]. Regarding the results of [11], the better thresholds from [20] are substituted.

| Paper | $t_{\text {query }}$ | $t_{\text {construct }}$ | "inner overhead" + "outer overhead" | Practical? |
| :--- | :---: | :---: | :---: | :---: |
| $[7,18]$ | 3 | $O(m)$ | $0.23+0$ | $\checkmark$ |
| $[22]$ | $O(1)$ | $O(m)$ | $0.087+0$ | $\checkmark$ |
| $[11]$ | $k$ | $O\left(m^{3}\right)$ or $O\left(m^{2} \log ^{2} m\right)$ | $\mathrm{e}^{-k}+o\left(\mathrm{e}^{-k}\right)+0$ | $\boldsymbol{x}$ |
| $[11]$ | $O(k)$ | $O(m)$ | $\mathrm{e}^{-k}+o\left(\mathrm{e}^{-k}\right)+\Omega\left((\log m)^{-1 / 4}\right)$ | $\boldsymbol{x}$ |
| $[11,21]$ | $\log m$ | $O\left(m^{3}\right)$ or $O\left(m^{2} \log ^{2} m\right)$ | $0+O\left(\frac{\log \log m}{m}\right)$ | $\boldsymbol{x}$ |
| $[21]$ | $O(1)$ | $O(m)$ | $0+\Omega\left(\frac{\log \log m}{\sqrt{\log m})}\right.$ | $\boldsymbol{x}$ |
| $[2]$ | $O(k)$ | $O\left(m C^{2}\right)$ or $O\left(m C \log ^{2} C\right)$ | $\mathrm{e}^{-k}+o\left(\mathrm{e}^{-k}\right)+\Omega\left(C^{-1 / 2}\right)$ | $(\checkmark)$ |
| $[15]$ | $3[\operatorname{lor} 4]$ | $O\left(\frac{m C^{2}}{w}\right)$ or $O\left(m C \log ^{2} C\right)$ | $0.09[\operatorname{or} 0.024]+\Theta\left(\frac{\log m}{C}\right)$ | $\checkmark$ |
| $\langle$ new $\rangle$ | 2 | $O\left(\frac{m C^{2}}{w \log C}\right)$ or $O(m C)$ | $\Theta\left(\frac{\log m}{C}\right)+\Theta\left(\frac{\log m}{C}\right)$ | $\checkmark$ |

relevant. Both from a theoretical and practical point of view the reduction from " $\varepsilon$ is constant" or " $\varepsilon=O\left(\frac{\log \log m}{\sqrt{\log m}}\right)$ " to a polynomially small overhead is significant. Pleasingly, our approach compares very favourably with previous results in practical benchmarks, as shown in Table 2 and explained in Section 5.

Table 2 Comparison of our algorithm in the form presented in Section 5 to the arguably best-so-far results reported in [15]. We achieve much smaller overhead with comparable run times.

|  | overhead | Construction [ $\mathrm{\mu s} / \mathrm{key}]$ | Lookup [ns] |
| :---: | :---: | :---: | :---: |
| $[15] k=3$ | $9 \%$ | 1.12 | 210 |
| $[15] k=4$ | $3 \%$ | 1.75 | 236 |
| $\langle$ this paper $\rangle$ | $0.24 \%$ | 2.6 | $75-125$ |

Structure of the paper. In Section 2 we define a matrix $A_{m, n}^{\ell}$ and a related graph $G_{m, n}^{\ell}$ that formally capture the problem of constructing our retrieval data structure. In Section 3 we show that $A_{m, n}^{\ell}$ has full rank whp, which is the main ingredient used to prove our Main Theorem in Section 4. Lastly, in Section 5 we briefly present an implementation of our approach. A discussion of practical improvements we employed is postponed to the full version of this paper.

## 2 The Construction Problem in Matrix and Graph Terminology

We now formalise our idea of using "vectors with coefficients within two blocks".
Let $S \subseteq \mathcal{U}$ be a set annotated with $f: S \rightarrow\{0,1\}, \ell \in \mathbb{N}$ the block size, $|S|=m$ and $n \geq m$ with $\ell \mid n$. Moreover, we pick a uniformly random function $h: \mathcal{U} \rightarrow[n / \ell] \times[n / \ell] \times$ $\{0,1\}^{\ell} \times\{0,1\}^{\ell}$ with components we call $h=\left(b_{1}, b_{2}, p_{1}, p_{2}\right)$ that implicitly characterise row. Together, $(S, f, m, n, \ell, h)$ is an instance of the construction problem for our retrieval data structures. The task to be solved can be expressed in two equivalent ways.

Matrix terminology. For $b \in[n / \ell]$ and $p \in\{0,1\}^{\ell}$ let $B_{b, p}=0^{b \ell-\ell} p 0^{n-b \ell} \in\{0,1\}^{n}$. Then each $x \in S$ is identified with the equation $\left\langle B_{b_{1}(x), p_{1}(x)} \oplus B_{b_{2}(x), p_{2}(x)}, \vec{z}\right\rangle=f(x)$ where $\vec{z} \in\{0,1\}^{n}$ is a vector of unknowns. Together, $S$ is a system of equations $A \vec{z}=\vec{b}$ where $\vec{b}=(f(x))_{x \in S}$. The matrix $A=A_{m, n}^{\ell}$ will be examined thoroughly in Section 3 .

Graph terminology. The problem instance can also be conveniently captured as a graph $G=G_{n, m}^{\ell}=([n / \ell], S)$ with labels. Each vertex corresponds to a block of $\ell$ variables and $x \in S$ is identified with an edge $\left\{b_{1}(x), b_{2}(x)\right\}$ where the incidence $\left(x, b_{1}(x)\right)$ is labelled with $p_{1}(x)$, the incidence $\left(x, b_{2}(x)\right)$ is labelled with $p_{2}(x)$ and $x$ itself is labelled with $f(x)$. A solution is now a vertex labelling $x:[n / \ell] \rightarrow\{0,1\}^{\ell}$ with $\left\langle p_{1}(x), x\left(b_{1}(x)\right)\right\rangle \oplus\left\langle p_{2}(x), x\left(b_{2}(x)\right)\right\rangle=f(x)$ for all $x \in S$.

We will borrow notions from graph theory in algebraic discussions, when convenient. For instance, we may speak of the degree of a block of variables or a connected set of equations, meaning the degree of a corresponding vertex or the connectedness of a corresponding set of edges.

Loops and parallel edges. It is possible to have $b_{1}(x)=b_{2}(x)=b$ for some $x \in S$. Then $\operatorname{row}(x)$ contains $p_{1} \oplus p_{2}$ in block $b$ and $G$ has a loop at vertex $b$ with two labels $p_{1}$ and $p_{2}$. Moreover two distinct elements $x \neq x^{\prime}$ may be associated with the same two blocks. In this case $G$ is a multigraph.

Forbidding the all-zero pattern. Let $h^{*}: \mathcal{U} \rightarrow[n / \ell] \times[n / \ell] \times\left(\{0,1\}^{\ell} \backslash\left\{0^{\ell}\right\}\right) \times\left(\{0,1\}^{\ell} \backslash\left\{0^{\ell}\right\}\right)$ be uniformly random. Compared to $h$, the pattern $0^{\ell}$ is forbidden in $h^{*}$. This gives rise to random matrices $A_{m, n}^{\ell *}$ and graphs $G_{m, n}^{\ell *}$ with higher probability of admitting solutions, see Proposition 3.

## 3 Full Rank of the Linear Systems

We now provide the main ingredient for Theorem 1, establishing that the matrices $A_{c n, n}^{\ell}$ defined in Section 2 have full rank whp. We also consider two natural variations concerning $A_{c n, n}^{\ell *}$.

Throughout this section, logarithms have base 2, $\bar{c}$ is a shorthand for $1-c$ and with high probability (whp) refers to a probability of $1-n^{-\varepsilon}$ for some $\varepsilon>0$.

- Proposition 3. Let $\beta=27$ and $\gamma=1 / 4$. Then we have:
(i) If $2 \ell=2 \ell(n) \geq(1+\delta) \log n$ for $\delta>0$, then $A_{c n, n}^{\ell}$ has independent rows whp, provided that $\bar{c} \geq \max \left\{2^{-\gamma \ell}, \beta \log (n) / n\right\}$.
(ii) If $\ell=\ell(n)=\omega(1)$ then $A_{c n, n}^{\ell *}$ has independent rows with probability $1-o(1)$, provided that $\bar{c} \geq \max \left\{2^{-\gamma \ell}, \beta \log (n) / n\right\}$.
(iii) If $\ell$ is a large enough constant, then $A_{c n, n}^{\ell *}$ has independent rows with probability $\Theta(1)$, provided that $\bar{c} \geq 2^{-\gamma \ell}$.


## Remarks.

- For $2 \ell=\log n$ the matrix $A_{c n, n}^{\ell}$ has dependent rows with constant probability, simply because the number of all-zero rows is binomially distributed with expectation $\mathrm{cn} \cdot 2^{-2 \ell}=$
$c=\Theta(1)$. In this sense (i) is best possible. This motivates considering $A_{c n, n}^{\ell *}$ where all-zero rows are far less likely ${ }^{6}$.
- For $\ell=\Theta(1)$ the probability that $A_{c n, n}^{\ell *}$ has two identical rows is $\Theta(1)$. This implies that $\ell=\omega(1)$ is best possible in (ii) and the probability of $\Theta(1)$ is best possible in (iii).
- We have no reason to believe that $\gamma=1 / 4$ and $\beta=27$ are "best possible" or even "good". Note that for $\ell=4 \log n$ the bound on $\bar{c}$ becomes $\bar{c} \geq \beta \log (n) / n=\Theta\left(\frac{\log n}{n}\right)$.
- We conjecture that for each $\ell \geq 2$ there is a threshold value $c_{\ell}^{*} \in(0,1)$ such that for $c<c_{\ell}^{*}$ the matrix $A_{c n, n}^{\ell *}$ has independent rows with probability at least $1 / 2$ and for $c>c_{\ell}^{*}$ it has dependent rows whp.


### 3.1 Proof of Proposition 3 (i)

Recall from Section 2 how $A=A_{c n, n}^{\ell}$ is obtained from $S$ via a random hash function $h=\left(b_{1}, b_{2}, p_{1}, p_{2}\right)$ mapping elements to rows. If $A$ does not have independent rows, then this is witnessed by a non-trivial subset $W \subseteq S$ of elements such that the corresponding rows of $A$ sum to zero. We use a first moment calculation to show that whp no inclusion-minimal witness $Y$ exists. We fix two parameters of candidate sets $Y$ : The number $s=|W|$ of elements/rows, with $1 \leq s \leq m=c n$, and the number $t=|B| \in[n / \ell]$, where $B=\bigcup_{w \in W}\left\{b_{1}(w), b_{2}(w)\right\}$ is the set of variable blocks involved in at least one of the rows.

There are $\binom{m}{s}$ ways to choose $Y$, and $\binom{n / \ell}{t}$ ways to choose $B$. The probability that the rows corresponding to $Y$ involve exactly the blocks from $B$ is

$$
\operatorname{Pr}\left[B=\bigcup_{w \in W}\left\{b_{1}(w), b_{2}(w)\right\}\right] \leq \prod_{w \in W} \operatorname{Pr}\left[b_{1}(w) \in B \wedge b_{2}(w) \in B\right]=\left(\frac{t}{n / \ell}\right)^{2 s}
$$

The event that the rows corresponding to $W$ sum to zero is the intersection of the independent events that the rows sum to zero within each block $b \in B$. Its probability is therefore

$$
\prod_{b \in B} \operatorname{Pr}\left[\bigoplus_{\substack{(w, i) \in W \times\{0,1\} \\ b_{i}(w)=b}} p_{i}(w)=0^{\ell} \mid \exists(w, i) \in W \times\{0,1\}: b_{i}(w)=b\right]=\prod_{b \in B} 2^{-\ell}=2^{-\ell t}
$$

In the following, it is often convenient to deal with the fraction $\sigma=s / m$ of rows and the fraction $\tau=t /(n / \ell)=\ell t / n$ of blocks involved in a witness. Accordingly, we define $O\left(n^{2} / \ell\right)$ values $p_{\sigma, \tau}$, where $p_{\sigma, \tau}$ is the probability that some set of equations involving $\sigma m$ rows and exactly $\tau n / \ell$ blocks is a minimal witness. This gives

$$
\begin{equation*}
p_{\sigma, \tau} \leq\binom{ m}{s}\binom{n / \ell}{t}\left(\frac{t}{n / \ell}\right)^{2 s} 2^{-\ell t}=\binom{m}{\sigma m}\binom{n / \ell}{\tau n / \ell} \tau^{2 \sigma m} 2^{-\tau n} \tag{3}
\end{equation*}
$$

We now list a few bounds that will be useful later. Throughout, $\sigma \in\left\{\frac{1}{m}, \ldots, \frac{m}{m}=1\right\}$ and $\tau \in\left\{\frac{1}{n / \ell}, \ldots, \frac{n / \ell}{n / \ell}=1\right\}$.

- Lemma 4. Let $\bar{\tau}=1-\tau, \bar{c}=1-c$, and let $H$ be the binary entropy function. Then
(a) $\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) \leq c \ell H(\sigma)+H(\tau)+2 \sigma c \ell \log \tau-\ell \tau=c \ell\left(H(\sigma)+\sigma \log \tau^{2}\right)+H(\tau)-\ell \tau$.
(b) $\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) \leq \ell\left(c \log \left(1+\tau^{2}\right)-\tau\right)+H(\tau)$.
(c) $-\log \bar{c} \leq \ell / 4 \quad$ (c1) $\quad c \geq \frac{3}{4} \quad$ (c2)
$\bar{c} \geq 27 \log (n) / n \quad(c 3)$
(d) All minimal witnesses satisfy $t \leq s+1$.

[^33](e) $\log \left(1+\tau^{2}\right) \leq \begin{cases}\tau \cdot 2 \log \frac{5}{4} \leq \frac{2}{3} \tau & \text { if } 0<\tau \leq \frac{1}{2}, \\ 1-2 \bar{\tau} \cdot\left(1-\log \frac{5}{4}\right) \leq 1-\frac{4}{3} \bar{\tau} & \text { if } \frac{1}{2} \leq \tau \leq 1, \\ \tau & \text { if } 0<\tau \leq 1\end{cases}$
(f) $-\log \tau \leq 2 \bar{\tau}$ if $\frac{1}{2} \leq \tau \leq 1$.
(g) $-\tau_{1} \log \tau_{1} \leq-\tau_{2} \log \tau_{2}$ for $0<\tau_{1}<\tau_{2}<\frac{1}{4}$.
(h) $H(\tau) \leq-\tau \log \tau+2 \tau$ if $\tau \leq \frac{1}{2}$.
(i) $H\left(\tau_{1}\right)<H\left(\tau_{2}\right)$ for $0<\tau_{1}<\tau_{2} \leq \frac{1}{2}$ and $H(\tau)=H(\bar{\tau})$ for $0<\tau \leq 1$.
(j) If $s \geq t$ and $\tau<1 / \ell$ then $\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) \leq-\tau \ell / 2$.

The claims of Lemma 4 can be verified with simple calculations, found in Section 3.3.
Different arguments will be used to get bounds on $p_{\sigma, \tau}$ for different ranges of $\tau$. The sum of all $p_{\sigma, \tau}$ belonging to the same case will be $n^{-\varepsilon}$ for some $\varepsilon>0$, which implies that $A$ has full rank whp. In the proofs, we refer to parts of Lemma 4 by their labels.

Case 1: $c \leq \tau \leq 1$.

$$
\begin{aligned}
\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) & \stackrel{(\mathrm{b}, \mathrm{e})}{\leq} \ell(c \tau-\tau)+H(\tau) \stackrel{(\mathrm{i})}{\leq}-\ell \tau \bar{c}+H(\bar{c}) \stackrel{(\mathrm{h})}{\leq}-\ell \tau \bar{c}-\bar{c} \log \bar{c}+2 \bar{c} \\
& \stackrel{(\mathrm{c} 1)}{\leq}-\ell c \bar{c}+\bar{c} \ell / 4+2 \bar{c}=-\bar{c}(\ell c-\ell / 4-2) \stackrel{(\mathrm{c} 2)}{\leq}-\bar{c} \ell / 2
\end{aligned}
$$

This gives a bound of:

$$
p_{\sigma, \tau} \leq 2^{-\bar{c} n / 2} \stackrel{(\mathrm{c} 3)}{\leq} n^{-27 / 2}
$$

Multiplying with $O\left(n^{2}\right)$ choices for $\sigma$ and $\tau$, this still gives a bound of $O\left(n^{-23 / 2}\right)$.
Case 2: $1 / 2 \leq \tau \leq c$.

$$
\begin{aligned}
\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) & \stackrel{(\mathrm{b}, \mathrm{e})}{\leq} \ell\left(c\left(1-\frac{4}{3} \bar{\tau}\right)-\tau\right)+H(\tau) \stackrel{(\mathrm{h}, \mathrm{i})}{\leq} \ell\left(\bar{\tau}-\frac{4}{3} \bar{\tau}\right)+2 \bar{\tau}-\bar{\tau} \log \bar{\tau} \\
& \leq \bar{\tau}(-\ell / 3+2-\log \bar{c}) \stackrel{(\mathrm{c} 1)}{\leq} \bar{\tau}(-\ell / 3+2+\ell / 4) \leq-\bar{c} \ell / 13
\end{aligned}
$$

From this we obtain a bound $p_{\sigma, \tau}=n^{-27 / 13}$ and proceed as in Case 1.
Case 3: $\bar{c} \leq \tau \leq 1 / 2$.

$$
\begin{aligned}
\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) & \stackrel{(\mathrm{b}, \mathrm{e}, \mathrm{f})}{\leq} \ell\left(\frac{2}{3} \tau-\tau\right)+H(\tau) \stackrel{(\mathrm{h})}{\leq}-\tau \ell / 3-\tau \log \tau+2 \tau \\
& \leq \tau(-\ell / 3-\log \bar{c}+2) \stackrel{(\mathrm{cc} 1)}{\leq} \tau(-\ell / 3+\ell / 4+2) \leq-\tau \ell / 13 \leq-\bar{c} \ell / 13
\end{aligned}
$$

This is the same bound as in Case 2.
Case 4: $8 \log (n) / n<\tau<1 / \ell$. Assuming $s \geq t$ for the moment, we may apply (j) to obtain $\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) \leq-\tau \ell / 2$. This gives $p_{\sigma, \tau}=2^{-\tau n / 2} \leq 2^{-4 \log n} \leq n^{-4}$.
Inconveniently, (d) only gives $s \geq t-1$ instead of $s \geq t$ and the $O(n)$ cases with $s=t-1$ are not yet handled. Luckily, changing $s$ by 1 (or equivalently $\sigma$ by $1 / m$ ) affects the upper bound in Equation (3) by at most $O\left(n^{2}\right)$ and the combined contribution of the cases in question is bounded by $O(n) \cdot O\left(n^{2}\right) \cdot n^{-4}=O\left(n^{-1}\right)$.

Case 5: $2 \leq t$ and $\ell^{2} t^{2} \leq \frac{n}{2 \mathrm{e}}$. We refine Equation (3) to get (recall $\sigma=\frac{s}{m}, \tau=\frac{\ell t}{n}$ )

$$
\begin{aligned}
p_{\sigma, \tau} & \leq\binom{ m}{s}\binom{n / \ell}{t}\left(\frac{t}{n / \ell}\right)^{2 s} 2^{-\ell t} \leq\left(\frac{m \mathrm{e}}{s}\right)^{s}\left(\frac{\mathrm{e} n / \ell}{t}\right)^{t}\left(\frac{t}{n / \ell}\right)^{2 s} 2^{-\ell t} \\
& =\left(\frac{c \mathrm{e} \ell^{2} t^{2}}{s n}\right)^{s}\left(\frac{\mathrm{e} n}{t \ell 2^{\ell}}\right)^{t}=\left(\frac{c \mathrm{e} \ell^{2} t^{2}}{s n}\right)^{1+(s-t+1)+(t-2)}\left(\frac{\mathrm{e} n}{t \ell 2^{\ell}}\right)^{2+(t-2)} \\
& =\left(\frac{c \mathrm{e} \ell^{2} t^{2}}{s n}\right)\left(\frac{\mathrm{e} n}{t \ell 2^{\ell}}\right)^{2}\left(\frac{c \mathrm{e}^{2} \ell t}{s 2^{\ell}}\right)^{t-2}\left(\frac{c \mathrm{e} \ell^{2} t^{2}}{s n}\right)^{s-t+1} \\
& \leq \frac{c \mathrm{e}^{3} n}{2^{2 \ell}\left(\frac{1}{2}\right)^{t-2}\left(\frac{1}{2}\right)^{s-t+1}=\frac{c \mathrm{e}^{3} n}{2^{2 \ell}}\left(\frac{1}{2}\right)^{s-1}}
\end{aligned}
$$

where the last inequality used $\ell / 2^{\ell} \leq c \mathrm{e}^{2} / 4$ (which holds for $n$ sufficiently large), the upper bound on $\ell t$ and $t / s \leq 2$. It is crucial that the exponents $t-2$ and $s-t+1$ are nonnegative; for the latter exponent this is because of (d). The sum over all applicable $s$ and $t$ is dominated by the contribution for $t=2$ and $s=1$, since

$$
\sum_{s \geq 1} \sum_{2 \leq t \leq s+1} p_{\sigma, \tau} \leq \sum_{s \geq 1} \sum_{2 \leq t \leq s+1} \frac{c \mathrm{e}^{3} n}{2^{2 \ell}}\left(\frac{1}{2}\right)^{s-1}=\frac{c \mathrm{e}^{3} n}{2^{2 \ell}} \sum_{s \geq 1} s \cdot\left(\frac{1}{2}\right)^{s-1}=\frac{4 c \mathrm{e}^{3} n}{2^{2 \ell}}
$$

Finally, using the assumption $2 \ell \geq(1+\delta) \log n$, and thus $2^{2 \ell} \geq n^{1+\delta}$, we obtain

$$
\frac{4 c e^{3} n}{2^{2 \ell}}=4 c e^{3} n^{-\delta}=O\left(n^{-\delta}\right)
$$

Case 5': $1=t$ and $\ell \leq n^{1 / 4}$. The argument from Case 5 essentially works, but the trivial bound $s \geq t-1=0$ needs to be replaced with $s \geq 1$. We get

$$
\begin{aligned}
\sum_{s \geq 1} p_{\sigma, \tau} & \leq \sum_{s \geq 1}\binom{m}{s} \frac{n}{\ell}\left(\frac{\ell}{n}\right)^{2 s} 2^{-\ell} \leq \sum_{s \geq 1} \frac{n}{\ell \cdot 2^{\ell}}\left(\frac{m \mathrm{e} \ell^{2}}{s n^{2}}\right)^{s} \\
& =\frac{c \mathrm{e} \ell}{2^{\ell}} \sum_{s \geq 1}\left(\frac{c \mathrm{e} \ell^{2}}{s n}\right)^{s-1} \leq O\left(n^{-1 / 2}\right) \sum_{s \geq 1}\left(n^{-1 / 2}\right)^{s-1}=O\left(n^{-1 / 2}\right)
\end{aligned}
$$

Finally, we need to check that the case distinction is complete. If $\ell=\omega(\log n)$ then $t=1$ corresponds to $\tau=\ell / n \geq 27 \log (n) / n=\bar{c}$ (using (c)) and Cases $1-3$ already cover the entire range of $\tau$. For more interesting values of $\ell=O(\log n)$ Cases 3 and 4 overlap due to (c) and Cases 4 and 5 overlap since the upper bound $\ell^{2} t^{2} \leq \frac{n}{2 \mathrm{e}}$ corresponds to $\tau=\ell t / n=O\left(n^{-1 / 2}\right)$.

### 3.2 Adjustments for Proposition 3 (ii) and (iii)

We first outline how the argument from (i) needs to be modified to prove (ii). Firstly, the probability that a sum within a block $b \in B$ is $\overrightarrow{0}$ is no longer $2^{-\ell}$. Assuming $\operatorname{deg}(b)=k$ and incidences labelled with uniformly random values $p_{1}, \ldots, p_{k} \in\{0,1\}^{k}-\{\overrightarrow{0}\}$ it is

$$
\begin{aligned}
& \operatorname{Pr}\left[p_{1} \oplus \ldots \oplus p_{k}=\overrightarrow{0}\right] \\
= & \operatorname{Pr}\left[p_{k}=p_{1} \oplus \ldots \oplus p_{k-1} \mid p_{1} \oplus \ldots \oplus p_{k-1} \neq \overrightarrow{0}\right] \cdot \operatorname{Pr}\left[p_{1} \oplus \ldots \oplus p_{k-1} \neq \overrightarrow{0}\right] \\
\leq & \operatorname{Pr}\left[p_{k}=p_{1} \oplus \ldots \oplus p_{k-1} \mid p_{1} \oplus \ldots \oplus p_{k-1} \neq \overrightarrow{0}\right]=1 /\left(2^{\ell}-1\right) .
\end{aligned}
$$

The additive difference to the bound on $\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right)$ in Lemma 4(a) is

$$
\frac{\ell}{n} \log \left(\left(2^{\ell} /\left(2^{\ell}-1\right)\right)^{\tau n / \ell}\right)=\tau \log \left(1+1 /\left(2^{\ell}-1\right)\right)<2 t /\left(2^{\ell}-1\right)<4 \tau 2^{-\ell} \leq 4 \tau \bar{c}^{4}
$$

This is of lower order than the upper bound required in Cases 1 to 4 and thus inconsequential. The only case where work is needed is Case 5 where the bound $\ell \geq(1+\delta) \log n$ is not available. Since the all-zero vector is forbidden as a coefficient vector for blocks of an equation, we know that minimal witnesses are not only connected but have minimum degree 2 . The most extreme cases are then not trees with $s=t-1$, but cycles with $s=t$. The dominating term is then upper bounded by $\frac{c^{2} e^{4} \ell^{2}}{\left(2^{\ell}-1\right)^{2}}$, which is $o(1)$ because $\ell=\omega(1)$.

For (iii) we argue as in (ii), except that when $\ell$ is constant the dominating term $\frac{c^{2} e^{4} \ell^{2}}{\left(2^{\ell}-1\right)^{2}}$ of Case 5 does not vanish for $n \rightarrow \infty$. However, if $\ell$ is large enough then the sum is less than 1 , yielding a constant probability that no Case-5-type witness exists. Witnesses of other types have vanishing probability as before.

### 3.3 Proof of Lemma 4

Proof.
(a) This follows from Equation (3) after taking logarithms and multiplying by $\ell / n$ on both sides, using the standard approximation $\log \binom{n}{k} \leq n H\left(\frac{k}{n}\right)$.
(b) This is obtained from (a) by observing that $H(\sigma)+\sigma \log \tau^{2}$ is concave as a function of $\sigma$ and assumes its unique maximum value at $\sigma^{*}=\sigma^{*}(\tau)=\frac{\tau^{2}}{1+\tau^{2}}$.
(c) This is part of the assumption of Proposition 3(i).
(d) If $W \subseteq S$, viewed as a subgraph of $G=G_{c n, n}^{\ell}$ (see Section 2), has two connected components $W=W_{1} \cup W_{2}$, then the rows corresponding to $W$ sum to zero if and only if the rows corresponding to $W_{1}$ and $W_{2}$ sum to zero individually, as they involve disjoint sets of variable blocks. In that case, $W$ is not a minimal witness for dependence. In other words, we can restrict our attention to connected sets $W$. From this $t \leq s+1$ follows, the upper bound being attained if $W$ corresponds to a tree in $G$.
(e) Since $g(\tau)=\log \left(1+\tau^{2}\right)$ is convex on $[0,1]$, we may the obtain upper bounds on $g$ by linearly interpolating between the values $g(0)=0, g\left(\frac{1}{2}\right)=\log \frac{5}{4}$ and $g(1)=1$.
(f) Using that $g(\tau)=-\log \tau$ is convex we may obtain bounds on $g$ by linearly interpolating between the values $g(1 / 2)=1, g(1)=0$.
(g) The function $g(\tau)=-\tau \log \tau$ is clearly continuous and its unique maximum is easily determined to be at $\tau=1 / \mathrm{e}>1 / 4$, which implies the claim.
(h) $H(\tau)=-\tau \log \tau-\bar{\tau} \log \bar{\tau} \leq-\tau \log \tau-\log \bar{\tau} \stackrel{\text { f) }}{\leq}-\tau \log \tau+2 \tau$.
(i) These properties of the entropy function are well known and easily checked.
(j) From $\sigma c n=s \geq t=\tau n / \ell$ we get $\sigma \geq \frac{\tau}{c \ell}$. Using the upper bound on $\tau$ we continue with $\sigma \geq \frac{\tau^{2}}{c} \geq \frac{\tau^{2}}{1+\tau^{2}}$. This means that all values permitted for $\sigma$ exceed the argument $\sigma^{*}=\frac{\tau^{2}}{1+\tau^{2}}$ from (b) that maximises $H(\sigma)+\sigma \log \tau^{2}$. Again by concavity of this function we may refine the upper bound from (a) by substituting the smallest admissible value $\sigma=\frac{\tau}{c l}$. This yields:

$$
\begin{aligned}
\frac{\ell}{n} \log \left(p_{\sigma, \tau}\right) & \leq c \ell H\left(\frac{\tau}{c \ell}\right)+2 \tau \log \tau+H(\tau)-\ell \tau \stackrel{(\mathrm{h})}{\leq}-\tau \log \left(\frac{\tau}{c \ell}\right)+2 \tau+\tau \log \tau+2 \tau-\ell \tau \\
& =\tau \log (c \ell)+4 \tau-\ell \tau=\tau(\log (c \ell)-\ell+4) \leq-\tau \ell / 2
\end{aligned}
$$

## 4 Proof of the Main Theorem

With Proposition 3 in place, we can now prove Theorem 1.

## Proof of Theorem 1.

(i) Aiming to apply Proposition 3(i), we pick $\ell:=4\lceil\log m\rceil, \bar{c}^{\prime}:=\frac{27 \log m}{m}, c^{\prime}:=1-\bar{c}^{\prime}$ and $n$ as the least multiple of $\ell$ exceeding $m / c^{\prime}$. We generate the matrix $A=A_{m, n}^{\ell}$ as defined in Section 2. For $c:=m / n$ we can derive that by construction $\bar{c}=1-c=$ $1-m / n \geq 1-c^{\prime}=\bar{c}^{\prime}=\frac{27 \log m}{m}$ and then clearly $\bar{c} \geq 2^{-\ell / 4}=O\left(m^{-1}\right)$ holds as well. Thus Proposition 3(i) implies that $A$ has full rank whp. Assume $r=1$ for now. Solving a corresponding system $A \vec{z}=\vec{b}$ yields a retrieval data structure occupying $n$ bits. The overhead is $O\left(\frac{\log m}{m}\right)$ since

$$
\frac{n}{m}-1 \leq \frac{m / c^{\prime}+\ell}{m}-1=O\left(\frac{\log m}{m}\right)+\frac{1-c^{\prime}}{c^{\prime}} \leq O\left(\frac{\log m}{m}\right)+\bar{c}^{\prime}=O\left(\frac{\log m}{m}\right)
$$

Construction time is dominated by the time to solve the linear system. We employ the Method of Four Russians [3] - a variant of Gaussian elimination - which requires $O\left(m^{2} / \log m\right)$ row additions. As rows contain $n+1=O(m)$ bits and $w$ bits can be added in one word operation, we obtain a total runtime of $O\left(\frac{m^{3}}{w \log m}\right)$. Queries access $\left\lceil\frac{\ell}{w}\right\rceil=O(1)$ memory words in two contiguous areas of memory, and require $O(1)$ bit-wise and operations as well as a parity operation. Query times are thus $O(1)$.
If $r>1$ we need to solve $A \cdot X=B$ with $B \in \mathbb{F}_{2}^{m \times r}$ for $X \in \mathbb{F}_{2}^{n \times r}$. Solving the linear system for several right hand sides simultaneously comes at negligible additional cost. For cache efficient queries, blocks of $X$ of size $\ell \times r$ should be stored contiguously, and each block should be stored column-wise.
(ii) We use Wiedemann's algorithm [24] to solve the system $A \vec{z}=\vec{b}$. As the algorithm only works for regular matrices we must first append $n-m$ rows to the full-rank matrix $A \in \mathbb{F}_{2}^{m \times n}$ such that the resulting square matrix $A^{\prime} \in \mathbb{F}_{2}^{n \times n}$ is regular. It is well known that when picking rows uniformly from $\mathbb{F}_{2}^{n}$ this succeeds with probability $\Theta(1)$. We also append $n-m$ zeroes to $b$ to obtain $b^{\prime}$. The running time for solving the regular system $A^{\prime} \vec{z}=\overrightarrow{b^{\prime}}$ with Wiedemann's algorithm is dominated by the running time of $O(n)$ matrix-vector multplications involving $A^{\prime}$. Note that multiplications with $A$ can be carried out in time $O(m)$ using word operations. The additional rows of $A^{\prime}$ increase this by $O((m-n) n / w)=O\left(\frac{m \log m}{w}\right)$, which is also $O(m)$ if $w=\Omega(\log m)$. The total runtime for $r=1$ is thus $O\left(m^{2}\right)$. For $r>1$, the algorithm must be repeated for each bit.
In Section 5 we demonstrate that the approach in (i) admits a particularly efficient implementation in practice.

## 5 Experiments and Practical Considerations

### 5.1 Experimental Overhead

The benchmark uses the universe $\mathcal{U}=$ ASCII* of strings, $S \subset \mathcal{U}$ is taken as the first $m=10^{7}$ URLs from a eu-2015-host dataset gathered by [5] with $\approx 80$ bytes per key, and for simplicity $f: \mathcal{U} \rightarrow\{0,1\}$ is taken to be the parity of the string length ${ }^{7}$.

For hashing, we use murmur $=$ MurmurHash3_x64_128: $\left(\{0,1\}^{8}\right)^{*} \times\{0,1\}^{32} \rightarrow\{0,1\}^{128}$ [1], which conveniently has a second parameter. We use (murmur $(\cdot, s))_{s \in\{0,1\}^{32}}$ as though it were a sequence of random independent hash functions. A hash function on $\mathcal{U}$ can thus

[^34]Table 3 Overview of all bits used in the data structure. The concrete values on the right correspond to a run on a data set with $m=10^{7}$ keys, chunk size $C=10^{4}, \ell=16$ and $\varepsilon=0.0005$. In that run $\left\lceil\log \left(1+\max _{i} s_{i}\right)\right\rceil=2$ and $\left\lceil\log \left(1+\max _{i} d_{i}\right)\right\rceil=9$.

| Number of bits | bits used for | per element |
| :---: | :--- | :--- |
| $m$ | entropy lower bound | 1.000000 |
| $\varepsilon m$ | intended inner overhead | 0.000500 |
| $\sum_{i} n_{i}-(1+\varepsilon) m$ | padding ensuring $\ell \mid n_{i}$ | 0.000716 |
| $\left\lceil\log \left(1+\max _{i} s_{i}\right)\right\rceil \cdot m / C$ | seed for each chunk | 0.000200 |
| $\left\lceil\log \left(1+\max _{i} d_{i}\right)\right\rceil \cdot m / C$ | offset info for each chunk | 0.000900 |
| $[$ not discussed] | various global counters | 0.000062 |
|  | all of the above | 1.002378 |

be identified simply by $s$, the seed. One such hash function $h_{0}: \mathcal{U} \rightarrow[\lceil m / C\rceil]$ partitions $S$ into chunks $S_{i}=\left\{x \in S \mid h_{0}(x)=i\right\}$ for $0 \leq i<\lceil m / C\rceil$ where the average chunk size was chosen as $C=10^{4}$. The actual chunk sizes $m_{i}=\left|S_{i}\right|$ vary slightly around $C$.

For each $i$ let $n_{i}$ be the least multiple of the block size $\ell=16$ that is at least $(1+\varepsilon) m_{i}$. Here, $\varepsilon=0.0005$ is the intended inner overhead. Note that $n_{i}-(1+\varepsilon) m_{i}$ has an expectation of roughly $\frac{\ell-1}{2}=7.5$. Within each chunk we generate and solve a system $A_{m_{i}, n_{i}}^{\ell} \overrightarrow{z_{i}}=\overrightarrow{b_{i}}$ yielding $\overrightarrow{z_{i}} \in\{0,1\}^{n_{i}}$. Construction is repeated with a new seed if necessary. Let $s_{i}$ be the seed of the first successful construction for chunk $i$.

The vectors $\overrightarrow{z_{i}}$ are concatenated into one bit string $\vec{z}$. Let $o_{i}=\sum_{j<i} n_{i} / \ell$ be the offset (counted in blocks) where $z_{i}$ starts within $z$. We store the values $d_{i}=o_{i}-\left\lfloor\frac{i-1}{\lceil m / C\rceil}|\vec{z}|\right\rfloor \approx$ $o_{i}-\mathbb{E}\left[o_{i}\right]$ instead of the values $o_{i}$ as their binary representation is typically only half as long.

Finally, let $\hat{d}:=\max _{i} d_{i}$ and $\hat{s}:=\max _{i} s_{i}$. In addition to $\vec{x}, m, C, \hat{d}$ and $\hat{s}$ we need to store the meta data $\left(\left(s_{i}, d_{i}\right)\right)_{i}$ for the chunks using $(\lceil\log (\hat{d}+1)\rceil+\lceil\log (\hat{s}+1)\rceil)\lceil m / C\rceil$ bits. A full account of everything that needs to be saved with concrete numbers is given in Table 3 .

### 5.2 Experimental Runtimes

All tests were performed on an desktop computer with an Intel ${ }^{\circledR}$ Core i7-2600 Processor @ 3.40 GHz . A direct comparison to results from [15] is given in Table $2 .{ }^{8}$

Construction. To solve the sparse linear system $A \vec{z}=\vec{b}$ in a chunk, we first employ a heuristic that reduces the system to a system $A^{\prime} \vec{z}^{\prime}=\vec{b}^{\prime}$ that is dense but substantially smaller than $A$. We dub this step BlockedLazyGauss as it is heavily inspired by the LazyGauss algorithm from [15]. In our case of $\ell=16$ only $15 \%$ of the variables from $A$ remain in $A^{\prime}$. The reduced system is then solved using the Method of Four Russians.

To highlight the influence of the chunk size $C$, we now consider construction time per $k e y$, which is $O\left(\frac{C^{2}}{w \log C}\right)$. In Figure 2 we report the runtimes of our solver for $A_{m, n}^{\ell} \vec{z}=\vec{b}$, as well as the relative contribution of the LazyGauss and the Four-Russian phases. The time per key of $\approx 1.8 \mu \mathrm{~s}$ reported there for $C=10^{4}$ is also the main component of the time per key of $\approx 2.6 \mu$ s for the complete construction algorithm. The additional time is mostly spent on
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Figure 2 Time per key of our linear system solver with representing the time for the BlockedLazyGauss-phase, $\boldsymbol{\prime}^{\prime}$ the time for the FourRussian-phase and / the sum. On the left the block size is $\ell=16$ and the chunk size $C$ varies. On the right $C=10^{4}$ and $\ell$ varies. The number of equations per chunk is $0.9995 C$ and $C$, respectively.
streaming the key from a zipped file ( $\approx 0.3 \mu \mathrm{~s}$ ), hashing it, sorting it into the correct chunk as well as allocating and initialising the linear systems. Only a fraction of $\approx 0.005$ of the linear systems fail to have full rank and require a restart for the chunk.

The work on the $10^{3}$ chunks can be parallelised in a straightforward way, which brings construction time down to 1.1 s per key, using 4 cores with 2 logical processors each.

Query. A query involves computing hash values, accessing two $\ell$-bit words, and very cheap and, xor and parity operations. In our experiments, computing hash values took $\approx 35 \mathrm{~ns}$. Overall query time was $\approx 75 \mathrm{~ns}$ for $m=10^{6}(\ell, \varepsilon, C$ as above), when the retrieval data structure could reasonably be expected to reside in cache. Time increased to $\approx 125 \mathrm{~ns}$ for $m=10^{8}$, where the retrieval data structure certainly did not fit into cache.

## 6 Conclusion and Future Work

We introduced a new variant of constructing a retrieval data structure for $m$ elements and range $\{0,1\}^{r}$ on the basis of the classical method of transforming keys into the rows of a linear system of equations over $\mathbb{F}_{2}$, and using the solution vector as the data structure. The new idea of having $O(\log m)$ many 1 entries in a row, concentrated in two blocks, in combination with word parallelism, gives constant query time on a word RAM. The construction time can be reduced by both exact and heuristic methods so as to achieve space $(1+O((\log m) / m)) m r=m r+O(\log m) r$ in theory and $1.0024 m$ in realistic experiments with $r=1 .{ }^{9}$ Future work could examine:

- Is it possible to achieve constant access time and additive overhead $O(\log \log n)$ by a variant of our construction using a square system? (This would be the case if such a systems had full rank with constant probability.)
- Study the behaviour of systems of equations as considered here for fields $\mathbb{F}_{q}$ of constant size $q>2$.
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#### Abstract

In the Directed Steiner Network problem we are given an arc-weighted digraph $G$, a set of terminals $T \subseteq V(G)$ with $|T|=q$, and an (unweighted) directed request graph $R$ with $V(R)=T$. Our task is to output a subgraph $H \subseteq G$ of the minimum cost such that there is a directed path from $s$ to $t$ in $H$ for all $s t \in A(R)$.

It is known that the problem can be solved in time $|V(G)|^{O(|A(R)|)}$ [Feldman\&Ruhl, SIAM J. Comput. 2006] and cannot be solved in time $|V(G)|^{o(|A(R)|)}$ even if $G$ is planar, unless the Exponential-Time Hypothesis (ETH) fails [Chitnis et al., SODA 2014]. However, the reduction (and other reductions showing hardness of the problem) only shows that the problem cannot be solved in time $|V(G)|^{o(q)}$, unless ETH fails. Therefore, there is a significant gap in the complexity with respect to $q$ in the exponent

We show that Directed Steiner Network is solvable in time $f(q) \cdot|V(G)|^{O\left(c_{g} \cdot q\right)}$, where $c_{g}$ is a constant depending solely on the genus of $G$ and $f$ is a computable function. We complement this result by showing that there is no $f(q) \cdot|V(G)|^{o\left(q^{2} / \log q\right)}$ algorithm for any function $f$ for the problem on general graphs, unless ETH fails.
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## 1 Introduction

Steiner Tree is one of the most fundamental and well studied problems in combinatorial optimization. The input of Steiner Tree is an edge-weighted undirected graph $G$ and a set $T \subseteq V(G)$ of terminals. Here, the task is to find a least cost connected subgraph $H$ of $G$ containing all the terminals. The problem is known to be NP-complete and, in fact, was one of the 21 NP-complete problems in Karp's original list [29]. The problem is known to be APX-complete, even when the input graph is a complete graph and all edge weights are 1 or 2 [1]. On the other hand, the problem admits a constant factor approximation algorithm and the current best approximation ratio is less than 1.39 [3]. For an overview of the results and applications of Steiner Tree, the reader is referred to monographs [8, 27, 35].

Steiner Tree is well studied in parameterized complexity. The most natural parameter for the problem is the number of terminals $q$. The first FPT-algorithm for the problem is the $O\left(3^{q} \cdot n+2^{q} \cdot n^{2}+n(n \log n+m)\right)$-time algorithm of Dreyfus and Wagner [14] (independently found by Levin [30]) from 1970s; here and on $n$ denotes $|V(G)|$ and $m$ denotes $|E(G)|$. This algorithm, as well as its later improvements [16, 22, 2] subsequently approaching the $O\left(2^{q} \operatorname{poly}(n+m)\right)$ running time, uses exponential space. The running time of $O\left(2^{q} \operatorname{poly}(n+m)\right)$ is optimal assuming Set Cover Conjecture [9]. There have been many studies for designing algorithms with lower space complexity. Polynomial space FPT-algorithms appeared only recently: First by Nederlof [34] for weights bounded by a constant and later by Fomin et al. [20] for arbitrary weights.

Steiner Tree can be generalized to digraphs. There are many variants of Steiner-type problems on digraphs; the two most natural are Directed Steiner Tree (DST) and Strongly Connected Steiner Subgraph (SCSS). In DST, we are given an arc-weighted directed graph $G$, a set $T \subseteq V(G)$ of $q$ terminals, and a root vertex $r \in V(G)$. Our task is to find a least cost subgraph $H$ of $G$ such that for every $t \in T, t$ is reachable from $r$ in $H$. In SCSS, the input is an arc-weighted directed graph $G$ and a set $T \subseteq V(G)$ of terminals. The task is to find a least cost subgraph $H$ of $G$ such that for every $s, t \in T$, there are directed paths from $s$ to $t$ and from $t$ to $s$ in $H$. That is, $H$ is a least cost strongly connected subgraph containing all the terminals. A common generalization of DST and SCSS is Directed Steiner Network (DSN). In DSN, we are given an arc-weighted digraph $G$, a set $T \subseteq V(G)$ of $q$ terminals, and a digraph $R$ on $T$. The task is to find a least cost subgraph $H$ of $G$ which realizes all paths prescribed by the arcs of $R$. That is, for every arc $s t \in A(R)$, there is a directed path from $s$ to $t$ in $H$. Observe that, in DSN, request graphs $R$ and $R^{\prime}$ yield the same set of solutions if their transitive closures are the same. DST is a special case of DSN where $R$ is a single out-tree on $T \cup\{r\}$ with $r$ being the root and $T$ being the set of leaves. Similarly, SCSS is a special case of DSN where $R$ is a single directed cycle on $T$.

Existence of an $\alpha$-approximation algorithm for DST implies a $2 \alpha$-approximation algorithm for SCSS because of the following simple observation. The union of an in-tree and an out-tree from one fixed terminal in $T$ yields a strongly connected subgraph containing $T$. The best known approximation ratio in polynomial time for DST and SCSS is $O\left(q^{\varepsilon}\right)$ for any $\varepsilon>0$ [4]. The same paper also yields an $O\left(\log ^{2} q\right)$-approximation algorithm in quasi-polynomial time. A result of Halperin and Krauthgamer [26] implies that DST and SCSS have no $O\left(\log ^{2-\varepsilon} n\right)$ approximation for any $\varepsilon>0$, unless NP has quasi-polynomial time Las Vegas algorithms. The best known approximation algorithm for DSN is by Chekuri et al. [5] with an approximation factor of $O\left(|A(R)|^{1 / 2+\epsilon}\right)$ for any $\epsilon>0$. On the other hand, DSN cannot be approximated to within a factor of $O\left(2^{\log ^{1-\epsilon} n}\right)$ for any fixed $\epsilon>0$, unless NP $\subseteq \operatorname{TIME}\left(2^{\text {polylog }(n)}\right)$ [13].

Recently Dinur and Manurangsi [12] showed that, under ETH, no polynomial time algorithm and, under Gap-ETH, even no algorithm parameterized by $q$ can approximate DSN to within a factor of $O\left(|A(R)|^{1 / 4-o(1)}\right)$.

Using essentially the same techniques as for Steiner Tree [14], one can show that there is an $O\left(3^{q} \cdot n+2^{q} \cdot n^{2}+n(n \log n+m)\right)$ time algorithm for DST. On the other hand, Guo et al. [25] showed that SCSS parameterized by $q$ is $\mathrm{W}[1]$-hard. That is, there is no $f(q) \cdot n^{O(1)}$ time algorithm for SCSS for any function $f$, unless FPT $=\mathrm{W}[1]$. Later a stronger lower bound has been shown by Chitnis et al. [7]. They showed that, in fact, there is no $f(q) n^{o(q / \log q)}$ algorithm for SCSS for any function $f$, unless Exponential Time Hypothesis (ETH) of Impagliazzo and Paturi [28] fails. This stimulated the research on DSN for restricted classes of request graphs [36, 18] and host graphs [6].

As DSN is a generalization of SCSS, DSN is also W[1]-hard parameterized by $q$. On the positive side, Feldman and Ruhl [17] showed that DSN can be solved in $n^{O(|A(R)|)}$ time. An independent algorithm with a similar running time also follows from the classification work of Feldmann and Marx [18]. Complementing these results Chitnis et al. [7] showed that DSN cannot be solved in $f(q) n^{o(|A(R)|)}$ time for any function $f$, even when restricting the host graph $G$ to be planar and all arc weights equal to 1, unless ETH fails. In this reduction (as well as in the reduction given for SCSS), the number of arcs of the request graph $|A(R)|$ is only linear in the number of terminals $q$. Hence, viewed in terms of the number of terminals, this lower bound implies that there is no $f(q) n^{o(q)}$ time algorithm for any function $f$, unless ETH fails. But both the known algorithms have running time $n^{\Theta\left(q^{2}\right)}$ in the worst case, leaving a significant gap between the upper and the lower bound for DSN. In this work we contribute to fill this gap.

### 1.1 Our Results

- Theorem 1.1. There is an algorithm which solves any instance $(G, R)$ of DSN in time $2^{c_{g} q^{2} \log \left(c_{g} q\right)} \cdot n^{O\left(c_{g} \cdot q\right)}$, where $g$ is the Euler genus of the graph $G$ and $c_{g}=20^{8 g+12} g$.
The main idea behind the algorithm is as follows. Let $H$ be a least cost subgraph of $G$ which realizes all paths prescribed by the arcs of $R$ (call it an optimum solution). By the result of Feldmann and Marx [18], if the treewidth ${ }^{1}$ of $H$ is $\omega$, then there is an algorithm for solving DSN running in time $2^{O(q \cdot \omega \log \omega)} \cdot n^{O(\omega)}$. ${ }^{2}$ Towards proving Theorem 1.1 we construct a graph $H^{\prime}$ from $H$ such that
- the genus of $H^{\prime}$ is at most $g$ (recall that $g$ is the genus of the input graph $G$ ),
- $H^{\prime}$ and $H$ have the same grid minors and hence $\operatorname{tw}(H) \leq 20^{4 \cdot(2 g+3)} \operatorname{tw}\left(H^{\prime}\right)$, and
- the diameter of $H^{\prime}$ is $O(q)$.

Finally, since $H^{\prime}$ has genus $g$ and diameter $O(q)$, it follows from a result of Eppstein [15] that $\operatorname{tw}\left(H^{\prime}\right)=O(g \cdot q)$. We conclude that $H$ has treewidth $O\left(c_{g} \cdot q\right)$ and our result follows using the algorithm of Feldmann and Marx [18].

We complement the above positive result by the following negative one for general graphs.

- Theorem 1.2. There is no $f(q) \cdot n^{o\left(q^{2} / \log q\right)}$ time algorithm for DSN on general graphs for any function $f$, unless ETH fails.
Towards this result, we give a reduction from Partitioned Subgraph Isomorphism (PSI).

[^37]
## 2 Preliminaries

For a positive integer $\eta$, we use $[\eta]$ to denote the set $\{1, \ldots, \eta\}$. We consider simple directed graphs and use mostly standard notation that can be found for example in the textbook by Diestel [11]. Let $G$ be a directed graph and let $V(G)$ and $A(G)$ denote its vertex set and arc set, respectively. For vertices $u, v \in V(G)$ the arc from $u$ to $v$ is denoted by $u v$ or $(u, v)$. A walk $P=\left(p_{0}, \ldots, p_{\ell}\right)$ of length $\ell$ in $G$ is a tuple of vertices, that is, $p_{i} \in V(G)$ for all $0 \leq i \leq \ell$, such that $p_{i} p_{i+1} \in A(G)$ for all $0 \leq i<\ell$. A directed path $P=\left(p_{0}, \ldots, p_{\ell}\right)$ in $G$ is a walk of length $\ell$ with all vertices distinct, that is $p_{i} \neq p_{j}$ for all $0 \leq i<j \leq \ell$. We let $V(P)=\left\{p_{0}, \ldots, p_{\ell}\right\}$. We say that the path $P$ is from $p_{0}$ to $p_{\ell}$; we call $p_{0}$ and $p_{\ell}$ the endpoints of $P$ while the other vertices of $P$ are called internal (we denote the set of all internal vertices of $P$ by $\stackrel{\circ}{P}$ ). Path $P$ is between $u$ and $v$ if it is either from $u$ to $v$ or from $v$ to $u$. Let $W$ be a set of vertices, we say that a path $Q$ is a $W$-avoiding path if $Q \cap Q=\emptyset$; if $P$ is a path we say that $Q$ is $P$-avoiding path if it is a $V(P)$-avoiding path. Let $P$ be a walk from $u$ to $v$ and let $Q$ be a walk from $v$ to $w$. By $P \circ Q$ we denote the concatenation of $P$ and $Q$, that is, the walk from $u$ to $w$ that follows $P$ from $u$ to $v$ and then follows $Q$ from $v$ to $w$. Let $P=\left(p_{0}, \ldots, p_{\ell}\right)$ be a directed path and $u, v \in V(P)$. We write $u \leq_{P} v$ if $u$ is before $v$ on $P$, in other words, $u=p_{i}$ and $v=p_{j}$ such that $i \leq j$. Furthermore, for $i \leq j$ the subpath of $P$ between $p_{i}$ and $p_{j}$, denoted $p_{i}[P] p_{j}$, is the path $\left(p_{i}, \ldots, p_{j}\right)$.

For a vertex $v \in V(G)$ its in-degree is defined as $\operatorname{deg}_{G}^{-}(v)=|\{u \in V \mid u v \in A(G)\}|$. The out-degree of $v$ is $\operatorname{deg}_{G}^{+}(v)=|\{u \in V \mid v u \in A(G)\}|$. Finally, the total degree of $v$ is $\operatorname{deg}_{G}(v)=\operatorname{deg}_{G}^{-}(v)+\operatorname{deg}_{G}^{+}(v)$. If the graph $G$ is clear from the context we drop the subscript $G$. We use $\operatorname{sym}(G)$ to denote the underlying undirected graph of a directed graph $G$. To subdivide an arc $e \in A(G)$ is to delete $e=u v$, add a new vertex $w$, and add the arcs $u w, w v$. We say that $H$ is a subdivision of $G$ if it can be obtained by repeated subdivision of arcs of $G$, that is, there exist graphs $G=G_{0}, \ldots, G_{\eta}=H$ such that $G_{i+1}$ is the result of arc subdivision in $G_{i}$.

We consider the following problem:

```
Directed Steiner Network (DSN)
Input: \(\quad\) An arc-weighted directed graph \(G\) and an (unweighted) directed graph \(R\)
    such that \(V(R) \subseteq V(G)\).
Question: \(\quad\) Find a minimum-cost subgraph \(H\) of \(G\) in which there is a path from \(s\) to
    \(t\) for every \(s t \in A(R)\).
```

The problem is also called Directed Steiner Forest or Point-to-Point Connection. We only consider positive weights on arcs, since it is possible to include all non-positive weight arcs into the solution. We call a subgraph $H$ of $G$ a solution to the instance $(G, R)$ of DSN if $H$ contains a path from $s$ to $t$ for every $s t \in A(R)$. Moreover, we say that $H$ is an inclusion-minimal solution to $R$, if $H$ is a solution for some instance $(G, R)$, but for every $e \in A(H), H-e$ is not. Note that an optimum solution (one with the least sum of weights) is necessarily inclusion-minimal, as we assume positive weights.

- Proposition 2.1 (Feldmann and Marx [18, Theorem 5] (see also [19])). Let an instance of DSN be given by a graph $G$ with $n$ vertices and a pattern $R$ on $q$ terminals with vertex cover number $\tau$. If the optimum solution to $R$ in $G$ has treewidth $\omega$, then the optimum can be computed in time $2^{O(q+\tau \omega \log \omega)} n^{O(\omega)}$.
- Proposition 2.2 (Demaine, Hajiaghayi, and Kawarabayashi [10]). Suppose $G$ is a graph with no $K_{3, k}$-minor. If the treewidth of $G$ is at least $20^{4 k} r$, then $G$ has an $r \times r$ grid minor.

For the rest of the paper, by the genus of a graph we always mean Euler genus; that is the minimum integer $g$ such that the graph can be drawn without crossing itself on a sphere with $g$ cross-caps or with $g / 2$ handles. For a more detailed treatment of topological graph theory the reader is referred to [33] or [24].

- Proposition 2.3 (Ringel, see [33, Theorem 4.4.7]). If $G$ has Euler genus at most $g$, then $G$ does not contain $K_{3,2 g+3}$ as a minor.
- Proposition 2.4 (Eppstein [15, Theorem 2]). Let $G$ be a graph of Euler genus ${ }^{3} g$ and diameter $D$. Then $G$ has treewidth $O(g D)$.
$\boldsymbol{t}$-Boundaried Graphs and Gluing. A $t$-boundaried graph is a graph $G$ and a set $B \subseteq V(G)$ of size at most $t$ with each vertex $v \in B$ having a label $G(v) \in\{1, \ldots, t\}$. Each vertex in $B$ has a unique label. We refer to $B$ as the boundary of $G$. For a $t$-boundaried graph $G$ the function $\delta(G)$ returns the boundary of $G$. Two $t$-boundaried graphs $G_{1}$ and $G_{2}$ can be glued together to form a graph $G=G_{1} \oplus G_{2}$. The gluing operation takes the disjoint union of $G_{1}$ and $G_{2}$ and identifies the vertices of $\delta\left(G_{1}\right)$ and $\delta\left(G_{2}\right)$ with the same label.

A $t$-boundaried graph H is a minor of a $t$-boundaried graph $G$ if (a $t$-boundaried graph isomorphic to) $H$ can be obtained from $G$ by deleting vertices or edges or contracting edges, but never contracting edges with both endpoints being boundary vertices ${ }^{4}$. For more details see e.g. [21].

Monadic Second Order Logic. The syntax of Monadic second order logic (MSO) includes the logical connectives $\vee, \wedge, \neg, \Rightarrow, \Leftrightarrow$, variables for vertices, edges, sets of vertices and sets of edges, the quantifiers $\forall, \exists$ that can be applied to these variables, and the following five binary relations:

1. $u \in U$ where $u$ is a vertex variable and $U$ is a vertex set variable;
2. $d \in D$ where $d$ is an edge variable and $D$ is an edge set variable;
3. inc $(d, u)$, where $d$ is an edge variable, $u$ is a vertex variable; and the interpretation is that the edge $d$ is incident on the vertex $u$;
4. $\operatorname{adj}(u, v)$, where $u$ and $v$ are vertex variables, and the interpretation is that $u$ and $v$ are adjacent;
5. equality of variables representing vertices, edges, set of vertices and set of edges.

Many common graph-theoretic notions such as vertex degree, connectivity, planarity, outerplanarity, being acyclic, and so on, can be expressed in MSO, as can be seen from introductory expositions [31].

## 3 Solving DSN on a Fixed Surface

Fix an instance $(G, R)$ of DSN. Let the genus of $G$ be a fixed constant $g$ and let $H$ be an inclusion-minimal solution to $(G, R)$. Note that, since $H$ is a subgraph of $G$, the genus of $H$ is at most $g$.

The goal of this section is to show the following theorem.

[^38]- Theorem 3.1. Let $g$ be a fixed constant. If $(G, R)$ is an instance of DSN such that the genus of $G$ is at most $g$ and $H$ is an inclusion-minimal solution to $(G, R)$, then the treewidth of $H$ is $O\left(20^{4(2 g+3)} g \cdot q\right)$.

With this theorem at hand Theorem 1.1 follows from Proposition 2.1. Note that we can treat every connected component of $H$ separately. More precisely, for each connected component $H_{C}$ of $H$, we apply the rest of the proof to $H_{C}$ and $R\left[T \cap V\left(H_{C}\right)\right]$. Hence, we assume that $H$ is connected.

Reversing Arcs - Symmetry. Let $\overleftarrow{G}, \overleftarrow{H}$, and $\overleftarrow{R}$ be the directed graphs we obtain from $G$ $H$, and $R$, respectively, by reversing all the arcs. That is, for example, $\overleftarrow{G}$ contains an arc $u v$ if and only if $G$ contains the arc $v u$. Note that there is a one-to-one correspondence between an $s$ - $t$ path in $H$ and a $t-s$ path in $\overleftarrow{H}$. Hence, if $H$ is an optimum solution to the instance $(G, R)$, then $\overleftarrow{H}$ is an optimum solution to the instance $(\overleftarrow{G}, \overleftarrow{R})$. The importance of $\overleftarrow{G}, \overleftarrow{H}, \overleftarrow{R}$ is that every lemma holds in both $H, R$ and $\overleftarrow{H}, \overleftarrow{R}$. In this way we obtain symmetric results without reproving everything twice.

- Lemma 3.2. Let $(G, R)$ be an instance of $D S N, H$ be an inclusion-minimal solution to $(G, R)$, and let $H$ be connected. Let $R^{\prime}$ be a directed graph with vertex set $T$ and for every $s, t \in T$ with $s \neq t$ satisfying st $\in A\left(R^{\prime}\right)$ if and only if there is a T-avoiding s-t path in $H$. Then the following holds:

1. $H$ is an inclusion-minimal solution to $R^{\prime}$ and
2. $\operatorname{sym}\left(R^{\prime}\right)$ is connected.

Proof. Assume for the contradiction that $\operatorname{sym}\left(R^{\prime}\right)$ is not connected and let $R_{1}$ be a connected component of $R^{\prime}$. Note that since $H$ is inclusion-minimal every vertex of $H$ lies on some $s-t$ path with $s, t \in T$ and $s t \in A\left(R^{\prime}\right)$. Now let $V_{1}$ be the set of vertices that lie on some s-t path in $H$ for $s, t \in V\left(R_{1}\right)$ and $V_{2}=V(H) \backslash V_{1}$. Clearly, $T \backslash V\left(R_{1}\right) \subseteq V_{2}$, hence $V_{2}$ is not empty. Otherwise, by the definition of $R^{\prime}, R^{\prime}$ would contain an arc between a vertex in $V\left(R_{1}\right)$ and $V\left(R^{\prime}\right) \backslash V\left(R_{1}\right)$. Moreover, every vertex in $V_{2}$ lies on some terminal-to-terminal path for two terminals in $T \backslash V\left(R_{1}\right)$. Now let $u \in V_{1}$ and $v \in V_{2}$. Clearly, $u$ lies on some $s_{1}-t_{1}$ path between two terminals in $R_{1}$ and $v$ lies on a $s_{2}-t_{2}$ path between two terminals in $T \backslash V\left(R_{1}\right)$. Since $R^{\prime}$ does not contain arcs $s_{1} t_{2}$ nor $s_{2} t_{1}$, it follows that there is no arc between $u$ and $v$. Since this is true for any two vertices $u \in V_{1}$ and $v \in V_{2}$ it follows that $H\left[V_{1}\right]$ is a connected component of $H$, which contradicts the assumption that $H$ is connected.

From now on we replace $R$ with $R^{\prime}$.

- Definition 3.3. Let $H_{1}, H_{2}$ be two directed graphs. We say that the pair $\left(H_{1}, H_{2}\right)$ is a $c$-admissible pair if the genus of $H_{2}$ is at most the genus of $H_{1}$ and $\operatorname{tw}\left(H_{1}\right) \leq c \cdot \operatorname{tw}\left(H_{2}\right)$.

Overview of the Proof of Theorem 3.1. We transform the solution graph $H$ into a graph $H^{\prime}$ containing all terminals and preserving all terminal-to-terminal connections such that $\left(H, H^{\prime}\right)$ is an $c$-admissible pair for some constant $c$ and $H^{\prime}$ has bounded diameter (and thus by Proposition 2.4 has bounded treewidth). We do this by exploiting that a terminal-to-terminal path in $H$ contains only $O(q)$, so called, important and marked vertices. Furthermore, a subpart of the solution "between" two consecutive marked or important vertices has constant treewidth and contains few vertices with arcs to the rest of the solution $H$. This allows us to reduce this part of the solution to constant size while preserving genus and all terminal-to-terminal connections. Thus, obtaining the graph $H^{\prime}$ of bounded diameter.

The following lemma shows that we can assume that each non-terminal vertex in $H$ has at least 3 neighbors.

- Lemma 3.4. Let $(G, R)$ be an instance of $D S N, H$ be an inclusion-minimal solution to $(G, R)$, and let $H$ be connected. There exists a directed graph $H_{\geq 3}$ such that $H_{\geq 3}$ is an inclusion-minimal solution to $R, H_{\geq 3}$ is connected, every non-terminal vertex in $H_{\geq 3}$ has at least three neighbors, and $\left(H, H_{\geq 3}\right)$ is a 1-admissible pair. Moreover, for any $s, t \in T$, there is a $T$-avoiding s-t path in $H$ if and only if there is one in $H_{\geq 3}$.

Proof Sketch. We exhaustively repeat the following. Let $v$ be a non-terminal vertex and suppose $u, w$ are the only two neighbors of $v$. Note that $v$ cannot have only one neighbor, since $H$ is an inclusion-minimal solution. We delete $v$ from $H$ and add an arc $u w$ if both $u v$ and $v w$ were in $H$, similarly for an arc $w u$. Denote the resulting graph $H_{\geq 3}$.

### 3.1 Important and Marked Vertices

For a fixed $T$-avoiding directed path $P$ in $H$ between two terminals $s$ and $t$, we say that a vertex $u \in V(P)$ is important with respect to $P$ if there is a $P$-avoiding directed path from some terminal not on $P$ to $u$ or from $u$ to some terminal not on $P$. Let $I_{P}$ denote the set of all important vertices with respect to $P$. Let $I$ be the union of important vertices over all $T$-avoiding paths in $H$ between terminals.

Let $s, t \in T$ and $P=\left(s=p_{1}, \ldots, p_{r}=t\right)$ be fixed for the rest of this subsection.

- Lemma 3.5. Let $(G, R)$ be an instance of DSN and $H$ be an inclusion-minimal solution to $(G, R)$. Let $P=\left(s=p_{1}, \ldots, p_{r}=t\right)$ be a $T$-avoiding directed path between $s, t \in T$. There are at most $2 q-2$ important vertices on $P$. Moreover, there exists a function $g_{P}: I_{P} \rightarrow T$ with $\left|g_{P}^{-1}(x)\right| \leq 2$ for every $x \in T$ such that for every $v \in I_{P}$ there is either $v-g(v)$ or $g(v)-v$ directed $(V(P) \cup T)$-avoiding path.

Proof. We bound the number of important vertices by inspecting the interaction between the path $P$ and other paths in the solution $H$. In order to do this, we construct a partial labeling $\mathcal{L}: V(P) \rightarrow 2^{(T \times\{\leftarrow, \rightarrow\})}$ as follows. For a vertex $v \in V(P)$ we have $(x, \leftarrow) \in \mathcal{L}(v)$ if there is a directed $P$-avoiding path from a terminal $x$ to $v$ in $H$ and $v$ is the closest to $s$ among all such vertices of $P$. Similarly, we have $(x, \rightarrow) \in \mathcal{L}(v)$ if there is a directed $P$-avoiding path from $v$ to a terminal $x$ in $H$ and $v$ is the closest to $t$ among all such vertices of $P$.
$\triangleright$ Claim $3.6\left(\star^{5}\right)$. Every important vertex received some label.
It follows from the above claim that the number of important vertices is bounded by the possible number of labels which is $2 q-2$. This is because by the definition of the labeling every label in $T \times\{\leftarrow, \rightarrow\}$ is used at most once and $(s, \leftarrow)$ and $(t, \rightarrow)$ labels are never assigned to any vertex of $P$ (as they would be assigned to $s$ and $t$, respectively).

As to the moreover part, it follows from the labeling procedure that if $(\leftarrow, x) \in \mathcal{L}(v)$, then there is a $P$-avoiding path $Q$ in $H$ from $x$ to $v$. If this path contains another terminal, then let $y$ be the terminal closest to $v$ on $Q$. We claim that $(\leftarrow, y) \in \mathcal{L}(v)$ as well. If not, then there would be another vertex $v^{\prime}$ on $P$ with this label with $v^{\prime}<_{P} v$ and a $P$-avoiding path $Q^{\prime}$ from $y$ to $v^{\prime}$. But then $x[Q] y \circ y\left[Q^{\prime}\right] v^{\prime}$ is a walk that can be shortened to a $P$-avoiding path from $x$ to $v^{\prime}$, contradicting $(x, \leftarrow) \in \mathcal{L}(v)$. Hence, each important vertex has a $(V(P) \cup T)$-avoiding path to or from some terminal, such that it has a label of that terminal. To prove the moreover part it remains to set $g_{P}(v)$ to any such terminal.

[^39]- Lemma $3.7(\star)$. Let $(G, R)$ be an instance of DSN and $H$ be an inclusion-minimal solution to $(G, R)$. Let $P=\left(s=p_{1}, \ldots, p_{r}=t\right)$ be a $T$-avoiding directed path between $s, t \in T$. If $v$ is a vertex in $V(P) \backslash I_{P}$, then its out-degree is at most 2. Moreover, if $u$ is its out-neighbor not on $P$, then there is a $P$-avoiding path from $u$ to some vertex $v^{\prime} \in V(P)$ with $v^{\prime}<_{P} v$.

The following expresses that in order to bound the diameter of $H^{\prime}$ it is enough to bound the length of the path $P$ linearly in $\left|I_{P}\right|$.

- Lemma 3.8. Let $(G, R)$ be an instance of $D S N, H$ be an inclusion-minimal solution to $(G, R)$, and let $H$ be connected. Moreover, assume that for every $s, t \in T$ with $s \neq t$ that st $\in A(R)$ if and only if there is a T-avoiding s-t path in $H$. If for every $\bar{s} \bar{t} \in A(R)$ there is a T-avoiding path $\tilde{P}$ in $H$ of length at most $c \cdot\left|I_{\tilde{P}}\right|$, for some constant $c$, then the distance between any two terminal vertices in the underlying undirected graph $\operatorname{sym}(H)$ of $H$ is at most $8 c q$.

Proof. By assumption and Lemma 3.2 both $H$ and $R$ are connected. Let $t_{1}, t_{2} \in T$ be two arbitrary terminal vertices and let $Q=\left(t_{1}=t^{1}, t^{2}, \ldots, t^{\ell}=t_{2}\right)$ be a shortest path from $t_{1}$ to $t_{2}$ in $\operatorname{sym}(R)$. Now let $\mathcal{Q}=\left(Q_{1}, \ldots, Q_{\ell-1}\right)$ be a realization of the path $Q$ in $H$, that is, $Q_{i}$ is a directed $T$-avoiding path between $t^{i}$ and $t^{i+1}$ of length at most $c \cdot\left|I_{Q_{i}}\right|$ in $H$ for every $1 \leq i \leq \ell-1$. Note that it does not matter whether $Q_{i}$ is a directed path from $t^{i}$ to $t^{i+1}$ or vice versa.

For $1 \leq i \leq \ell-1$ let $g_{i}$ be the function $g_{Q_{i}}$ for the path $Q_{i}$ from Lemma 3.5. Let $v \in I_{Q_{i}}$ be an important vertex on $Q_{i}$. From Lemma 3.5 it follows that there is a $\left(V\left(Q_{i}\right) \cup T\right)$-avoiding directed path either from $v$ to $g_{i}(v)$ or from $g_{i}(v)$ to $v$. Moreover, since $Q_{i}$ is $T$-avoiding, there are two $T$-avoiding directed paths in $H$ either one from $t^{i}$ to $v$ and the other from $v$ to $t^{i+1}$ or one from $t^{i+1}$ to $v$ and the other from $v$ to $t^{i}$. Therefore, it follows that if a terminal $t^{\prime}$ is in $g_{i}\left(I_{Q_{i}}\right)$, then there is a $T$-avoiding directed path either between $t^{\prime}$ and $t^{i}$ or between $t^{\prime}$ and $t^{i+1}$ in $H$ and consequently, by our assumptions on $R$, there is an arc between $t^{\prime}$ and either $t^{i}$ or $t^{i+1}$ in $R$.

Now, for a terminal $t^{\prime}$, let $1 \leq i<j \leq \ell-1$ be such that $t^{\prime} \in\left(g_{i}\left(I_{Q_{i}}\right) \cap g_{j}\left(I_{Q_{j}}\right)\right)$. Then we claim that $j-i \leq 3$. From the argument above, it follows that there is an edge between $t^{\prime}$ and $t^{i}$ or $t^{i+1}$ and between $t^{\prime}$ and $t^{j}$ or $t^{j+1}$ in $\operatorname{sym}(R)$. However, if $j-i \geq 4$, then we can obtain a shorter path than $Q$ in $\operatorname{sym}(R)$ from $t_{1}$ to $t_{2}$ by going along $Q$ from $t_{1}$ to $t^{i}$ or to $t^{i+1}$, then using the aforementioned edges to $t^{\prime}$ and from $t^{\prime}$ to $t^{j}$ or $t^{j+1}$ and continuing on $Q$. This is a contradiction with the choice of $Q$. Therefore, for each terminal $t^{\prime}$ there are at most 4 paths $\bar{Q} \in \mathcal{Q}$ such that $t^{\prime} \in g_{\bar{Q}}\left(I_{\bar{Q}}\right)$. Since for each path $\bar{Q}$ and terminal $t^{\prime}$, it holds that $\left|g_{\bar{Q}}^{-1}\left(t^{\prime}\right)\right| \leq 2$, it follows that $\sum_{i=1}^{\ell-1}\left|I_{Q_{i}}\right| \leq 2 \cdot 4 \cdot q$. Therefore, the distance between $t_{1}$ and $t_{2}$ is at most $\sum_{i=1}^{\ell-1}\left|Q_{i}\right| \leq \sum_{i=1}^{\ell-1} c \cdot\left|I_{Q_{i}}\right| \leq 8 c q$ and the lemma follows.

- Lemma 3.9. Let $(G, R)$ be an instance of $D S N$ and $H$ be an inclusion-minimal solution to $(G, R)$. Let $P=\left(s=p_{1}, \ldots, p_{r}=t\right)$ be a T-avoiding directed path between $s, t \in T$. Let $p_{i}, p_{j}, p_{k}$ be three vertices on $P$ such that
(1) $i<j<k$,
(2) there is a path $Q$ from $p_{k}$ to $p_{i}$ that avoids $p_{j}$, and
(3) every directed path $P^{\prime}$ from some terminal $s^{\prime}$ to $p_{j}$ in $H$ intersects $P$ in a vertex $p_{\ell}$ such that $p_{\ell} \neq p_{j}$ and $\ell \leq k$.
Then $p_{j}$ has no in-neighbor other than $p_{j-1}$ in $H$.
Proof. Refer to Fig. 1. Let $u \neq p_{j-1}$ be an in-neighbor of $p_{j}$. Let $s^{\prime} t^{\prime}$ be an arc in $R$ such that the arc $u p_{j}$ is on a path $P^{\prime}$ from $s^{\prime}$ to $t^{\prime}$ in $H$. We show that there is a directed path from $s^{\prime}$ to $t^{\prime}$ in $H-u p_{j}$. By our assumption, it follows that $s^{\prime}\left[P^{\prime}\right] p_{j}$ intersects $P$ in a vertex


Figure 1 The three vertices $p_{i}, p_{j}, p_{k}$ on a directed path $P$ as in Lemma 3.9. The orange (light gray) path cannot exist as it is rerouted via $p_{k}$ and $Q$ (dashed); contradicting the minimality of the solution.


Figure 2 The four vertices on $P$ for the vertex $p_{j}$. By the choice of $p_{j}^{1}$ and $p_{j}^{4}$, the orange (light gray) paths cannot exist.
$p_{\ell}$ such that $\ell<k$. Therefore, the walk $s^{\prime}\left[P^{\prime}\right] p_{\ell} \circ p_{\ell}[P] p_{k} \circ p_{k}[Q] p_{i} \circ p_{i}[P] p_{j} \circ p_{j}\left[P^{\prime}\right] t^{\prime}$ induces a directed path from $s^{\prime}$ to $t^{\prime}$ in $H-u p_{j}$. Since this is true for every pair of terminals $s^{\prime}, t^{\prime}$ with an $s^{\prime}-t^{\prime}$ path in $H$, it contradicts the inclusion-minimality of $H$ and hence the only in-neighbor of $p_{j}$ is $p_{j-1}$.

For a vertex $p_{j} \in V(P)$ let $p_{j}^{1}, p_{j}^{2}, p_{j}^{3}, p_{j}^{4}$ denote the following four vertices (see Fig. 2):

- $p_{j}^{1}$ is the $\leq_{P}$-minimal vertex on $P$ such that there is a $P$-avoiding path from a vertex $p_{x}$, with $x \geq j$ to $p_{j}^{1}$,
- $p_{j}^{3}$ is a vertex such that $p_{j} \leq_{P} p_{j}^{3}$ and $p_{j}^{3}$ is the first vertex of some $P$-avoiding path to $p_{j}^{1}$,
- $p_{j}^{4}$ is the $\leq_{P}$-maximal vertex on $P$ such that there is a $P$-avoiding path from $p_{j}^{4}$, to some vertex $p_{y}$ with $y \leq j$, and
- $p_{j}^{2}$ is a vertex such that $p_{j}^{2} \leq_{P} p_{j}$ and $p_{j}^{2}$ is the last vertex of some $P$-avoiding path from $p_{j}^{4}$.
Furthermore, let us denote $Q_{3,1}^{j}$ and $Q_{4,2}^{j}$ the $P$-avoiding paths from $p_{j}^{3}$ to $p_{j}^{1}$ and from $p_{j}^{4}$ to $p_{j}^{2}$, respectively, and let $Q_{4,1}^{j}$ denote the path $Q_{4,2}^{j} \circ p_{j}^{2}[P] p_{j}^{3} \circ Q_{3,1}^{j}$.
- Lemma $3.10(\star)$. Let $(G, R)$ be an instance of $D S N$ and $H$ be an inclusion-minimal solution to $(G, R)$ such that every non-terminal vertex in $H$ has at least three neighbors. Let $P=\left(s=p_{1}, \ldots, p_{r}=t\right)$ be a T-avoiding directed path between $s, t \in T$. For every $p_{j}$ there are at most two vertices in $V(P) \backslash\left(I_{P} \cup\left\{p_{j}^{2}, p_{j}^{3}\right\}\right)$ between $p_{j}^{1}$ and $p_{j}^{4}$.

For the rest of this section, let us define the set $Q_{P}=\left\{p_{j}^{1}, p_{j}^{2}, p_{j}^{3}, p_{j}^{4} \mid p_{j} \in I_{P}\right\}$. Clearly, $\left|Q_{P}\right| \leq 4\left|I_{P}\right|$. We will call the set $Q_{P}$ the set of marked vertices for $P$. Note that the same vertex in $Q_{P}$ may be marked for different reasons at the same time. That is, for example, the same vertex can be denoted $p_{j}^{1}$, because it is the first vertex for the important vertex $p_{j}$ and at the same time it can be denoted $p_{k}^{3}$, because it is also the third marked vertex for the important vertex $p_{k}$ with respect to $P$.

### 3.2 Ladders

In this subsection we define ladder graphs. These graphs play crucial a role as we will be able to show that if there is a $T$-avoiding $s$ - $t$ path for $s t \in A(R)$ that is "long", then in $H$ there is a "large" ladder (Lemma 3.13). Moreover, it is possible to replace such a ladder with one having constant size while preserving all connections and inclusion-minimality (Lemma 3.14).
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Figure 3 Example ladder graphs. The ladder $G_{6}=G_{6, \emptyset}$ on the left and $G_{6,\{2,5\}}$ on the right.

- Definition 3.11 (Class of Ladders). Let $\eta$ be a positive integer and $I \subseteq[\eta]$. We define the directed graph $G_{\eta}$ and the directed graph $G_{\eta, I}$ as follows (see Fig. 3). The vertex set $V\left(G_{\eta}\right)$ is the set $\left\{a_{i}, b_{i} \mid i \in[\eta]\right\}$ and the arc set $A\left(G_{\eta}\right)$ is the set

$$
\begin{aligned}
& \left\{a_{2 i+1} b_{2 i+1} \mid 0 \leq i<\eta / 2\right\} \cup\left\{b_{2 i} a_{2 i} \mid 1 \leq i \leq \eta / 2\right\} \cup\left\{a_{2 i} a_{2 i-1} \mid 1 \leq i \leq \eta / 2\right\} \cup \\
& \left\{a_{2 i} a_{2 i+1} \mid 1 \leq i<\eta / 2\right\} \cup\left\{b_{2 i+1} b_{2 i} \mid 1 \leq i<\eta / 2\right\} \cup\left\{b_{2 i-1} b_{2 i} \mid 1 \leq i \leq \eta / 2\right\}
\end{aligned}
$$

The graph $G_{\eta, I}$ is the graph $G_{\eta}$ where we identify the vertices $a_{i}$ and $b_{i}$ whenever $i \in I$ (i.e., $G_{\eta}$ and $G_{\eta, \emptyset}$ is the same graph). We emphasize that we suppress any loops in $G_{\eta, I}$. We say that $\eta$ is the length of the ladder $G_{\eta, I}$.

- Lemma 3.12 ( $\star$ ). Given a positive integer $\eta$ and $I \subseteq[\eta]$, the ladder $G_{\eta, I}$ is a union of two paths $P_{1}$ from $a_{1}$ to $a_{\eta}$ and $P_{2}$ from $b_{\eta}$ to $b_{1}$ if $\eta$ is even or paths $P_{1}$ from $a_{1}$ to $b_{\eta}$ and $P_{2}$ from $a_{\eta}$ to $b_{1}$, if $\eta$ is odd. Moreover, $G_{\eta, I}$ is an inclusion-minimal strongly connected graph connecting the set of terminals $\left\{a_{1}, b_{1}, a_{\eta}, b_{\eta}\right\}$.


### 3.3 Finishing the Proof

Let again $P$ be a $T$-avoiding directed path in $H$ between two terminals $s$ and $t$. In the following technical lemma we show that if the distance on $P$ between any two consecutive vertices $p_{i}, p_{j} \in Q_{P} \cup I_{P}$ with $i<j$ is at least 5 , then $p_{i}=p_{k}^{4}$ and $p_{j}=p_{\ell}^{1}$ where $p_{k}, p_{\ell} \in I_{P}$ and $k<\ell$. Moreover, there exists a path from $p_{j}$ to $p_{i}$ in $H$ and between $p_{i}$ and $p_{j}$ there is a ladder with a constant-sized boundary.

- Lemma $3.13(\star)$. Let $(G, R)$ be an instance of $D S N$ and $H$ be an inclusion-minimal solution to $(G, R)$ such that every non-terminal vertex in $H$ has at least three neighbors. Let $P$ be a $T$-avoiding directed path in $H$ between two terminals $s$ and $t$. Let $p_{i}, p_{j} \in Q_{P} \cup I_{P}$ with $i<j$ such that there is no $p \in Q_{P} \cup I_{P}$ with $p_{i} \leq_{P} p \leq_{P} p_{j}$. Let $F=\left\{p_{i+1}, \ldots, p_{j-1}\right\}$ and let $C$ be the set of vertices of the connected component of $\operatorname{sym}(H)-\left\{p_{i+1}, p_{i+2}, p_{j-2}, p_{j-1}\right\}$ containing $p_{i+3}$. If $j-i \geq 5$, then $H\left[C \cup\left\{p_{i+1}, p_{i+2}, p_{j-2}, p_{j-1}\right\}\right]$ is a ladder and furthermore, $p_{i+1}, p_{i+2}, p_{j-2}$, and $p_{j-1}$ are the only vertices with an $H$-neighbor outside the ladder.
- Lemma $3.14(\star)$. Let $(G, R)$ be an instance of $D S N$ and $H$ be an inclusion-minimal solution to $(G, R)$ such that $H$ is connected and every non-terminal vertex in $H$ has at least three neighbors. Moreover, assume that for every $s, t \in T$ with $s \neq t$ that $s t \in A(R)$ if and only if there is a $T$-avoiding s-t path in $H$. Let $a, b, c, d$ be four vertices of $H$ and $F \subseteq V(H)$ such that $a=b$ or $a b \in A(H), c=d$ or $c d \in A(H), F \cap T=\emptyset, H[F]$ is a connected component of $H-\{a, b, c, d\}$, and $H[F \cup\{a, b, c, d\}]$ is isomorphic to a ladder $G_{\eta, I}$. There exist a directed graph $H^{\prime}$ and a set $F^{\prime} \subseteq V\left(H^{\prime}\right)$ such that:
(1) the genus of $H^{\prime}$ is at most the genus of $H$,
(2) $H^{\prime}-F^{\prime}=H-F$,
(3) $\left|F^{\prime}\right|=O(1)$,
(4) $N_{H^{\prime}}\left(F^{\prime}\right)=\{a, b, c, d\}$,
(5) $H^{\prime}$ is an inclusion-minimal solution to $R$,
(6) for every $k \geq 10$, if $\operatorname{sym}(H)$ contains $k \times k$ grid as a minor, then $\operatorname{sym}\left(H^{\prime}\right)$ contains $k \times k$ grid as a minor,
(7) $H^{\prime}$ is connected,
(8) every non-terminal vertex in $H^{\prime}$ has at least three neighbors, and
(9) for every $s, t \in T$ with $s \neq t$ we have st $\in A(R)$ if and only if there is a $T$-avoiding $s$ - $t$ path in $H^{\prime}$.

Proof sketch. From Lemma 3.12 it follows that $H[F \cup\{a, b, c, d\}]$ is a union of two directed paths $P_{1}$ from $a$ to $d$ and $P_{2}$ from $c$ to $b$. We construct $F^{\prime}$ such that $H^{\prime}\left[F^{\prime} \cup\{a, b, c, d\}\right]$ is a ladder $G_{\eta^{\prime}, I^{\prime}}$, where $I^{\prime} \subseteq\left\{1, \eta^{\prime}\right\}$ and $1 \in I^{\prime}$ iff $a=b$ and $\eta^{\prime} \in I^{\prime}$ iff $c=d$. Even though it is a bit technical, it is rather straightforward to verify that if we replace $F$ by another ladder, then $H^{\prime}$ will satisfy (5), (7), (8), and (9). If $\operatorname{sym}(H)$ does not contain any $k \times k$ grid for $k \geq 10$, then we just replace $F$ with any constant size ladder and we are fine. Otherwise, we take a largest grid minor $K$ of $\operatorname{sym}(H)$. Since $\operatorname{sym}(H)[F \cup\{a, b, c, d\}]$ has treewidth 2 and only 4 of its vertices have neighbors in the rest of $H$, one can show that $\operatorname{sym}(H)[F \cup\{a, b, c, d\}]$ contracts to at most ten vertices in $K$. Let $K_{F}$ be the graph induced on these ten vertices. It is easy to see that if we replace $H[F \cup\{a, b, c, d\}]$ with any ladder whose underlying undirected graph has $K_{F}$ as a minor which furthermore maps its boundaries onto $K_{F}$ in the same way as $\operatorname{sym}(H)[F \cup\{a, b, c, d\}]$, then the underlying undirected graph of the resulting graph contains $K$ as a minor as well. However, one can express by a constant-sized MSO formula that a boundaried graph is a ladder $G_{\eta^{\prime}, \emptyset}$ and has the boundaried graph $K_{F}$ as a minor. It follows that this formula has a constant-sized model, whose suitable orientation is the sought replacement.

- Lemma 3.15 ( $\star$ ). Let $(G, R)$ be an instance of $D S N$ and $H$ be an inclusion-minimal solution to $(G, R)$ such that $H$ is connected and every non-terminal vertex in $H$ has at least three neighbors. Moreover, assume that for every $s, t \in T$ with $s \neq t$ that $s t \in A(R)$ if and only if there is a T-avoiding s-t path in $H$. There exists a directed graph $H^{\prime}$ such that
- $\left(H, H^{\prime}\right)$ is a $\left(20^{4(2 g+3)}\right)$-admissible pair,
- $T \subseteq V\left(H^{\prime}\right)$,
- for all $s, t \in T$, there is a directed s-t path in $H-(T \backslash\{s, t\})$ if and only if there is a directed path from s to $t$ in $H^{\prime}-(T \backslash\{s, t\})$,
- $H^{\prime}$ is an inclusion-minimal solution to $R$,
- $H^{\prime}$ is connected,
- every non-terminal vertex in $H^{\prime}$ has at least three neighbors, and
- for any arc st $\in A(R)$, there is a $T$-avoiding directed path $P$ from s to $t$ in $H^{\prime}$ with length at most $O\left(\left|I_{P}\right|\right)$.

Proof sketch. We obtain $H^{\prime}$ by recursively applying Lemma 3.14 until there is no ladder with the boundary of size at most 4 that can be shortened by applying Lemma 3.14. By Lemma 3.13 the distance between any two consecutive $p_{i}, p_{j} \in Q_{P} \cup I_{P}$ is constant. Since the genus of $\operatorname{sym}(H)$ is at most $g$, it follows from Proposition 2.3 that $\operatorname{sym}(H)$ is $K_{3,2 g+3^{-}}$ minor-free. Hence, due to Proposition 2.2, the treewidth of $\operatorname{sym}(H)$ is at most $20^{4(2 g+3)} \ell$, where $\ell$ is the size of the largest grid minor of $\operatorname{sym}(H)$ which is the same as of $\operatorname{sym}\left(H^{\prime}\right)$ by Lemma 3.14.

Proof of Theorem 3.1. Let $H_{1}$ be any connected component of $H, T_{1}=V\left(H_{1}\right) \cap T$, and $R_{1}=R\left[T_{1}\right]$. By Lemma 3.2, there is $R_{2}$ such that for every $s, t \in T_{1}$ with $s \neq t$ we have $s t \in A\left(R_{2}\right)$ if and only if there is a $T_{1}$-avoiding $s$ - $t$ path in $H_{1}$. By Lemma 3.4, there is a
directed graph $H_{2}$, such that $H_{2}$ is an inclusion-minimal solution to $R_{2}, H_{2}$ is connected, for every $s, t \in T_{1}$ with $s \neq t$ we have $s t \in A\left(R_{2}\right)$ if and only if there is a $T_{1}$-avoiding $s$ - $t$ path in $H_{2}$, every non-terminal vertex in $H_{2}$ has at least three neighbors in $H_{2}$ and the genus of $H_{2}$ is at most the genus of $H_{1}$. By Lemma 3.15, there exists a directed graph $H^{\prime}$ such that $H^{\prime}$ is an inclusion-minimal solution to $R_{2}, H^{\prime}$ is connected, $\operatorname{tw}\left(\operatorname{sym}\left(H_{2}\right)\right) \leq 20^{4(2 g+3)} \operatorname{tw}\left(\operatorname{sym}\left(H^{\prime}\right)\right)$, and for each arc st $\in A\left(R_{2}\right)$, there is a directed path from $s$ to $t$ of length at most $O\left(\left|I_{P}\right|\right)$ in $H^{\prime}$. Furthermore, all the vertices of $H^{\prime}$ are on some path of length at most $O\left(\left|I_{P}\right|\right)$ between two terminals in $H^{\prime}$. By Lemma 3.8, it follows that there is a path of length at most $O(q)$ between each pair of terminals in $\operatorname{sym}\left(H^{\prime}\right)$ and hence the diameter of $\operatorname{sym}\left(H^{\prime}\right)$ is also at most $O(q)$. Finally, by Proposition 2.4, it follows that $\operatorname{sym}\left(H^{\prime}\right)$ has treewidth $O\left(g^{\prime} q\right)$, where $g^{\prime}$ is the genus of $\operatorname{sym}\left(H^{\prime}\right)$. Since the genus of $\operatorname{sym}\left(H^{\prime}\right)$ is at most the genus of $\operatorname{sym}\left(H_{2}\right)$, which in turn is at most the genus of $\operatorname{sym}\left(H_{1}\right)$, which in turn is at most the genus of $\operatorname{sym}(H)$, which is at most $g$, the genus of $G$, the theorem follows.

## 4 Improved ETH-based Lower Bound for General Graphs

Our proof is based on a reduction from (a special case of) the following problem:

```
Partitioned Subgraph Isomorphism (PSI)
Input: \(\quad\) Two undirected graphs \(G\) and \(H\) with \(|V(H)| \leq|V(G)|(H\) is smaller \()\) and
    a mapping \(\psi: V(G) \rightarrow V(H)\).
Question: Is \(H\) isomorphic to a subgraph of \(G\) ? I.e., is there an injective mapping
    \(\phi: V(H) \rightarrow V(G)\) such that \(\{\phi(u), \phi(v)\} \in E(G)\) for each \(\{u, v\} \in E(H)\)
    and \(\psi \circ \phi\) is the identity?
```

- Theorem 4.1 (Marx [32, Corollary 6.1]). If there exist a recursively enumerable class $\mathcal{H}$ of graphs with unbounded treewidth, an algorithm $\mathbb{A}$, and an arbitrary function $f$ such that $\mathbb{A}$ correctly decides every instance of Partitioned Subgraph Isomorphism with the smaller graph $H$ in $\mathcal{H}$ in time $f(H) n^{o(\operatorname{tw}(H) / \log \operatorname{tw}(H))}$, then ETH fails.

It is known that there are infinitely many 3-regular graphs such that each such graph $H$ has treewidth $\Theta(|V(H)|)$ (see [23, Proposition 1, Theorem 5]). Using the class of 3-regular graphs as $\mathcal{H}$ in the above theorem, we arrive at the following corollary.

- Corollary 4.2. If there is an algorithm $\mathbb{A}$ and an arbitrary function $f$ such that $\mathbb{A}$ correctly decides every instance of Partitioned Subgraph Isomorphism with the smaller graph $H$ being 3-regular in time $f(|V(H)|) n^{o(|V(H)| / \log |V(H)|)}$, then ETH fails.

Our plan is to use this corollary. To this end, we transform the (special) instances of PSI to instances of DSN.

- Construction 1. Let $(G, H, \psi)$ be an instance of PSI with $H$ 3-regular and denote $k=|V(H)|$. Note that then $|E(H)|=O(k)$. We let $r=\lceil\sqrt{k}\rceil$. We first compute labelings $\alpha: V(H) \rightarrow X, \beta: V(H) \rightarrow Y$, and $\gamma: E(H) \rightarrow Z$, where $X=\left\{x_{1}, \ldots, x_{\max }\right\}$, $Y=\left\{y_{1}, \ldots, y_{\max }\right\}$, and $Z=\left\{z_{1}, \ldots, z_{\max }\right\}$ are three new sets. We want the sets $X, Y, Z$ to be of size $O(r)$ while fulfilling the following constraints:
(i) $\forall u, v \in V(H):(\alpha(u) \neq \alpha(v)) \vee(\beta(u) \neq \beta(v))$,
(ii) $\forall\{u, v\} \in E(H):(\alpha(u) \neq \alpha(v)) \wedge(\beta(u) \neq \beta(v))$,
(iii) $\forall e, f \in E(H), \forall u, v \in V(H):((u \in e) \wedge(v \in f) \wedge(\alpha(u)=\alpha(v))) \Longrightarrow(\gamma(e) \neq \gamma(f))$.

In other words, the pair $(\alpha(u), \beta(u))$ uniquely identifies vertex $u$, adjacent vertices share no labels and both pairs $(\alpha(u), \gamma(\{u, v\}))$ and $(\alpha(v), \gamma(\{u, v\}))$ uniquely identify edge $\{u, v\}$.

To obtain such labeling, first color the vertices of $H$ greedily with colors $1, \ldots, 4$, denote $\mu$ the coloring and $A_{1}, \ldots, A_{4}$ the set of vertices of color $1, \ldots, 4$, respectively. For every $i \in[4]$, we split the set $A_{i}$ into sets $A_{i, 1}, \ldots, A_{i, a_{i}}$ such that for every $j \in\left[a_{i}-1\right]$ the set $A_{i, j}$ is of the size $r$ and the set $A_{i, a_{i}}$ is of the size at most $r$. Since $r=\lceil\sqrt{k}\rceil$ we know that there will be at most $r$ sets of the size $r$ and, thus, at most $r+4$ sets in total. We assign to each nonempty set $A_{i, j}$ a unique label $x_{\ell}$ and let $\alpha(u)=x_{\ell}$ for every $u \in A_{i, j}$. Note that $|X| \leq r+4$.

Next we construct a graph $H^{\prime}$ from $H$ by turning each $A_{i, j}$ into a clique. Since the degree of each vertex in $H$ is 3 and the size of each $A_{i, j}$ is at most $r$, the degree of each vertex in $H^{\prime}$ is at most $r+2$. Hence we can color the vertices of $H^{\prime}$ greedily with colors $y_{1}, \ldots, y_{r+3}$ and we let $\beta$ be the coloring.

Finally, we construct a multigraph $H^{\prime \prime}$ from $H^{\prime}$ by contracting each clique $A_{i, j}$ to a single vertex. We keep multiple edges between two vertices if they are a result of the contraction, but we remove all loops. Note that the edges preserved are exactly the edges of $H$. Since the size of each $A_{i, j}$ is at most $r$ and $H$ is 3 -regular, the maximum degree (counting the multiplicities of the edges) is at most $3 r$. Therefore, the maximum degree in the line graph $L\left(H^{\prime \prime}\right)$ of $H^{\prime \prime}$ is at most $6 r-2$. Thus, we can color the edges of $H^{\prime \prime}$ greedily with colors $z_{1}, \ldots, z_{6 r-1}$ and let $\gamma$ be the coloring.

Let us check that the labelings fulfill the constraints. First, if $\alpha(u)=\alpha(v)$, then $\{u, v\} \in E\left(H^{\prime}\right)$ and, thus, $\beta(u) \neq \beta(v)$. If $\{u, v\} \in E(H)$, then $\{u, v\} \subseteq A_{i, j}$ would imply that $u$ and $v$ are colored by the same color by $\mu-$ a contradiction. Hence, $\alpha(u) \neq \alpha(v)$ and, since $E(H) \subseteq E\left(H^{\prime}\right)$, we also have $\beta(u) \neq \beta(v)$. Finally, if $e=\left\{u, v^{\prime}\right\}, f=\left\{u^{\prime}, v\right\}$, and $\alpha(u)=\alpha(v)$, then the edges $e$ and $f$ share a vertex in $H^{\prime \prime}$ and, thus, $\gamma(e) \neq \gamma(f)$.

Note also that the labelings can be obtained in $O\left(|V(H)|^{2}\right)$ time.
Having the labelings at hand, we construct the instance $\left(G^{\prime}, R\right)$ of DSN as follows (refer to Figure 4 for an overview of the construction). We let $V\left(G^{\prime}\right)=V \cup W \cup X \cup Y \cup Z$, where $V=V(G), W=\left\{w_{u v} \mid\{u, v\} \in E(G)\right\}$, and $X, Y, Z$ are the images of $\alpha, \beta, \gamma$ as defined previously. We let $T=V(R)=X \cup Y \cup Z$. Note that $q=O(r)=O(\sqrt{k})$. We let $A\left(G^{\prime}\right)=A_{V} \cup A_{W}$, where $A_{V}=\{(\alpha(\psi(u)), u),(u, \beta(\psi(u))) \mid u \in V\}$ and $A_{W}=$ $\left\{\left(u, w_{u v}\right),\left(v, w_{u v}\right),\left(w_{u v}, \gamma(\{\psi(u), \psi(v)\})\right) \mid\{u, v\} \in E(G)\right\}$. We assign unit weights to all arcs of $G^{\prime}$. Finally let $A(R)=A_{Y} \cup A_{Z}$, where $A_{Y}=\{(\alpha(u), \beta(u)) \mid u \in V(H)\}$ and $A_{Z}=\{(\alpha(u), \gamma(\{u, v\})),(\alpha(v), \gamma(\{u, v\})) \mid\{u, v\} \in E(H)\}$.

Let us stop here to discuss the size of $A(R)$. By Condition (i) on the labelings we have $\left|A_{Y}\right|=|V(H)|$. By Condition (ii) we have $(\alpha(u), \gamma(\{u, v\})) \neq(\alpha(v), \gamma(\{u, v\}))$ for any $\{u, v\} \in E(H)$. Hence, by Condition (iii) the size of $A_{Z}$ is exactly $2|E(H)|$.

Next, we show that the construction transforms yes-instances of PSI to instances of DSN with bounded value of the optimum.

- Lemma 4.3. If there is an injective mapping $\phi$ forming a solution to the instance ( $G, H, \psi$ ) of PSI, then there is a subgraph $P$ of $G^{\prime}$ forming a solution to the instance $\left(G^{\prime}, R\right)$ of $D S N$ with cost $|A(P)| \leq 2|V(H)|+3|E(H)|$.

Proof. Let $\phi$ be a solution to the instance $(G, H, \psi)$. Since $\phi$ is a solution, we know that $\{\phi(u), \phi(v)\} \in E(G)$ whenever $\{u, v\} \in E(H)$. Consider the subgraph $P=G^{\prime}\left[V_{\phi}\right]$ of $G^{\prime}$ induced by $V_{\phi}=X \cup Y \cup Z \cup V^{\prime} \cup W^{\prime}$, where $V^{\prime}=\{\phi(v) \mid v \in V(H)\}$ and $W^{\prime}=\left\{w_{\phi(u) \phi(v)} \mid\{u, v\} \in E(H)\right\}$. Obviously, $\left|V^{\prime}\right|=|V(H)|$ and $\left|W^{\prime}\right|=|E(H)|$.

Since each arc in $A_{W}$ is incident to some vertex in $W$ and each vertex in $W$ is incident to exactly 3 such arcs, $P$ contains at most $3|E(H)| \operatorname{arcs}$ from $A_{W}$. Similarly, since each arc in $A_{V}$ is incident to some vertex in $V$ and each vertex in $V$ is incident to exactly 2 such arcs, $P$ contains at most $2|V(H)|$ arcs from $A_{V}$. Thus, $P$ contains at most $2|V(H)|+3|E(H)|$ arcs in total.


Figure 4 An illustration of Construction 1. Left is a pattern graph $H$, middle a host graph $G$, and right the produced graphs $G^{\prime}$ and $R$ combined. We assume $\psi(u)=u^{\prime}$ and $\psi(v)=v^{\prime}$ here. On the right the terminals are depicted by full squares and non-terminals by empty circles. Arcs in $G^{\prime}$ are drawn solid, while the arcs of $R$ are dashed.

We want to show for each $(s, t) \in A(R)$ that there is a directed path from $s$ to $t$ in $P$. Indeed, if $(x, y) \in A_{Y}$, then $x=\alpha(u)$ and $y=\beta(u)$ for some $u \in V(H)$ and $(\alpha(u), \phi(u), \beta(u))=(\alpha(\psi(\phi(u))), \phi(u), \beta(\psi(\phi(u))))$ is a path of length 2 from $x$ to $y$ in $P$. If $(x, z) \in A_{Z}$, then $x=\alpha(u)$ and $z=\gamma(\{u, v\})$ for some $\{u, v\} \in E(H)$ and $\left(\alpha(u), \phi(u), w_{\phi(u) \phi(v)}, \gamma(\{u, v\})\right)$ is a path of length 3 from $x$ to $z$ in $P$. This finishes the proof.

Next we show that the value of the optimum of the instances of DSN produced by the construction can be appropriately bounded only if we started with a yes-instance of PSI.

- Lemma $4.4(\star)$. If there is a subgraph $P$ of $G^{\prime}$ forming a solution to the instance $\left(G^{\prime}, R\right)$ of DSN with cost $|A(P)| \leq 2|V(H)|+3|E(H)|$, then there is an injective mapping $\phi$ forming a solution to the instance $(G, H, \psi)$ of PSI.

Proof of Theorem 1.2. Let $\mathbb{A}$ be an algorithm that correctly solves DSN (on general graphs) in time $f(q) n^{o\left(q^{2} / \log q\right)}$ for some function $f$. Let us construct an algorithm $\mathbb{B}$ for PSI with the smaller graph $H$ being 3-regular as follows: Let $(G, H, \psi)$ be an instance of PSI with $H$ 3 -regular. We use Construction 1 to build the instance $\left(G^{\prime}, R\right)$ of DSN. Then run $\mathbb{A}$ on $\left(G^{\prime}, R\right)$ and return yes if and only if the cost of the obtained solution $P$ is $|A(P)| \leq 2|V(H)|+3|E(H)|$. The answer of $\mathbb{B}$ is correct by Lemmata 4.3 and 4.4.

Let us analyze the running time of $\mathbb{B}$. Let us denote $k=|V(H)|$ and $n=|V(G)|$. We may assume that $k \leq n$, as otherwise we can immediately answer no. The labelings can be obtained in $O\left(k^{2}\right)$ time. Graph $G$ has at most $O\left(n^{2}\right)$ edges and the graphs $G^{\prime}$ and $R$ can be constructed in linear time in the number of vertices and edges of the graphs $G$ and $H$, respectively. That is, Construction 1 can be performed in $O\left(n^{2}\right)$ time and, in particular, $G^{\prime}$ has $O\left(n^{2}\right)$ vertices. However, by the construction, the number $q$ of vertices of graph $R$ is $O(\sqrt{k})$. Now, $\mathbb{A}$ runs on $\left(G^{\prime}, R\right)$ in time $f(q)\left|V\left(G^{\prime}\right)\right|^{o\left(q^{2} / \log q\right)}=f^{\prime}(\sqrt{k}) n^{o\left((\sqrt{k})^{2} / \log \sqrt{k}\right)}=f^{\prime \prime}(k) n^{o(k / \log k)}$ for some functions $f, f^{\prime}$, and $f^{\prime \prime}$. But then the whole $\mathbb{B}$ runs in $f^{\prime \prime}(k) n^{o(k / \log k)}$ time and ETH fails by Corollary 4.2.

## 5 Conclusions

Our results show that we can solve DSN in time $n^{O(q)}$ when the input directed graph is embeddable on a fixed surface However, for general graphs it is unlikely to obtain even an algorithm running in time $n^{o\left(q^{2} / \log (q)\right)}$. It would be interesting to see what happens for the
graph classes that are somewhere in between. For example, it is not difficult to show that the graph $H^{\prime}$ that we obtain in Section 3 has at most $O\left(q^{3}\right)$ vertices and, hence, the largest grid minor of $H^{\prime}$ is of size $O\left(q^{3 / 2}\right) \times O\left(q^{3 / 2}\right)$. Therefore, with a careful modification of our approach, one can show that there is an $n^{O\left(q^{3 / 2}\right)}$ time algorithm for DSN when the input graph excludes a fixed minor. However, it remains open whether the running time $n^{O\left(q^{3 / 2}\right)}$ is asymptotically optimal or whether it is possible to design an $n^{O(q)}$ time algorithm for DSN in this case.
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#### Abstract

Many shared memory algorithms have to deal with the problem of determining whether the value of a shared object has changed in between two successive accesses of that object by a process when the responses from both are the same. Motivated by this problem, we define the signal detection problem, which can be studied on a purely combinatorial level. Consider a system with $n+1$ processes consisting of $n$ readers and one signaller. The processes communicate through a shared blackboard that can store a value from a domain of size $m$. Processes are scheduled by an adversary. When scheduled, a process reads the blackboard, modifies its contents arbitrarily, and, provided it is a reader, returns a Boolean value. A reader must return true if the signaller has taken a step since the reader's preceding step; otherwise it must return false.

Intuitively, in a system with $n$ processes, signal detection should require at least $n$ bits of shared information, i.e., $m \geq 2^{n}$. But a proof of this conjecture remains elusive. We prove a lower bound of $m \geq n^{2}$, as well as a tight lower bound of $m \geq 2^{n}$ for two restricted versions of the problem, where the processes are oblivious or where the signaller always resets the blackboard to the same fixed value. We also consider a one-shot version of the problem, where each reader takes at most two steps. In this case, we prove that it is necessary and sufficient that the blackboard can store $m=n+1$ values.
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## 1 Introduction

### 1.1 The Signal Detection Problem

Consider a system consisting of $n+1$ processes, one signaller, $s$, and $n$ readers, $r_{1}, \ldots, r_{n}$, that communicate through a shared blackboard. The blackboard can contain one value from a domain of size $m$. Processes are scheduled to take steps one at a time by an adversarial
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scheduler. Whenever a process takes a step, it atomically reads the blackboard and can modify its contents arbitrarily, i.e. without interruption from other processes.

In the signal detection problem, each time a reader, $r_{i}$, has taken a step, it must return a Boolean value. If $r_{i}$ has no preceding step, it can return either true or false. Otherwise, it must return true if and only if the signaller has taken a step since $r_{i}$ 's preceding step. We are concerned with how large $m$ has to be for this problem to be solvable.

### 1.2 Simple Signal Detection Algorithms

For large or even unbounded values of $m$, there are simple solutions to the signal detection problem. For example, the board could store an unbounded signal counter that is initially 0 . Each time the signaller takes a step, it increments the counter. When a reader is scheduled, it simply memorizes the counter value, but does not change it. To detect whether a signal has occurred since its last step, a reader only needs to compare the current counter value with the one it read in its previous step. The number of values the blackboard needs to store grows with the number of signals that occur, which can be unbounded.

The following simple protocol works for all executions and needs only to store an $n$-bit string $\left(b_{1}, \ldots, b_{n}\right)$ on the blackboard. Initially, $b_{1}=\cdots=b_{n}=0$, and whenever the signaller takes a step, it sets all bits to 1 . For each $j \in\{1, \ldots, n\}$, reader $r_{j}$ resets bit $b_{j}$ to 0 , returns false if this is $r_{j}$ 's first step, and returns the old value of $b_{j}$ otherwise.

### 1.3 ABA Detection

Signal detection is related to the fundamental $A B A$ detection problem in asynchronous shared memory systems. In such systems, a process that observes the same value $A$ in some shared object in two successive accesses cannot tell whether the value of the object remained unchanged between them. More formally, it cannot distinguish between an execution in which the shared object did not change and an execution in which the value of the object changed from $A$ to some other value $B$ and then back to $A$. Many shared memory algorithms have to deal with this problem.

A well-known example is the double-collect algorithm for performing an atomic scan of an array [1]: A process repeatedly performs a collect (reading all components of the array one by one) until the sequences of values read in two consecutive collects are the same. This algorithm is only correct (linearizable) if no ABAs occur, meaning that any two consecutive reads of the same array entry return the same value if and only if the value of the array entry was not changed between the two reads. This is because it can be shown that, provided no ABAs occur, the sequence returned by a scan must be the contents of the array at the end of its second last collect and the beginning of its last collect. However, in executions in which ABAs occur, this implementation might incorrectly return a sequence of values that was not the contents of the array at any point during the execution.

A standard approach to dealing with ABAs is tagging, as introduced by IBM [6], whereby a shared object gets augmented with a tag that changes with every write operation. If tags are never reused, the ABA problem can be avoided. From a theory perspective this solution is unsatisfactory: If there is no bound on the length of executions, then unbounded sized objects are required to accommodate ever increasing tag values. Even though, in many practical scenarios, a system may never run out of tags, it is often desirable or even necessary to use an entire word for data. In such scenarios, the tag associated with a data word could be stored in a subsequent memory location and double-width atomic instructions could be used. However, these are not supported by most of today's mainstream architectures [8].

In some cases, it is possible to store the tag in an unrelated memory location [7], but this requires technically difficult algorithms and tedious correctness proofs. As a result, algorithm designers often deal with ABAs in an ad-hoc way. For example, handshaking bits can be used to detect changes in the components of the array in a wait-free implementation of a snapshot object [1]. Such solutions are algorithm specific and require individual correctness proofs.

ABAs can also occur when using compare-and-swap (CAS) objects, which are provided by most existing multiprocessor systems and are much more powerful than read/write registers. Algorithms devised in theoretical research often use load-linked store-conditional (LL/SC) objects, which do not suffer from ABAs, and can easily replace CAS objects. Unfortunately, only a small number of multiprocessor systems provide LL/SC and they are weaker than the LL/SC specification used in theoretical research. Variants of LL/SC available in modern hardware restrict programmers severely in how the objects can be used [10], and "offer little or no help with preventing the ABA problem" [9].

To study the complexity of ABA detection, Aghazadeh and Woelfel [2] defined an ABA detecting register, which extends a read/write register with the ability to detect ABAs. It supports the operations $\operatorname{DWrite}(x)$, which changes the value of the object to $x$, and $\operatorname{DRead}()$, which returns the current value of the object together with a Boolean flag. The flag is true if and only if the process has previously performed DRead() and, since its last preceding DRead(), some process performed DWrite(). The authors proved space lower bounds and time-space-tradeoffs for linearizable implementations of ABA detecting registers in shared memory systems with $n$ processors that provide bounded atomic base objects, such as read/write registers or CAS objects. For example, if only bounded read/write registers are available as base objects, then at least $n-1$ of them are needed to obtain an obstruction-free ABA detecting register. If bounded CAS objects are also available, then any implementation using $m$ base objects has step-complexity $\Omega(n / m)$.

All the lower bound results in [2] are specific to the base objects provided by the system, and provide no insights for systems using different sets of base objects. But we conjecture that there is a large, general lower bound for the amount of information that needs to be stored in a system for processes to detect ABAs: Intuitively, the system state needs to keep track of whether the value of the object has changed since each process last accessed the object. This requires at least $n$ bits of information. Hence, it seems believable that detecting ABAs in any system with arbitrarily powerful base objects requires at least $n$ bits of information to be stored either in the base object or in the hardware implementing the base objects (for example, implementing LL/SC objects). Using the reasonable assumption that a single base object can store $O(\log n)$ bits of information, this would imply that $\Omega(n / \log n)$ base objects are required for implementing a single ABA detecting object.

The signal detection problem is a restricted version of the problem of detecting ABAs in asynchronous shared memory systems, stripped down to the essentials necessary for determining the information theoretic requirements. Its definition is self-contained, and the problem can be studied without any background knowledge on shared memory systems. If $n$ processes can detect ABAs in a standard asynchronous shared memory system with arbitrarily strong primitives, then they can also solve signal detection. Therefore, if $m^{*}$ is the smallest value of $m$ (the number of values stored on the blackboard) for which signal detection can be solved, then $\log _{2} m^{*}$ is a lower bound for the number of bits needed for ABA detection.

STACS 2019

### 1.4 Results

We conjecture that any solution to the signal detection problem requires $m \geq 2^{n}$. This simply defined combinatorial problem does not seem to have a simple solution and a proof of the conjecture has eluded us so far. Even a proof of a polynomial lower bound is surprisingly non-trivial. We show the following.

- Theorem 1. In any algorithm for the signal detection problem, the blackboard stores $m=\Omega\left(n^{2}\right)$ different values.

To obtain better understanding, we consider several restricted versions of the signal detection problem and prove tight upper and lower bounds for them.

First, we consider a one-shot version of signal detection, where no reader takes more than two steps (but the signaller can take arbitrarily many steps). We show that this problem is strictly easier than the unrestricted version of the problem by showing that one-shot signal detection can be solved with $n+1$ different blackboard values, which is optimal.

- Theorem 2. The minimum number of different values that the blackboard stores in an algorithm that solves the one-shot signal detection problem is $m=n+1$.

Then we consider the case of oblivious processes. Here each process $p$ is equipped with a fixed function $f_{p}:\{0, \ldots, m-1\} \rightarrow\{0, \ldots, m-1\}$. When taking a step it replaces the blackboard contents $x$ with $f_{p}(x)$. Hence, what a process writes to the blackboard is independent of the process' internal state (but the return value of a reader's step may not be). In the simple algorithm above, which uses $m=2^{n}$ blackboard values, processes are oblivious. In fact, what a reader returns also only depends on the contents of the blackboard and not on its internal state. We prove that when processes are oblivious, no better algorithm exists.

- Theorem 3. In any algorithm for the signal detection problem with oblivious processes, the blackboard stores $m \geq 2^{n}$ different values.

The signal detection problem with oblivious processes is similar to determining the minimum size of a dictionary in a sequential system. A dictionary supports three operations, $\operatorname{insert}(x)$, query $(x)$, and $\operatorname{reset}()$, where $x$ is a parameter chosen from a domain of size $n$. A call to query $(x)$ returns true if there has been an $\operatorname{insert}(x)$ operation since the last reset () operation or since the beginning of the execution, if there has been no reset(). Otherwise, it returns false. A dictionary implemented using $b(n)$ bits immediately yields a solution to the signal detection problem with oblivious processes as follows: A blackboard with $m=2^{b(n)}$ possible values is used to store the dictionary. When a signaler takes a step, it simulates a $\operatorname{reset}()$ operation on the dictionary stored on the blackboard. Similarly, when reader $r_{i}$ takes a step, it simulates query $(i)$ followed by $\operatorname{insert}(i)$ on the dictionary and then returns the return value of its query operation. However, an arbitrary solution to the signal detection problem does not seem to yield an implementation of a dictionary. The difficulty is that the return value of a step by a reader $r_{i}$ can depend on the state of the reader and, thus, its entire past execution. In contrast, the result of a query $(i)$ operation is only a function of the state of the dictionary. Hence, the $n$-bit information theory lower bound for implementing a dictionary cannot be used to obtain Theorem 3.

We also consider signal detection with identical signals, where the signaller always resets the blackboard to the same value. Note that the simple algorithm above with $m=2^{n}$ uses identical signals. Studying this restricted problem has another motivation: Consider a shared memory system, where shared memory objects may be reset to their initial states at arbitrary times. For example, this can happen due to power outages if volatile memory
is used. A solution to signal detection with identical signals corresponds to an algorithm where processes can detect that such faults have happened. This may allow them to start a recovery procedure. This is dual to the recently introduced notion of recoverable algorithms $[5,4,3]$, which tolerate power outages when the local variables of processes are stored on volatile memory, but shared memory is non-volatile.

- Theorem 4. In any algorithm for the signal detection problem with identical signals, the blackboard stores $m \geq 2^{n}$ different values.

The lower bound proofs of $m \geq 2^{n}$ for signal detection with either oblivious readers or identical signals have one interesting aspect in common. We show that one can reach a configuration, $C$, from which $2^{n}$ different blackboard values result from the $2^{n}$ schedules that are sub-sequences of $\left(r_{1}, \ldots, r_{n}\right)$. For our simple algorithm, each execution that ends with the signaller taking a step results in a configuration with this property. We show that a lower bound proof for the unrestricted signal detection problem cannot rely on this property. In particular, we present an algorithm for two readers, $r_{1}$ and $r_{2}$, which uses a bounded number of blackboard values, such that every reachable configuration $C$ satisfies the following: the schedules $s r_{1}$ and $s r_{2}$ performed starting from $C$ result in configurations with the same blackboard contents. Hence, in contrast to our earlier intuition, it is not necessary for the blackboard to store information about which processes have taken steps since the signaller last took a step: $C s r_{1}$ and $\mathrm{Csr}_{2}$ are indistinguishable to the signaller. This algorithm uses $m=16$ blackboard values, so it does not contradict our conjecture. However, it has interesting implications for lower bound proof techniques - for example, the approach that we used to prove Theorem 4 does not apply to this particular algorithm.

## 2 Preliminaries

We consider a deterministic, asynchronous system in which $n+1$ processes with unique IDs in $\left\{s, r_{1}, \ldots, r_{n}\right\}$ communicate with one another using a single shared blackboard. Each time a process takes a step, it atomically reads the blackboard, may change the value of the blackboard based on its state and the value it read, and updates its state.

A configuration $C$ consists of a value, $\mathrm{v}(C)$, for the blackboard and a state for each process. An execution is an alternating sequence of configurations and steps. If $C$ is a configuration and $\alpha$ is a finite execution starting from $C$, then $C \alpha$ denotes the configuration at the end of $\alpha$. For any set of processes, $P$, a $P$-only execution is an execution in which only processes in $P$ take steps in the execution. A solo execution is a $P$-only execution in which $P$ contains only one process, i.e., all steps in the execution are by the same process.

A schedule is a sequence of processes (in which the same process can occur multiple times). For any (deterministic) algorithm and for any configuration $C$, a schedule $\alpha$ determines a unique execution starting from $C$ in which the processes take steps in the order specified by the schedule. The configuration at the end of this execution is called $C \alpha$.

Two configurations, $C$ and $C^{\prime}$, are indistinguishable to a set of processes, $P$, if $\mathrm{v}(C)=\mathrm{v}\left(C^{\prime}\right)$ and each process in $P$ has the same state in $C$ as it does in $C^{\prime}$. If $C$ and $C^{\prime}$ are indistinguishable to $P$ and $\alpha$ is a finite $P$-only execution from $C$, then it is also an execution from $C^{\prime}$, and $C \alpha$ and $C^{\prime} \alpha$ are also indistinguishable to $P$.

## 3 One-Shot Signal Detection

Recall that in the one-shot signal detection problem, no reader takes more than two steps, but the signaller can take arbitrarily many steps. Consider the following algorithm that solves this problem using $m=n+1$ values:

- The blackboard initially has value 0 .
- Whenever $s$ takes a step, it resets the blackboard contents to 0 .
- When $r_{i}$ takes its first step, it changes the blackboard contents to $i$ if it reads 0 ; otherwise it leaves the blackboard unchanged. In either case, $r_{i}$ locally stores the value $v_{i} \neq 0$ of the blackboard immediately after its first step and returns false. Let $v_{i} \neq 0$ denote the value of the blackboard immediately after this step.
- When $r_{i}$ takes its second step, it returns false if it reads $v_{i}$ from the blackboard; otherwise it returns true. It does not change the value of the blackboard in either case.

Note that only the signaller changes the blackboard contents to 0 and a reader only changes the blackboard contents from 0 . Thus, if the signaller does not take any steps between the two steps of reader $r_{i}$, then the value of the blackboard remains $v_{i}$ during this interval and $r_{i}$ returns false.

If the signaller does take a step between the two steps of reader $r_{i}$, then the blackboard is reset to 0 . Consider the last step, $S^{\prime}$, by the signaller during this interval. If no reader takes its first step after $S^{\prime}$, but before the second step by $r_{i}$, then $r_{i}$ will read 0 from the blackboard on its second step and return true Otherwise, consider the first step after $S^{\prime}$ in which a reader $r_{j}$ takes its first step. It will change the blackboard contents to $j$. Note that $j \neq v_{i}$, since $r_{j}$ is the only reader that can change the blackboard contents to $j$ and $r_{j}$ has not previously taken a step. In this case, $r_{i}$ will read $j$ from the blackboard on its second step and return true.

There is also a matching lower bound. In both of the following proofs, it is sufficient to restrict attention to executions in which each reader takes at most two steps.

- Lemma 5. Let $C$ be a configuration and let $r$ be a reader. If $\alpha$ is a $\left(\left\{r_{1}, \ldots, r_{n}\right\}-\{r\}\right)$-only execution from $C^{\prime}=C r$ and $\beta$ is $a\left(\left\{s, r_{1}, \ldots, r_{n}\right\}-\{r\}\right)$-only execution from $C^{\prime} \alpha s$, then, for every configuration $D$ in $\alpha$ and every configuration $E$ in $\beta, \mathrm{v}(D) \neq \mathrm{v}(E)$.

Proof. Suppose not. Then there is some configuration $D$ in $\alpha$ and some configuration $E$ in $\beta$ such that $\mathrm{v}(D)=\mathrm{v}(E)$. Since $r$ takes no steps in $\alpha s \beta, D$ and $E$ are indistinguishable to $r$. Note that $r$ must return false if it takes a step in configuration $D$, because $s$ has not taken any steps since $r$ last took a step. However, $r$ must return true if it takes a step in configuration $E$, because $s$ has taken a step since $r$ last took a step. This is impossible, because $D$ and $E$ are indistinguishable to $r$.

We can now prove Theorem 2, restated for convenience:

- Theorem 2. The minimum number of different values that the blackboard stores in an algorithm that solves the one-shot signal detection problem is $m=n+1$.

Proof. In the beginning of this section, we gave an algorithm for one-shot signal detection in which blackboard stores $n+1$ values. In the following we show that, in any algorithm for one-shot signal detection, the blackboard stores at least $n+1$ different values.

Let $C_{0}$ be the initial configuration. For $1 \leq j \leq n$, let $C_{j}=C_{j-1} s r_{j}$, and let $C_{n+1}=C_{n} s$.
For $1 \leq i<n$, consider the empty execution $\alpha$ from $C_{i}$ and the execution $\beta$ from $C_{i} s$ with schedule $r_{i+1} \cdots s r_{n} s$. By Lemma 5 with $C^{\prime}=C_{i}$ and $r=r_{i}, \mathrm{v}\left(C_{i}\right) \neq \mathrm{v}(E)$ for all configurations $E$ in $\beta$. In particular, $\mathrm{v}\left(C_{i}\right) \neq \mathrm{v}\left(C_{j}\right)$ for $i+1 \leq j \leq n+1$.

For $i=n$, consider the empty execution $\alpha$ from $C_{n}$ and the empty execution $\beta$ from $C_{n} s=C_{n+1}$ By Lemma 5 with $C^{\prime}=C_{n}$ and $r=r_{n}, \mathrm{v}\left(C_{n}\right) \neq \mathrm{v}\left(C_{n+1}\right)$.

Hence $\left|\left\{\mathrm{v}\left(C_{1}\right), \ldots, \mathrm{v}\left(C_{n}\right), \mathrm{v}\left(C_{n+1}\right)\right\}\right|=n+1$.

There is a simple generalization of the algorithm for one-shot signal detection using $m=n+1$ values to an algorithm for signal detection using $m=b n+1$ values when each reader can perform at most $b+1$ steps: When a reader $r_{i}$ reads a 0 from the blackboard in its $j$ 'th step, for $1 \leq j \leq b$, it changes the blackboard contents to $(i, j)$, instead of $i$, and stores the value of the blackboard in $v_{i}$. When $r_{i}$ takes its first step, it always returns false. When $r_{i}$ takes subsequent steps, it returns false if it reads $v_{i}$ from the blackboard; otherwise it returns true.

## 4 Identical Signals

Suppose that the signaller always resets the contents of the blackboard to a fixed value, say 0 . We show that the blackboard must be able to store at least $2^{n}$ values.

Given a set of readers, $R$, let $\vec{R}$ denote the schedule consisting of one occurrence of each reader in $R$, in order of their identifiers, and let $M(R)$ denote the set $\left\{r_{i}: i \leq j\right.$ for some $r_{j} \in$ $R\}$ of all readers whose identities are less than or equal to the largest identity of the readers in $R$. In particular, $M(\emptyset)=\emptyset$. For example, $M\left(\left\{r_{1}, r_{4}, r_{8}\right\}\right)=\left\{r_{1}, r_{2}, \ldots, r_{8}\right\}$. Notice that, for any two sets of readers $R$ and $R^{\prime}$, either $M(R) \subseteq M\left(R^{\prime}\right)$ or $M\left(R^{\prime}\right) \subseteq M(R)$. There are $n+1$ such sets, i.e., $\left|\left\{M(R): R \subseteq\left\{r_{1}, \ldots, r_{n}\right\}\right\}\right|=n+1$.

- Lemma 6. If the blackboard can only store a finite number of different values, then it is possible to reach a configuration $D$ such that, for every set of readers, $T$, there is a $(M(T) \cup\{s\})$-only execution $\beta$ from $D \vec{T} s$ such that $\mathrm{v}(D \vec{T} s \beta)=\mathrm{v}(D \vec{T})$.

Proof. Assume that, for all reachable configurations $C$, there is a set of readers, $T$, such that, for all $(M(T) \cup\{s\})$-only executions $\beta$ from $C \vec{T} s, \mathrm{v}(C \vec{T} s \beta) \neq \mathrm{v}(C \vec{T})$. We define an infinite sequence $\left(C_{i}\right)_{i \geq 0}$ of reachable configurations as follows. Let $C_{0}$ be the initial configuration. For $j \geq 1$, let $T_{j}$ be a set of readers such that for all $\left(M\left(T_{j}\right) \cup\{s\}\right)$-only executions $\beta$ from $C_{j-1} \vec{T}_{j} s, \mathrm{v}\left(C_{j-1} \vec{T}_{j} s \beta\right) \neq \mathrm{v}\left(C_{j-1} \vec{T}_{j}\right)$. The existence of $T_{j}$ follows from the assumption, since $C_{j-1}$ is reachable. Let $C_{j}=C_{j-1} \vec{T}_{j} s$.

Consider the infinite sequence $\left(M\left(T_{j}\right)\right)_{j \geq 1}$. Since $\left|\left\{M(R): R \subseteq\left\{r_{1}, \ldots, r_{n}\right\}\right\}\right|=n+1$, some set of readers occurs in the sequence infinitely often. Let $M$ be the largest such set, let $J=\left\{j \geq 1: M\left(T_{j}\right)=M\right\}$, and let $k^{*}=\min \left\{k \geq 1: M\left(T_{j}\right) \subseteq M\right.$ for all $\left.j \geq k\right\}$. Note that, for all $k, \ell \in J$ such that $k^{*} \leq k<\ell$, the schedule $\vec{T}_{k+1} s \vec{T}_{k+2} s \cdots \vec{T}_{\ell}$ is $(M \cup\{s\})$-only. Thus, by definition of $T_{k}, \mathrm{v}\left(C_{k} \vec{T}_{k}\right) \neq \mathrm{v}\left(C_{k} \vec{T}_{k} s \vec{T}_{k+1} s \cdots \vec{T}_{\ell}\right)=\mathrm{v}\left(C_{\ell} \vec{T}_{\ell}\right)$. Therefore, the blackboard can store an infinite number of values.

This allows us to prove Theorem 4 (restated):

- Theorem 4. In any algorithm for the signal detection problem with identical signals, the blackboard stores $m \geq 2^{n}$ different values.

Proof. Suppose the blackboard can only store a finite number of values. Then, by Lemma 6, it is possible to reach a configuration $D$ such that, for any set of readers $T$, there is a $(M(T) \cup\{s\})$-only execution $\beta$ from $D \vec{T} s$ such that $\mathrm{v}(D \vec{T} s \beta)=\mathrm{v}(D \vec{T})$.

Suppose there exist two different sets of readers $R, R^{\prime} \subseteq\left\{r_{1}, \ldots, r_{n}\right\}$ such that $\mathrm{v}(D \vec{R})=$ $\mathrm{v}\left(D \vec{R}^{\prime}\right)$. Without loss of generality, $\vec{R}=\vec{T} x \vec{X}$ and $\overrightarrow{R^{\prime}}=\vec{T} \overrightarrow{X^{\prime}}$, where $x \in R-R^{\prime}$ and $\vec{T}$ is the longest common prefix of $\vec{R}$ and $\vec{R}^{\prime}$. Note that $M(T) \cap\left(\{x\} \cup X \cup X^{\prime}\right)=\emptyset$ since $\vec{R}$ and $\vec{R}^{\prime}$ are sorted. By definition of $D$, there is a $(M(T) \cup\{s\})$-only execution $\beta$ from $D \vec{T} s$ such that $\mathrm{v}(D \vec{T} s \beta)=\mathrm{v}(D \vec{T})$. Consider the execution $\beta^{\prime}$ from $D \vec{T} x s$ which has the same schedule as $\beta$. Since $D \vec{T} s$ and $D \vec{T} x s$ are indistinguishable to $M(T)$ and $s$ always sets the blackboard to 0 , the corresponding configurations in $\beta$ and $\beta^{\prime}$ are indistinguishable to $M(T)$. In particular,
$\mathrm{v}(D \vec{T} x s \beta)=\mathrm{v}(D \vec{T})$. Since $(M(T) \cup\{s, x\}) \cap X^{\prime}=\emptyset$, configurations $D \vec{T} x s \beta$ and $D \vec{T}$ are indistinguishable to the set of readers $X^{\prime}$. Thus $\mathrm{v}\left(D \vec{T} x s \beta \overrightarrow{X^{\prime}}\right)=\mathrm{v}\left(D \vec{T} \vec{X}^{\prime}\right)=\mathrm{v}\left(D \vec{R}^{\prime}\right)=$ $\mathrm{v}(D \vec{R})=\mathrm{v}(D \vec{T} x \vec{X})$. Since $x \notin M(T) \cup X \cup X^{\prime} \cup\{s\}$, it follows that $D \vec{T} x s \beta \vec{X}^{\prime}$ and $D \vec{T} x \vec{X}$ are indistinguishable to $x$. Note that $x$ must return false if it takes a step in configuration $D \vec{T} x \vec{X}$, because $s$ has not taken any steps since $x$ last took a step. However, $x$ must return true if it takes a step in configuration $D \vec{T} x s \beta \overrightarrow{X^{\prime}}$, because $s$ has taken a step since $x$ last took a step. This is impossible, because these two configurations are indistinguishable to $x$.

Hence, $\mathrm{v}(D \vec{R}) \neq \mathrm{v}\left(D \overrightarrow{R^{\prime}}\right)$ for all different sets of readers $R$ and $R^{\prime}$, so $\mid\{\mathrm{v}(D \vec{R}): R \subseteq$ $\left.\left\{r_{1}, \ldots, r_{n}\right\}\right\} \mid=2^{n}$.

If the signaller can only read from the blackboard and write to the blackboard, but cannot perform atomic read-modify-write operations, the blackboard must also store at least $2^{n}$ different values. The same proof works, provided the scheduler only lets the signaller write to the blackboard in solo executions that begin with a read of the blackboard. In such executions, the signaller writes a fixed sequence of values, that does not depend on the steps taken by the readers. This is all that is necessary to prove that the corresponding configurations in $\beta$ and $\beta^{\prime}$ are indistinguishable to $M(T)$ and, therefore, $\mathrm{v}(D \vec{T} x s \beta)=\mathrm{v}(D \vec{T})$.

## 5 Oblivious Processes

Recall that a process is oblivious, if what it writes to the blackboard in a step only depends on the value of the blackboard at the beginning of that step. In this section we prove Theorem 3, which we restate for convenience:

- Theorem 3. In any algorithm for the signal detection problem with oblivious processes, the blackboard stores $m \geq 2^{n}$ different values.

Proof. Suppose the blackboard stores fewer than $2^{n}$ different values. For every (possibly empty) set of readers $R$ and every positive integer $i$, consider the schedule $\rho_{i}(R)$, which consists of $s \vec{R}$ repeated $i$ times. Because the blackboard stores fewer than $2^{n}$ different values, the blackboard contents will repeat when schedule $\rho_{2^{n}}(R)$ is applied starting from the initial configuration, $C_{0}$. Let $L(R)=\mathrm{v}\left(C_{0} \rho_{\ell}(R)\right)$, where $\ell$ is the index of the first repetition in the sequence $\mathrm{v}\left(C_{0} \rho_{i}(R)\right)_{i \geq 1}$.

Let $R$ and $R^{\prime}$ be any two different sets of readers. Without loss of generality, suppose there is a reader $r_{k} \in R^{\prime} \backslash R$. To obtain a contradiction, assume that $L(R)=L\left(R^{\prime}\right)$. Let $0<i<j$ and $0<i^{\prime}<j^{\prime}$ be such that $L(R)=\mathrm{v}\left(C_{0} \rho_{i}(R)\right)=\mathrm{v}\left(C_{0} \rho_{j}(R)\right)$ and $L\left(R^{\prime}\right)=\mathrm{v}\left(C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right)\right)=$ $\mathrm{v}\left(C_{0} \rho_{j^{\prime}}\left(R^{\prime}\right)\right)$. Since processes are oblivious, and $\mathrm{v}\left(C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right)\right)=L\left(R^{\prime}\right)=L(R)=\mathrm{v}\left(C_{0} \rho_{i}(R)\right)$, it follows that $\mathrm{v}\left(C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right) \rho_{j-i}(R)\right)=\mathrm{v}\left(C_{0} \rho_{i}(R) \rho_{j-i}(R)\right)=\mathrm{v}\left(C_{0} \rho_{j}(R)\right)=\mathrm{v}\left(C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right)\right)$. Since $r_{k}$ takes no steps in $\rho_{j-i}(R)$, configurations $C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right) \rho_{j-i}(R)$ and $C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right)$ are indistinguishable to $r_{k}$. This is impossible, as the signaller has taken a step after $r_{k}$ 's last step in $C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right) \rho_{j-i}(R)$, but not in $C_{0} \rho_{i^{\prime}}\left(R^{\prime}\right)$, so $r_{k}$ would have to return different responses if it takes the next step. Thus, if $R \neq R^{\prime}$, then $L(R) \neq L\left(R^{\prime}\right)$.

However, since there are $2^{n}$ different sets of readers and the blackboard stores fewer than $2^{n}$ different values, this contradicts the pigeon-hole principle.

## 6 The General Setting

Let $\mathcal{M}=\left\{M(R): R \subseteq\left\{r_{1}, \ldots, r_{n}\right\}\right\}$, and recall that $|\mathcal{M}|=n+1$. For any execution $\alpha$, let $M(\alpha)$ denote $M(R)$, where $R$ is the set of readers that take steps in $\alpha$.

- Lemma 7. If the blackboard can only store a finite number of different values, then, from any configuration, it is possible to reach a configuration $D$ such that, for any pair of executions $\alpha$ and $\beta$ from $D$, there exists an $(M(\alpha) \cup M(\beta) \cup\{s\})$-only execution $\gamma$ from $D \alpha$ such that $\mathrm{v}(D \alpha \gamma)=\mathrm{v}(D \beta)$.

Proof. Let $C_{0}$ be an arbitrary configuration. To obtain a contradiction, suppose that, for all configurations $C$ reachable from $C_{0}$, there are two executions, $\alpha$ and $\beta$ from $C$ such that for all $(M(\alpha) \cup M(\beta) \cup\{s\})$-only executions $\gamma$ from $C \alpha, \mathrm{v}(C \alpha \gamma) \neq \mathrm{v}(C \beta)$.

We inductively define an infinite execution $\delta$ starting from $C_{0}$ and an infinite sequence of configurations $C_{j}$, for $j \geq 0$, in this execution such that $C_{j}$ precedes $C_{j+1}$. In particular, $C_{j}$ is reachable from $C_{0}$, so there exist two executions, $\alpha_{j+1}$ and $\beta_{j+1}$ from $C_{j}$ such that for all $\left(M\left(\alpha_{j+1}\right) \cup M\left(\beta_{j+1}\right) \cup\{s\}\right)$-only executions $\gamma$ from $C_{j} \alpha_{j+1}, \mathrm{v}\left(C_{j} \alpha_{j+1} \gamma\right) \neq \mathrm{v}\left(C_{j} \beta_{j+1}\right)$. Let $C_{j+1}=C_{j} \alpha_{j+1}$ and let $\delta=\alpha_{1} \alpha_{2} \cdots$.

For $j \geq 1$, let $M_{j}=M\left(\alpha_{j}\right) \cup M\left(\beta_{j}\right) \in \mathcal{M}$. Since $\mathcal{M}$ is finite, there exists at least one set in $\mathcal{M}$ that occurs an infinite number of times in $\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}, \ldots$ Let $M^{\prime}$ denote the largest such set and let $J=\left\{j \geq 1: M_{j}=M^{\prime}\right\}$ be the set of indices of the occurrences of $M^{\prime}$. Let $k^{*}=\min \left\{k \geq 1: M_{j} \subseteq M^{\prime}\right.$ for all $\left.j \geq k\right\}$ be the first such index after which no set larger than $M^{\prime}$ occurs. Note that, if $k^{*} \leq k<\ell$ then $\gamma=\alpha_{k+1} \cdots \alpha_{\ell-1} \beta_{\ell}$ is an $\left(M^{\prime} \cup\{s\}\right)$-only execution from $C_{k-1} \alpha_{k}$. Hence, if $k, \ell \in J$, then $\mathrm{v}\left(C_{k-1} \beta_{k}\right) \neq \mathrm{v}\left(C_{k-1} \alpha_{k} \gamma\right)=\mathrm{v}\left(C_{\ell-1} \beta_{\ell}\right)$. Thus $\left\{\mathrm{v}\left(C_{k-1} \beta_{k}\right): k \geq k^{*}\right.$ and $\left.k \in J\right\}$ is an infinite set of values that can appear on the blackboard. This contradicts the assumption that the blackboard can only store finite number of different values.

Let $D$ be a configuration such that, for any pair of executions $\alpha$ and $\beta$ from $D$, there exists an $(M(\alpha) \cup M(\beta) \cup\{s\})$-only execution $\gamma$ from $D \alpha$ such that $\mathrm{v}(D \alpha \gamma)=\mathrm{v}(D \beta)$. For $0 \leq i<j \leq n$, let $\delta(i, j)$ denote the schedule $r_{1} s r_{2} s \ldots r_{i} s r_{i+1} r_{i+2} \ldots r_{j}$. For example, $\delta(0,3)=r_{1} r_{2} r_{3}$ and $\delta(2,3)=r_{1} s r_{2} s r_{3}$.

- Lemma 8. If $0 \leq i<j \leq n, 0 \leq i^{\prime}<j^{\prime} \leq n$, and either $i \neq i^{\prime}$ or $j \neq j^{\prime}$, then $\mathrm{v}(D \delta(i, j)) \neq \mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right)\right)$.

Proof. First consider the case when $i \neq i^{\prime}$. Without loss of generality, suppose that $i<i^{\prime}$. The state of reader $r_{i+1}$ is the same in configurations $D \delta(i, j)$ and $D \delta\left(i^{\prime}, j^{\prime}\right)$. In configuration $D \delta(i, j)$, if $r_{i+1}$ takes a step, it must return false, because $s$ has not taken any steps since $r_{i+1}$ last took a step. In configuration $D \delta\left(i^{\prime}, j^{\prime}\right)$, if $r_{i+1}$ takes a step, it must return true, because $s$ has taken $i^{\prime}-i$ steps since $r_{i+1}$ last took a step. If $\mathrm{v}(D \delta(i, j))=\mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right)\right)$, then configurations $D \delta(i, j)$ and $D \delta\left(i^{\prime}, j^{\prime}\right)$ are indistinguishable to $r_{i+1}$, which is impossible. Thus $v(D \delta(i, j)) \neq \mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right)\right)$.

Now consider the case when $i=i^{\prime}$ and $j \neq j^{\prime}$. Without loss of generality, suppose that $j<j^{\prime}$. Let $\delta^{\prime}=r_{j+1} \cdots r_{j^{\prime}}$, so $\delta\left(i^{\prime}, j^{\prime}\right)=\delta(i, j) \delta^{\prime}$. By Lemma 7 , where $\alpha$ is the execution of schedule $\delta(i, j) s$ starting from $D$ and $\beta$ is the execution of schedule $\delta(i, j)$ starting from $D$, there exists an $\left\{r_{1}, \ldots, r_{j}, s\right\}$-only execution $\gamma$ such that $\mathrm{v}(D \delta(i, j) s \gamma)=\mathrm{v}(D \delta(i, j))$.

To obtain a contradiction, suppose that $\mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right)\right)=\mathrm{v}(D \delta(i, j))$. Configurations $D \delta\left(i^{\prime}, j^{\prime}\right)$ and $D \delta(i, j)$ are indistinguishable to $r_{1}, \ldots, r_{j}$, and $s$, since the signaller and these readers take no steps in $\delta^{\prime}$. Let $g$ be the schedule of execution $\gamma$. Then $\mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right) s g\right)=$ $\mathrm{v}(D \delta(i, j) s g)=\mathrm{v}(D \delta(i, j) s \gamma)=\mathrm{v}(D \delta(i, j))=\mathrm{v}\left(D \delta\left(i^{\prime}, j^{\prime}\right)\right)$. Since $r_{j+1}$ does not appear in $s g$, configurations $D \delta\left(i^{\prime}, j^{\prime}\right) s g$ and $D \delta\left(i^{\prime}, j^{\prime}\right)$ are indistinguishable to $r_{j+1}$. Note that $r_{j+1}$ must return false if it takes a step in configuration $D \delta\left(i^{\prime}, j^{\prime}\right)$, because $s$ has not taken any steps since $r_{j+1}$ last took a step. However, $r_{j+1}$ must return true if it takes a step in configuration $D \delta\left(i^{\prime}, j^{\prime}\right) s g$, because $s$ has taken a step since $r_{j+1}$ last took a step. This is impossible, because $D \delta\left(i^{\prime}, j^{\prime}\right) s g$ and $D \delta\left(i^{\prime}, j^{\prime}\right)$ are indistinguishable to $r_{j+1}$.

STACS 2019

Using this lemma, we obtain Theorem 1 (restated for convenience):

- Theorem 1. In any algorithm for the signal detection problem, the blackboard stores $m=\Omega\left(n^{2}\right)$ different values.

Proof. Consider any algorithm for signal detection in which the blackboard stores a finite number of different values. By Lemma 7, there is a reachable configuration $D$ such that, for any pair of executions $\alpha$ and $\beta$ from $D$, there exists an $(M(\alpha) \cup M(\beta) \cup\{s\})$-only execution $\gamma$ from $D \alpha$ such that $\mathrm{v}(D \alpha \gamma)=\mathrm{v}(D \beta)$. By Lemma 8 , for all different choices of $0 \leq i<j \leq n$, the value of the blackboard in configuration $D \delta(i, j)$ is different. There are $n(n+1) / 2 \in \Omega\left(n^{2}\right)$ such choices.

## 7 Two Process Algorithm

We describe an algorithm for signal detection among $n=2$ readers, $r_{1}$ and $r_{2}$, using $m=16$ values. The algorithm has the property that, for every reachable configuration $C$, $\mathrm{v}\left(C s r_{1}\right)=\mathrm{v}\left(C s r_{2}\right)$. This will allow us to show that, from any reachable configuration $C$, the number of different blackboard values that can be reached from $C$ using $\left\{r_{1}, r_{2}\right\}$-only executions is at most 3 . Thus, in order to show the existence of 4 different blackboard values from some configuration $C$, the signaller must also take steps. Note that our proof of the reset case does not do this, so it is unlikely to be generalized.

At all times, the contents of the blackboard is a quadruple (track, position, both, flag) $\in$ $\{0,1\}^{4}$. Initially, the blackboard has value $(0,0,1,1)$. The flag is used to indicate whether the last step was taken by the signaller. In particular, the signaller always sets flag to 1 and the readers always set flag to 0 . Each reader $r_{i}$ has 3 local variables, $t_{i}, p_{i}$ and $j u m p_{i}$. Initially, $\left(t_{i}, p_{i}\right)=(0,0)$ and $j u m p_{i}=$ false. Variables $t_{i}$ and $p_{i}$ represent the last values that $r_{i}$ wrote to the track and position fields of the blackboard, even if it didn't change their values. Readers only change these fields when the signaller sets flag to 1 . If $t_{1}=t_{2}$ and $p_{1}=p_{2}$ in some configuration $C$, then both $=1$ in $C$. Otherwise, it is 0 . If variable $j u m p_{i}$ is true, then when $r_{i}$ takes its next step, it will change the track, provided it sees track $=t_{i}$, position $=p_{i}$, both $=0$, and flag $=1$ on the blackboard.

Suppose $r_{i}$ reads $(t, p, b, f)$ from the blackboard. Then, in its next step, $r_{i}$ does the following:

1. If $f=1$ and $b=1$, then $r_{i}$ changes track, sets position to 0 , sets both to 0 , and sets $j_{u m p}$ to false.
2. If $f=1, b=0, t=t_{i}, p=p_{i}$ and $j u m p_{i}=f a l s e$, then $r_{i}$ only changes position.
3. If $f=1, b=0, t=t_{i}, p=p_{i}$, and $j u m p_{i}=t r u e$, then $r_{i}$ changes track, sets position to 0 , and sets $j_{u m p}$ to false.
4. If $f=1, b=0, t=t_{i}$, and $p \neq p_{i}$, then $r_{i}$ changes track and sets $j u m p_{i}$ to false.
5. If $f=1, b=0$, and $t \neq t_{i}$, then $r_{i}$ changes position and sets $j u m p_{i}$ to true.
6. If $f=0$ and $t \neq t_{i}$ or $p \neq p_{i}$, then $r_{i}$ sets both to 1 and sets $j u m p_{i}$ to false.
7. If $f=0, t=t_{i}$, and $p=p_{i}$, then $r_{i}$ doesn't change anything.

In the first 6 cases, $r_{i}$ returns true. In case $7, r_{i}$ returns false. Pseudocode appears in Algorithm 1.

Note that consecutive steps by a process do not change its state or the blackboard. Moreover, if $s$ takes a step followed by an $\left\{r_{1}, r_{2}\right\}$-only execution in which they each take at least one step, then, in the resulting configuration, their $t_{i}$ and $p_{i}$ variables will be equal to track and position on the blackboard. From then on, $r_{1}$ and $r_{2}$ will not change their local variables or the blackboard until the next signaller step. Therefore, we may restrict attention
to schedules of the form $\alpha_{1} s \alpha_{2} \cdots s \alpha_{\ell}$ and $s \alpha_{1} s \alpha_{2} \cdots s \alpha_{\ell}$, where each $\alpha_{k}$ is an $\left\{r_{1}, r_{2}\right\}$-only schedule in which $r_{1}$ and $r_{2}$ each occur at most once and $\alpha_{k}$ is non-empty for $k<\ell$. Since flag is initially 1 , a step by the signaller does not change the value of the blackboard. Hence we may assume $\alpha$ begins with $s$.

```
Algorithm 1: Pseudocode for reader \(r_{i}\).
    (track, position, both, flag) \(\leftarrow\) read from blackboard
    if \((\) flag \(=0) \wedge\left((\right.\) track, position \(\left.)=\left(t_{i}, p_{i}\right)\right)\) then
        return false
    if \((\) flag \(=0)\) then
        write (track, position, 1,0) to blackboard
    else if \(\left(\right.\) both \(\left.^{\prime}=0\right) \wedge\left(\left(\right.\right.\) track \(\left.^{\prime} \neq t_{i}\right) \vee\left(\left(\right.\right.\) position \(\left.\left.\left.=p_{i}\right) \wedge \neg j u m p_{i}\right)\right)\) then
        write (track, 1 - position, 0,0\()\) to blackboard
    else
        write ( \(1-\) track, \(0,0,0\) ) to blackboard
    \(j u m p_{i} \leftarrow(\) flag \(=1) \wedge(\) both \(=0) \wedge\left(\right.\) track \(\left.\neq t_{i}\right)\)
    \(\left(t_{i}, p_{i}\right) \leftarrow\) last track and position written
    return true
```

Given a reachable configuration $C$, let $t_{i}(C), p_{i}(C)$, and $j u m p_{i}(C)$ denote the value of reader $r_{i}$ 's local variables $t_{i}, p_{i}$, and $j u m p_{i}$, respectively, in $C$, and let $\operatorname{track}(C)$, position $(C)$, both $(C)$, and $f l a g(C)$ denote the values of the track, position, both, and flag fields, respectively, on the blackboard in $C$.

- Lemma 9. For every reachable configuration $C$ and every $i \in\{1,2\}$,

$$
\left(t_{i}(C), p_{i}(C)\right) \neq\left(\operatorname{track}\left(C s r_{3-i}\right), \operatorname{position}\left(C s r_{3-i}\right)\right) .
$$

Proof. Suppose, for a contradiction, that this is not the case. Consider a shortest schedule $\alpha$ such that, in configuration $\left.C=C_{0} \alpha,\left(t_{i}(C), p_{i}(C)\right)=\left(\operatorname{track}^{\left(C s r_{3-i}\right.}\right), \operatorname{position}\left(C s r_{3-i}\right)\right)$, for some $i \in\{1,2\}$. As discussed above, $\alpha=s \alpha_{1} \cdots s \alpha_{\ell}$, where each $\alpha_{k}$ is an $\left\{r_{1}, r_{2}\right\}$-only schedule in which $r_{1}$ and $r_{2}$ each occur at most once and $\alpha_{k}$ is non-empty for $k<\ell$.

Suppose $r_{i}$ does not occur in $\alpha$. Then $t_{i}(C)=t_{i}\left(C_{0}\right)=0$. Since $\operatorname{flag}\left(C_{0}\right)=1$, $\operatorname{both}\left(C_{0}\right)=$ 1 , and $\operatorname{track}\left(C_{0}\right)=0, \operatorname{track}\left(C_{0} s r_{3-i}\right)=1$. If only $s$ and $r_{3-i}$ take steps from $C_{0} s r_{3-i}$, then neither changes track. Since $\alpha$ is a $\left\{s, r_{3-i}\right\}$-only schedule, $\operatorname{track}\left(C s r_{3-i}\right)=1$. Therefore, $t_{i}(C)=0 \neq 1=\operatorname{track}\left(C s r_{3-i}\right)$, which contradicts the fact that $t_{i}(C)=\operatorname{track}\left(C s r_{3-i}\right)$.

Now suppose that $r_{i}$ occurs at least once in $\alpha$. Suppose it last occurs in $\alpha_{k}$. Let $C^{\prime}=C_{0} s \alpha_{1} \cdots s \alpha_{k}$. Since $r_{i}$ does not occur in the remainder of $\alpha,\left(t_{i}(C), p_{i}(C)\right)=$ $\left(t_{i}\left(C^{\prime}\right), p_{i}\left(C^{\prime}\right)\right)=\left(\operatorname{track}\left(C^{\prime}\right), \operatorname{position}\left(C^{\prime}\right)\right)$. There are 3 cases:

Case 1: $k=\ell$. Then $C=C^{\prime}$. If $r_{3-i}$ takes a step from $C s$, it either changes track or position. Hence, either $t_{i}(C) \neq \operatorname{track}\left(C s r_{3-i}\right)$ or $p_{i}(C) \neq \operatorname{position}\left(C s r_{3-i}\right)$. This contradicts the fact that $\left(t_{i}(C), p_{i}(C)\right)=\left(\operatorname{track}\left(C s r_{3-i}\right), \operatorname{position}\left(C s r_{3-i}\right)\right)$.
Case 2: $k<\ell$ and $\alpha_{k}$ contains both $r_{1}$ and $r_{2}$. Then $1=\operatorname{both}\left(C^{\prime}\right)=\operatorname{both}\left(C^{\prime} s\right)$. Hence, if $r_{3-i}$ takes a step from $C^{\prime} s$, it changes track to $1-\operatorname{track}\left(C^{\prime}\right)$. As $r_{i}$ does not take any more steps, $r_{3-i}$ does not subsequently change track. Thus, $t_{i}(C)=\operatorname{track}\left(C^{\prime}\right) \neq$ $1-\operatorname{track}\left(C^{\prime}\right)=\operatorname{track}\left(C s r_{3-i}\right)$. This contradicts the fact that $t_{i}(C)=\operatorname{track}\left(C s r_{3-i}\right)$.
Case 3: $k<\ell$ and $\alpha_{k}=r_{i}$. Since $s \alpha_{1} \cdots s \alpha_{k}$ is strictly shorter than $s \alpha_{1} \cdots s \alpha_{\ell}$, $\left(t_{i}\left(C^{\prime}\right), p_{i}\left(C^{\prime}\right)\right) \neq\left(\operatorname{track}\left(C^{\prime} s r_{3-i}\right), \operatorname{position}\left(C^{\prime} s r_{3-i}\right)\right)$. Moreover, if $\alpha=s \alpha_{1} \cdots s \alpha_{k} s$,
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then $C=C^{\prime} s$, so $\left(t_{i}(C), p_{i}(C)\right) \neq\left(\operatorname{track}\left(C s r_{3-i}\right), \operatorname{position}\left(C s r_{3-i}\right)\right)$, contrary to the assumption. Hence $\alpha_{k+1}=r_{3-i}$.

Suppose $\operatorname{track}\left(C^{\prime} s r_{3-i}\right) \neq t_{i}\left(C^{\prime}\right)$ or $j u m p_{3-i}\left(C^{\prime} s r_{3-i}\right)$ is true. In the first case, $r_{3-i}$ changed from $t_{i}\left(C^{\prime}\right)=\operatorname{track}\left(C^{\prime}\right)$ to $1-\operatorname{track}\left(C^{\prime}\right)$ and it stays on this track. In the second case, $\operatorname{track}\left(C^{\prime} s r_{3-i} s r_{3-i}\right)=1-\operatorname{track}\left(C^{\prime}\right)$ and it stays on this track. In either case, this implies that $\operatorname{track}\left(C s r_{3-i}\right)=1-\operatorname{track}\left(C^{\prime}\right)$. Therefore, $t_{i}(C)=\operatorname{track}\left(C^{\prime}\right) \neq \operatorname{track}\left(C s r_{3-i}\right)$, which is a contradiction.

Now suppose that $\operatorname{track}\left(C^{\prime} s r_{3-i}\right)=t_{i}\left(C^{\prime}\right)$ and $j u m p_{3-i}\left(C^{\prime} s r_{3-i}\right)$ is false. Since $r_{3-i}$ did not change the track and $j u m p_{3-i}$ is false, $\left(t_{3-i}\left(C^{\prime}\right), p_{3-i}\left(C^{\prime}\right)\right)=\left(\operatorname{track}\left(C^{\prime}\right)\right.$, position $\left.\left(C^{\prime}\right)\right)$. Let $C^{\prime \prime}=C_{0} s \alpha_{1} \cdots s \alpha_{k-1}$. Since $\alpha_{k}=r_{i},\left(t_{3-i}\left(C^{\prime \prime}\right), t_{3-i}\left(C^{\prime \prime}\right)\right)=\left(t_{3-i}\left(C^{\prime}\right), t_{3-i}\left(C^{\prime}\right)\right)$. Since the latter is $\left(\operatorname{track}\left(C^{\prime}\right), \operatorname{position}\left(C^{\prime}\right)\right)=\left(\operatorname{track}\left(C^{\prime \prime} s r_{i}\right), \operatorname{position}\left(C^{\prime \prime} s r_{i}\right)\right)$, this contradicts the minimality of $\alpha$.

Therefore, in all cases, we reach the desired contradiction.
The next lemma proves that the algorithm has the desired property.

- Lemma 10. For every reachable configuration $C, \mathrm{v}\left(C s r_{1}\right)=\mathrm{v}\left(C s r_{2}\right)$.

Proof. Suppose, for a contradiction, that this is not the case. Consider a shortest $\alpha$ from the initial configuration $C_{0}$ such that $\mathrm{v}\left(C_{0} \alpha s r_{1}\right) \neq \mathrm{v}\left(C_{0} \alpha s r_{2}\right)$. Let $C=C_{0} \alpha$ and write $\alpha=s \alpha_{1} \cdots s \alpha_{\ell}$. Notice that $\alpha_{\ell}$ is non-empty as, otherwise, $\alpha^{\prime}=s \alpha_{1} \cdots s \alpha_{\ell-1}$ is a shorter execution such that $\mathrm{v}\left(C_{0} \alpha^{\prime} s r_{1}\right) \neq \mathrm{v}\left(C_{0} \alpha^{\prime} s r_{2}\right)$. Moreover, $\alpha_{\ell} \notin\left\{r_{1} r_{2}, r_{2} r_{1}\right\}$ since, otherwise, $\operatorname{both}(C s)=1$ and both $r_{1}$ and $r_{2}$ set the blackboard to $(1-\operatorname{track}(C), 0,0,0)$ from $C s$. Hence, $\alpha_{\ell}=r_{i}$, for some $i \in\{1,2\}$. Then $\left(t_{i}(C), p_{i}(C)\right)=(\operatorname{track}(C)$, position $(C))$. Let $C^{\prime}=C_{0} s \alpha_{1} \cdots s \alpha_{\ell-1}$. There are two cases to consider.

Case 1: $\operatorname{jump}_{i}(C)$ is true. By the pseudocode, since $j u m p_{i}(C)$ is true, $r_{i}$ saw that $\operatorname{both}\left(C^{\prime} s\right)=0, \operatorname{track}\left(C^{\prime} s\right) \neq t_{i}\left(C^{\prime} s\right)$, and it wrote $t_{i}(C)=\operatorname{track}\left(C^{\prime}\right)$ and $p_{i}(C)=$ $1-\operatorname{position}\left(C^{\prime}\right)$. Since $\operatorname{track}\left(C^{\prime}\right) \neq t_{i}\left(C^{\prime} s\right)$, it must be that $\operatorname{track}\left(C^{\prime} s\right)=t_{3-i}\left(C^{\prime} s\right)$. It follows that the next step of $r_{3-i}$ in $C s$ is to write $(1-\operatorname{track}(C), 0,0,0)$. However, this is precisely what $r_{i}$ does in its next step from $C s$ as well since $j u m p_{i}$ is true and $\left(t_{i}(C), p_{i}(C)\right)=(\operatorname{track}(C)$, position $(C))$. This is a contradiction.
Case 2: $\operatorname{jump}_{i}(C)$ is false. Then $\operatorname{both}\left(C^{\prime} s\right)=0$ and $\operatorname{track}\left(C^{\prime} s\right)=t_{i}\left(C^{\prime} s\right)$. There are two subcases to consider:

- Suppose that either position $\left(C^{\prime} s\right) \neq p_{i}\left(C^{\prime} s\right)$ or $j u m p_{i}\left(C^{\prime} s\right)$ is true. Then $r_{3-i}$ was the last reader to take a step before $C^{\prime}, t_{3-i}\left(C^{\prime} s\right)=\operatorname{track}\left(C^{\prime} s\right)$, and $p_{3-i}\left(C^{\prime} s\right)=$ $\operatorname{position}\left(C^{\prime} s\right)$. Moreover, the next step of $r_{i}$ from $C^{\prime} s$ is to write $\left(1-\operatorname{track}\left(C^{\prime} s\right), 0,0,0\right)$. Thus, $\operatorname{track}(C) \neq \operatorname{track}\left(C^{\prime}\right)$. It follows that the next step of $r_{3-i}$ from $C s$ is to write $(\operatorname{track}(C), 1-\operatorname{position}(C), 0,0)$. This is a contradiction.
$=$ Suppose that position $\left(C^{\prime} s\right)=p_{i}\left(C^{\prime} s\right)$ and $j u m p_{i}\left(C^{\prime} s\right)$ is false. Since both $\left(C^{\prime} s\right)=0, C^{\prime}$ cannot be the initial configuration and, thus, $r_{i}$ was the last reader to take a step before $C^{\prime}$ and $\alpha_{\ell-1}=r_{i}$. By Lemma 9, $\left(t_{3-i}\left(C^{\prime}\right), p_{3-i}\left(C^{\prime}\right)\right) \neq\left(\operatorname{track}\left(C^{\prime}\right), \operatorname{position}\left(C^{\prime}\right)\right)$. By definition of $\alpha, \mathrm{v}\left(C^{\prime} s r_{i}\right)=\mathrm{v}\left(C^{\prime} s r_{3-i}\right)$. Thus, as $r_{i}$ did not change the track, it must be that $\operatorname{track}\left(C^{\prime} s\right) \neq t_{3-i}\left(C^{\prime} s\right)$ or $\left(\operatorname{position}\left(C^{\prime} s\right)=p_{3-i}\left(C^{\prime} s\right)\right.$ and $j u m p_{3-i}\left(C^{\prime} s\right)$ is false). Since $\left(t_{3-i}\left(C^{\prime}\right), p_{3-i}\left(C^{\prime}\right)\right) \neq\left(\operatorname{track}\left(C^{\prime}\right), \operatorname{position}\left(C^{\prime}\right)\right)$, it must be the former. Thus, $r_{3-i}$ 's next step from $C s$ is to write $(\operatorname{track}(C), 1-\operatorname{position}(C), 0,0)$, which is exactly what $r_{i}$ does. This is a contradiction.

In all cases, we reach the desired contradiction.

- Lemma 11. For any configuration $C, \mid\left\{\mathrm{v}(C \alpha): \alpha\right.$ is a $\left\{r_{1}, r_{2}\right\}$-only execution $\} \mid \leq 3$.

Proof. For any configuration $C$, let $\alpha^{\prime}$ be the longest $\left\{r_{1}, r_{2}\right\}$-only execution such that $C=C^{\prime} \alpha^{\prime}$. Notice that it suffices to prove that the claim holds for configuration $C^{\prime}$. By our earlier assumption that $s$ takes a step immediately after the initial configuration, we may assume that $s$ took the last step before $C^{\prime}$.

By Lemma 10, $\mathrm{v}\left(C^{\prime} r_{1}\right)=\mathrm{v}\left(C^{\prime} r_{2}\right)$. Subsequently, from $C^{\prime} r_{i}$, the steps by $r_{i}$ do not change the blackboard value. If $r_{3-i}$ takes a step, then it sets both to 1 and $v\left(C^{\prime} r_{1} r_{2}\right)=$ $\mathrm{v}\left(C^{\prime} r_{2} r_{1}\right)$. After this, neither $r_{i}$ or $r_{3-i}$ can change the blackboard. Hence $\left\{\mathrm{v}\left(C^{\prime} \alpha\right)\right.$ : $\alpha$ is a $\left\{r_{1}, r_{2}\right\}$-only execution $\}=\left\{\mathrm{v}\left(C^{\prime}\right), \mathrm{v}\left(C^{\prime} r_{1}\right), \mathrm{v}\left(C^{\prime} r_{1} r_{2}\right)\right\}$.

Finally, we prove that the algorithm is correct.

- Lemma 12. In every execution, each reader returns the correct responses.

Proof. Suppose not, so that there is some execution $\alpha$ from the initial configuration $C_{0}$ such that, in $C=C_{0} \alpha$, some $r_{i}$ returns an incorrect response in its next step from $C$. Write $\alpha=\alpha^{\prime} r_{i} \alpha^{\prime \prime}$, where $\alpha^{\prime \prime}$ is a $\left\{s, r_{3-i}\right\}$-only execution. If $s$ does not take any steps in $\alpha^{\prime \prime}$, then $r_{i}$ returns false, which is correct. So, $s$ takes at least one step in $\alpha^{\prime \prime}$ and $r_{i}$ returns false in its next step from $C$. By the pseudocode, this implies that flag $(C)=0$ and $\left(t_{i}(C), p_{i}(C)\right)=(\operatorname{track}(C)$, position $(C))$. It follows that we may write $\alpha^{\prime \prime}=\alpha^{\prime \prime \prime} s r_{3-i}$. However, this contradicts Lemma 9 from $C^{\prime}=C_{0} \alpha^{\prime \prime \prime}$ with $r_{i}$. In particular, $r_{i}$ returns true in its next step from $C=C^{\prime} s r_{3-i}$.
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#### Abstract

We consider a generic algorithmic paradigm that we call progressive exploration, which can be used to develop simple and efficient parameterized graph algorithms. We identify two model-theoretic properties that lead to efficient progressive algorithms, namely variants of the Helly property and stability. We demonstrate our approach by giving linear-time fixed-parameter algorithms for the Distance- $r$ Dominating Set problem (parameterized by the solution size) in a wide variety of restricted graph classes, such as powers of nowhere dense classes, map graphs, and (for $r=1$ ) biclique-free graphs. Similarly, for the Distance-r Independent Set problem the technique can be used to give a linear-time fixed-parameter algorithm on any nowhere dense class. Despite the simplicity of the method, in several cases our results extend known boundaries of tractability for the considered problems and improve the best known running times.
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## 1 Introduction

It is widely believed that many important algorithmic graph problems cannot be solved efficiently on general graphs. Consequently, a natural question is to identify the most general classes of graphs on which a given problem can be solved efficiently. Structural graph theory offers a wealth of concepts that can be used to design efficient algorithms for generally
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intractable problems on restricted graph classes. An important result in this area states that every property of graphs expressible in monadic second-order logic can be tested in linear time on every class of bounded treewidth [3]. Similarly, every property expressible in first-order logic can be tested in almost linear time on every nowhere dense graph class [11].

Nowhere denseness is an abstract notion of uniform sparseness in graphs, which is the foundational definition of the theory of sparse graphs; see the monograph of Nešetřil and Ossona de Mendez [14] for an overview. Formally, a graph class $\mathscr{C}$ is nowhere dense if for every $r \in \mathbb{N}$, one cannot obtain arbitrary large cliques by contracting disjoint connected subgraphs of radius at most $r$ in graphs from $\mathscr{C}$. Many well-studied classes of sparse graphs are nowhere dense, for instance the class of planar graphs, any class of graphs with a fixed bound on the maximum degree, or any class of graphs excluding a fixed (topological) minor, are nowhere dense. Furthermore, under certain closure conditions, nowhere denseness constitutes the frontier of parameterized tractability for natural classes of problems. For instance, while the first-order model-checking problem is fixed-parameter tractable on every nowhere dense class $\mathscr{C}$ [11], on every subgraph-closed class $\mathscr{D}$ that is not nowhere dense, it is as hard as on the class of all graphs $[5,8]$. Similar lower bounds are known for many individual problems, e.g. for the Distance- $r$ Independent Set problem and the Distance- $r$ Dominating Set problem, on subgraph-closed classes which are not nowhere dense [7, 16].

Towards the goal of extending the border of algorithmic tractability for the above mentioned problems beyond graph classes that are closed under taking subgraphs, we study a very simple and generic algorithmic paradigm that we call progressive exploration, described below.

This general idea can be applied to a parameterized subset problem, in which we are given a graph $G$ and parameter $k$, and the goal is to determine if $G$ satisfies a property of the form "there exists a candidate of size $k$ which agrees with every witness". Here, the notions of candidates, witnesses, and agreeing depend on the problem under consideration. For example, when considering the existence of a distance- $r$ dominating set of size $k$, candidates are sets $S$ of size $k$, witnesses are single vertices, and a candidate $S$ agrees with every vertex in distance at most $r$ from a vertex in $S$.

Another way of viewing a problem as above is to consider the bipartite "agreement" graph, whose left part consists of candidates, right part consists of witnesses, and adjacency denotes agreeing. Then the problem is to determine if the right part of this bipartite graph has some common neighbor. Note that the size of the bipartite graph is usually polynomial in terms of the size of the input graph $G$, where the exponent of the polynomial is the parameter $k$ that we are interested in. In particular, if we are aiming at fixed-parameter tractability, we cannot even afford constructing the entire bipartite graph.

To solve a problem as above, a progressive exploration algorithm proceeds in rounds $i=1,2, \ldots$, where each round $i$ finishes with constructing a candidate $S_{i}$ and a set of witnesses $W_{i}$. In round $i$, we seek a candidate $S_{i}$ that agrees with every vertex in the union of the previously constructed witness sets $W_{1}, W_{2}, \ldots, W_{i-1}$. If no such $S_{i}$ exists, we can terminate and answer that there is no solution. On the other hand, if the found candidate $S_{i}$ agrees with every witness in the graph, we also terminate and return it as a solution. Otherwise, we find another set $W_{i}$ of witnesses, such that each of the candidates $S_{1}, \ldots, S_{i-1}, S_{i}$ found so far does not agree with one of the witnesses in $W_{i}$, and proceed to the next round. In this way, we progressively explore the whole solution space, while constructing more and more problematic witness sets that the future candidates must agree with, until we either find a solution or enough witnesses to certify that no solution exists.


Figure 1 The figure depicts various properties of classes of bipartite graphs, which are introduced in Section 2. Domination- and independence-type problems studied in Section 3 reduce to the problem of determining whether the right part of a given bipartite graph has a common neighbor. In Section 4 two algorithms for the latter problem are devised, and their domains of applicability are marked above. The ladder algorithm has a larger domain, but requires a more powerful access oracle and has higher running time. Finally, we apply these algorithms to specific graph classes, yielding new fixed-parameter tractability results for domination- and independence-type problems.

Progressive graph exploration is a generic approach to solving graph problems, which so far rather resembles a wishful-thinking heuristic than a viable algorithmic methodology. Such algorithms can be applied to any input graph, however, a priori there are multiple problem-dependent details to be filled.

First, in order to implement the iteration, we should efficiently compute candidates $S_{i}$ and small witness sets $W_{i}$ in every round. Second, to analyze the running time we need to give an upper bound on the number of rounds in which the algorithm terminates. If we can guarantee that each round can be implemented efficiently and that the number of rounds is bounded in the parameter $k$, we immediately obtain a fixed-parameter algorithm for the problem under consideration.

In this work we study properties of algorithmic problems and graphs that ensure these desired features. Inspired by notions from model theory, we identify combinatorial properties of the arising bipartite graphs which lead to efficient progressive exploration algorithms. The properties that guarantee the existence of small witness sets are variants of the Helly property, called $n f c p$ in model theory. The property that guarantees that the progressive exploration algorithms stop after a bounded number of rounds is the model-theoretic notion of stability. Under these conditions, for problems formulated using short distances in the graph, we are able to implement progressive exploration efficiently, yielding fast and simple fixed-parameter algorithms. See the caption in Figure 1 for an overview of the paper.

We demonstrate our approach by applying it to the Distance- $r$ Dominating Set problem and the Distance- $r$ Independent Set problem on a variety of restricted graph classes. More precisely, we prove that:

- For every $r \in \mathbb{N}$ and graph class $\mathscr{C}$ that is either nowhere dense, or is a power of a nowhere dense class, or is the class of map graphs, the Distance- $r$ Dominating Set problem on any graph $G \in \mathscr{C}$ can be solved in time $2^{\mathcal{O}(k \log k)} \cdot\|G\|$. Here and throughout the paper, $\|G\|$ denotes the total number of vertices and edges in a graph $G$.
- For every $t \in \mathbb{N}$, the Dominating SET problem on any $K_{t, t}$-free graph $G$ can be solved in time $2^{\mathcal{O}(k \log k)} \cdot\|G\|$; here, a graph is $K_{t, t}$-free if it does not contain the complete bipartite graph $K_{t, t}$ as a subgraph.
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- For every $r \in \mathbb{N}$ and nowhere dense graph class $\mathscr{C}$, the Distance- $r$ Independent Set problem on any graph $G \in \mathscr{C}$ can be solved in time $f(k) \cdot\|G\|$, for some function $f$.
Actually, for the last result, we also give a different algorithm with running time $2^{\mathcal{O}(k \log k)} \cdot\|G\|$, which however does not rely on the concept of progressive exploration and uses some blackboxes from the theory of sparsity.

Our results extend the limits of tractability for Distance-r Dominating Set and Distance-r Independent Set and, in some cases, improve the best known running times. We include a comprehensive comparison with the existing literature at the end of Section 4. However, let us stress here a key point: all our algorithms are derived in a generic way using the idea of progressive exploration, hence they are very easy to implement and they do not use any algorithmic black-boxes that depend on the class from which the input is drawn. In fact, properties of the considered classes are used only when analyzing the running time.

## 2 Complexity-measures for bipartite graphs

In this section, we define the basic notions used in this paper, related to various complexity measures associated with bipartite graphs. We work with the following notion of bipartite graphs that is not standard in graph theory but suits the model theoretic context very well.

A bipartite graph is a triple $G=(L, R, E)$, where $L$ and $R$ are two sets of vertices, called the left part and right part, respectively, and $E \subseteq L \times R$ is a binary relation whose elements are called edges. Hence, bipartite graphs with parts $L, R$ correspond bijectively to binary relations with domain $L$ and codomain $R$. Note that each bipartite graph has a uniquely determined left and right part. Also, those parts are not necessarily disjoint.

Ladders, semi-ladders, and co-matchings. We now define various complexity measures for bipartite graphs, based on the size of a largest "obstruction" found in a given bipartite graph. There are several types of obstructions, leading to different complexity measures. We start with defining the various types of obstructions. Let $G=(L, R, E)$ be a bipartite graph. Two sequences, $a_{1}, \ldots, a_{n} \in L$ and $b_{1}, \ldots, b_{n} \in R$, form:

- a co-matching of order $n$ in $G$ if we have $\left(a_{i}, b_{j}\right) \in E \Longleftrightarrow i \neq j$, for all $i, j \in\{1, \ldots, n\}$;
- a ladder of order $n$ in $G$ if we have $\left(a_{i}, b_{j}\right) \in E \Longleftrightarrow i>j$, for all $i, j \in\{1, \ldots, n\}$; and
- a semi-ladder of order $n$ in $G$ if $\left(a_{i}, b_{j}\right) \in E$ for all $i, j \in\{1, \ldots, n\}$ with $i>j$, and $\left(a_{i}, b_{i}\right) \notin E$ for all $i \in\{1, \ldots, n\}$.
Note that in case of a semi-ladder we do not impose any condition for $i<j$. Observe that any ladder of order $n$ and any co-matching of order $n$ are also semi-ladders of order $n$.


Figure 2 A co-matching, a ladder, and a semi-ladder of order 4, respectively. Dashed gray lines represent non-edges.

The co-matching index of a bipartite graph is the maximum order of a co-matching that it contains. A class of bipartite graphs has bounded co-matching index if the supremum of the co-matching indices of its members is finite. We define analogous notions for the ladder index and the semi-ladder index, in the expected way.

In this paper, we will often not care about the precise bounds on the indices of graphs, and it will only matter whether the respective index is bounded in a given class. Bounded ladder and semi-ladder indices correspond notions from model theory (see paragraph on formulas below). We will later relate the property of having a bounded co-matching index to a variant of the Helly property. Using a simple Ramsey argument, we now observe that boundedness of the semi-ladder index is equivalent to boundedness of both the co-matching and the ladder index. Let us first state Ramsey's theorem in the form used in this paper.

- Theorem 1 (Ramsey's theorem). For all $c, \ell \in \mathbb{N}$ there exists a number $R^{c}(\ell)$ with the following property. If the edges of a complete graph on $R^{c}(\ell)$ vertices are colored using $c$ colors, then there is a set of $\ell$ vertices which is monochromatic, that is, all edges with both endpoints in this set are of the same color.

The standard proof of Ramsey's theorem yields an upper bound of $R^{c}(\ell) \leqslant c^{c \ell-1}$ for $c \geqslant 2$. From now on, we adopt the notation $R^{c}(\ell)$ for the multicolored Ramsey numbers as described in Theorem 1. The proofs of all statements marked with $\boldsymbol{\phi}$ can be found in the full version of the paper [10].

- Lemma 2 ( $\boldsymbol{\oplus}$ ). A class of bipartite graphs has finite semi-ladder index if and only if both its ladder index and its co-matching index are finite.

Helly property and its variants. Let $p \in \mathbb{N}$ and let $G=(L, R, E)$ be a bipartite graph. We say that a subset $B \subseteq R$ is covered by a subset $A \subseteq L$ if there exists a vertex $a \in A$ which is adjacent to all the vertices of $B$. Then subsets $A$ and $B$ have the $p$-Helly property if either $B$ is covered by $A$, or $B$ contains a subset of size at most $p$ that is not covered by $A$. We shall say that $G$ has:

- the weak p-Helly property if $L$ and $R$ have the $p$-Helly property;
- the $p$-Helly property if $L$ and $B$ have the $p$-Helly property, for all $B \subseteq R$; and
- the strong p-Helly property if all $A \subseteq L$ and $B \subseteq R$ have the $p$-Helly property.

We say that a class $\mathscr{C}$ of bipartite graphs has the (weak/strong) Helly property if there is some $p \in \mathbb{N}$ such that all graphs in $\mathscr{C}$ have the (weak/strong) $p$-Helly property.

It turns out that the strong $p$-Helly property corresponds precisely to having co-matching index at most $p$.

- Lemma 3 (内). Let $p \in \mathbb{N}$ and $G$ be a bipartite graph. Then $G$ has the strong $p$-Helly property if and only if it has co-matching index at most $p$.

In the following paragraphs we will see specific examples of classes of bipartite graphs satisfying variants of the (weak/strong) Helly property.

Bipartite graphs defined by formulas. We construct bipartite graphs using logical formulas. In principle, we could consider formulas of any logic, but in this paper we only consider firstorder logic in the vocabulary of graphs, i.e., using the binary relation symbol $E$ representing edges, the binary relation symbol $=$ representing equality, and logical constructs $\vee, \wedge, \neg, \rightarrow$, $\forall, \exists$. E.g, the property $\operatorname{dist}(x, y) \leqslant 5$, expressing that $x$ and $y$ are at distance at most 5 in a graph $G$, can be expressed by a first-order formula using four existential quantifiers.

We write $\bar{x}$ to represent a tuple of variables (with every variable appearing only once). If $V$ is a set, then $V^{\bar{x}}$ denotes the set of all assignments mapping variables in $\bar{x}$ to $V$. Let $\varphi(\bar{x} ; \bar{y})$ be a formula with free variables partitioned into two disjoint tuples, $\bar{x}$ and $\bar{y}$. Given any graph $G$ with vertex set $V$, the formula $\varphi$ induces a bipartite graph $\varphi(G)$ with left
part $V^{\bar{x}}$, right part $V^{\bar{y}}$, and where $\bar{a} \in V^{\bar{x}}$ and $\bar{b} \in V^{\bar{y}}$ are adjacent if and only if $\varphi(\bar{a} ; \bar{b})$ holds in $G$. If $\mathscr{C}$ is a class of graphs and $\varphi(\bar{x} ; \bar{y})$ is a formula, then by $\varphi(\mathscr{C})$ we denote the class of all bipartite graphs $\varphi(G)$, for $G \in \mathscr{C}$. We say that $\varphi$ has bounded ladder index on a class $\mathscr{C}$ if the class $\varphi(\mathscr{C})$ has bounded ladder index; similarly for the co-matching and the semi-ladder index. The same definitions apply if instead of graphs we consider logical structures over some fixed signature, and $\varphi(\bar{x} ; \bar{y})$ is a formula over that signature. For simplicity, we consider only graphs in this paper.

We note that the various indices are preserved by adding spurious free variables to formulas. Precisely, let $\varphi(\bar{x} ; \bar{y})$ be a first-order formula and let $\varphi^{\prime}\left(\bar{x}^{\prime} ; \bar{y}^{\prime}\right)$ be the same formula, but having extra free variables, i.e., $\bar{x}$ is a subtuple of $\bar{x}^{\prime}$ and $\bar{y}$ is a subtuple of $\bar{y}^{\prime}$. Then, for any graph $G$, the ladder index of $\varphi(G)$ is equal to the ladder index of $\varphi^{\prime}(G)$, although the two bipartite graphs $\varphi(G)$ and $\varphi^{\prime}(G)$ may differ. The same holds for all the other properties studied in this paper: co-matching index, semi-ladder index, (weak/strong) Helly property.

The next lemma shows that a positive boolean combination (a boolean combination in which no negations are used) of formulas with bounded semi-ladder index also has bounded semi-ladder index. The proof uses a Ramsey argument.

- Lemma 4 (ヘ). Let $\varphi_{1}(\bar{x} ; \bar{y}), \ldots, \varphi_{k}(\bar{x} ; \bar{y})$ be formulas and let $\psi(\bar{x} ; \bar{y})$ be a positive boolean combination of $\varphi_{1}, \ldots, \varphi_{k}$. Suppose $G$ is a graph such that $\varphi_{1}(G), \ldots, \varphi_{k}(G)$ have semi-ladder index smaller than $\ell$. Then $\psi(G)$ has semi-ladder index smaller than $R^{k}(\ell)$.

We remark that the property of having bounded ladder index is preserved by taking arbitrary boolean combinations, not just positive ones. Finally, the analogue of Lemma 4 fails for the co-matching index if positive boolean combinations are considered, but still holds if we restrict attention to conjunctions of atomic formulas.

We will later need the following variant of Lemma 4, which provides a sharper bound for formulas of a special form. As usual in this work, the proof relies on a Ramsey-like argument.
-Lemma 5 (内). Let $\psi(\bar{x} ; \bar{y})=\bigvee_{j=1}^{k} \varphi\left(\bar{x}^{j} ; \bar{y}\right)$ for some $k \geqslant 2$, where $\varphi(\bar{x} ; \bar{y})$ is a formula and $\bar{x}^{1}, \ldots, \bar{x}^{k}$ are permutations of $\bar{x}$. Suppose $G$ is a graph such that $\varphi(G)$ has semi-ladder index smaller than $\ell$. Then $\psi(G)$ has semi-ladder index smaller than $k^{\ell-1}$.

Stability theory. Many of the combinatorial properties of bipartite graphs introduced above correspond to properties of formulas studied in model theory, specifically, in its modern branch called stability theory. Very roughly, stability theory studies how various combinatorial obstructions affect the logical complexity of the considered first-order theory. Stability theory will not be used in this paper, but for bibliographic completeness, we present a dictionary relating the notions introduced above to the notions studied there. Fix a class of structures $\mathscr{C}$; in model theory; usually $\mathscr{C}$ is the class of all models of a fixed first-order theory. A first-order formula $\varphi(\bar{x} ; \bar{y})$ is called stable (with respect to $\mathscr{C}$ ) if $\varphi(\mathscr{C})$ has bounded ladder index [21, Chapter I.2]. It is called $n f c p$ if $\varphi(\mathscr{C})$ has the Helly property [21, Chapter II.4]. It is called an equation if $\varphi(\mathscr{C})$ has bounded semi-ladder index [19, 15].

We also remark that the properties of bipartite graphs that we consider can be viewed as properties of set systems: a bipartite graph $G=(L, R, E)$ gives rise to a family $\mathcal{F}$ of subsets of $R$, consisting of neighborhoods of elements of $L$. The $p$-Helly property is usually formulated for set systems $\mathcal{F}$, requiring that every minimal subfamily of $\mathcal{F}$ with an empty intersection has at most $p$ sets in it. The semi-ladder index corresponds to the maximal length of an inclusion-chain in the family of intersections of the sets in $\mathcal{F}$.

Stability in nowhere dense graph classes. The classes of bipartite graphs with bounded ladder index that are relevant to this paper are provided by the following result, due to Podewski and Ziegler [20].

- Theorem 6 ([20], cf. [1, 18]). Let $\mathscr{C}$ be a nowhere dense class of graphs and let $\varphi(\bar{x} ; \bar{y})$ be a first-order formula. Then $\varphi$ has bounded ladder index on $\mathscr{C}$.

The above result was originally stated for superflat graphs, and using the notion of stability. The proof relied on non-constructive model-theoretic methods, such as the compactness theorem. The connection with nowhere denseness was observed by Adler and Adler [1], and a proof providing explicit bounds was given by the last three authors in [18]. The observation of Adler and Adler is the starting point of this work, as it brings to light the connection between model theory and computer science which is further studied in this paper.

## 3 Domination and independence problems

We consider subset problems, where in a given graph we look for a solution $S$ of size $k$ that satisfies some property, whose dissatisfaction can be witnessed by a small subset of vertices $W$. Moreover, checking a candidate solution $S$ against a witness $W$ can be expressed in first-order logic. Thus, a problem of interest can be expressed by a sentence of the form $\exists_{\bar{x}} \forall_{\bar{y}} \varphi(\bar{x} ; \bar{y})$, for a suitable formula $\varphi(\bar{x} ; \bar{y})$, where $\bar{x}$ is a tuple of $k$ variables that represent a candidate $S$, while $\bar{y}$ is a tuple of $\ell$ variables that represent a witness $W$.

- Example 7. The Distance- $r$ Dominating Set problem for parameter $k$ can be expressed as above using the formula $\delta_{r}^{k}(\bar{x} ; y)=\bigvee_{i=1}^{k} \delta_{r}\left(x_{i}, y\right)$, where $\delta_{r}(x, y)$ is a formula that checks whether $\operatorname{dist}(x, y) \leqslant r$, and $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$. Similarly, the Distance- $r$ Independent SEt problem for parameter $k$ can be expressed using the formula $\eta_{r}^{k}(\bar{x} ; y)=\bigwedge_{1 \leqslant i<j \leqslant k} \eta_{r}\left(x_{i}, x_{j}, y\right)$, where $\eta_{r}\left(x, x^{\prime}, y\right)$ is a formula that checks whether $\operatorname{dist}(x, y)+\operatorname{dist}\left(x^{\prime}, y\right)>r$.

Observe that a graph $G$ satisfies the sentence $\exists_{\bar{x}} \forall_{\bar{y}} \varphi(\bar{x} ; \bar{y})$ if and only if the right part of the bipartite graph $H=\varphi(G)$ is covered by the left side, i.e., all vertices in the right part (witnesses) have a common neighbor (solution). We call this abstract problem - checking whether the right part of a given bipartite graph $H$ is covered by the left side - the Coverage problem.

Note that the size of the bipartite graph $\varphi(G)$ is polynomial in the size of $G$, where the exponent depends on the number of free variables in $\varphi$, which is usually the parameter we are interested in. As we are aiming at fixed-parameter algorithms, we cannot afford to even construct the whole bipartite graph $\varphi(G)$. Therefore, we will design algorithms that solve the Coverage problem using an oracle access to the bipartite graph graph $H=\varphi(G)$, where the oracle calls will be implemented using subroutines on the original graph $G$. The running time of these algorithms, expressed in terms of the number of oracle calls, will be bounded only in terms of quantities (ladder indices, numbers governing Helly property, etc.) related to the class of bipartite graphs $\varphi(\mathscr{C})$, where $\mathscr{C}$ is the considered class of input graphs.

Therefore, to obtain an algorithm for solving the initial problem on a given graph class $\mathscr{C}$ we proceed in two steps:

- Prove that the class $\varphi(\mathscr{C})$ has a suitable Helly-type property and bounded ladder index.
- Design an algorithm for Coverage, for input bipartite graphs with suitable Helly-type properties and bounded ladder index, that uses only a bounded number of oracle calls. In Section 4 we give two such algorithms solving Coverage: the Semi-ladder Algorithm, and the Ladder Algorithm. The Semi-ladder Algorithm requires that $H$ has bounded semi-ladder index, whereas the Ladder Algorithm requires that $H$ has bounded ladder index and the
weak $p$-Helly property, for some fixed $p$. Note that by Lemmas 2 and 3, boundedness of the semi-ladder index is equivalent to boundedness of the ladder index and having the strong $p$-Helly property, for some fixed $p$, so the prerequisites for the Semi-ladder Algorithm are stronger than for the Ladder Algorithm. See Figure 1 for an overview.

We postpone the discussion of the algorithms to Section 4, and for now we focus on exhibiting the suitable properties for various classes of bipartite graphs. Slightly more precisely, we prove that on certain graph classes, formulas corresponding to domination-type problems have bounded semi-ladder index, while those corresponding to independence-type problems have the weak Helly property and bounded ladder index. Hence, in the first case we will apply the Semi-ladder Algorithm, and in the second - the Ladder Algorithm.

Distance formulas and domination-type problems. We shall prove fixed-parameter tractability results not only for distance- $r$ domination, but for a more general class of dominationtype problems. Those can be expressed by suitable formulas, as explained next.

- Definition 8. For $r \in \mathbb{N}$, let $\delta_{r}(x, y)$ be the formula checking whether $\operatorname{dist}(x, y) \leqslant r$. A distance formula is a formula $\varphi(\bar{x} ; \bar{y})$ which is a boolean combination of atoms of the form $\delta_{r}(x, y)$, where the variable $x$ occurs in $\bar{x}$, the variable $y$ occurs in $\bar{y}$, and $r \in \mathbb{N}$ is any number. The radius of a distance formula is the maximal number $r$ occurring in its atoms, whereas its size is the number of atoms occurring in it. A distance formula is positive if it is a positive boolean combination of atoms.

A domination-type property is a sentence $\psi$ of the form $\exists_{\bar{x}} \forall_{\bar{y}} \varphi(\bar{x} ; \bar{y})$, where $\varphi$ is a positive distance formula. A domination-type problem is the computational problem of determining whether a given graph $G$ satisfies a given domination-type property.

- Example 9. Fix $r \in \mathbb{N}$ and let $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$ be a $k$-tuple of variable. Then the formula $\delta_{r}^{k}(\bar{x} ; y)$ considered in Example 7 is a positive distance formula, hence the problem defined by the domination-type property $\exists_{\bar{x}} \forall_{\bar{y}} \delta_{r}^{k}(\bar{x} ; y)$ (aka Distance- $r$ Dominating Set) is a domination-type problem. Similarly, formulas $\varphi(\bar{x} ; y)$ expressing the following properties give raise to natural domination-type problems:
- $y$ is at distance at most $r$ from at least two of the vertices $x_{1}, \ldots, x_{k}$; and
- the sum $\operatorname{dist}\left(x_{1}, y\right)+\operatorname{dist}\left(x_{2}, y\right)+\ldots+\operatorname{dist}\left(x_{k}, y\right)$ is at most $r$.

On the other hand, the formula $\eta_{r}^{k}(\bar{x} ; y)$ considered in Example 7 is a distance formula, but it is not positive, and hence it does not yield a domination-type property.

From Lemmas 4 and 5 and the remark about spurious variables not affecting the semiladder index, we immediately obtain the following.

- Corollary 10. Let $\varphi(\bar{x} ; \bar{y})$ be a positive distance formula of radius $r$ and size s. If $G$ is a graph such that the semi-ladder index of $\delta_{q}(G)$ is smaller than $\ell$ for all $q \leqslant r$, then the semi-ladder index of $\varphi(G)$ is smaller than $R^{s}(\ell)$. Moreover, if $\varphi=\delta_{r}^{k}$ as defined in Example 7 and $k \geqslant 2$, then the semi-ladder index of $\varphi(G)$ is smaller than $k^{\ell-1}$.

Domination problems. We first consider domination-type problems and prove that they have bounded semi-ladder indices on any nowhere dense class. This result can actually be extended beyond nowhere denseness: to powers of nowhere dense classes, to map graphs, and to $K_{t, t}$-free graphs for radius $r=1$. We define the former two concepts next.

For a graph $G$ and $s \in \mathbb{N}$, let $G^{s}$ denote the graph with the same vertex set as $G$, where two vertices are adjacent if and only if their distance in $G$ is at most $s$. If $\mathscr{D}$ is a graph class, then $\mathscr{D}^{s}$ denotes the class $\left\{G^{s}: G \in \mathscr{D}\right\}$. Note that a power of a nowhere dense class is not necessarily nowhere dense, e.g., the square of the class of stars is the class of complete graphs.

A graph $G$ is a map graph if one can assign to each vertex of $G$ a closed, arc-connected region in the plane so that the interiors of regions are pairwise disjoint and two vertices of $G$ are adjacent if and only if their regions share at least one point on their boundaries. Note that map graphs are not necessarily planar and may contain arbitrarily large cliques, as four or more regions may share a single point on their boundaries.

The following result will be used in the next section to obtain fixed-parameter tractability of domination-type problems over graph classes described above.

- Theorem $11(\mathbf{\oplus})$. For any $r \in \mathbb{N}$ and nowhere dense graph class $\mathscr{C}$, the formula $\delta_{r}(x, y)$ has bounded semi-ladder index on $\mathscr{C}$. The same holds also when $\mathscr{C}=\mathscr{D}^{s}$ for some nowhere dense class $\mathscr{D}$ and $s \in \mathbb{N}$, when $\mathscr{C}$ is the class of map graphs, and when $r=1$ and $\mathscr{C}$ is the class of $K_{t, t}$-free graphs, for any fixed $t \in \mathbb{N}$.

For the case when $\mathscr{C}$ is nowhere dense we utilize the well-known characterization of nowhere denseness via uniform quasi-wideness [13], which we recall below.

- Definition 12. We say that a graph class $\mathscr{C}$ is uniformly quasi-wide if for all $r \in \mathbb{N}$, there are $s_{r} \in \mathbb{N}$ and $N_{r}: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $k \in \mathbb{N}$, every graph $G \in \mathscr{C}$, and every vertex subset $W \subseteq V(G)$ of size larger than $N_{r}(k)$, there exist disjoint vertex subsets $S \subseteq V(G)$ and $A \subseteq W$ such that $|S| \leqslant s_{r},|A|>k$, and $A$ is distance-r independent in $G-S$.
- Theorem 13 ([12, 14]). A graph class $\mathscr{C}$ is nowhere dense if and only if it is uniformly quasi-wide.

The nowhere dense case of Theorem 11 is therefore encapsulated in the following lemma.
$\rightarrow$ Lemma 14 ( $\boldsymbol{\oplus})$. For every $r \in \mathbb{N}$ and uniformily quasi-wide class $\mathscr{C}$, the class $\delta_{r}(\mathscr{C})$ has bounded semi-ladder index.

We now give a very rough sketch the proof of Lemma 14 . If for some $G \in \mathscr{C}$ the graph $\delta_{r}(G)$ has semi-ladder index $\ell$, then in $G$ we have vertices $a_{1}, \ldots, a_{\ell}$ and $b_{1}, \ldots, b_{\ell}$ such that $\operatorname{dist}\left(a_{i}, b_{j}\right) \leqslant r$ for all $i>j$ and $\operatorname{dist}\left(a_{i}, b_{i}\right)>r$ for all $i$. Then provided $\ell$ is huge, by uniform quasi-wideness, we can find a large subset $A \subseteq\left\{a_{1}, \ldots, a_{\ell}\right\}$ of vertices that "communicate" with each other only through a set $S$ of constant size - all paths of length at most $2 r$ between vertices of $A$ pass through $S$. Now the vertices from $A$ have pairwise different distance- $r$ neighborhoods within $\left\{b_{1}, \ldots, b_{\ell}\right\}$, but only a limited number of possible interactions with $S$ (measured up to distance $r$ ). This quickly leads to a contradiction if $A$ is large enough. The cases when $\mathscr{C}$ is a power of a nowhere dense class and when $\mathscr{C}$ is the class of map graphs follow as simple corollaries from the result for nowhere dense classes. The case when $\mathscr{C}$ is the class of $K_{t, t}$-free graphs is a simple observation: a large semi-ladder in $\delta_{1}(G)$ enforces a large biclique in $G$.

We remark that the above argument is similar to the reasoning that shows that graphs from a fixed nowhere dense class admit small distance-r domination cores: subsets of vertices whose distance- $r$ domination forces distance- $r$ domination of the whole graph. This property was first proved implicitly by Dawar and Kreutzer in their FPT algorithm for Distance- $r$ Dominating Set on any nowhere dense class [4], also using uniform quasi-wideness. We refer the reader to [17, Chapter 3, Section 5] for an explicit exposition.

Having established boundedness of the semi-ladder index of $\delta_{r}(x, y)$ on a class $\mathscr{C}$, we can use Corollary 10 to extend this to any positive distance formula. Therefore, by Theorem 11, Corollary 10, and Lemma 3 we immediately obtain the following.

- Corollary 15. Let $\mathscr{C}$ and $r$ be as in Theorem 11 and let $\varphi(\bar{x} ; \bar{y})$ be a positive distance formula of radius at most $r$. Then the class $\varphi(\mathscr{C})$ has bounded semi-ladder index, so in particular it has the strong Helly property.

In fact, Corollary 10 provides a better control of the semi-ladder index of $\varphi(\mathscr{C})$ in terms of the semi-ladder index of $\delta_{r}(\mathscr{C})$ and the size of $\varphi$. In the next section we will use these more refined bounds for a precise analysis of the running times.

Note that Corollary 15 does not generalize to arbitrary first-order formulas. Indeed, if $\mathscr{C}$ is the class of all edgeless graphs and $\varphi(x ; y)$ is the formula $x \neq y$, then $\varphi(\mathscr{C})$ is the class of all complements of matchings, which does not even have the weak Helly property.

Independence problems. We now move to the Distance-r Independent Set problem: deciding whether a given graph contains a distance- $r$ independent set of size $k$. This property is most naturally expressed using an existential sentence, and not as a sentence of the form $\exists_{\bar{x}} \forall_{\bar{y}} \varphi(\bar{x} ; \bar{y})$. However, in Example 7 we gave a suitable formula $\eta_{r}^{k}(\bar{x} ; y)$ that expresses the problem: the trick is to phrase the property that $x_{1}, \ldots, x_{k}$ are pairwise at distance more than $r$ by saying that for every vertex $y$, for all $1 \leqslant i<j \leqslant k$ the sum of distances from $y$ to $x_{i}$ and $x_{j}$ is larger than $r$. Thus, a vertex $y$ that does not satisfy this condition may serve as a witness that a given tuple $\bar{x}$ does not form a distance- $r$ independent set.

In the full version of the paper we prove the following.

- Theorem 16 ( $\boldsymbol{\oplus}$ ). Let $\mathscr{C}$ be a nowhere dense class of graphs and let $k, r \in \mathbb{N}$. Then the class $\eta_{r}^{k}(\mathscr{C})$ has the weak p-Helly property, for some $p \in \mathbb{N}$ depending on $k$, $r$, and $\mathscr{C}$.

It is easy to see that for any $k \geqslant 2$ and $r \geqslant 1$, the formula $\eta_{r}^{k}(x ; y)$ does not have the strong Helly property on the class $\mathscr{C}$ of edgeless graphs. Thus, in general we cannot hope for boundedness of the semi-ladder index of $\eta_{r}^{k}(\mathscr{C})$ and use the Semi-Ladder Algorithm.

The proof of Theorem 16 is actually very different from the proof of Theorem 11, and presents a novel contribution of this work. Instead of uniform quasi-wideness, we use the characterization of nowhere denseness via the Splitter game [11]. The idea is that in case a graph $G \in \mathscr{C}$ does not have a distance- $r$ independent set of size $k$, there is a small witness of this: a set $W$ of size bounded in terms of $k, r$, and $\mathscr{C}$ such that for every vertex subset $S$ of size $k$, some path of length at most $r$ connecting two vertices of $S$ crosses $W$. This exactly corresponds to the notion of witnessing expressed by $\eta_{r}^{k}$. Such a witness $W$ is constructed recursively along Splitter's strategy tree in the Splitter game in $G$. We use the condition that $G$ does not have a distance- $r$ independent set of size $k$ to prove that we can find a small (in terms of $k, r, \mathscr{C}$ ) set of "representative" moves of the Connector. Trimming the strategy tree to those moves bounds its size in terms of $k, r, \mathscr{C}$, yielding the desired upper bound on the witness size.

We remark that our proof of Theorem 16 can actually be turned into an algorithm for the Distance- $r$ Independent Set problem on any nowhere dense class $\mathscr{C}$ with running time of $2^{\mathcal{O}(k \log k)} \cdot\|G\|$. However, this algorithm is much more complicated than the Ladder algorithm that we explain in the next section, and in particular it uses some black-box results from the theory of nowhere dense graph classes.

## 4 Algorithms

In this section, we present two algorithms solving the Coverage problem on a given bipartite graph. The bipartite graph can be only accessed via restricted access oracles; we start with presenting this model. We then describe the two algorithms. Then we show how the oracles can be efficiently implemented in the special cases relevant to this paper. This, in combination with the results from the previous section, will allow us to obtain the desired algorithmic statements about domination and independence problems on restricted graph classes.

The access oracles. We consider the following model of an algorithmic search for a solution in a bipartite graph representing the search space. Consider a bipartite graph $H=(L, R, E)$, where the left side $L$ is the set of candidates and the right side $R$ is the set of witnesses. An edge between a candidate $a \in L$ and a witness $b \in R$ is interpreted as that $a$ and $b$ agree: $b$ agrees that $a$ is a solution. Expressed in those terms, Coverage is the problem of finding a solution: a candidate which agrees with all witnesses. We will use the terminology of candidates, witnesses, solutions, and agreeing as explained above, as this facilitates the understanding of the algorithms for COVERAGE in terms of the original problems.

As we explained, the considered bipartite graph $H$ will typically be of the form $\varphi(G)$ for some formula $\varphi(\bar{x} ; \bar{y})$ expressing the considered problem. Thus, $H$ shall represent the whole search space, so we allow our algorithms a restricted access to $H$ via the following oracles.

Candidate Oracle: Given a set of witnesses $B \subseteq R$, the oracle either returns a candidate $a \in L$ that agrees with all witnesses of $B$, or concludes that no such candidate exists.
Weak Witness Oracle: Given a candidate $a \in L$, the oracle either concludes that $a$ is a solution, or returns a witness $b \in R$ that does not agree with $a$.
Strong Witness Oracle: Given a set of candidates $A \subseteq L$ and a number $p \in \mathbb{N}$, the oracle either finds a set of witnesses $P \subseteq R$ such that $|P| \leqslant p$ and every candidate of $A$ does not agree with some witness from $P$, or concludes that no such set $P$ exists.
Note that the Weak Witness Oracle can be simulated by the Strong Witness Oracle applied to $A=\{a\}$. We now provide the two algorithms for Coverage announced in Section 3.

Semi-ladder Algorithm. The Semi-ladder Algorithm proceeds in a number of rounds, where each round consists of two steps: first the Candidate Step, and then the Witness Step. Also, the algorithm maintains a set $B$ of witnesses gathered so far, initially set to be empty. The steps are defined as follows:
Candidate Step: Apply the Candidate Oracle to find a candidate $a \in L$ that agrees with all the witnesses in $B$. If no such candidate exists, terminate the algorithm returning that no solution exists. Otherwise, proceed to the Witness Step.
Witness Step: Apply the Weak Witness Oracle to find a witness $b \in R$ that does not agree with $a$. If there is no such witness, terminate the algorithm and return $a$ as the solution. Otherwise, add $b$ to $B$ and proceed to the next round.

The correctness of the algorithm is obvious, while the running time can be bounded by the immediate observation that if the Semi-ladder Algorithm performs $\ell$ full rounds, then the candidates $a_{1}, \ldots, a_{\ell} \in L$ discovered in consecutive rounds, together with the witnesses $b_{1}, \ldots, b_{\ell} \in R$ added to $B$ in consecutive rounds, form a semi-ladder in $H$.

- Corollary 17. The Semi-ladder Algorithm applied to a graph $H$ with semi-ladder index $\ell$ terminates after performing at most $\ell$ full rounds. Consequently, it uses at most $\ell+1$ Candidate Oracle Calls, each involving a set of witnesses $B$ with $|B| \leqslant \ell$, and at most $\ell$ Weak Witness Oracle Calls.
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Ladder algorithm. As before, the Ladder Algorithm maintains the set $B$ of witnesses gathered so far, but also the set $A$ of candidates found so far. The algorithm is also given a parameter $p \in \mathbb{N}$. Again, the algorithm proceeds in rounds, each consisting of the Candidate step and the Witness step, with the following description:

Candidate Step: Apply the Candidate Oracle to find a candidate $a \in L$ that agrees with all the witnesses in $B$. If no such candidate exists, terminate the algorithm returning that no solution exists. Otherwise, add $a$ to $A$ and proceed to the Witness step.
Witness Step: Apply the Strong Witness Oracle to set $A$ and parameter $p$, yielding either a set of witnesses $P \subseteq R$ such that $|P| \leqslant p$ and every candidate from $A$ does not agree with some witness from $P$, or a conclusion that no such set $P$ exists. In the former case, add $P$ to $B$ and proceed to the next round. In the latter case, terminate the algorithm returning that a solution exists.

Note that the algorithm actually never finds a solution, but only may claim its existence in the Witness Step, and this claim is not substantiated by having a concrete solution in hand. However, the observation is that assuming the weak $p$-Helly property, the structure discovered by the algorithm is sufficient to deduce the existence of a solution.

- Lemma 18 ( $\mathbf{~})$. The Ladder Algorithm applied with parameter $p$ in a bipartite graph with the weak p-Helly property is always correct.

Finally, we show that if $H$ has ladder index bounded by $\ell$, then the algorithm terminates in a number of rounds bounded in terms of $\ell$ and $p$. For this we observe that during its execution, the algorithm in fact constructs a ladder in an auxiliary bipartite graph $H^{\prime}$ with candidates $a$ on the left side and sets of witnesses $P$ on the right side, and the ladder index of $H^{\prime}$ can be bounded in terms of $p$ and the ladder index of $H$ using a Ramsey argument.

- Lemma 19 ( $\boldsymbol{\oplus}$ ). The Ladder Algorithm applied with parameter $p$ to a bipartite graph $H$ with ladder index smaller than $\ell$ terminates after performing less than $R^{p}(2 \ell)$ full rounds.
- Corollary 20. The Ladder Algorithm applied with parameter p to a graph $H$ with ladder index smaller than $\ell$ and the weak p-Helly property, always returns the correct answer and terminates after performing at most $q=R^{p}(\ell)-1$ full rounds. Consequently, it uses at most $q+1$ Candidate Oracle Calls, each involving a set of witnesses $B$ with $|B| \leqslant p q$, and at most $q$ Strong Witness Oracle Calls, each involving a set of candidates $A$ with $|A| \leqslant q$.

Implementing the oracles. The last missing ingredient for obtaining our algorithmic results is an efficient implementation of the oracles for bipartite graphs of the form $\varphi(G)$, where $G$ is the input graph and $\varphi(\bar{x}, \bar{y})$ is a formula expressing the considered problem. We describe such an implementation whenever $\varphi$ is a distance formula.

We use the concept of distance profiles and distance profile complexity. Let $G$ be a graph and let $S$ be a set of its vertices. For a vertex $v$ of $G$, the distance-r profile of $v$ on $S$, denoted profile ${ }_{r}^{G, S}(v)$, is the function mapping $S$ to $\{0,1, \ldots, r, \infty\}$ such that for $s \in S$,

$$
\operatorname{profile}_{r}^{G, S}(v)(s)= \begin{cases}\operatorname{dist}_{G}(v, s) & \text { if }_{\operatorname{dist}}^{G} \\ \infty & \text { otherwise }\end{cases}
$$

The distance-r profile complexity of $G$ is the function from $\mathbb{N}$ to $\mathbb{N}$ defined as

$$
\nu_{r}^{G}(m)=\max _{S \subseteq V,|S| \leqslant m}\left|\left\{\operatorname{profile}_{r}^{G, S}(v): v \in V(G)\right\}\right|
$$

That is, this is the maximum possible number of different functions from $S$ to $\{0,1, \ldots, r, \infty\}$ realized as distance- $r$ profiles on $S$ of vertices of $G$, over all vertex subsets $S$ of size at most $m$. For a graph class $\mathscr{C}$, we denote $\nu_{r}^{\mathscr{C}}(m)=\sup _{G \in \mathscr{C}} \nu_{r}^{G}(m)$.

Note that for any graph $G$ and $r, m \in \mathbb{N}$ we have $\nu_{r}^{G}(m) \leqslant(r+2)^{m}$, as this is the total number of functions from a set of size $m$ to $\{0,1, \ldots, r, \infty\}$. This bound is exponential in $m$, however it is known that on nowhere dense classes an almost linear bound holds.

- Lemma 21 ([9]). Let $\mathscr{C}$ be a nowhere dense class of graphs. Then for every $r \in \mathbb{N}$ and $\varepsilon>0$ there exists a constant $c_{r, \varepsilon}$ such that $\nu_{r}^{\mathscr{C}}(m) \leqslant c_{r, \varepsilon} \cdot m^{1+\varepsilon}$ for all $m \in \mathbb{N}$.

We remark that the conclusion of Lemma 21 still holds when $\mathscr{C}$ is any fixed power of a nowhere dense class, and when $\mathscr{C}$ is the class of map graphs. Moreover, when $\mathscr{C}$ is the class of $K_{t, t}$-free graphs for some $t \in \mathbb{N}$, then $\nu_{1}^{\mathscr{C}}(m) \leqslant \mathcal{O}\left(m^{t}\right)$.

We are ready to give implementations for the oracles. The main idea is that because we are working with a distance formula, when looking for, say, a candidate that agrees with all witnesses in a set $B$, the only information that is relevant about any vertex is its distance- $r$ profile on the set $S$ consisting of all vertices appearing in the tuples of $B$. Hence, there are only $\nu_{r}^{G}(|S|)$ different "types" of vertices, and instead of checking all $k$-tuples of vertices in the graph, we can check all $k$-tuples of types.

- Lemma 22 (内). Fix a distance formula $\varphi(\bar{x} ; \bar{y})$ of radius $r$ and with $|\bar{x}|=c$ and $|\bar{y}|=d$. Then for an input graph $G=(V, E)$, there are implementations of oracle calls in $\varphi(G)$ that achieve the following running times:
- Candidate Oracle: time $\mathcal{O}\left(|B| \cdot\|G\|+|B| \cdot \nu_{r}^{G}(d|B|)^{c}\right)$ for a call to $B \subseteq V^{\bar{y}}$;
- Weak Witness Oracle: time $\mathcal{O}\left(\|G\|+\nu_{r}^{G}(c)^{d}\right)$ for a call to $\bar{a} \in V^{\bar{x}}$;
- Strong Witness Oracle: time $\mathcal{O}\left(|A| \cdot\|G\|+|A| \cdot \nu_{r}^{G}(c|A|)^{p d}\right)$ for a call to $A \subseteq V^{\bar{x}}$ and $p \in \mathbb{N}$.

Algorithmic consequences. We are ready to present our algorithmic corollaries, promised in Section 1. Throughout this section, when stating parameterized running times we use $k$ to denote the target size of a solution (i.e., distance- $r$ dominating or independent set). We start with the domination problems.

- Theorem 23. Fix $r \in \mathbb{N}$ and let $\mathscr{C}$ be a class of graphs such that for each $q \leqslant r$, the class $\delta_{q}(\mathscr{C})$ has finite semi-ladder index. Then, for any positive distance formula $\varphi(\bar{x} ; \bar{y})$ of radius at most $r$ and size $k$, the domination-type problem corresponding to $\varphi$ can be solved on $\mathscr{C}$ in time $f(k) \cdot\|G\|$, for some function $f$.
Proof. W.l.o.g. we can assume that $|\bar{x}|,|\bar{y}| \leqslant k$. Let $\ell \in \mathbb{N}$ be such that $\delta_{q}(\mathscr{C})$ has semi-ladder index smaller than $\ell$, for all $q \leqslant r$. Given a graph $G$, we apply the Semi-Ladder Algorithm for the Coverage problem in the graph $\varphi(G)$ with implementations of oracles provided by Lemma 22. By Lemma 4 we conclude the semi-ladder index of $\varphi(\mathscr{C})$ is bounded by $R^{k}(\ell)$. Now the claimed running time follows immediately from Corollary 17 and Lemma 22.
- Remark 24. By Corollary 17 and Lemma 22, the running time is actually $\mathcal{O}\left(p \cdot \nu_{r}^{\mathscr{C}}(p)^{k} \cdot\|G\|\right)$, where $p$ is the semi-ladder index of $\varphi(G)$. By Lemma 4 , we have that $p \leqslant R^{k}(\ell)$, which is upperbounded by $k^{k \ell-1}$ for $k \geqslant 2$. Combining this with the trivial upper bound $\nu_{r}^{\mathscr{C}}(p) \leqslant(r+2)^{p}$ yields $f(k) \leqslant 2^{2^{\mathcal{O}(k \log k)}}$, where $r$ and $\ell$ are considered fixed constants. However, if a priori we know for the graph class $\mathscr{C}$ that $\nu_{r}^{\mathscr{C}}(m)$ is polynomial in $m$, instead of exponential, then by the analysis above we obtain $f(k) \leqslant 2^{\mathcal{O}\left(k^{2} \log k\right)}$. Finally, by Lemma 5, for $\varphi=\delta_{r}^{k}$ - the formula corresponding to the Distance- $r$ Dominating Set problem - we can use a sharper bound of $p \leqslant k^{\ell-1}$. Thus, for this case we obtain an upper bound of $f(k) \leqslant 2^{\text {poly }(k)}$ in the general setting, and $f(k) \leqslant 2^{\mathcal{O}(k \log k)}$ when $\nu_{r}^{\mathscr{C}}(m)$ is polynomial in $m$.

Now, using Theorem 23 together with combinatorial results stated in Section 2 we immediately obtain the algorithmic results promised in Section 1. Note that the results hold not only for Distance-r Dominating Set, but even for every domination-type problem of fixed radius $r$ and size $k$ that is considered the parameter.

- Theorem 25. Fix $r \in \mathbb{N}$. Then any domination-type problem defined by a positive distance formula of size $k$ and radius at most $r$ can be solved in time $2^{\mathcal{O}\left(k^{2} \log k\right)} \cdot\|G\|$ on any graph class $\mathscr{C}$ such that either $\mathscr{C}$ is nowhere dense, or $\mathscr{C}=\mathscr{D}^{s}$ for a nowhere dense class $\mathscr{D}$ and some $s \in \mathbb{N}$, or $\mathscr{C}$ is the class of map graphs, or $r=1$ and $\mathscr{C}$ is the class of $K_{t, t}$-free graphs for some fixed $t \in \mathbb{N}$. Moreover, if this domination-type problem is Distance- $r$ Dominating SET for parameter $k$, then the running time can be improved to $2^{\mathcal{O}(k \log k)} \cdot\|G\|$.

Proof. By Theorem 11, the class $\delta_{r}(\mathscr{C})$ has finite semi-ladder index. By Lemma 21 and its strengthenings (see the comment below Lemma 21) $\nu_{r}^{\mathscr{C}}(m)$ is bounded by a polynomial in $m$. Hence, we may apply Theorem 23; the claimed running times follow from the remark following it.

We now move to the independence problems, for which we apply the Ladder algorithm.

- Theorem 26. Let $r \in \mathbb{N}$ and let $\mathscr{C}$ be a class of graphs such that for any $k \in \mathbb{N}$, the class $\eta_{r}^{k}(\mathscr{C})$ has ladder index smaller than $\ell(k)$ and has the weak $p(k)$-Helly property, for some functions $\ell, p: \mathbb{N} \rightarrow \mathbb{N}$. Then the Distance- $r$ Independent Set problem on $\mathscr{C}$ can be solved in time $f(k) \cdot\|G\|$, for some function $f$.

Proof. Given a graph $G$, we apply the Ladder Algorithm in the graph $\eta_{r}^{k}(\mathscr{C})$ with implementations of oracles provided by Lemma 22. The correctness of the algorithm and the running time bound follow directly from Corollary 20 and Lemma 22, where we may set $\left.f(k)=\mathcal{O}\left(R^{p(k)}(2 \ell(k)) \cdot \nu_{r}^{\mathscr{C}}\left(p(k) \cdot R^{p(k)}(2 \ell(k))\right)\right)^{p(k) \cdot k}\right)$.

- Theorem 27. For any $r \in \mathbb{N}$ and nowhere dense class $\mathscr{C}$, the Distance- $r$ Independent SET problem on $\mathscr{C}$ can be solved in time $f(k) \cdot\|G\|$, for some function $f$.

Proof. By Theorems 6 and 16 , for every $k \in \mathbb{N}$ there are constants $\ell, p \in \mathbb{N}$, depending on $k$, such that the class $\eta_{r}^{k}(\mathscr{C})$ has ladder index bounded by $\ell$ and has the weak $p$-Helly property. This allows us to apply Theorem 26.

## 5 Discussion of related results

Fixed-parameter tractability of both Distance- $r$ Dominating Set and Distance- $r$ Independent Set on any nowhere dense class follows from the general model-checking result for first-order logic of Kreutzer et al. [11]. The algorithms derived in this manner have running time $f(k) \cdot n^{1+\varepsilon}$ for any fixed $\varepsilon>0$ and some function $f$, where $n$ is the number of vertices of the input graph. In fact, an algorithm with running time $f(k) \cdot n^{1+\varepsilon}$ for the Distance- $r$ Independent Set problem is one of the intermediate results used in [11]. A close inspection of this algorithm reveals that the polynomial factor is in fact $\|G\|$, improving the claimed $n^{1+\varepsilon}$, however this is not explicit in [11]. For the Distance- $r$ Dominating Set problem, its fixed-parameter tractability on any nowhere dense class was established earlier by Dawar and Kreutzer [4], but their algorithm had at least a quadratic polynomial factor in the running time bound.

As far as Distance-r Dominating Set on powers of nowhere dense classes is concerned, we remark that the result provided in Theorem 25 would not follow immediately from applying the algorithm on the graph before taking the power, for radius $r s$ instead of $r$. The
reason is that the input consists only of the graph $G^{s}$, and it is completely unclear how to algorithmically find the preimage $G$ if we are dealing with an arbitrary nowhere dense class $\mathscr{D}$. To the best of our knowledge, this result is a completely new contribution.

Regarding map graphs, the fixed-parameter tractability of the Distance- $r$ Dominating SET problem on this class of graphs was established by Demaine et al. [6]. However, they use the recognition algorithm for map graphs of Thorup [23] to draw a map model of the graph; this algorithm has an estimated running time of at least $\mathcal{O}\left(n^{120}\right)$ [2] and not all technical details have been published. Another way of obtaining a fixed-parameter algorithm would be to use the fact that map graphs have locally bounded rankwidth; however, again achieving linear running time would be difficult due to the need of computing branch decompositions with approximately optimum rankwidth, for which the best known algorithms have cubic running time. In contrast, as we have shown, the Semi-ladder Algorithm solves the problem in linear fixed-parameter time without the need of having a map model provided.

Finally, the fixed-parameter tractability of Dominating Set on $K_{t, t}$-free graphs, where both $k$ and $t$ are considered parameters, was established by Telle and Villanger [22]. Thus, Theorem 25 reproves this result and also improves upon the running time: from $2^{\mathcal{O}\left(k^{t+2}\right) \cdot\|G\|}$ of [22] to $2^{\mathcal{O}(k \log k)} \cdot\|G\|$.
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#### Abstract

A replacement action is a function $\mathcal{L}$ that maps each $k$-vertex labeled graph to another $k$-vertex graph. We consider a general family of graph modification problems, called $\mathcal{L}$-Replacement to $\mathcal{C}$, where the input is a graph $G$ and the question is whether it is possible to replace in $G$ some $k$-vertex subgraph $H$ of it by $\mathcal{L}(H)$ so that the new graph belongs to the graph class $\mathcal{C}$. $\mathcal{L}$-Replacement to $\mathcal{C}$ can simulate several modification operations such as edge addition, edge removal, edge editing, and diverse completion and superposition operations. In this paper, we prove that for any action $\mathcal{L}$, if $\mathcal{C}$ is the class of planar graphs, there is an algorithm that solves $\mathcal{L}$-Replacement to $\mathcal{C}$ in $O\left(|G|^{2}\right)$ steps. We also present several applications of our approach to related problems.
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## 1 Introduction

The irrelevant vertex technique was proposed by Robertson and Seymour for the Disjoint Paths problem [24, 25], which is the central algorithmic result of their Graph Minors series of papers. A superficial description of the technique is

If the treewidth of the input graph is small, then standard techniques on graphs of bounded treewidth can be used to solve the problem we have on hands. Otherwise, the graph contains an irrelevant vertex, that is, the vertex whose removal does not change the problem.

Of course, the devil is in details, and usually in order to make the irrelevant vertex technique work, highly non-trivial arguments are involved in proving the existence of an irrelevant vertex, see e.g. $[1,7,12,13,14,15,17,18,19,20,22,23]$. We also refer to [ 6 , Chapter 7] for a high-level overview of the irrelevant vertex technique.


There are a number of generic algorithmic results in the literature explaining why and when a certain algorithmic technique is successful. For example, we know that many problems can be solved by dynamic programming on graphs of bounded treewidth, and Courcelle's theorem explains why this happens [5]. However, we do not know any generic characterization of problems solvable by the irrelevant vertex technique and the quest for such a characterization is the main motivation for this paper.

We show that the irrelevant vertex approach can be used to establish fixed-parameter tractability of a very general class of graph transformation problems. The problem we consider is the following: For some integer $k$, is it possible to transform an input graph $G$ into a planar graph by performing at most $k$ allowed changes? The allowed changes are defined through the set of the following replacement actions. Suppose that for every labelled $k$-vertex graph $H$ we have a list $L(H)$ of labelled $k$-vertex graphs. Then the replacement action selects a subset of $k$ vertices $X$ in the graph $G$ and replaces the subgraph $G[X]$ induced by $X$ by a graph $F$ from the list $L(G[X])$ ). More precisely, the action selects a $k$-sized vertex subset $X$ of $G$ labelled by numbers $\{1, \ldots, k\}$ and, given that $H$ is the labelled $k$-vertex graph obtained from $G[X]$, we select a labelled $k$-vertex graph $F$ from $L(H)$ and replace $H$ by $F$. Thus the vertex set of the new graph $G^{\prime}$ is $V(G)$ and it has the same adjacencies as in $G$ except pairs of vertices from $X$. In the transformed graph, vertices $u, v \in X$ labelled by $i, j \in\{1, \ldots, k\}$ are adjacent in $G^{\prime}$ if and only if $\{i, j\}$ is an edge of $F$. Then the task is for a given graph $G$ and the family of allowed replacement actions, to decide whether there is a replacement action transforming $G$ into a planar graph.

The problem of replacements to a planar graph encompasses many interesting graph modification problems. For example, the simplest replacement action is defined by associating with every $k$-vertex graph $H$ the list $L(H)$ consisting of an edgeless $k$-vertex graph. This encodes the problem of finding in graph $G$ a set of $k$ vertices $X$ such that deleting all edges with both endpoints in $X$ results in a planar graph. By selecting an appropriate set of replacements, one can encode many interesting graph transformation problems, with specified properties of the replaced subgraph. This also includes various structural properties of replaced subgraph $H$, like being a a matching, a clique, or a cycle. Similarly replacement actions can describe the structural properties of the replacement graph $F$. For example, the condition could be that $F$ is the complement of $H$. Or it could be some quantitive property, like if we delete $k / 100$ edges, we have to add a least $k / 200$ edges, or that one graph is obtained from another by flipping $k$ edges according to some specified rules, etc.

Our main result is an algorithm that for any choice of the replacement actions on $k$-vertex graphs, decides whether an $n$-vertex input graph $G$ can be made planar by making use of replacement in time $\mathcal{O}\left(f(k) \cdot n^{2}\right)$, where $f$ is some function of $k$ only. In other words, the problem is fixed-parameter tractable (FPT) parameterized by $k$.

While, from the general perspective, the proof of our main result follows the path of all irrelevant vertex techniques papers, there are several significant differences compared with the previous works. The main difficulty we have to resolve is the following. The most common argument towards application of the irrelevant vertex technique is that if we find a large "flat wall" (a grid-like part of the graph which has a planar embedding), then the central part of the wall is irrelevant. This does not work for replacements - the reason is that replacements are non-local and may affect vertices that are anywhere in the graph. Thus even if a vertex is inside a huge wall, it still can be used in the action. To overcome this issue we have to define an equivalence relation between pieces of the wall expressing the fact that equivalent pieces are "interchangeable" with respect to any application of an action. Next we have to detect a sufficiently large set of "equivalent" pieces of the wall and
prove that at least one of these pieces can be considered untouched by the transformation. Identifying equivalent parts of the wall is the main technical challenge. While parts of the wall are of bounded treewidth, typical applications of equivalence relations for graphs of bounded treewidth used in the literature strongly exploit the property that the boundary of treewidth bounded graphs is also bounded. However, this is not true in our case because the parts of the wall may have huge boundaries. This requires a new way to define equivalence relations and an efficient procedure for handling new relations, which in turn allows us to simplify the input of large treewidth. We believe that the technical contribution of our work will be the starting point for dealing with other algorithmic applications on planar graphs.

Section 3 is devoted to a high-level description of our algorithm, while the formal definitions for some basic concepts of this description are presented in Section 4. In Section 5 we provide several examples of problems that can be reduced to the replacement framework and in Section 6 we conclude with some open problems and further research directions.

Related work. Graph planarization and, more generally, graph modification, is one of the main themes in Parameterized Algorithms. For example, Planar Vertex Deletion, where one asked to remove at most $k$ vertices of the input graph to make it planar. This problem is fixed-parameter tractable parameterized by $k$ by the generic result from the Graph Minors project of Robertson and Seymour [24], who showed that every minor-closed property of graphs can be checked in polynomial time. The result of Robertson and Seymour yields the existence of an algorithm for this problem but provides no way to construct such an algorithm. Constructive algorithms for Planar Vertex Deletion were considered in $[16,23]$. The fastest known algorithm for this problem runs in time $2^{\mathcal{O}(k \log k)} n$ [15]. The problem of obtaining a planar graph by contracting edges was considered in [13]. More generally, the problem of modifying a graph to some graph class excluding some fixed minors, was considered in $[9,8,21,10,11]$.

## 2 Definition of the problem and outline of the algorithm

Elementary definitions. We use $\mathbb{N}$ to denote the set of all non-negative numbers. Given a $k_{1}, k_{2} \in \mathbb{N}$, we denote by $\left[k_{1}, k_{2}\right]$ the set $\left\{k_{1}, \ldots, k_{2}\right\}$ and given $k$ we denote $[k]=[1, k]$. Given a function $\varphi: A \rightarrow B$ and a subset $X \subseteq A$ we naturally extend $\varphi$ by using $\varphi(X)$ to denote $\{\varphi(x) \mid x \in X\}$. We also write $\left.\varphi\right|_{X}$ to denote the restriction of $\varphi$ to $X \subseteq A$. We denote by $\operatorname{inj}(A, B)$ the set of all injections from $A$ to $B$. For $\varphi \in \operatorname{inj}(A, B)$, we denote by $\varphi^{-1}$ the mapping of $\varphi(B)$ to $A$ that is the reverse of $\varphi$.

All graphs in this paper are undirected, finite, simple, and without multiple edges. Given a graph $G$ we denote by $V(G)$ and $V(E)$ the set of its vertices and edges, respectively. We also denote $|G|=|V(G)|$. If $S \subseteq V(G)$, then we denote by $G \backslash S$ the graph obtained by $G$ after removing from it all vertices in $S$, together with the incident edges. We define the subgraph of $G$ induced by $S$ as the graph $G[S]=G \backslash(V(G) \backslash S)$. Given an induced subgraph $G^{\prime}$ of $G$, we define $G \backslash G^{\prime}=\left(V(G), E(G) \backslash E\left(G^{\prime}\right)\right)$, i.e., $G \backslash G^{\prime}$ is obtained from $G$ if we remove the edges of $G^{\prime}$. Given two graphs $G_{1}$ and $G_{2}$, we define their union as $G_{1} \cup G_{2}=\left(V\left(G_{1}\right) \cup V\left(G_{2}\right), E\left(G_{1}\right) \cup E\left(G_{2}\right)\right)$.

### 2.1 Replacement actions

Replacements. A $k$-numbered-graph is any graph $H$ where $V(H)=[k]$, i.e., the vertices of $H$ are the numbers $\{1, \ldots, k\}$. We denote the set of all $k$-numbered graphs by $\mathcal{H}_{k}$ and we set $\mathcal{H}=\bigcup_{k \in \mathbb{N}} \mathcal{H}_{k}$. A replacement action (abbreviated as $R$-action) is any function $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$, where for every $H \in \mathcal{H},|\mathcal{L}(H)|=|H|$, i.e., graphs in $\mathcal{H}$ are mapped to same-size graphs.


Figure 1 An illustration of a replacement action where the R -action $\mathcal{L}$ replaces graphs by their complements.

Let $G$ be a graph and let $\varphi \in \operatorname{inj}([k], V(G))$. We define $\varphi^{-1}(G)=\left([k],\left\{\varphi^{-1}(e) \mid e \in\right.\right.$ $E(G[\varphi([k])])\})$, i.e., we see $\varphi^{-1}(G)$ is the graph in $\mathcal{H}_{k}$ that is isomorphic, via $\varphi$, to the subgraph of $G$ where $\varphi$ applies.

Let $G$ be a graph and let $G^{\prime}$ be a graph where $V\left(G^{\prime}\right) \subseteq V(G)$. We denote $G \sqcup G^{\prime}=$ $\left(G \backslash G\left[V\left(G^{\prime}\right)\right]\right) \cup G^{\prime}$, i.e., $G \sqcup G^{\prime}$ occurs if we remove from $G$ the edges between vertices in $G^{\prime}$ and then add all edges of $G^{\prime}$. Given a graph $G$, a $\varphi \in \operatorname{inj}([k], V(G))$, and a $H \in \mathcal{H}_{k}$, we define $\varphi(H)=\{\varphi([k]),\{\varphi(e) \mid e \in E(H)\}\}$. Given an R-action $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$, we set $\mathcal{L}_{\varphi}(G)=G \sqcup \varphi\left(\mathcal{L}\left(\varphi^{-1}(G)\right)\right)$, in other words, we consider the part of $G$ that is delimited by $\varphi$ and then we replace this part by its image via $\mathcal{L}$ (see Figure 1 for an example).

We now have all ingredients we need for defining our general problem.

Replacement to planarity. We examine the following family of problems, that may vary, depending on the choice of the R -action $\mathcal{L}$ :

## $\mathcal{L}$-Replacement to a Planar Graph. $(\mathcal{L}$-RP)

Input: A graph $G$ and a non-negative integer $k$.
Question: Is there a $\varphi \in \operatorname{inj}([k], V(G))$ such that $\mathcal{L}_{\varphi}(G)$ is planar?

- Theorem 1. For every $R$-action $\mathcal{L}$, there exists an algorithm that given an instance $(G, k)$ of $\mathcal{L}$-Replacement to a Planar Graph, reports whether $(G, k)$ is a yes-instance in $O_{k}\left(|G|^{2}\right)$ steps $^{1}$.

The main result of the paper is a proof of Theorem 1. In fact, we give an algorithm that runs in the same running time, for the following more general annotated version of this problem:

[^40]$\mathcal{L}$-Annotated Replacement to a Planar Graph ( $\mathcal{L}$-ARP)
Input: A graph $G$, a set of annotated vertices $R \subseteq V(G)$, and a non-negative integer $k$.
Question: Is there a $\varphi \in \operatorname{inj}([k], R)$ such that $\mathcal{L}_{\varphi}(G)$ is planar?

Theorem 1 can easily be generalized for the case when instead of a single $R$-action $\mathcal{L}$ we are given a set $\mathfrak{L}$ of R -actions and consider the following problem:
$\mathfrak{L}$-List Replacement to a Planar Graph ( $\mathfrak{L}$-LRP)
Input: A graph $G$ and a non-negative integer $k$.
Question: Is there an R-action $\mathcal{L} \in \mathfrak{L}$ and $\varphi \in \operatorname{inj}([k], V(G))$ such that $\mathcal{L}_{\varphi}(G)$ is planar?

Since $\left|\mathcal{H}_{k}\right|=2^{\binom{k}{2}}$, by brute force checking all R-actions of $\mathfrak{L}$ restricted to $\mathcal{H}_{k}$, we reduce this more general problem to $\mathcal{L}$-Replacement to a Planar Graph and obtain the following corollary.

- Corollary 2. For every family of $R$-actions $\mathfrak{L}$, there exists an algorithm that given an instance $(G, k)$ of $\mathfrak{L}$-List Replacement to a Planar Graph, reports whether $(G, k)$ is a yes-instance in $O_{k}\left(|G|^{2}\right)$ steps.

Another possibility to generalize the problem is to allow multiple actions, that is, to consider the following variant for a given R -action $\mathcal{L}$ :

## $\mathcal{L}$-Consecutive Replacement to a Planar Graph ( $\mathcal{L}$-CRP)

Input: A graph $G$, and two non-negative integers $k$ and $r$.
Question: Is there a tuple $\varphi_{1}, \ldots, \varphi_{h} \in \operatorname{inj}([k], V(G))$ for some $h \leq r$ such that $\mathcal{L}_{\varphi_{h}}\left(\ldots \mathcal{L}_{\varphi_{2}}\left(\mathcal{L}_{\varphi_{1}}(G)\right) \ldots\right)$ is planar?

Notice that $\mathcal{L}_{\varphi_{h}}\left(\ldots \mathcal{L}_{\varphi_{2}}\left(\mathcal{L}_{\varphi_{1}}(G)\right) \ldots\right)$ can be seen as $\hat{\mathcal{L}}_{\psi}$ where $\psi \in \operatorname{inj}\left(\left[k^{\prime}\right], V(G)\right)$ and $\hat{\mathcal{L}}$ is some R-action for $k^{\prime}=\left|\varphi_{1}([k]) \cup \ldots \cup \varphi_{h}([k])\right|$. Since $k^{\prime} \leq r k$, we can check all possible values of $k^{\prime}$ and for each $k^{\prime}$, construct the family of all possible R -actions $\mathfrak{L}$ that contain all feasible $\hat{\mathcal{L}}$ that can be results of compositions of $\mathcal{L}$. This way, we reduce $\mathcal{L}$-Consecutive Replacement to a Planar Graph to $\mathfrak{L}$-List Replacement to a Planar Graph and show that the problem is FPT when parameterized by $k+r$.

Corollary 3. For every $R$-action $\mathcal{L}$ and a positive integer $r$, there exists an algorithm that given an instance $(G, k)$ of $\mathcal{L}$-Consecutive Replacement to a Planar Graph, reports whether $(G, k)$ is a yes-instance in $O_{k+r}\left(|G|^{2}\right)$ steps.

In fact, it is possible to combine both generalizations and allow multiple actions chosen from a given list or even distinct lists.

## 3 High-level description of the algorithm

As our algorithm for $\mathcal{L}$ - ARP is quite involved, in this extended abstract we present an outline of its main ideas. Our description is high-level. Formal definitions of the most important concepts in this description can be found in Section 4.

Basic concepts. We start with some conventions. In the course of our description, the word "small-enough" (resp. "big-enough" or "many-enough") means upper (resp. lower) bounded by some function of $k$. By the term "flat part of $G$ " we refer to some subgraph of $G$ that can be embedded in a disk. Also by the term "bidimensionally big-enough part of a graph $G$ " we refer to a flat part of $G$ that contains a subdivision of a big-enough wall as a subgraph (see Figure 2). We say that a vertex of $G$ is "well-enough insulated" if it is surrounded by a collection of many-enough homocentric cycles of some flat part of $G$. Intuitively, the existence of a bidimensionally big-enough part implies that a big-enough number of vertices of $G$ are well-enough insulated.


Figure 2 A subdivision of a $12 \times 12$-wall and the 6 homocentric cycles insulating its two central vertices.

Some preliminary observations. Before we present the main idea of the algorithm we start with some preliminary observations.
Observation 1: The kick-off observation is that it is possible to express $\mathcal{L}$-ARP in Monadic Second Order logic (MSOL). This implies that when the instance graph $G$ has smallenough treewidth, then the problem can be solved in a linear in $n=|V(G)|$ number of steps. This observation is not straightforward as actions may also add edges in $G$ and it requires some extra effort to translate this into MSOL.

Observation 2: The second observation is that if $(G, k)$ is a yes-instance, then either $G$ has bounded treewidth - and then we are done, because of Observation 1 - or it contains a bidimensionally big-enough flat part $K$. Moreover, using a result from [12, Subsection 4.1], we can also assume that $K$, besides the fact that it is bidimensionally big-enough, it has small-enough treewidth. This last property will permit us to apply MSOL-queries to any portion of $K$. It follows that $K$, if it exists, can be detected in $O(n)$ steps.
Observation 3: A third observation is that if some non-annotated vertex $v$ in $K$ is "surrounded" by a subdivided 3 -wall-annulus $A$ (see Figure 3) and the closed interior $I_{A}$ of the outer cycle of $A$ contains only non-annotated vertices, then we can remove $v$ from $G$ and reduce the instance to a simpler equivalent one. This reduction is based on the fact that the 3 -connectivity of $A$ offers enough rigidity for the graph inside $I_{A}$ to remain unaffected in any planar graph that may be created by an action on $G$. Based on the above, we may assume that any bidimensionally big-enough territory of the flat part contains some annotated vertex in its interior.


Figure 3 A subdivided 3-wall-annulus. The grey vertices are the subdivision vertices.

The territory-equivalence idea. The main idea of the algorithm is to detect, inside a bidimensionally big-enough part of $G$, a collection of many-enough pairwise-disjoint territories and to define a suitable notion of equivalence between them that expresses all the ways an action may affect them.

A critical aspect of our approach is that the number of equivalence classes of such an equivalence relation should depend only on $k$. This permits us, given that we have manyenough territories, to algorithmically detect some sub-collection of $k+1$ of them that are indistinguishable with respect to any action that can be applied on $G$. As an action affects vertices of at most $k$ territories, we can arbitrary pick some particular annotated vertex inside one of them and create the equivalent instance where this vertex is no longer annotated. In this way, we can recurse to an equivalent instance of the problem that is more simple than the original one.


Figure 4 A visualization of the interior of the flat part $K$. Each subdivided sub-wall contains an annotated vertex $v$ surrounded by many-enough homocentric cycles. In this particular figure, each subdivided sub-wall gives rise to a separation sequence of only 3 layers.

Separation sequences. We now explain how the above idea is implemented. First of all, we work on the flat part $K$ (that can be detected due to the Observation 2) and use the fact that it is bidimensionally big-enough in order to detect in it a big-enough set $X$ of well-enough insulated annotated "central" vertices. Thus each $v \in X$ is accompanied with a big-enough collection $\mathcal{C}_{v}=\left\{C_{1}, \ldots, C_{r}\right\}$ of surrounding cycles, called a separation sequence (assuming
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that $C_{1}$ is the outermost cycle). Moreover, based on the big-enough bidimensionality of $K$ we can also assume that for every two distinct $v, v^{\prime} \in X$, the closed interiors of the outermost cycles of $\mathcal{C}_{v}$ and $\mathcal{C}_{v^{\prime}}$ are disjoint (see Figure 4). Based on Observations 2 and 3, it is possible to detect such a set $X$ of annotated vertices along with their accompanying cycle collections, in $O(n)$ steps. Moreover, for each cycle $C_{j}$ in $\mathcal{C}_{v}$ we denote by $G_{j}$ the graph cropped by its interior and we make sure that the 3 outermost cycles are parts of a subdivided 3 -wall-annulus $A_{j}$. We call $G_{j} j$-th prefix graph of $v$.

We see each prefix graph as a doubly annotated graph $\mathbf{G}_{j}=\left(G_{j}, Z_{j}, R_{j}\right)$ where $Z_{j}$ are the vertices inside the annulus $A_{j}$ and $R_{j}$ are the annotated vertices inside $G_{j}$. As $r$ is big-enough, we know that for any application of an action on a set $S$ of $k$ vertices, that is able to transform $G$ to a planar graph, there will be some $Z_{j}, j \in\{1, \ldots, r\}$ that will be disjoint from $S$. This permits us to see this $Z_{j}$ as a separator of $G$ whose inner part (including $Z_{j}$ ) is $G_{j}$. Moreover after an action that does not affect $Z_{j}$, the set $Z_{j}$ will maintain its status as a separator in the resulting graph. This notion of separator is formalized by the concept of an annulus-embedded separator that is formally described in Subsection 4.2.

An equivalence relation on prefix graphs. Recall that a prefix graph $G_{j}$ is a planar graph of bounded treewidth. We stress that typical equivalence relations that are based on MSOLexpressible properties require that the boundary of the bounded-treewidth graphs is also bounded. However, this is not our case. Instead we will use the fact that the boundary $Z_{j}$ "well insulates" $G_{j}$ from the rest of the graph.

We need to encode, for each $\mathbf{G}_{j}=\left(G_{j}, Z_{j}, R_{j}\right)$, all possible ways an action may rearrange $G$ in both sides of the separator $Z_{j}$, assuming that it does not affect the vertices of $Z_{j}$. Clearly, if $S$ is the set of vertices of $G$ on which an action is applied, then some part of $S$ is outside $G_{j}$ and another part is inside $G_{j}$ (but not in $Z_{j}$ ). As the action does not affect the separator $Z_{j}$, it will create a planar graph $G^{\prime}$ where the outer and inner part will still be well-defined with respect to $Z_{j}$.


Figure 5 A prefix graph $G_{i}$. The set $Z_{j}$ are the vertices in the annulus defined by its 3 first layers. The red vertices are the vertices affected by some action. The graphs $C^{\prime}$ and $C$ are connected components of $\left(G \backslash V\left(G_{j}\right)\right) \backslash S$ that will be relocated after the application of an action to $G$.

The vertices of $S$ along with the connected components of $\left(G \backslash V\left(G_{j}\right)\right) \backslash S$ will be relocated in $G^{\prime}$ in the inner and the outer parts of $Z_{j}$. However, these possible relocations depend only one the size of $S$ (that is $k$ ) and the ways these components can be seen as "partially-planar graphs" with respect to their boundary in $S$ (which also depends on $k$ ). The precise encoding of this is expressed by the notion of a replacement folio of a doubly annotated graph, formally defined in Subsection 4.3. This encoding is justified by a Lemma asserting (the proof is
omitted in this extended abstract) that any action on $G$ that avoids $Z_{j}$ can be "represented" by this folio in the sense that if two doubly annotated graphs, that correspond to different separation sequences $\mathcal{C}_{v}$ and $\mathcal{C}_{v^{\prime}}$, have the same replacement folio, then the application of an action to the first can be simulated by the application of an action to the second.

An important technical step is to prove a series of lemmata that "translate" all possible elements of a replacement folio to MSOL-formulas. Again we stress that this is not straightforward: besides the need of suitably encoding partially-planar graphs, we also have to express all the ways "missing edges" of $G$ may appear as the result of an action. As a consequence of its MSOL-expressibility, it follows that our equivalence relation on territories has a small-enough number of equivalence relations. This, together with the bounded treewidth of the flat part $K$, permits us to detect in it $k+1$ equivalent territories in $O_{k}(n)$ steps, "de-annotate" one of their annotated "central vertices" and create a simpler equivalence instance. Given this reduction and the reduction of Observation 3, we may use $|V(G)|+|R| \leq 2|V(G)|$ as the complexity-measure of an instance of our algorithm. Therefore, after $O(n)$ recursive calls of the above reductions, the algorithm provides a correct answer or an equivalent instance whose graph has small-enough treewidth. In the latter case, the correct answer can be computed in $O_{k}(n)$ steps, as mentioned in Observation 1. Based on the above, the overall running time of the algorithm is $O_{k}\left(n^{2}\right)$.

## 4 Key concepts

### 4.1 Graph embeddings and boundaried graphs

Embedded graphs. We denote by $\mathbb{S}_{0}$ the sphere $\left\{(x, y, z) \mid x^{2}+y^{2}+z^{2}=1\right\}$ and we refer to it as the plane. We consider embeddings or partial embeddings of graphs on $\mathbb{S}_{0}$ and several subsets of it. Such subsets can be closed disks, i.e. subsets of $\mathbb{S}_{0}$ that are homeomorphic to the set $\left\{(x, y, z) \mid x^{2}+y^{2} \leq 1\right\}$ and closed annuli, i.e., subsets of $\mathbb{S}_{0}$ that are homeomorphic to the set $\left\{(x, y, z) \left\lvert\, \frac{1}{2} \leq x^{2}+y^{2} \leq 1\right.\right\}$. Given a set $X$ that is either a closed disk or an annulus, we denote its boundary (i.e., the set of points of $X$ for which every neighborhood around them contains some point not in $Z$ ) by $\operatorname{bor}(X)$. Notice that if $A$ is an annulus, then the set $\operatorname{bor}(A)$ has two connected components that are both cycles. We call these cycles boundaries of $A$. An oriented annulus is a triple $\mathbb{A}=\left(A, N_{\text {in }}, N_{\text {out }}\right)$ where $A$ is an annulus and $N_{\text {in }}$ and $N_{\text {out }}$ are its boundaries. We say that $N_{\text {in }}$ (resp. $N_{\text {out }}$ ) is the inner (resp. outer) boundary of $\mathbb{A}$. Given an oriented annulus $\mathbb{A}=\left(A, N_{\text {in }}, N_{\text {out }}\right)$ we $\operatorname{define} \operatorname{rev}(\mathbb{A})=\left(A, N_{\text {out }}, N_{\text {in }}\right)$, i.e., we exchange the roles of the inner and the outer boundary. When we embed a graph $G$ in the plane, in the annulus, or in a disk, we treat $G$ as a set of points. This permits us to make set operations operations between graphs and sets of points. For instance, if $G$ is a graph embedded in the plane and $\Delta$ is a closed disk in the plane, we can use the notation $V(G) \cap D$ in order to the set of vertices of $G$ that are points of $D$. Also, given that $\operatorname{bor}(D) \cap G \subseteq V(G)$, we use $G \cap D$ to denote the graph formed by the vertices and the edges of $G$ that are inside $D$. We denote by $\mathcal{P}$ the class of all planar graphs.

Annotated graphs. An annotated graph is a pair $(G, R)$ where $G$ is a graph and $R \subseteq V(G)$. A triple $(G, R, Z)$ where $R, Z \subseteq V(G)$ is called doubly annotated graph.

Boundaried graphs. Let $k \in \mathbb{N}$. A $k$-boundaried graph is a triple $\mathbf{G}=(G, B, \lambda)$ where $(G, B)$ is an annotated graph and $\lambda \in \operatorname{inj}(B,[k])$ (keep in mind that $|B| \leq k)$. For every $x \in R$, we refer to the number $\lambda(x)$ as the index of $x$ in $\mathbf{G}$ and we define the index set of $\mathbf{G}$ as $\Lambda(\mathbf{G})=\lambda(B)$. We call $B$ the boundary of $\mathbf{G}$ and the vertices of $B$ the boundary vertices
of $\mathbf{G}$. We also denoted $B(\mathbf{G})=B$ and $\lambda(\mathbf{B})=\lambda$. Also we define the size, denoted by $|\mathbf{G}|$ of $\mathbf{G}=(G, B, \lambda)$ by $|G|$. We denote by $\mathcal{B}_{k}$ the set of all $k$-boundaried graphs, for each $k \in \mathbb{N}$. Given a $\mathbf{G}=(G, B, \lambda) \in \mathcal{B}_{k}$ we define the graph $\operatorname{gr}(\mathbf{G})=(\Lambda(\mathbf{G}),\{\lambda(e) \mid e \in E(G[B])\})$, i.e., $\operatorname{gr}(G)$ is the graph in $\mathcal{H}_{k}$ that is obtained after taking the subgraph of $G$ induced by the boundary $B(\mathbf{G})$ and then mapping it, via $\lambda$, to numbers in $[k]$. Also, given two $i, j \in \Lambda(G)$, we say that $i \sim_{\mathbf{G}} j$ if $\lambda^{-1}(i)$ and $\lambda^{-1}(j)$ belong in the same connected component of $G$. Clearly, $\sim_{\mathbf{G}}$ is an equivalence relation. Let $\mathbf{G}_{1}, \mathbf{G}_{2} \in \mathcal{B}_{k}$. We say that $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ are compatible if $\operatorname{gr}\left(\mathbf{G}_{1}\right)=\operatorname{gr}\left(\mathbf{G}_{2}\right)$ and $\sim_{\mathbf{G}_{1}}=\sim_{\mathbf{G}_{2}}$.

Let $\mathbf{G}_{1}=\left(G_{1}, B_{1}, \lambda_{1}\right)$ and $\mathbf{G}_{2}=\left(G_{2}, B_{2}, \lambda_{2}\right)$ be two compatible $k$-boundaried graphs. We define the gluing operation $\oplus$ such that $\mathbf{G}_{1} \oplus \mathbf{G}_{2}$ is the graph obtained by taking the disjoint union of $G_{1}$ and $G_{2}$ and then identifying each vertex in $B_{1}$ with the same-indexed vertex in $B_{2}$. We make the convention that after identifying a vertex $x \in B_{1}$ with a vertex $y \in B_{2}$, then the result of this identification in $\mathbf{G}_{1} \oplus \mathbf{G}_{2}$ is again the vertex $x$ (i.e., $B_{1}$ prevails over $B_{2}$ ). Finally, we say that $\mathbf{G}_{1} \equiv \mathbf{G}_{2}$, if they are compatible and for every boundary graph $\mathbf{F}$ where $\operatorname{gr}(\mathbf{F})=\operatorname{gr}\left(\mathbf{G}_{i}\right), i \in[2]$ it holds that

$$
\begin{equation*}
\mathbf{F} \oplus \mathbf{G}_{1} \in \mathcal{P} \quad \Longleftrightarrow \quad \mathbf{F} \oplus \mathbf{G}_{2} \in \mathcal{P} . \tag{1}
\end{equation*}
$$

### 4.2 Annulus-embedded separators

The notion of a subdivided 3-wall-annulus is depicted in Figure 3. Notice that each such graph contains two "boundary" cycles that we call extremal cycles.

Given a $S \subseteq V(G)$, we define as $\operatorname{ccin}(G, S)$ as the set of all connected components of $G \backslash S$ that are not connected components of $G$. We also define $\operatorname{ccout}(G, S)$ as the union of all connected components of $G \backslash S$ that are connected components of $G$.

Annulus-boundaried graphs. An annulus-boundaried graph is a quadruple $(C, K, Y, \mathbb{A})$ where

- $C$ is a graph,
- $K$ is a connected subgraph of $C$,
- $Y$ is a subdivided 3-wall-annulus that is a subgraph of $K$,
- $\mathbb{A}=\left(A, N_{\text {in }}, N_{\text {out }}\right)$ is an oriented annulus,
- $Y$ is embedded in $A$ so that
= $N_{\text {in }}$ and $N_{\text {out }}$ are the two extremal cycles of $Y$, and
- $G \cap A=K$.

We call the cycle of $Y$ that is identical to $N_{\text {in }}$ (resp. $N_{\text {out }}$ ) inner (resp. outer) cycle of $(C, K, Y, \mathbb{A})$. We say that an annulus-boundaried graph $(C, K, Y, \mathbb{A})$ is planar if $Q$ can be embedded in a disk $\Delta$ such that $\mathbb{A} \subseteq \Delta$ and $N_{\text {out }}=\operatorname{bor}(\Delta)$.

Annulus-embedded separators. Let $G$ be a graph. Let also ( $K, Y, \mathbb{A}$ ) be a triple where $K$ is a graph, $Y$ is a subgraph of $K$ and $\mathbb{A}$ is an oriented annulus. We say that $(K, Y, \mathbb{A})$, is a annulus-embedded separator of $G$ if there are two subgraphs $C_{\text {in }}$ and $C_{\text {out }}$ of $G$ such that both $\left(C_{\text {in }}, K, Y, \mathbb{A}\right)$ and $\left(C_{\text {out }}, K, Y, \operatorname{rev}(\mathbb{A})\right)$ are annulus-boundaried graphs. Notice that each connected component of $\boldsymbol{\operatorname { c i n }}(G, V(K))$ contains some vertex $x$ where $N_{G}(x)$ intersects either the inner or the outer cycle of $(G, K, Y, \mathbb{A})$ (but not both). We also make the convention that all connected components of $\operatorname{ccout}(G, V(K))$ are subgraphs of $C_{\text {out }}$ and we denote $C_{\text {in }}$ (resp. $C_{\text {out }}$ ) inner (resp. outer) component of $(K, Y, \mathbb{A})$ in $G$. We say that $(K, Y, \mathbb{A})$ is inner-planar if $\left(C_{\mathrm{in}}, K, Y, \mathbb{A}\right)$ is planar.

The following observation easily directly from the definitions and the fact that that every 3 -sd-annulus is 3 -connected and has a unique embedding in the plane.

- Observation 4. Let $(G, R)$ be an annotated graph and let $(K, Y, \mathbb{A})$ be a annulus-embedded separator of $G$. Let also $C_{\mathrm{in}}$ and $C_{\text {out }}$ be the inner and the outer component of $G$ respectively. Then $G$ is planar if and only if both $C_{\mathrm{in}}$ and $C_{\text {out }}$ are planar.


### 4.3 Replacement folios

A $k$-planarity-folio is a set $\mathcal{M}_{k} \subseteq \mathcal{B}_{k}$ such that for every $\mathbf{G} \in \mathcal{B}_{k}$ there is a $\mathbf{J} \in \mathcal{M}_{k}$ such that $\mathbf{J} \equiv \mathbf{G}$. It is known (see e.g., in [2]) that, for every $k \in \mathbb{N}$, it is possible to construct a $k$-planarity-folio $\mathcal{M}_{k}$ whose size depends on $k$. Given a $k \in \mathbb{N}$, we define $g_{k}=\max \{|\mathbf{C}| \mid$ $\left.\mathbf{C} \in \mathcal{M}_{k}\right\}$. For every graph $L$ where $V(L) \subseteq[k]$, we define $\mathcal{C}_{L}=\left\{\mathbf{G} \in \mathcal{M}_{k} \mid \operatorname{gr}(\mathbf{G})=L\right\}$. The following is an direct consequence of the definitions (see e.g., [2]).

- Observation 5. For every $k$-numbered graph $L$ and every two compatible boundaried graphs $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ where $\operatorname{gr}\left(\mathbf{G}_{1}\right)=L$, it holds that $\mathbf{G}_{1} \equiv \mathbf{G}_{2}$ if and only if $\forall \mathbf{F} \in \mathcal{C}_{L}$, $\mathbf{F} \oplus \mathbf{G}_{1} \in \mathcal{P} \Longleftrightarrow \mathbf{F} \oplus \mathbf{G}_{2} \in \mathcal{P}$.

From now on we fix some $k$-planarity folio $\mathcal{M}_{k}$. Given the above observation, the members of the $\mathcal{M}_{k}$ represent all ways a boundary graph can be "partially planar" with respect to its boundary.

Replacement folios. Our purpose now is to define a structure representing the effect of all replacement actions on a doubly annotated graph $(G, R, Z)$. The actions we want to encode involve vertices in $R$ that are not in $Z$. Also they involve vertices of some virtual graph $D$ that is not a part of $G$. Later, the set $Z$ will be the vertex set of a wall embedded separator of a graph and $D$ will represent the part of the graph, affected by an action, that is in the outer component of this embedded separator.

Let $k \in \mathbb{N}$. A $k$-pattern is a quadruple $\left(\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}, D, \tau\right)$ where

- $\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }} \in \mathcal{M}_{k}$ (both $\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}$ are members of the $k$-planarity folio),
- $\Lambda\left(\hat{\mathbf{J}}_{\text {in }}\right) \cap \Lambda\left(\hat{\mathbf{J}}_{\text {out }}\right)=\emptyset\left(\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}\right.$ do not have same-index boundary vertices),
- $D$ is a graph where $|D|=\left|\operatorname{gr}\left(\hat{\mathbf{J}}_{\text {in }}\right) \cup \operatorname{gr}\left(\hat{\mathbf{J}}_{\text {out }}\right)\right|$ (the size of $D$ is the sum of the boundaried sizes of $\hat{\mathbf{J}}_{\text {in }}$, and $\hat{\mathbf{J}}_{\text {out }}$, and
- $\tau$ is an bijection from $V(D)$ to $\Lambda\left(\mathbf{J}_{\text {in }}\right) \cup \Lambda\left(\mathbf{J}_{\text {out }}\right)$ ) (i.e., $\tau$ is a labelling of $D$ with numbers from the index sets of $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ ).

We denote by $\mathcal{P}_{k}$ the set of all $k$-patterns. Suppose now that $(G, R, Z)$ is a doubly annotated graph. The $k$-planar $\mathcal{L}$-replacement folio of $(G, R, Z)$ is the set $\mathfrak{L}_{k}(G, R, Z) \subseteq \mathcal{P}_{k}$ containing every quadruple $\left(\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}, D, \tau\right) \in \mathcal{P}_{k}$ for which there exists an $\varphi \in \operatorname{inj}([k], V(D) \cup$ $(R \backslash Z)$ ) such that

1. $\tau^{-1} \subseteq \varphi$,
2. if $G^{\prime}=\mathcal{L}_{\varphi}(G \cup D)$, then $\tau\left(G^{\prime}\right)=\operatorname{gr}\left(\hat{\mathbf{J}}_{\text {in }}\right) \cup \operatorname{gr}\left(\hat{\mathbf{J}}_{\text {out }}\right)$
and if

- $S_{\text {in }}=\varphi\left(\Lambda\left(\hat{\mathbf{J}}_{\text {in }}\right)\right)$,
- $S_{\text {out }}=\varphi\left(\Lambda\left(\hat{\mathbf{J}}_{\text {out }}\right)\right)$,
- $\hat{G}=\left(G^{\prime}, S_{\text {in }},\left.\varphi^{-1}\right|_{S_{\text {in }}}\right) \oplus \hat{\mathbf{J}}_{\text {in }}$,
- $\hat{U}_{\text {in }}=\boldsymbol{\operatorname { c i n }}(\hat{G}, Z)$, and
- $\hat{U}_{\text {out }}=\operatorname{ccout}(\hat{G}, Z)$,
then

3. $\hat{U}_{\text {in }}$ is planar,
4. $S_{\text {out }} \subseteq V\left(\hat{U}_{\text {out }}\right)$, and
5. $\left(\hat{U}_{\text {out }}, S_{\text {out }},\left.\varphi^{-1}\right|_{S_{\text {out }}}\right) \equiv \hat{\mathbf{J}}_{\text {out }}$.

Some intuition. Let us give some intuition on the above, quite technical, definition of the set $\mathfrak{L}_{k}(G, R, Z)$. Suppose that $\left(\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}, D, \tau\right) \in \mathcal{P}_{k}$. The graph $G$ should be seen as an annulus-boundaried graph $(G, K, Y, \mathbb{A})$ where $Z=V(K)$ where $(K, Y, \mathbb{A})$ is an annulusembedded separator between $G$ and a virtual "outside part". Assume also that $\varphi$ is an action that affects vertices in $R \backslash Z$ (i.e., vertices in the interior, call it $I_{G}$, of the wall separator, but not in $R$ ) and some virtual vertices outside $G$. The graph $D$ represents these vertices and the way these are connected between them (see Figure 6).


Figure 6 A 3-sd-annulus. The grey vertices are the subdivision vertices.

Notice that the action $\varphi$ creates some edges between $V(D)$ and $I_{G}$. Moreover, the same action is rearranging the edges in $D$ and the edges between the vertices in $\varphi([k]) \cap I_{G}$. The edges of $D$ are rearranged so as to transform it to a graph isomorphic to $\operatorname{gr}\left(\hat{\mathbf{J}}_{\text {in }}\right) \cup \operatorname{gr}\left(\hat{\mathbf{J}}_{\text {out }}\right)$ and this is enforced by conditions 1 and 2 . Let $G^{\prime}$ be the result of the application of $\varphi$ on $G \cup D$ and the $\hat{G}$ be result of gluing $G^{\prime}$ with $\hat{\mathbf{J}}_{\text {in }}$. Here $\mathbf{J}_{\text {in }}$ represents a virtual "outside part" that is not present in $G$. Notice that the connected components of this outside part are finally scattered either inside or outside the resulting graph. Moreover both parts should be finally "boundaried parts" of a planar graph and this is the reason we incorporated both planarity and connectivity in the definition of the $k$-planarity folio. Now $\hat{U}_{\text {in }}$ is the part of $\hat{G}$ that goes "inside" and $\hat{U}_{\text {out }}$ is the part of $\hat{G}$ that goes "outside" after the rearrangement. In condition 3 we demand the inside part $\hat{U}_{\text {in }}$ to be planar (we stress that this "inside part" may contain connected components of $\widehat{\mathbf{J}}_{\text {in }}$ ). We also demand that outside part $\hat{U}_{\text {out }}$ contains $S_{\text {out }}$ (condition 4) and that $\hat{U}_{\text {out }}$ is boundaried by $S_{\text {out }}$ is equivalent to $\hat{\mathbf{J}}_{\text {out }}$ because of Condition 5 (again it is possible that this boundaried graph contains connected components of $\hat{\mathbf{J}}_{\text {in }}$ ). In this way, $\hat{\mathbf{J}}_{\text {out }}$ represents the virtual "outside part" the separator. Resuming, if $\left(\hat{\mathbf{J}}_{\text {in }}, \hat{\mathbf{J}}_{\text {out }}, D, \tau\right) \in \mathcal{P}_{k}$ then there is an action $\varphi$ that outside $G$ behaves as indicated by $D$ and $\tau$, that assumes that the virtual outside part is equivalent to $\hat{\mathbf{J}}_{\in}$ and, under this assumption, demands that the occurring outside part is equivalent to $\hat{\mathbf{J}}_{\text {out }}$.

As already mentioned in the high-level description of our algorithm, all conditions of the above definition can be expressed in Monadic Second Order logic. We omit the proof of this fact in this extended abstract.

## 5 Applications

### 5.1 Problems generated by different Instantiations of $\mathcal{L}$

$\mathcal{L}$-ARP can express several modification operations based on different instantiations of $\mathcal{L}$. In this section we give a series of examples. We slightly extend the definition of an action by demanding that $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$ is a partial function, i.e., we allow that $\mathcal{L}\left(H^{\prime}\right)$ may be undefined
for some $H^{\prime} \in \mathcal{H}$ and, in such a case, we write $\mathcal{L}\left(H^{\prime}\right)=$ void. Moreover, in the question of $\mathcal{L}$-ARP we additionally demand that $\mathcal{L}\left(\varphi^{-1}(G)\right) \neq$ void. To reduce the enhanced version to the old one, we define $G^{\prime}$ as the disjoint union of $G$ and $K_{5}$, we set $k^{\prime}=k+5$ and set up a $\mathcal{L}^{\prime}$ so that $\mathcal{L}^{\prime}(H)$ is defined as follows: if $H^{\prime}$ is the disjoint union of a graph $H$ and a $K_{5}$ and $\mathcal{L}(H) \neq$ void, then $\mathcal{L}^{\prime}\left(H^{\prime}\right)$ is equal to the disjoint union of $\mathcal{L}(H)$ and $K_{5}^{-}$(that is the graph $K_{5}$ without one edge, i.e., a planar graph), otherwise $\mathcal{L}(H)=H$. We now observe that $(G, k)$ is a yes-instance of the enhanced $\mathcal{L}$-ARP iff $\left(G^{\prime}, k^{\prime}\right)$ is a yes-instance of $\mathcal{L}^{\prime}$-ARP.

We now proceed with a series of problems that can be easily expressed by the enhanced version of $\mathcal{L}$-ARP.

Planar Completion to a Subgraph. This problem has as input two planar graphs $G$ and $H$ and asks whether it is possible to add edges in $G$ so that the resulting graph remains planar (a planar completion of $G$ ) and contains $H$ as a subgraph. A variant of this problem, where $G$ is given along with some plane embedding, has been examined in [4]. We set $k=|H|$. By setting $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{L}\left(H^{\prime}\right)=H$, i.e., $\mathcal{L}$ is the constant function where the output is always $H$, we reduce Edge Completion to Subgraph to $\mathcal{L}$-ARP.

Planar Completion to an Induced Subgraph. Here, given $G$ and $H$, we ask for a planar completion of $G$ that contains $H$ as an induced subgraph. To reduce this problem to $\mathcal{L}$-ARP, we consider $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{L}\left(H^{\prime}\right)=H$ if $H^{\prime}$ is an induced subgraph of $H$, otherwise $\mathcal{L}\left(H^{\prime}\right)=$ void.

Edge Deletion to a Planar Graph. Edge Deletion to a Planar Graph asks whether we can remove at most $k$ edges from $G$ such that the resulting graph will be planar. A pair $(H, F) \in \mathcal{H}_{2 k} \times \mathcal{H}_{2 k}$ is good if $E(F) \subseteq E(H)$ and $|E(H) \backslash E(F)| \leq k$. For every good pair $(H, F)$, we define the action $\mathcal{L}_{H, F}: \mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{L}_{H, F}\left(H^{\prime}\right)=F$ if $H^{\prime}=H$, otherwise we set $\mathcal{L}_{H, F}\left(H^{\prime}\right)=$ void. Notice that $(G, k)$ is a yes instance of Edge Deletion to a Planar Graph iff there is a good pair $(H, F)$ where $(G, k)$ is a yes-instance of $\mathcal{L}_{H, F}$-ARP. As there are $O_{k}(1)$ good pairs, this implies an FPT-algorithm for Edge Deletion to a Planar Graph when parameterized by $k$.
Alternativelly, we can see this problem as a special version of $\mathcal{L}$-CRP by exchanging the roles of $r$ and $k$, setting $k=2, \mathcal{L}\left(K_{2}\right)=\bar{K}_{2}$, and $\mathcal{L}\left(\bar{K}_{2}\right)=\bar{K}_{2}$, where $\bar{K}_{2}$ is the complement of the complete graph on two vertices.

Matching Deletion to a Planar Graph. We ask here whether we can remove a matching of size at most $k$ in order to create a planar graph. The reduction is again the same as in the case of Edge Deletion to a Planar Graph, however now, for a pair $(H, F) \in \mathcal{H}_{2 k} \times \mathcal{H}_{2 k}$ to be good, we additionally ask that $E(H) \backslash E(G)$ is a matching of $H$.

Planar Subgraph Isomorphism. Planar Subgraph Isomorphism has as input two planar graphs $G$ and $J$ and asks whether $G$ contains $J$ as a subgraph. We define the action $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{L}\left(H^{\prime}\right)=H^{\prime}$ if $J$ is a subgraph of $H^{\prime}$, otherwise $\mathcal{L}\left(H^{\prime}\right)=$ void. Then $\mathcal{L}$-ARP is the Planar Subgraph Isomorphism.

Planar Induced Subgraph Isomorphism. Planar Induced Subgraph Isomorphism has as input two planar graphs $G$ and $J$ and asks whether $G$ contains $J$ as an induced subgraph. The construction of $\mathcal{L}$ is as in the previous case with the difference that we now demand that $J$ is isomorphic to $H^{\prime}$.

Edge-disjoint Planar Superposition: given two planar graphs $G$ and $H$, check whether $H$ is a subgraph of the complement of $G$ and $H \cup G$ is planar. We define the action $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{L}\left(H^{\prime}\right)=H$ if $E\left(H^{\prime}\right)=\emptyset$, otherwise $\mathcal{L}\left(H^{\prime}\right)=$ void. Then $\mathcal{L}$-ARP is the Edge-disjoint Planar Superposition.

### 5.2 Modifications to planar graph with additional properties

Let $\mathcal{G}$ be a graph property, i.e, a subset of the set of all graphs. We consider the following extension of $\mathcal{L}$-RP.
$\mathcal{L}$-Replacement to a Planar Graph with property $\mathcal{G}(\mathcal{L}$ - $\mathrm{RPP}(\mathcal{G}))$.
Input: A graph $G$ and a non-negative integer $k$.
Question: is there a $\varphi \in \operatorname{inj}([k], V(G))$, such that $\mathcal{L}_{\varphi}(G)$ a planar graph in $\mathcal{G}$ ?
We now provide some instantiations of $\mathcal{G}$ for which the $\mathcal{L}-\operatorname{RPP}(\mathcal{G})$ belongs in FPT, when parameterized by $k$. In each case we explain how our algorithm should be modified.
(1) $\mathcal{G}:=\mathcal{G}_{H}$ is the set of all $H$-subgraph-free graphs, for some connected graph $H$. In the definitions of an annulus-boundaried graph and wall embedded separators (see Subsection 4.2) instead of taking a 3 -sd-wall, we now consider an r-sd-wall where $r$ is the diameter of $H$. This permits the modification of the conclusion of Observation 4 to " $G$ is $H$-subgraph free and planar if and only if both $C_{\text {in }}$ and $C_{\text {out }}$ are $H$-subgraph free and planar". Also we may enhance the definition of a replacement folio (defined formally in Subsection 4.3) by considering in Condition $3 \hat{U}_{\text {in }}$ to be planar and $H$-subgraph free and in Condition 5, we use a revised version of the equivalence $\equiv$ where we instead demand in (1) that $\mathbf{F} \oplus \mathbf{G}_{1} \in \mathcal{P} \cap \mathcal{G} \Longleftrightarrow \mathbf{F} \oplus \mathbf{G}_{2} \in \mathcal{P} \cap \mathcal{G}$. Notice that for every $H$, $\mathcal{G}_{H}$ is a MSOL-expressible property (actually it is even expressible in First Order Logic) therefore the revised $\equiv$ also has finite index.
(2) $\mathcal{G}=\mathcal{G}_{H}$ is the set of all induced $H$-subgraph-free graphs, for some connected graph $H$. The modifications are exactly the same as in the previous case. Just take into account that $H$-induced minor freeness is MSOL-expressible.
(3) $\mathcal{G}:=\mathcal{G}_{d}$ is the set of all $d$-regular graphs for $d \in\{3,4,5\}$. In this case, one can easily verify that the following relaxed version of the conclusion of Observation 4 holds: " $G$ is $d$-regular and planar if and only if both $C_{\text {in }}$ and $C_{\text {out }}$ are almost $d$-regular and planar". Here by "almost" we demand the vertices of the 3 -sd wall $\mathbb{A}=\left(A, N_{\text {in }}, N_{\text {out }}\right)$ that are on $N_{\text {out }}$ to have degree at most $d$ and all the others to have degree exactly $d$. Notice that this relaxed regularity condition is again expressible in MSOL-logic (for this we need to annotate the vertices in $N_{\text {out }}$ ). As in the previous cases, we can again demand, in Condition 3, that $\hat{U}_{\text {in }}$ is planar and almost 3-regular and, in Condition 5 enhance the definition of the equivalence relation by additionally asking almost regularity in (1).
(4) $\mathcal{G}$ is the set of all Eulerian graphs. This is the same as in the previous case. The only difference is that we now ask degrees to be even. All modifications are are parallel to the previous case (notice that connectivity demand for Eulerian graphs is already incorporated in the definition of $\equiv$ ). However, asking for a graph to have all vertices, except possibly from some annotated set, of even degree is not MSOL-expressible. However, we can use an extension of MSOL, called Counting MSOL (CMSOL) that is MSOL with an additional predicate $\operatorname{card}_{q, r}$ where $(G, S) \models \operatorname{card}_{q, r} \Longleftrightarrow|S| \equiv q(\bmod r)$. It is known (see e.g. [3, Lemma 3.2]) that equivalence relations on CMSOL-expressible properties have finite index. This permits us to deal with the parity demand of being Eulerian.
(5) $\mathcal{G}$ is the set of all bipartite graphs. As before, one can easily derive a version of Observation 4 where the conclusion is: " $G$ is planar bipartite if and only if both $C_{\text {in }}$ and $C_{\text {out }}$ are planar bipartite'. The modifications are analogous to those of the previous cases where the property is the exclusion of an odd cycle, which is CMSOL-expressible.
(6) $\mathcal{G}$ is the set of all triangulated graphs. Notice that $\mathcal{G}$ contains every graph $G$ that has exactly $3|G|-6$ edges. Let $(G, k)$ be an instance of $\mathcal{L}-\operatorname{RPP}(\mathcal{G})$ and let $t_{G}=$ $|E(G)|-(3|V(G)|-6)$. As an action cannot remove or introduce more than $\binom{k}{2}$ edges, we assume that $-\binom{k}{2} \leq t_{G} \leq\binom{ k}{2}$, otherwise $(G, k)$ is a no-instance. Under this demand, $\mathcal{L}$ should change to $\mathcal{L}^{\prime}$ where $\mathcal{L}^{\prime}(H)=\mathcal{L}(H)$ if $|E(H)|-|E(\mathcal{L}(H))|=t_{G}$ and $\mathcal{L}^{\prime}(H)=$ void otherwise. As the action $\mathcal{L}^{\prime \prime}$ when applied on $G$ always creates a graph $G^{\prime}$ that has $3\left|G^{\prime}\right|-6$ edges and in the case $G^{\prime}$ is planar, then it should also be triangulated. Therefore $(G, k)$ is a yes instance of $\mathcal{L}-\operatorname{ARP}(\mathcal{G})$ iff $\left(G^{\prime}, k\right)$ is a yes instance of $\mathcal{L}^{\prime}$ - ARP .
(7) $\mathcal{G}$ is the set of all radial graphs. A radial graph is a graph that can be embedded in the plane so that all its faces are squares. Recall that a graph $G$ is radial if it is planar, bipartite, and has $2|G|-4$ edges. We apply the same reduction as in the previous case for $t_{G}=|E(G)|-(2|V(G)|-4)$ and we have that $\mathcal{L}-\operatorname{RPP}(\mathcal{G})$ iff $\left(G^{\prime}, k\right)$ is a yes instance of $\mathcal{L}^{\prime}-\operatorname{ARP}\left(\mathcal{G}^{\prime}\right)$ where $\mathcal{G}^{\prime}$ is the class of all bipartite graphs (treated in (5)).

## 6 Conclusions and open problems

In this paper we proved that for every editing operation that is based on adjacency modifications, the planarization problem is FPT, when parameterized by the number of edges that are changed during this modification. We have also seen that the formalization of modification problem by actions is quite versatile and can express most known modifications problems of this flavour. The are three possible extensions of our results that could induce further research on this topic.

First one may consider more general modifications where some (bounded) part of the graph is replaced by another, however not of the same size but still bounded. We believe that this setting is amenable to the techniques that we introduce in this paper, however more complicated to deal with. Also, one may consider modifications that involve the whole (unbounded) neighbourhood of a bounded part of the graph. Contractions or vertex removals would fit in such a more general framework.

Second one may consider, instead of planar graphs, other classes of graphs such as graphs of bounded genus or graphs excluding a graph as a minor, where one may still employ structural results about "flat territories". We believe that our machinery can be extended in this direction. However, such extensions should be quite non-trivial as they involve several technicalities on how separators may split graphs in those families and how actions may rearrange them.

A third direction is to find more examples of, additional to planarity, target properties. Most of the examples in Subsection 5.2 demand changes either to the way Observation 4 applies or to the equivalence relation $\equiv$ that may still keep it of finite index. Is there a way to systematize this into a general meta-algorithmic framework?
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#### Abstract

We investigate the class of visibly pushdown languages in the sliding window model. A sliding window algorithm for a language $L$ receives a stream of symbols and has to decide at each time step whether the suffix of length $n$ belongs to $L$ or not. The window size $n$ is either a fixed number (in the fixed-size model) or can be controlled by an adversary in a limited way (in the variable-size model). The main result of this paper states that for every visibly pushdown language the space complexity in the variable-size sliding window model is either constant, logarithmic or linear in the window size. This extends previous results for regular languages.
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## 1 Introduction

The sliding window model. A sliding window algorithm (SWA) is an algorithm which processes a stream of data elements $a_{1} a_{2} a_{3} \cdots$ and computes at each time instant $t$ a certain value that depends on the suffix $a_{t-n+1} \cdots a_{t}$ of length $n$ where $n$ is a parameter called the window size. This streaming model is motivated by the fact that in many applications data elements are outdated or become irrelevant after a certain time. A general goal in the area of sliding window algorithms is to avoid storing the window content explicitly (which requires $\Omega(n)$ bits) and to design space efficient algorithms, say using polylogarithmic many bits in the window size $n$.

A prototypical example of a problem considered in the sliding window model is the Basic Counting problem. Here the input is a stream of bits and the task is to approximate the number of 1's in the last $n$ bits (the active window). In [15], Datar, Gionis, Indyk and Motwani present an approximation algorithm using $O\left(\frac{1}{\epsilon} \log ^{2} n\right)$ bits of space with an approximation ratio of $\epsilon$. They also prove a matching lower bound of $\Omega\left(\frac{1}{\epsilon} \log ^{2} n\right)$ bits for any deterministic (and even randomized) algorithm for BASIC Counting. Other works in the sliding window model include computing statistics [2, 3, 8], optimal sampling [9] and various pattern matching problems [10, 12, 13, 14].

There are two variants of the sliding window model, cf. [2]. One can think of an adversary who can either insert a new element into the window or remove the oldest element from the window. In the fixed-size sliding window model the adversary determines the window size $n$ in the beginning and the initial window is set to $a^{n}$ for some default known element $a$. At every time step the adversary inserts a new symbol and then immediately removes the oldest element from the window. In the variable-size sliding window model the window size is initially set to $n=0$. Then the adversary is allowed to perform an arbitrary sequence of insert- and remove-operations. A remove-operation on an empty window leaves the window
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empty. We also mention the timestamp-based model where every element carries a timestamp (many elements may have the same timestamp) and the active window at time $t$ contains only those elements whose timestamp is at least $t-t_{0}$ for some parameter $t_{0}$ [9]. Both the fixed-size and the timestamp-based model can be simulated in the variable-size model.

Regular languages. In a recent series of works we studied the membership problem to a fixed regular language in the sliding window model. It was shown in [21] that in both the fixed-size and the variable-size sliding window model the space complexity of any regular language is either constant, logarithmic or linear (a space trichotomy). In a subsequent paper [19] a characterization of the space classes was given: A regular language has a fixed/variable-size SWA with $O(\log n)$ bits if and only if it is a finite Boolean combination of regular left ideals and regular length languages. A regular language has a fixed-size SWA with $O(1)$ bits if and only if it is a finite Boolean combination of suffix testable languages and regular length languages. A regular language has a variable-size SWA with $O(1)$ bits if and only if it is empty or universal.

Context-free languages. A natural question is whether the results above can be extended to larger language classes, say subclasses of the context-free languages. More precisely, we pose the questions: (i) Which language classes have a "simple" hierarchy of space complexity classes (like the space trichotomy for the regular languages), and (ii) are there natural descriptions of the space classes? A positive answer to question (i) seems to be necessary to answer question (ii) positively. In [22] we presented a family of context-free languages $\left(L_{k}\right)_{k \geq 1}$ which have space complexity $\Theta\left(n^{1 / k}\right)$ in the variable-size model and $O\left(n^{1 / k}\right) \backslash o\left(n^{1 / k}\right)$ in the fixed-size model, showing that there exists an infinite hierarchy of space complexity classes inside the class of context-free languages. Intuitively, this result can be explained with the fact that a language and its complement have the same sliding window space complexity; however, the class of context-free languages is not closed under complementation (in contrast to the regular languages) and the analysis of co-context-free languages in this setting seems to be very difficult. Even in the class of deterministic context-free languages, which is closed under complementation, there are example languages which have sliding window space complexity $\Theta\left((\log n)^{2}\right)$ [22].

Visibly pushdown languages. Motivated by these observations in this paper we will study the class of visibly pushdown languages, introduced by Alur and Madhusudan [1]. They are recognized by visibly pushdown automata where the alphabet is partitioned into call letters, return letters and internal letters, which determine the behavior of the stack height. Since visibly pushdown automata can be determinized, the class of visibly pushdown languages turns out to be very robust (it is closed under Boolean operations and other language operations) and to be more tractable in many algorithmic questions than the class of contextfree languages [1]. In this paper we prove a space trichotomy for the class of visibly pushdown languages in the variable-size sliding window model, stating that the space complexity of every visibly pushdown language is either $O(1), \Theta(\log n)$ or $O(n) \backslash o(n)$. The main technical result is a growth theorem (Theorem 6) for rational transductions. A natural characterization of the $O(\log n)$-class as well as a study of the fixed-size model are left as open problems.

Let us mention some related work in the context of streaming algorithms for context-free languages. Randomized streaming algorithms were studied for subclasses of context-free languages (DLIN and LL( $k$ ) ) [4] and for Dyck languages [25]. A streaming property tester for visibly pushdown languages was presented by François et al. [17].

## 2 Preliminaries

We define $\log n=\left\lfloor\log _{2} n\right\rfloor$ for all $n \geq 1$, which is the minimum number $k$ of bits required to encode $n$ elements using bit strings of length at most $k$. If $w=a_{1} \cdots a_{n}$ is a word then any word of the form $a_{i} \cdots a_{n}\left(a_{1} \cdots a_{i}\right)$ is called suffix (prefix) of $w$. A prefix (suffix) $v$ of $w$ is proper if $v \neq w$. A factor of $w$ is any word of the form $a_{i} \cdots a_{j}$. A factorization of $w$ is formally a sequence of possibly empty factors $\left(w_{0}, \ldots, w_{m}\right)$ with $w=w_{0} \cdots w_{m}$. We call $w_{0}$ the initial factor and $w_{1}, \ldots, w_{m}$ the internal factors. The reversal of $w$ is $w^{\mathrm{R}}=a_{n} a_{n-1} \cdots a_{1}$. For a language $L \subseteq \Sigma^{*}$ we denote by $\operatorname{Suf}(L)$ the set of suffixes of words in $L$. If $L=\operatorname{Suf}(L)$ then $L$ is suffix-closed.

Automata. An automaton over a monoid $M$ is a tuple $A=(Q, M, I, \Delta, F)$ where $Q$ is a finite set of states, $I \subseteq Q$ is a set of initial states, $\Delta \subseteq Q \times M \times Q$ is the transition relation and $F \subseteq Q$ is the set of final states. A run on $m \in M$ from $q_{0}$ to $q_{n}$ is a sequence of transitions of the form $\pi=\left(q_{0}, m_{1}, q_{1}\right)\left(q_{1}, m_{2}, q_{2}\right) \cdots\left(q_{n-1}, m_{n}, q_{n}\right) \in \Delta^{*}$ such that $m=m_{1} \cdots m_{n}$. We usually depict $\pi$ as $q_{0} \xrightarrow{m_{1}} q_{1} \xrightarrow{m_{2}} q_{2} \cdots q_{n-1} \xrightarrow{m_{n}} q_{n}$, or simply $q_{0} \xrightarrow{m} q_{n}$. It is initial if $q_{0} \in I$ and accepting if $q_{n} \in F$. The language defined by $A$ is the set $\mathrm{L}(A)$ of all elements $m \in M$ such that there exists an initial accepting run on $m$. A subset $L \subseteq M$ is rational if $L=\mathrm{L}(A)$ for some automaton $A$. We only need the case where $M$ is the free monoid $\Sigma^{*}$ over an alphabet $\Sigma$ or where $M$ is the product $\Sigma^{*} \times \Omega^{*}$ of two free monoids. In these cases we change the format and write $(Q, \Sigma, I, \Delta, F)$ and $(Q, \Sigma, \Omega, I, \Delta, F)$, respectively. Subsets of $\Sigma^{*}$ are called languages and subsets of $\Sigma^{*} \times \Omega^{*}$ are called transductions. Rational languages are usually called regular languages.

In this paper we will also use right automata, which read the input from right to left. Formally, a right automaton $A=(Q, M, F, \Delta, I)$ has the same format as a (left) automaton where the sets of initial and final states are swapped. Runs in right automata are defined from right to left, i.e. a run on $m \in M$ from $q_{n}$ to $q_{0}$ is a sequence of transitions of the form $\left(q_{0}, m_{1}, q_{1}\right)\left(q_{1}, m_{2}, q_{2}\right) \cdots\left(q_{n-1}, m_{n}, q_{n}\right) \in \Delta^{*}$ such that $m=m_{1} \cdots m_{n}$. In the graphic notation we write the arrows from right to left. It is initial (accepting) if $q_{n} \in I\left(q_{0} \in F\right)$.

Right congruences. For any equivalence relation $\sim$ on a set $X$ we write $[x]_{\sim}$ for the $\sim$-class containing $x \in X$ and $X / \sim=\left\{[x]_{\sim} \mid x \in X\right\}$ for the set of all $\sim$-classes. The index of $\sim$ is the cardinality of $X / \sim$. We denote by $\nu_{\sim}: X \rightarrow X / \sim$ the function with $\nu_{\sim}(x)=[x]_{\sim}$. A subset $L \subseteq X$ is saturated by $\sim$ if $L$ is a union of $\sim$-classes. An equivalence relation $\sim$ on the free monoid $\Sigma^{*}$ over some alphabet $\Sigma$ is a right congruence if $x \sim y$ implies $x z \sim y z$ for all $x, y, z \in \Sigma^{*}$. The Myhill-Nerode right congruence $\sim_{L}$ of a language $L \subseteq \Sigma^{*}$ is the equivalence relation on $\Sigma^{*}$ defined by $x \sim_{L} y$ if and only if $x^{-1} L=y^{-1} L$ where $x^{-1} L=\{z \mid x z \in L\}$. It is indeed the coarsest right congruence on $\Sigma^{*}$ which saturates $L$. We usually write $\nu_{L}$ instead of $\nu_{\sim_{L}}$. A language $L \subseteq \Sigma^{*}$ is regular iff $\sim_{L}$ has finite index.

Rational transductions. Rational transductions are accepted by automata over $\Sigma^{*} \times \Omega^{*}$, which are called finite state transducers. In this paper, we will use a slightly extended but equivalent definition. A transducer is a tuple $A=(Q, \Sigma, \Omega, I, \Delta, F, o)$ such that $\left(Q, \Sigma^{*} \times\right.$ $\left.\Omega^{*}, I, \Delta, F\right)$ is an automaton over $\Sigma^{*} \times \Omega^{*}$ and a terminal output function o: $F \rightarrow \Omega^{*}$. To omit parentheses we write runs $p \xrightarrow{(x, y)} q$ in the form $p \xrightarrow{x \mid y} q$ and depict $o(q)=y$ by a transition $q \xrightarrow{\mid y}$ without input word and target state. If $\pi$ is a run $p \xrightarrow{x \mid y} q$ we define $\operatorname{out}(\pi)=y$ and out ${ }_{F}(\pi)=y o(q)$. The transduction defined by $A$ is the set $\mathrm{T}(A)$ of all pairs $\left(x\right.$, out $\left._{F}(\pi)\right)$ such that $\pi$ is an initial accepting run $p \xrightarrow{x \mid y} q$. Since the terminal output
function can be eliminated by $\varepsilon$-transitions, a transduction is rational if and only if it is of the form $\mathrm{T}(A)$ for some transducer $A$. In this paper we will mainly use rational functions, which are partial functions $t: \Sigma^{*} \rightarrow \Omega^{*}$ whose graph $\{(x, t(x)) \mid x \in \operatorname{dom}(t)\}$ is a rational transduction.

A transducer $A$ is trim if every state occurs on some accepting run. If every word $x \in \Sigma^{*}$ has at most one initial accepting run $p \xrightarrow{x \mid y} q$ for some $y \in \Omega^{*}$ then $A$ is unambiguous. If $\Delta \subseteq Q \times \Sigma \times \Omega^{*} \times Q$ then $A$ is real-time. It is known that every rational function is defined by a trim unambiguous real-time transducer [6, Corollary 4.3]. If $A$ is unambiguous and trim then for every word $x \in \Sigma^{*}$ and every pair of states $(p, q) \in Q^{2}$ there exists at most one run from $p$ to $q$ with input word $x$. Therefore, the state pair $(p, q)$ and the input word $x$ uniquely determine the run (if it exists) and we can simply write $p \xrightarrow{x} q$. Similarly to [28], we define for a real-time transducer $A$ the parameter $\operatorname{iml}(A)=\max (\{|y| \mid(q, a, y, p) \in \Delta\} \cup\{|o(q)| \mid q \in Q\})$. For every run $\pi$ on a word $x \in \Sigma^{*}$ we have $|\operatorname{out}(\pi)| \leq \operatorname{iml}(A) \cdot|x|$ and $\left|\operatorname{out}_{F}(\pi)\right| \leq \operatorname{iml}(A) \cdot(|x|+1)$.

The following closure properties for rational transductions are known [6]: The class of rational transductions is closed under inverse, reversal and composition where the inverse of $T$ is $T^{-1}=\{(y, x) \mid(x, y) \in T\}$, the reversal of $T$ is $T^{\mathrm{R}}=\left\{\left(x^{\mathrm{R}}, y^{\mathrm{R}}\right) \mid(x, y) \in T\right\}$, and the composition of two transductions $T_{1}, T_{2}$ is $T_{1} \circ T_{2}=\left\{(x, z) \mid \exists y:(x, y) \in T_{1}\right.$ and $\left.(y, z) \in T_{2}\right\}$. If $T \subseteq \Sigma^{*} \times \Omega^{*}$ is rational and $L \subseteq \Sigma^{*}$ is regular then the restriction $\{(x, y) \in T \mid x \in L\}$ is also rational. If $K \subseteq \Sigma^{*}$ is regular (context-free) and $T \subseteq \Sigma^{*} \times \Omega^{*}$ is rational then $T K=\left\{y \in \Omega^{*} \mid(x, y) \in T\right.$ for some $\left.x \in K\right\}$ is also regular (context-free).

A right transducer is a tuple $A=(Q, \Sigma, \Omega, F, \Delta, I, o)$ such that $\left(Q, \Sigma^{*} \times \Omega^{*}, F, \Delta, I\right)$ is a right automaton over $\Sigma^{*} \times \Omega^{*}$ and a terminal output function $o: F \rightarrow \Omega^{*}$. We depict $o(q)=y$ by a transition $\stackrel{\mid y}{\leftarrow} q$. If $\pi$ is a run $q \stackrel{x \mid y}{\longleftarrow} p$ we define out $(\pi)=y$ and out ${ }_{F}(\pi)=o(q) y$. All other notions on transducers are defined for right transducers in a dual way.

Growth functions. A function $\gamma: \mathbb{N} \rightarrow \mathbb{N}$ grows polynomially if $\gamma(n) \in O\left(n^{k}\right)$ for some $k \in \mathbb{N}$; we say that $\gamma$ grows exponentially if there exists a number $c>1$ such that $\gamma(n) \geq c^{n}$ for infinitely many $n \in \mathbb{N}$. A function $\gamma(n)$ grows exponentially if and only if $\log \gamma(n) \notin o(n)$.

We will define a generalized notion of growth. Let $t: \Sigma^{*} \rightarrow Y$ be a partial function and let $X \subseteq \operatorname{dom}(t)$ be a language. The $t$-growth of $X$ is the function $\gamma(n)=\left|t\left(X \cap \Sigma^{\leq n}\right)\right|$, i.e. it counts the number of output elements on input words from $X$ of length at most $n$. The growth of $X$ is simply the $\mathrm{id}_{X}$-growth of $X$, i.e. $\gamma(n)=|X \cap \Sigma \leq n|$. It is known that every context-free language has either polynomial or exponential growth [23]. Furthermore, a context-free language $L$ has polynomial growth if and only if it is bounded, i.e. $L \subseteq w_{1}^{*} \cdots w_{k}^{*}$ for some words $w_{1}, \ldots, w_{k}[23]$. We need the fact that if $L$ is a bounded language and $K$ is a set of factors of words in $L$ then $K$ is bounded [24, Lemma 1.1(c)].

## 3 Visibly pushdown languages

A pushdown alphabet is a triple $\tilde{\Sigma}=\left(\Sigma_{c}, \Sigma_{r}, \Sigma_{\text {int }}\right)$ consisting of three pairwise disjoint alphabets: a set of call letters $\Sigma_{c}$, a set of return letters $\Sigma_{r}$ and a set of internal letters $\Sigma_{\text {int }}$. We identify $\tilde{\Sigma}$ with the union $\Sigma=\Sigma_{c} \cup \Sigma_{r} \cup \Sigma_{\text {int }}$. The set of well-matched words $W$ over $\Sigma$ is defined as the smallest set which contains $\{\varepsilon\} \cup \Sigma_{i n t}$, is closed under concatenation, and if $w$ is well-matched, $a \in \Sigma_{c}, b \in \Sigma_{r}$ then also $a w b$ is well-matched. A word is called descending (ascending) if it can be factorized into well-matched factors and return (call) letters. The set of descending words is denoted by $D$. A visibly pushdown automaton (VPA) has the form $A=\left(Q, \tilde{\Sigma}, \Gamma, \perp, q_{0}, \delta, F\right)$ where $Q$ is a finite state set, $\tilde{\Sigma}$ is a pushdown alphabet, $\Gamma$ is the finite stack alphabet containing a special symbol $\perp$ (representing the empty stack), $q_{0} \in Q$ is
the initial state, $F \subseteq Q$ is the set of final states and $\delta=\delta_{c} \cup \delta_{r} \cup \delta_{\text {int }}$ is the transition function where $\delta_{c}: Q \times \Sigma_{c} \rightarrow(\Gamma \backslash\{\perp\}) \times Q, \delta_{r}: Q \times \Sigma_{r} \times \Gamma \rightarrow Q$ and $\delta_{\text {int }}: Q \times \Sigma_{\text {int }} \rightarrow Q$. The set of configurations Conf is the set of all words $\alpha q$ where $q \in Q$ is a state and $\alpha \in \perp(\Gamma \backslash\{\perp\})^{*}$ is the stack content. We define $\delta$ : Conf $\times \Sigma \rightarrow$ Conf for each $p \in Q$ and $a \in \Sigma$ as follows:

- If $a \in \Sigma_{c}$ and $\delta(p, a)=(\gamma, q)$ then $\delta(\alpha p, a)=\alpha \gamma q$.
- If $a \in \Sigma_{\text {int }}$ and $\delta(p, a)=q$ then $\delta(\alpha p, a)=\alpha q$.
- If $a \in \Sigma_{r}, \delta(p, a, \gamma)=q$ and $\gamma \in \Gamma \backslash\{\perp\}$ then $\delta(\alpha \gamma p, a)=\alpha q$.
- If $a \in \Sigma_{r}$ and $\delta(p, a, \perp)=q$ then $\delta(\perp p)=\perp q$.

As usual we inductively extend $\delta$ to a function $\delta: \operatorname{Conf} \times \Sigma^{*} \rightarrow \operatorname{Conf}$ where $\delta(c, \varepsilon)=c$ and $\delta(c, w a)=\delta(\delta(c, w), a)$ for all $w \in \Sigma^{*}$ and $a \in \Sigma$. The initial configuration is $\perp q_{0}$ and a configuration $c$ is final if $c \in \Gamma^{*} F$. A word $w \in \Sigma^{*}$ is accepted from a configuration $c$ if $\delta(c, w)$ is final. The VPA $A$ accepts $w$ if $w$ is accepted from the initial configuration. The set of all words accepted by $A$ is denoted by $\mathrm{L}(A)$; the set of all words accepted from $c$ is denoted by $\mathrm{L}(c)$. A language $L$ is a visibly pushdown language ( $V P L$ ) if $L=\mathrm{L}(A)$ for some VPA $A$. To exclude some pathological cases we assume that $\Sigma_{c} \neq \emptyset$ and $\Sigma_{r} \neq \emptyset$. In fact, if $\Sigma_{c}=\emptyset$ or $\Sigma_{r}=\emptyset$ then any VPL over that pushdown alphabet would be regular.

One can also define nondeterministic visibly pushdown automata in the usual way, which can always be converted into deterministic ones [1]. This leads to good closure properties of the class of all VPLs, as closure under Boolean operations, concatenation and Kleene star.

The set $W$ of well-matched words forms a submonoid of $\Sigma^{*}$. Notice that a VPA can only see the top of the stack when reading return symbols. Therefore, the behavior of a VPA on a well-matched word is determined only by the current state and independent of the current stack content. More precisely, there exists a monoid homomorphism $\varphi: W \rightarrow Q^{Q}$ into the finite monoid of all state transformations $Q \rightarrow Q$ such that $\delta(\alpha p, w)=\alpha \varphi(w)(p)$ for all $w \in W$ and $\alpha p \in$ Conf.

## 4 Sliding window algorithms and main results

In our context a streaming algorithm is a deterministic algorithm $A$ which reads an input word $a_{1} \cdots a_{m} \in \Sigma^{*}$ symbol by symbol from left to right and outputs after every prefix either 1 or 0 . We view $A$ as a deterministic (possibly infinite) automaton whose states are encoded by bit strings and thus abstract away from the actual computation, see [19] for a formal definition. A variable-size sliding window algorithm for a language $L \subseteq \Sigma^{*}$ is a streaming algorithm $A$ which reads an input word $a_{1} \cdots a_{m}$ over the extended alphabet $\bar{\Sigma}=\Sigma \cup\{\downarrow\}$. The symbol $\downarrow$ is the operation which removes the oldest symbol from the window. At time $0 \leq t \leq m$ the algorithm has to decide whether the active window wnd $\left(a_{1} \cdots a_{t}\right)$ belongs to $L$ which is defined by

$$
\begin{aligned}
\operatorname{wnd}(\varepsilon) & =\varepsilon & & \operatorname{wnd}(u \downarrow)=\varepsilon \text { if } \operatorname{wnd}(u)=\varepsilon \\
\operatorname{wnd}(u a) & =\operatorname{wnd}(u) a & & \operatorname{wnd}(u \downarrow)=v \text { if } \operatorname{wnd}(u)=a v
\end{aligned}
$$

for $u \in \Sigma^{*}, a \in \Sigma$. For example, a variable-size sliding window algorithm $A$ for the language $L_{a}=\left\{w \in\{a, b\}^{*} \mid w\right.$ contains $\left.a\right\}$ maintains the window length $n$ and the position $i$ (from the right) of the most recent $a$-symbol in the window (if it exists): We initialize $n:=0$ and $i:=\infty$. On input $a$ we increment $n$ and set $i:=1$, on input $b$ we increment both $n$ and $i$. On input $\downarrow$ we decrement $n$, unless $n=0$, and then set $i:=\infty$ if $i>n$.

The space complexity of $A$ is the function which maps $n$ to the maximum number of bits used when reading an input $a_{1} \cdots a_{m}$ where the window size never exceeds $n$, i.e. $\left|\operatorname{wnd}\left(a_{1} \cdots a_{t}\right)\right| \leq n$ for all $0 \leq t \leq n$. Notice that this function is monotonic. For every
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language $L$ there exists a space optimal variable-size sliding window algorithm [20, Lemma 3.1] and we write $V_{L}(n)$ for its space complexity. Clearly we have $V_{L}(n) \in O(n)$. For example the example language $L_{a}$ above satisfies $V_{L_{a}}(n) \in O(\log n)$ because the algorithm above only maintains two numbers using $O(\log n)$ bits. The main result of this paper states:

- Theorem 1 (Trichotomy for VPL). If $L$ is a visibly pushdown language then $V_{L}(n)$ is either $O(1), \Theta(\log n)$ or $O(n) \backslash o(n)$.

In the rest of this section we will give an overview of the proof of Theorem 1.

Suffix expansions. Let $\sim$ be an equivalence relation on $\Sigma^{*}$. The suffix expansion of $\sim$ is the equivalence relation $\approx$ on $\Sigma^{*}$ defined by $a_{1} \cdots a_{n} \approx b_{1} \cdots b_{m}$ if and only if $n=m$ and $a_{i} \cdots a_{n} \sim b_{i} \cdots b_{n}$ for all $1 \leq i \leq n$. Notice that $\approx$ saturates each subset $\Sigma^{\leq n}$. Furthermore, if $\sim$ is a right congruence then so is $\approx$ since $|u|=|v|$ implies $|u a|=|v a|$ and $a_{i} \cdots a_{n} \sim b_{i} \cdots b_{n}$ implies $a_{i} \cdots a_{n} a \sim b_{i} \cdots b_{n} a$. We also define suffix expansions for partial functions $t: \Sigma^{*} \rightarrow Y$ with suffix-closed domain $\operatorname{dom}(t)$. The suffix expansion of $t$ is the total function $\overleftarrow{t}: \operatorname{dom}(t) \rightarrow Y^{*}$ defined by $\overleftarrow{t}\left(a_{1} \cdots a_{n}\right)=t\left(a_{1} \cdots a_{n}\right) t\left(a_{2} \cdots a_{n}\right) \cdots t\left(a_{n-1} a_{n}\right) t\left(a_{n}\right)$ for all $a_{1} \cdots a_{n} \in \Sigma^{*}$. Here the range of $\overleftarrow{t}$ is the free monoid (alternatively, the set of all sequences) over $Y$. If $\sim$ is an equivalence relation on $\Sigma^{*}$ then its suffix expansion $\approx$ is the kernel of $\overleftarrow{\nu}_{\sim}$, i.e. $x \approx y$ if and only if $\overleftarrow{\nu}_{\sim}(x)=\overleftarrow{\nu}_{\sim}(y)$. The space complexity in the variable-size model is captured by the suffix expansion $\approx_{L}$ of the Myhill-Nerode right congruence $\sim_{L}$ or alternatively by the suffix expansion $\overleftarrow{\nu}_{L}$ of $\nu_{L}$.

- Theorem 2 ([19, Theorem 4.1]). For all $\emptyset \subsetneq L \subsetneq \Sigma^{*}$ we have $V_{L}(n)=\log \left|\Sigma \leq n / \approx_{L}\right|=$ $\log \left|\grave{\nu}_{L}\left(\Sigma^{\leq n}\right)\right|$. In particular, $V_{L}(n)=\Omega(\log n)$ for every non-trivial language.

If $L$ is empty or universal, then $V_{L}(n) \in O(1)$ and otherwise $V_{L}(n)=\Omega(\log n)$. Hence to prove Theorem 1 it suffices to show that either $V_{L}(n) \in O(\log n)$ or $V_{L}(n) \notin o(n)$ holds for every VPL $L$. If $L$ is a regular language and $A$ is the minimal DFA of $L$ with state set $Q$, one can identify $\nu_{L}(x)$ with the state $q \in Q$ reached on input $x$. Hence, $\overleftarrow{\nu}_{L}(x)$ is represented by a word over $Q$. Using the transition monoid of $A$ one can show that $\overleftarrow{\nu}_{L}: \Sigma^{*} \rightarrow Q^{*}$ is rational (in fact right-subsequential, see Section 6) and hence the image $\overleftarrow{\nu}_{L}\left(\Sigma^{*}\right) \subseteq Q^{*}$ is regular [20, Lemma 4.2]. Since the growth of $\overleftarrow{\nu}_{L}\left(\Sigma^{*}\right)$ is either polynomial or exponential this implies that $V_{L}(n) \in O(\log n)$ or $V_{L}(n) \notin o(n)$.

Restriction to descending words. The approach above for regular languages can be extended to visibly pushdown languages $L$ if we restrict ourselves to the set $D$ of descending words. If a VPA with state set $Q$ reads a descending word $x \in D$ from the initial configuration it reaches some configuration $\perp q$ with empty stack. Notice that there may be distinct configurations $\perp p \neq \perp q$ with $\mathrm{L}(\perp p)=\mathrm{L}(\perp q)$, in which case we need to pick a single representative. Since every suffix of $x$ is again descending we can represent $\overleftarrow{\nu}_{L}(x)$ by a word $\sigma_{0}(x) \in Q^{*}$ and in fact we will prove that $S_{0}=\sigma_{0}(D)$ is a context-free language (Lemma 10). By the growth theorem for context-free languages the growth of $S_{0}$ is either polynomial or exponential. If $S_{0}$ grows exponentially we obtain an exponential lower bound on $\left|\overleftarrow{\nu}_{L}\left(\Sigma^{\leq n}\right)\right|$ (Lemma 11). Hence, the interesting case is that $S_{0}$ has polynomial growth, i.e. $S_{0}$ is bounded.

Representation by rational functions. In order to simulate a VPA by a finite automaton on arbitrary words we will "flatten" the input word in the following way. The input word $w$ is factorized $w=w_{0} w_{1} \cdots w_{m}$ into a descending prefix $w_{0}$, and call letters and well-matched factors $w_{1}, \ldots, w_{m}$. The descending prefix $w_{0}$ is replaced by $\sigma_{0}\left(w_{0}\right)$ and each well-matched
factor $w_{i}$ is replaced by a similar information $\sigma_{1}\left(w_{i}\right)$ which describes the behavior of the VPA on the factor $w_{i}$ and on each of its suffixes. The set Flat of all flattenings is a contextfree language. Furthermore, there exists a rational function $\nu_{f}$ such that, if a flattening $s$ represents a word $w \in \Sigma^{*}$ then $\nu_{f}(s)$ is a configuration representing the Myhill-Nerode class $\nu_{L}(w)$ (Proposition 9). Hence, we can reduce proving the main theorem to the question whether the $\overleftarrow{\nu}_{f}$-growth of Flat is always either polynomial or exponential.

This question is resolved positively as follows. We prove that for every rational function $t$ with suffix-closed domain $X=\operatorname{dom}(t)$ the $t$-growth of $X$ is either polynomial or exponential (Theorem 6). In the case that $S_{0}$ has polynomial growth we can overapproximate Flat by a regular superset RegFlat. If the $\bar{\nu}_{f}$-growth of RegFlat is polynomial then the same holds trivially for the subset Flat. If the $\overleftarrow{\nu}_{f}$-growth of RegFlat is exponential then the proper choice of RegFlat ensures that Flat also has exponential $\check{\nu}_{f}$-growth (Proposition 14).

Dichotomy for rational functions. The main technical result of this paper states that for every rational function $t: \Sigma^{*} \rightarrow \Omega^{*}$ with suffix-closed domain $X=\operatorname{dom}(t)$ the $\overleftarrow{t}$-growth of $X$ is either polynomial or exponential. We emphasize that the range of $\check{t}$ is not $\Omega^{*}$ but the free monoid over $\Omega^{*}$ (consisting of all finite sequences of words over $\Omega$ ). There are in fact two reasons for exponential $\overleftarrow{t}$-growth: (i) The image $t(X)$ has exponential growth, and (ii) $X$ contains a so called linear fooling set. We need these lower bounds in the more general setting where $X \subseteq \operatorname{dom}(t)$ is a context-free subset, namely $X=$ Flat.

- Proposition 3. Let $t: \Sigma^{*} \rightarrow \Omega^{*}$ be rational with suffix-closed domain. If $X \subseteq \operatorname{dom}(t)$ is context-free and $t(X)$ has exponential growth then $X$ has exponential $t$-growth and exponential $\overleftarrow{t}$-growth .
- Example 4. Consider the transduction $f:\{a, b\}^{*} \rightarrow a^{*}$ defined by

$$
f=\left\{\left(a^{n}, a^{n}\right) \mid n \in \mathbb{N}\right\} \cup\left\{\left(a^{n} b w, a^{n}\right) \mid n \in \mathbb{N}, w \in\{a, b\}^{*}\right\}
$$

which projects a word over $\{a, b\}$ to its left-most (maximal) $a$-block and is rational. Its image $\check{f}\left(\{a, b\}^{*}\right)$ can be identified with the set of all sequences of natural numbers which are concatenations of monotonically decreasing sequences of the form $(k, k-1, \ldots, 0)$. There are exactly $2^{n}$ of such sequences of length $n$ and hence $\{a, b\}^{*}$ has exponential $\overleftarrow{f}$-growth.

A linear fooling scheme for a partial function $t: \Sigma^{*} \rightarrow Y$ is a tuple $\left(u_{2}, v_{2}, u, v, Z\right)$ where $u_{2}, v_{2}, u, v \in \Sigma^{*}$ and $Z \subseteq \Sigma^{*}$ such that $u_{2}$ is a suffix of $u$ and $v_{2}$ is a suffix of $v,\left|u_{2}\right|=\left|v_{2}\right|$, $\left\{u_{2}, v_{2}\right\}\{u, v\}^{*} Z \subseteq \operatorname{dom}(t)$ and for all $n \in \mathbb{N}$ there exists a word $z_{n} \in Z$ of length $\left|z_{n}\right| \leq O(n)$ such that $t\left(u_{2} w z_{n}\right) \neq t\left(v_{2} w z_{n}\right)$ for all $w \in\{u, v\}^{\leq n}$. The set $\left\{u_{2}, v_{2}\right\}\{u, v\}^{*} Z$ is called a linear fooling set for $t$. Notice that the definition implies that $u_{2} \neq v_{2}$ and hence $u$ is not a suffix of $v$, and vice versa, i.e. $\{u, v\}$ is a suffix code. Therefore $\{u, v\}^{n}$ contains $2^{n}$ words of length $O(n)$ and thus $\left\{u_{2}, v_{2}\right\}\{u, v\}^{*}$ has exponential growth.

- Proposition 5. Let $t: \Sigma^{*} \rightarrow \Omega^{*}$ be a partial function with suffix-closed domain. If $X \subseteq \operatorname{dom}(t)$ contains a linear fooling set for then the $\overleftarrow{t}$-growth of $X$ is exponential.
Proof. Let $\left(u_{2}, v_{2}, u, v, Z\right)$ be a linear fooling scheme with $\left\{u_{2}, v_{2}\right\}\{u, v\}^{*} Z \subseteq X$. Let $n \in \mathbb{N}$ and let $z_{n} \in Z$ with the properties from the definition. Consider two distinct words $w, w^{\prime} \in\{u, v\}^{n}$. Without loss of generality the words have the form $w=w_{1} u w_{2}$ and $w^{\prime}=w_{3} v w_{2}$ for some $w_{1}, w_{2}, w_{3} \in\{u, v\}^{*}$. Hence $w$ has the suffix $u_{2} w_{2}$ and $w^{\prime}$ has the suffix $v_{2} w_{2}$, which are suffixes of the same length. By assumption we have $t\left(u_{2} w_{2} z_{n}\right) \neq t\left(v_{2} w_{2} z_{n}\right)$ and hence also $\overleftarrow{t}\left(w z_{n}\right) \neq \overleftarrow{t}\left(w^{\prime} z_{n}\right)$. This implies that $\left|\overleftarrow{t}\left(u_{2}\{u, v\}^{n} z_{n}\right)\right| \geq 2^{n}$ for all $n \in \mathbb{N}$. Since all words in $u_{2}\{u, v\}^{n} z_{n} \subseteq X$ have length $O(n)$ there exists a number $c>1$ such that $\left|\overleftarrow{t}\left(X \cap \Sigma^{\leq c n}\right)\right| \geq 2^{n}$ for sufficiently large $n$.


Figure 1 The stack height function for a word $\left(\Sigma_{c}=\{a\}, \Sigma_{r}=\{b\}, \Sigma_{i n t}=\{c\}\right)$ and a monotonic factorization $b c a b b c a b a a b c a a a b a b b a$.

The following dichotomy theorem will be proved in Section 6.

- Theorem 6. Let $t: \Sigma^{*} \rightarrow \Omega^{*}$ be rational and with suffix-closed domain $X=\operatorname{dom}(t)$. If $X$ contains no linear fooling set for $t$ and $t(X)$ is bounded then the $\overleftarrow{t}$-growth of $X$ is polynomial. Otherwise the $\overleftarrow{t}$-growth of $X$ is exponential.


## 5 Reduction to transducer problem

Fix a VPA $A=\left(Q, \tilde{\Sigma}, \Gamma, \perp, q_{0}, \delta, F\right)$ and let $\emptyset \subsetneq L=\mathrm{L}(A) \subsetneq \Sigma^{*}$ for the rest of this section.

Monotonic factorization. A factorization of $w=w_{0} w_{1} \cdots w_{m} \in \Sigma^{*}$ into factors $w_{i} \in \Sigma^{*}$ is monotonic if $w_{0}$ is descending (possibly empty) and for each $1 \leq i \leq m$ the factor $w_{i}$ is either a call letter $w_{i} \in \Sigma_{c}$ or a non-empty well-matched factor. If $w_{0} w_{1} \cdots w_{m}$ is a monotonic factorization then $w_{i}^{\prime} w_{i+1} \cdots w_{j}$ is a monotonic factorization for any $0 \leq i \leq j \leq m$ and suffix $w_{i}^{\prime}$ of $w_{i}$. To see that every word $w \in \Sigma^{*}$ has at least one monotonic factorization consider the set of non-empty maximal well-matched factors in $w$ (maximal with respect to inclusion). Observe that two distinct maximal well-matched factors in a word cannot overlap because the union of two overlapping well-matched factors is again well-matched. Since every internal letter is well-matched the remaining positions contain only return and call letters. Furthermore, every remaining call letter must be to the right of every remaining return letter, which yields a monotonic factorization of $w$. Figure 1 shows a monotonic factorization $w=w_{0} w_{1} \cdots w_{m}$ where the descending prefix $w_{0}$ is colored red and call letters $w_{i}$ are colored green. The stack height function for the word $w$ increases (decreases) by one on call (return) letters and stays constant on internal letters.

Representation of Myhill-Nerode classes. To apply Theorem 2 we need a suitable description of the $\sim_{L}$-classes. We follow the approach in [5] of choosing length-lexicographic minimal representative configurations. Since their definition slightly differs from ours (according to their definition, a VPA may not read a return letter if the stack contains $\perp$ only) we briefly recall their argument (in the appendix). Let $\operatorname{rConf}=\left\{\delta\left(\perp q_{0}, w\right) \mid w \in \Sigma^{*}\right\}$ be the set of all reachable configurations in $A$, which is known to be regular [7, 11]. Two configurations $c_{1}, c_{2} \in \mathrm{rConf}$ are equivalent, denoted by $c_{1} \sim c_{2}$, if $\mathrm{L}\left(c_{1}\right)=\mathrm{L}\left(c_{2}\right)$. By fixing arbitrary linear orders on $\Gamma$ and $Q$ we can consider the length-lexicographical order on rConf and define the function rep: $\mathrm{rConf} \rightarrow \mathrm{rConf}$ which chooses the minimal representative from each $\sim$-class, i.e. for all $c \in \operatorname{rConf}$ we have $\operatorname{rep}(c) \sim c$ and for any $c^{\prime} \in \operatorname{rConf}$ with $c \sim c^{\prime}$ we have rep $(c) \leq_{l l e x} c^{\prime}$. The set of representative configurations is denoted by Rep $=$ rep(rConf).

- Lemma 7 ([5]). The function rep is rational.

Finally we define $\nu_{A}: \Sigma^{*} \rightarrow \operatorname{Rep}$ by $\nu_{A}(w)=\operatorname{rep}\left(\delta\left(\perp q_{0}, w\right)\right)$ for all $w \in \Sigma^{*}$. It represents $\sim_{L}$ in the sense that $\mathrm{L}\left(\nu_{A}(w)\right)=w^{-1} \mathrm{~L}(A)$ for all $w \in \Sigma^{*}$ and hence $\nu_{A}(u)=\nu_{A}(v)$ if and only if $u \sim_{L} v$. Therefore we have $V_{L}(n)=\log \left|\overleftarrow{\nu}_{A}\left(\Sigma^{\leq n}\right)\right|$ by Theorem 2.

Flattenings. Since we cannot compute $\nu_{A}$ using a finite state transducer we choose a different representation of the input. Define the alphabet $\Sigma_{f}=\Sigma_{c} \cup Q \cup Q^{Q}$. A flattening is a word $s_{0} s_{1} \cdots s_{m} \in \Sigma_{f}^{*}$ where $s_{0} \in Q^{*}$ and $s_{i} \in \Sigma_{c} \cup Q^{Q} Q^{*}$ for all $1 \leq i \leq m$. Notice that the factorization $s=s_{0} s_{1} \cdots s_{m}$ is unique. The set of all flattenings is AllFlat $=Q^{*}\left(\Sigma_{c} \cup Q^{Q} Q^{*}\right)^{*}$. We define a function $t_{f}$ : AllFlat $\rightarrow \mathrm{rConf}$ as follows. Let $s=s_{0} s_{1} \cdots s_{m} \in \Sigma_{f}^{*}$ be a flattening and we define $t_{f}(s)$ by induction on $m$ :

- If $s_{0}=\varepsilon$ then $t_{f}\left(s_{0}\right)=\perp q_{0}$. If $s_{0}=q_{1} \cdots q_{n} \in Q^{+}$then $t_{f}\left(s_{0}\right)=\perp q_{1}$.
- If $s_{m} \in \Sigma_{c}$ then $t_{f}\left(s_{0} \cdots s_{m}\right)=\delta\left(t_{f}\left(s_{0} \cdots s_{m-1}\right), s_{m}\right)$.
- If $s_{m}=\tau q_{2} \cdots q_{m} \in Q^{Q} Q^{*}$ and $t_{f}\left(s_{0} \cdots s_{m-1}\right)=\alpha q$ then $t_{f}(s)=\alpha \tau(q)$.

Define the function $\nu_{f}$ : AllFlat $\rightarrow$ Rep by $\nu_{f}=\operatorname{rep} \circ t_{f}$.

- Lemma 8. The functions $t_{f}$ and $\nu_{f}$ are rational.

Proof. We first define a transducer $A_{1}$ which handles flattenings where the initial factor is empty. Let $A_{1}=\left(Q, \Sigma_{f}, Q \cup \Gamma,\left\{q_{0}\right\}, \Delta^{\prime}, Q, o\right)$ with the following transitions:

- $p \xrightarrow{q \mid \varepsilon} p$ for all $p, q \in Q$
- $p \xrightarrow{a \mid \gamma} q$ for all $\delta(p, a)=(\gamma, q)$ where $a \in \Sigma_{c}$
- $p \xrightarrow{\tau \mid \varepsilon} \tau(p)$ for all $p \in Q, \tau \in Q^{Q}$
and $o(q)=q$. For each $p \in Q$ let $t_{p}$ be the rational function defined by $A_{1}$ with the only initial state $p$. One can easily show that for all $s \in$ AllFlat we have $t_{f}(s)=\perp t_{q_{0}}(s)$ and $t_{f}\left(q_{1} \cdots q_{k} s\right)=\perp t_{q_{1}}(s)$ for all $q_{1} \cdots q_{k} \in Q^{+}$. Hence we can prove that $t_{f}$ is rational by providing a transducer for $t_{f}$ : First it verifies whether the input word belongs to the regular language AllFlat $\subseteq \Sigma_{f}^{*}$. Simultaneously, it verifies whether the input word starts with a state $q \in Q$. If so, it memorizes $q$ and simulates $A_{1}$ on $s^{\prime}$ from $q$, and otherwise $A_{1}$ is directly simulated on $s$ from $q_{0}$. Since rep is rational by Lemma $7, \nu_{f}$ is also rational.

If $w=a_{1} \cdots a_{n} \in D$ is a descending word then $\delta\left(\perp q_{0}, w\right)=\perp p$ for some $p \in Q$. By definition of $\nu_{A}$ there exists a state $q \in Q$ with $\nu_{A}(w)=\perp q$. Since each suffix of $w$ is also descending we have $\overleftarrow{\nu}_{A}(w)=\perp q_{1} \perp q_{2} \cdots \perp q_{n}$ for some $q_{1}, \ldots, q_{n} \in Q$. We define $\sigma_{0}(w)=q_{1} \cdots q_{n} \in Q^{*}$, i.e. we remove the redundant $\perp$-symbols from $\overleftarrow{\nu}_{A}(w)$. If $w$ is non-empty and well-matched we additionally define $\sigma_{1}(w)=\tau q_{2} \cdots q_{n} \in Q^{Q} Q^{*}$ where $\tau=\varphi(w)$. We define the sets $S_{0}=\sigma_{0}(D)$ and $S_{1}=\sigma_{1}(W \backslash\{\varepsilon\})$. Notice that $S_{0}$ is exactly the set of proper suffixes of words from $S_{1}$ since descending words are exactly the (proper) suffixes of well-matched words. We say that $s=s_{0} s_{1} \cdots s_{m} \in$ AllFlat represents a word $w \in \Sigma^{*}$ if there exists a monotonic factorization $w=w_{0} w_{1} \cdots w_{m} \in \Sigma^{*}$ such that $s_{0}=\sigma_{0}\left(w_{0}\right)$, and for all $1 \leq i \leq m$ if $w_{i}$ is well-matched, then $s_{i}=\sigma_{1}\left(w_{i}\right)$, and if $w_{i} \in \Sigma_{c}$ then $s_{i}=w_{i}$. Since a word may have different monotonic factorizations, it may also be represented by many flattenings. We define the suffix-closed set Flat $=S_{0}\left(\Sigma_{c} \cup S_{1}\right)^{*}$, containing all flattenings which represent some word.

- Proposition 9. If $s \in$ AllFlat represents $w \in \Sigma^{*}$ then $\nu_{f}(s)=\nu_{A}(w)$. Therefore, $\nu_{f}($ Flat $)=\operatorname{Rep}$ and $V_{L}(n)=\log \mid \overleftarrow{\nu}_{f}\left(\right.$ Flat $\left.\cap \Sigma_{f}^{\leq n}\right) \mid$.
- Lemma 10. The languages $S_{0}$ and $S_{1}$ are context-free.

Proof. Since $S_{0}$ is the set of all proper suffixes of words from $S_{1}$ it suffices to consider $S_{1}$. We will prove that $\left\{w \otimes \sigma_{1}(w) \mid w \in W\right\}$ is a VPL over the pushdown alphabet $\left(\Sigma_{c} \times \Sigma_{f}, \Sigma_{r} \times \Sigma_{f}, \Sigma_{i n t} \times \Sigma_{f}\right)$. Since the class of context-free languages is closed under
projections it then follows that $S_{1}$ is context-free. A VPA can test whether the first component $w=a_{1} \cdots a_{n}$ is well-matched and whether the second component has the form $\tau q_{2} \cdots q_{n} \in Q^{Q} Q^{*}$. Since VPLs are closed under Boolean operations, it suffices to test whether $\tau \neq \varphi(w)$ or there exists a state $q_{i}$ with $\nu_{A}\left(a_{i} \cdots a_{n}\right) \neq \perp q_{i}$. To guess an incorrect state we use a VPA whose stack alphabet contains all stack symbols of $A$ and a special symbol \# representing the stack bottom. We guess and read a prefix of the input word and push/pop only the special symbol \# on/from the stack. Then at some point we store the second component $q_{i}$ in the next symbol and simulate $A$ on the remaining suffix. Finally, we accept if and only if the reached state is $q$ and $\operatorname{rep}(\perp q) \neq \perp q_{i}$. Similarly, we can verify $\tau$ by testing whether there exists a state $p \in Q$ with $\varphi(w)(p) \neq \tau(p)$.

- Lemma 11. The language $S_{0}$ is bounded if and only if $S_{1}$ is bounded. If $S_{0}$ is not bounded then the $\overleftarrow{\nu}_{A}$-growth of $\Sigma^{*}$ is exponential and therefore $V_{L}(n) \notin o(n)$.

Proof. Assume that $S_{0} \subseteq s_{1}^{*} \cdots s_{k}^{*}$ is bounded. Since $S_{1} \subseteq \bigcup\left\{\tau S_{0} \mid \tau \in Q^{Q}\right\}$ we have $S_{1} \subseteq \tau_{1}^{*} \cdots \tau_{m}^{*} s_{1}^{*} \cdots s_{k}^{*}$ for any enumeration $\tau_{1}, \ldots, \tau_{m}$ of $Q^{Q}$. Conversely, if $S_{1}$ is bounded then each word in $S_{0}$ is a factor, namely a proper suffix, of a word from $S_{1}$. Therefore $S_{0}$ must be also bounded.

If the context-free language $S_{0}=\sigma_{0}(D) \subseteq Q^{*}$ is not bounded then its growth must be exponential. Recall that $\overleftarrow{\nu}_{A}(w)$ and $\sigma_{0}(w)$ are equal for all $w \in D$ up to the $\perp$-symbol. Hence $\left|\overleftarrow{\nu}_{A}\left(\Sigma^{\leq n}\right)\right| \geq\left|\overleftarrow{\nu}_{A}\left(D \cap \Sigma^{\leq n}\right)\right|=\left|\sigma_{0}\left(D \cap \Sigma^{\leq n}\right)\right|=\left|S_{0} \cap Q^{\leq n}\right|$, which proves the growth bound.

Bounded overapproximation. By Lemma 11 we can restrict ourselves to the case that $S_{0}$ and $S_{1}$ are bounded languages, which will be assumed in the following. We define $\Psi\left(a_{1} \cdots a_{n}\right)=\left\{\left(a_{1}, n\right),\left(a_{2}, n-1\right) \ldots,\left(a_{n}, 1\right)\right\}$ and $\Psi(L)=\bigcup_{w \in L} \Psi(w)$.

- Lemma 12. Let $K$ be a bounded context-free language. Then there exists a bounded regular superset $R \supseteq K$ such that $\{|w| \mid w \in K\}=\{|w| \mid w \in R\}$ and $\Psi(K)=\Psi(R)$, called a bounded overapproximation of $K$.

Proof. We use Parikh's theorem [26], which implies that for every context-free language $K \subseteq \Sigma^{*}$ the set $\{|w| \mid w \in K\}$ is semilinear, i.e. a finite union of arithmetic progressions, and hence $\left\{v \in \Sigma^{*}|\exists w \in K:|v|=|w|\}\right.$ is a regular language. Assume that $K \subseteq w_{1}^{*} \cdots w_{k}^{*}$ for some $w_{1}, \ldots, w_{k} \in \Sigma^{*}$. We define

$$
R=\left(w_{1}^{*} \cdots w_{k}^{*}\right) \cap\left\{v \in \Sigma^{*}|\exists w \in K:|v|=|w|\} \cap\left\{w \in \Sigma^{*} \mid \Psi(w) \subseteq \Psi(K)\right\} .\right.
$$

Clearly, $K$ is contained in $R$ and it remains to verify that the third part is regular. It suffices to show that for each $a \in \Sigma$ the set $P_{a}=\{i \mid(a, i) \in \Psi(K)\}$ is semilinear because then an automaton can verify the property $\Psi(w) \subseteq \Psi(K)$. Consider the transducer

$$
T_{a}=\left\{\left(a_{1} \cdots a_{n}, \square^{n-i+1}\right) \mid a_{1} \cdots a_{n} \in \Sigma^{*}, a_{i}=a\right\} .
$$

It is easy to see that $T_{a}$ is rational and $T_{a} K=\left\{\square^{i} \mid i \in P_{a}\right\}$. The claim follows again from Parikh's theorem.

For each $\tau \in Q^{Q}$ let $R_{\tau}$ be a bounded overapproximation of $\tau^{-1} S_{1}$ and let $R_{1}=$ $\bigcup_{\tau \in Q^{Q}}\left(\tau R_{\tau}\right)$. Let $R_{0}=\bigcup_{\tau \in Q^{Q}} \operatorname{Suf}\left(R_{\tau}\right)$, which is the set of all proper suffixes of words in $R_{1}$. Both $R_{0}$ and $R_{1}$ are also bounded languages. Finally, set RegFlat $=R_{0}\left(\Sigma_{c} \cup R_{1}\right)^{*}$, which is the same as $\operatorname{Suf}\left(\left(\Sigma_{c} \cup R_{1}\right)^{*}\right)$ and is suffix-closed. According to the definition of bounded overapproximations we can approximate a word $v=\tau q_{2} \cdots q_{k} \in R_{1}$ in two
possible ways: Firstly, define $\operatorname{apx}_{\ell}(v)$ to be any word of the form $\operatorname{apx}_{\ell}(v)=\tau p_{2} \cdots p_{k} \in S_{1}$ with $|v|=\left|\operatorname{apx}_{\ell}(v)\right|$. Secondly, for any position $2 \leq i \leq k$ define $\operatorname{apx}_{i}(v)$ to be any word $\operatorname{apx}_{i}(v)=\tau s^{\prime} q_{i} p_{i+1} \cdots p_{k} \in S_{1}$ where $s^{\prime}, p_{i+1} \cdots p_{k} \in Q^{*}$. If $r=r_{0} r_{1} \cdots r_{m} \in$ RegFlat then we can replace any internal factor $r_{i} \in R_{1}$ by $\mathrm{apx}_{\ell}\left(r_{i}\right)$ or any $\mathrm{apx}_{j}\left(r_{i}\right)$ without changing the value of $\nu_{f}(r)$.

- Proposition 13. $\nu_{f}$ (Flat $)=\nu_{f}($ RegFlat $)=$ Rep.
- Proposition 14. If RegFlat contains a linear fooling set for $\nu_{f}$ then also Flat contains a linear fooling set for $\nu_{f}$.

Proof of Theorem 1. If $L=\emptyset$ or $L=\Sigma^{*}$ then $V_{L}(n) \in O(1)$. Now assume $\emptyset \subsetneq L \subsetneq \Sigma^{*}$, in which case we have $V_{L}(n)=\Omega(\log n)$. Furthermore we know that $V_{L}(n)=\log \mid \overleftarrow{\nu}_{f}\left(\right.$ Flat $\left.\cap \Sigma_{f}^{\leq n}\right) \mid$ by Proposition 9. If the constructed language $S_{0}$ is not bounded then $V_{L}(n) \notin o(n)$ by Lemma 11. Now assume that $S_{0}$ is bounded, in which case we can construct the regular language RegFlat. By Theorem 6 the $\overleftarrow{\nu}_{f}$-growth of RegFlat is either polynomial or exponential (formally, we have to restrict the domain of $\nu_{f}$ to the regular language RegFlat). If the $\overleftarrow{\nu}_{f}$-growth of RegFlat is polynomial then the same holds for its subset Flat, and hence $V_{L}(n) \in O(\log n)$. If the $\overleftarrow{\nu}_{f}$-growth of RegFlat is exponential then by Theorem 6 either the image $\nu_{f}$ (RegFlat) is not bounded or RegFlat contains a linear fooling set for $\nu_{f}$. By Proposition 13 we have $\nu_{f}$ (RegFlat $)=\nu_{f}($ Flat $)=$ Rep. Hence, if Rep has exponential growth then Proposition 3 implies that Flat has exponential $\overleftarrow{\nu}_{f}$-growth and hence $V_{L}(n) \notin o(n)$. If RegFlat contains a linear fooling set for $\nu_{f}$ then also Flat contains one by Proposition 14. By Proposition 5 the $\overleftarrow{\nu}_{f}$-growth of Flat is exponential and hence $V_{L}(n) \notin o(n)$.

## 6 Dichotomy for rational functions

In this section we will prove Theorem 6. Let $t: \Sigma^{*} \rightarrow \Omega^{*}$ be a rational function with suffixclosed domain $X=\operatorname{dom}(t)$. By Proposition 3 the interesting case is where the image $t(X)$ is polynomial growing, i.e. a bounded language. There are two further necessary properties in order to achieve polynomial $t$-growth. Since we apply the rational function to all suffixes, it is natural to consider right transducers, reading the input from right to left. The first property states that $t$ has to resemble so called right-subsequential functions, which are defined by deterministic finite right transducers. Here we will make use of a representation of rational functions due to Reutenauer and Schützenberger, which decomposes the rational function $t$ into a right congruence $\mathcal{R}_{t}$ and a right-subsequential transducer $B$ [27]. Secondly, we demand that $B$ is well-behaved, which means that, roughly speaking, the output produced during a run inside a strongly connected component only depends on its entry state and the length of the run. We will prove that in fact these properties are sufficient for the polynomial $\tilde{t}$-growth and in all other cases $X$ contains a linear fooling set.

The case of finite-index right congruences. Let $\sim$ be a finite index right congruence on $\Sigma^{*}$ and $\approx$ its suffix expansion. We will characterize those finite index right congruences $\sim$ where $\Sigma \leq n / \approx$ is polynomially bounded, which can be viewed as a special case of Theorem 6 since $\nu_{\sim}: \Sigma^{*} \rightarrow \Sigma^{*} / \sim$ is rational. First assume that $\sim$ is the Myhill-Nerode right congruence $\sim_{L}$ of a regular language $L$. Since $\log |\Sigma \leq n / \approx|$ is exactly the space complexity $V_{L}(n)$ by Theorem 2, this case was characterized in [19] using so called critical tuples in the minimal DFA for $L$. We slightly adapt this definition for right congruences. A critical tuple in a right congruence $\sim$ is a tuple of words $\left(u_{2}, v_{2}, u, v\right) \in\left(\Sigma^{*}\right)^{4}$ such that $\left|u_{2}\right|=\left|v_{2}\right| \geq 1$, there exist $u_{1}, v_{1} \in \Sigma^{*}$ with $u=u_{1} u_{2}, v=v_{1} v_{2}$, and $u_{2} w \nsim v_{2} w$ for all $w \in\{u, v\}^{*}$.
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- Proposition 15. If $\sim$ has a critical tuple then $\left|\Sigma^{\leq n} / \approx\right|$ grows exponentially and there exists a critical tuple $\left(u_{2}, v_{2}, u, v\right)$ in $\sim$ such that $u_{2} u \sim u_{2} w u$ and $v_{2} u \sim v_{2} w u$ for all $w \in\{u, v\}^{*}$.

Proof. If $\left(u_{2}, v_{2}, u, v\right)$ is critical tuple in a right congruence $\sim$ then we claim that $\left|\Sigma^{\leq n} / \approx\right|$ grows exponentially. Let $n \in \mathbb{N}$ and let $w \neq w^{\prime} \in\{u, v\}^{n}$. There exists a word $z \in\{u, v\}^{*}$ such that $w$ and $w^{\prime}$ have the suffixes $u_{2} z$ and $v_{2} z$ of equal length. By the definition of critical tuples we have $u_{2} z \nsim v_{2} z$, which implies $w \not \approx w^{\prime}$. Therefore $|\Sigma \leq c n / \approx| \geq 2^{n}$ where $c=\max \{|u|,|v|\}$.

The second part is based on the proof of [20, Lemma 7.4]. Let $\equiv$ be the syntactic congruence on $\Sigma^{*}$ defined by $x \equiv y$ if and only if $\ell x \sim \ell y$ for all $\ell \in \Sigma^{*}$. Since $\sim$ is a right congruence $\equiv$ is a congruence on $\Sigma^{*}$ of finite index satisfying $\equiv \subseteq \sim$. Define the monoid $M=\Sigma^{*} / \equiv$. It is known that there exists a number $\omega \in \mathbb{N}$ such that $m^{\omega}$ is idempotent for all $m \in M$, i.e. $m^{\omega} \cdot m^{\omega}=m^{\omega}$. Now let $\left(u_{2}, v_{2}, u, v\right)$ be a critical tuple and define $u^{\prime}=\left(v^{\omega} u^{\omega}\right)^{\omega}$ and $v^{\prime}=\left(v^{\omega} u^{\omega}\right)^{\omega} v^{\omega}$. Since $u_{2}$ is a suffix of $u^{\prime}, v_{2}$ is a suffix of $u^{\prime}$ and $u^{\prime}, v^{\prime} \in\{u, v\}^{*}$ the tuple $\left(u_{2}, v_{2}, u^{\prime}, v^{\prime}\right)$ is again a critical tuple in $\sim$. Furthermore we have $u^{\prime} u^{\prime}=\left(v^{\omega} u^{\omega}\right)^{\omega}\left(v^{\omega} u^{\omega}\right)^{\omega} \equiv\left(v^{\omega} u^{\omega}\right)^{\omega}=u^{\prime}$ and $v^{\prime} u^{\prime}=\left(v^{\omega} u^{\omega}\right)^{\omega} v^{\omega}\left(v^{\omega} u^{\omega}\right)^{\omega} \equiv\left(v^{\omega} u^{\omega}\right)^{\omega}=u^{\prime}$, and therefore $u^{\prime} \equiv w u^{\prime}$ for all $w \in\left\{u^{\prime}, v^{\prime}\right\}^{*}$. Since $\equiv$ is a congruence this implies $u_{2} u^{\prime} \equiv u_{2} w u^{\prime}$ and $v_{2} u^{\prime} \equiv v_{2} w u^{\prime}$ for all $w \in\left\{u^{\prime}, v^{\prime}\right\}^{*}$, and thus also $u_{2} u^{\prime} \sim u_{2} w u^{\prime}$ and $v_{2} u^{\prime} \sim v_{2} w u^{\prime}$, which concludes the proof.

- Theorem 16. Let $L \subseteq \Sigma^{*}$ be regular. Then $V_{L}(n) \in O(\log n)$ if and only if $\left|\Sigma^{\leq n} / \approx_{L}\right|$ is polynomially bounded if and only if $\sim_{L}$ has no critical tuple.

Proof. The first equivalence follows from Theorem 2. By Proposition 15 the existence of a critical tuple in $\sim$ implies exponential growth of $\left|\Sigma^{\leq n} / \approx\right|$.

Now assume that $V_{L}(n) \notin O(\log n)$. By [19, Lemma 7.2] there exist words $u_{2}, v_{2}, u, v \in \Sigma^{*}$ such that $u_{2}$ is a suffix of $u, v_{2}$ is a suffix of $v,\left|u_{2}\right|=\left|v_{2}\right|$ and $u_{2} w \not \chi_{L} v_{2} w^{\prime}$ for all $w, w^{\prime} \in\{u, v\}^{*}$ (one needs the fact that $x \sim_{L} y$ if and only if $x$ and $y$ reach the same state in the minimal DFA for $L$ ). Since in particular $u_{2} w \not \chi_{L} v_{2} w$ for all $w \in\{u, v\}^{*}$ the tuple $\left(u_{2}, v_{2}, u, v\right)$ constitutes a critical tuple.

We generalize this theorem to arbitrary finite index right congruences (Theorem 18). Given equivalence relations $\sim$ and $\sim^{\prime}$ on a set $X$, we say that $\sim^{\prime}$ is coarser than $\sim$ if $\sim \subseteq \sim^{\prime}$, i.e. each $\sim^{\prime}$-class is a union of $\sim$-classes. The intersection $\sim \cap \sim^{\prime}$ is again an equivalence relation on $X$.

- Lemma 17. Let $\sim$ and $\sim^{\prime}$ be right congruences.
(a) If $\sim^{\prime}$ is coarser than $\sim$ and $\sim$ has no critical tuple, then $\sim^{\prime}$ also has no critical tuple.
(b) If $\sim$ and $\sim^{\prime}$ have no critical tuple then $\sim \cap \sim^{\prime}$ is also a right congruence which has no critical tuple

Proof. Closure under coarsening is clear because the property " ~ has no critical tuple" is positive in $\sim: \forall u=u_{1} u_{2} \forall v=v_{1} v_{2}\left(\left|u_{2}\right|=\left|v_{2}\right| \rightarrow \exists w \in\{u, v\}^{*}: u_{2} w \sim v_{2} w\right)$.

Consider two right congruences $\sim, \sim^{\prime}$ which have no critical tuples. One can verify that their intersection $\sim \cap \sim^{\prime}$ is again a right congruence. Let $u=u_{1} u_{2}$ and $v=v_{1} v_{2}$ with $\left|u_{2}\right|=\left|v_{2}\right|$. Because $\sim$ has no critical tuple there exist a word $w \in\{u, v\}^{*}$ with $u_{2} w \sim v_{2} w$. Now consider the condition for the words $u_{1}\left(u_{2} w\right)$ and $v_{1}\left(v_{2} w\right)$. Because $\sim^{\prime}$ has no critical tuple there exists a word $x \in\{u w, v w\}^{*}$ such that $u_{2} w x \sim^{\prime} v_{2} w x$. Since $\sim$ is a right congruence we also have $u_{2} w x \sim v_{2} w x$ and thus $u_{2} w x\left(\sim \cap \sim^{\prime}\right) v_{2} w x$. This proves that $\sim \cap \sim^{\prime}$ has no critical tuple.

- Theorem 18. $\left|\Sigma^{\leq n} / \approx\right|$ is polynomially bounded if and only if $\sim$ has no critical tuple.

Proof. Let $u_{1}, \ldots, u_{m}$ be representatives from each $\sim$-class. Observe that $\sim=\bigcap_{i=1}^{m} \sim_{\left[u_{i}\right] \sim}$ because $\sim$ saturates each class $\left[u_{i}\right]_{\sim}$ and $\bigcap_{i=1}^{m} \sim_{\left[u_{i}\right]_{\sim}}$ also saturates each class $[v]_{\sim}$. Let us write $\sim_{i}$ instead of $\sim_{\left[u_{i}\right] \sim}$ and let $\approx_{i}$ be its suffix expansion $\approx_{\left[u_{i}\right] \sim}$. Then we have $\sim=\bigcap_{i=1}^{m} \sim_{i}$ and $\approx=\bigcap_{i=1}^{m} \approx_{i}$. This implies that

$$
\begin{equation*}
\max _{1 \leq i \leq m}\left|\Sigma^{\leq n} / \approx_{i}\right| \leq\left|\Sigma^{\leq n} / \approx\right| \leq \prod_{i=1}^{m}\left|\Sigma^{\leq n} / \approx_{i}\right| \tag{1}
\end{equation*}
$$

$(\Rightarrow)$ : If $\left|\Sigma^{\leq n} / \approx\right|$ is polynomially bounded then the same holds for $\left|\Sigma \leq n / \approx_{i}\right|$ for all $1 \leq i \leq k$ by (1). By Theorem $16 \sim_{\left[u_{i}\right]}$ has no critical tuple for all $1 \leq i \leq k$ and therefore Lemma 17(b) implies that $\sim=\bigcap_{i=1}^{m} \sim_{\left[u_{i}\right]}^{\sim}$ has no critical tuple.
$(\Leftarrow):$ If $\sim$ has no critical tuple then each congruence $\sim_{i}$ has no critical tuple by Lemma 17(a) because $\sim_{i}$ is coarser than $\sim$. Theorem 16 implies that $\left|\Sigma \leq n / \approx_{i}\right|$ is polynomially bounded for all $1 \leq i \leq k$. By (1) also $|\Sigma \leq n / \approx|$ is polynomially bounded.

Regular look-ahead. A result due to Reutenauer and Schützenberger states that every rational function $f$ can be factorized as $f=r \circ \ell$ where $\ell$ and $r$ are left- and right-subsequential, respectively [27]. A rational function is left- or right-subsequential if the input is read in a deterministic fashion from left to right and right to left, respectively. In the literature the order of the directions is usually reversed, i.e. one decomposes $t$ as $f=r \circ \ell$. Often this is described by the statement that every rational function is (left-)subsequential with regular look-ahead. Furthermore, this decomposition is canonical in a certain sense.

We follow the notation from the survey paper [16]. A right-subsequential transducer $B=\left(Q, \Sigma, \Omega, F, \Delta,\left\{q_{i n}\right\}, o\right)$ is a real-time right transducer which is deterministic, i.e. $q_{i n}$ is the only initial state and for every $p \in Q$ and $a \in \Sigma$ there exists at most one transition $(p, a, y, q) \in \Delta$. Clearly, right-subsequential transducers define rational functions, the so called right-subsequential functions, but not every rational function is right-subsequential. Let $\mathcal{R}$ be a right congruence on $\Sigma^{*}$ with finite index. The look-ahead extension is the injective function $e_{\mathcal{R}}: \Sigma^{*} \rightarrow\left(\Sigma \times \Sigma^{*} / \mathcal{R}\right)^{*}$ defined by

$$
e_{\mathcal{R}}\left(a_{1} \cdots a_{n}\right)=\left(a_{1},[\varepsilon]_{\mathcal{R}}\right)\left(a_{2},\left[a_{1}\right]_{\mathcal{R}}\right)\left(a_{3},\left[a_{1} a_{2}\right]_{\mathcal{R}}\right) \cdots\left(a_{n},\left[a_{1} \cdots a_{n-1}\right]_{\mathcal{R}}\right)
$$

Let $f: \Sigma^{*} \rightarrow \Omega^{*}$ be a partial function. The partial function $f[\mathcal{R}]:\left(\Sigma \times \Sigma^{*} / \mathcal{R}\right)^{*} \rightarrow \Omega^{*}$ with $\operatorname{dom}(f[\mathcal{R}])=e_{\mathcal{R}}(\operatorname{dom}(f))$ is defined by $f[\mathcal{R}]\left(e_{\mathcal{R}}(x)\right)=f(x)$. Furthermore we define a right congruence $\mathcal{R}_{f}$ on $\Sigma^{*}$. For this we need the distance function $\|x, y\|=|x|+|y|-2|x \wedge y|$ where $x \wedge y$ is the longest common suffix of $x$ and $y$. Equivalently, $\|x, y\|$ is the length of the reduced word of $x y^{-1}$ in the free group generated by $\Sigma$. Notice that $\|\cdot, \cdot\|$ satisfies the triangle inequality. We define $u \mathcal{R}_{f} v$ if and only if (i) $u \sim_{\operatorname{dom}(f)} v$ and (ii) $\{\|f(u w), f(v w)\| \mid u w, v w \in \operatorname{dom}(f)\}$ is finite. One can verify that $\mathcal{R}_{f}$ is a right congruence on $\Sigma^{*}$. As an example, recall the rational transduction $f$ from Example 4. The induced right congruence $\mathcal{R}_{f}$ has two classes, which are $a^{*}$ and $a^{*} b\{a, b\}^{*}$.

- Theorem 19 ([27]). A partial function $f: \Sigma^{*} \rightarrow \Omega^{*}$ is rational if and only if $\mathcal{R}_{f}$ has finite index and $f\left[\mathcal{R}_{f}\right]$ is right-subsequential.

For the rest of the section let $B=\left(Q, \Sigma \times \Sigma^{*} / \mathcal{R}_{t}, \Omega, F, \Delta,\left\{q_{i n}\right\}, o\right)$ be a trim rightsubsequential transducer for $t\left[\mathcal{R}_{t}\right]$. One obtains an unambiguous real-time right transducer $A$ for $t$ by projection to the first component, i.e. $A=\left(Q, \Sigma, \Omega, F, \Lambda,\left\{q_{i n}\right\}, o\right)$ where $\Lambda=$ $\{(q, a, y, p) \mid(q,(a, b), y, p) \in \Delta\}$. Notice that every run $q \stackrel{x \mid y}{\longleftarrow} p$ in $A$ induces a corresponding
run $q \underset{\longleftarrow}{(x, z) \mid y} p$ in $B$ for some $z \in\left(\Sigma^{*} / \mathcal{R}_{t}\right)^{*}$ and that this correspondence is a bijection between the sets of all runs in $A$ and $B$. We need two auxiliary lemmas which concern the right congruence $\mathcal{R}_{t}$.

- Lemma 20 (Short distances). Let $u, v, w \in \Sigma^{*}$ with $u w, v w \in X$. If $u \mathcal{R}_{t} v$ then $\|t(u w), t(v w)\| \leq O(|u|+|v|)$.

Two partial functions $t_{1}, t_{2}: \Sigma^{*} \rightarrow \Omega^{*}$ are adjacent if $\sup \left\{\left\|t_{1}(w), t_{2}(w)\right\| \mid w \in \operatorname{dom}\left(t_{1}\right) \cap\right.$ $\left.\operatorname{dom}\left(t_{2}\right)\right\}<\infty$ where $\sup \emptyset=-\infty$. We remark that two functions are adjacent in our definition if and only if their reversals are adjacent according to the original definition [27]. Notice that $u \mathcal{R}_{t} v$ if and only if $u \sim_{X} v$ and the functions $w \mapsto t(u w)$ and $w \mapsto t(v w)$ are adjacent.

- Lemma 21 (Short witnesses). Let $t_{1}, t_{2}: \Sigma^{*} \rightarrow \Omega^{*}$ be rational functions which are not adjacent. Then there are words $x, y, z \in \Sigma^{*}$ such that $x y^{*} z \subseteq \operatorname{dom}\left(t_{1}\right) \cap \operatorname{dom}\left(t_{2}\right)$ and $\left\|t_{1}\left(x y^{k} z\right), t_{2}\left(x y^{k} z\right)\right\|=\Omega(k)$. In particular, for each $k \in \mathbb{N}$ there exists a word $x \in \operatorname{dom}\left(t_{1}\right) \cap$ $\operatorname{dom}\left(t_{2}\right)$ of length $|x| \leq O(k)$ such that $\left\|t_{1}(x), t_{2}(x)\right\| \geq k$.
- Proposition 22. If $\mathcal{R}_{t}$ has a critical tuple then $X$ contains a linear fooling set.

Proof. Let $\left(u_{2}, v_{2}, u, v\right)$ be a critical tuple in $\mathcal{R}_{t}$ with $u=u_{1} u_{2}$ and $v=v_{1} v_{2}$. By Proposition 15 we can assume that $u_{2} u \mathcal{R}_{t} u_{2} w u$ and $v_{2} u \mathcal{R}_{t} v_{2} w u$ for all $w \in\{u, v\}^{*}$. By assumption we know that $\left(u_{2} u, v_{2} u\right) \notin \mathcal{R}_{t}$. Furthermore, we claim that $u_{2} u \sim_{X} v_{2} u$ : Let $z \in \Sigma^{*}$ and assume that $u_{2} u z \in X$. Then $u_{2} v_{1} v_{2} u z \in X$ because $u_{2} u \sim_{X} u_{2} v_{1} v_{2} u$, and thus $v_{2} u z \in X$ because $X$ is suffix-closed. The other direction follows by a symmetric argument.

Let $n \in \mathbb{N}$ and define

$$
N=\max _{x \in\left\{u_{2}, v_{2}\right\}} \max _{w \in\{u, v\} \leq n} \sup \{\|t(x u z), t(x w u z)\| \mid x u z, x w u z \in X\}<\infty .
$$

By Lemma 20 we have $N \leq O(n)$. Since $\left(u_{2} u, v_{2} u\right) \notin \mathcal{R}_{t}$ and $u_{2} u \sim_{X} v_{2} u$, the functions $z \mapsto t\left(u_{2} u z\right)$ and $z \mapsto t\left(v_{2} u z\right)$ are not adjacent. By Lemma 21 there exists a word $z_{n} \in$ $\left(u_{2} u\right)^{-1} X$ with $\left\|t\left(u_{2} u z_{n}\right), t\left(v_{2} u z_{n}\right)\right\| \geq 2 N+1$ and $\left|z_{n}\right| \leq O(N) \leq O(n)$. We claim that $t\left(u_{2} w u z_{n}\right) \neq t\left(v_{2} w u z_{n}\right)$ for all $w \in\{u, v\}^{\leq n}$ : By the triangle inequality we have

$$
\begin{aligned}
2 N+1 & \leq\left\|t\left(u_{2} u z_{n}\right), t\left(v_{2} u z_{n}\right)\right\| \\
& \leq\left\|t\left(u_{2} u z_{n}\right), t\left(u_{2} w u z_{n}\right)\right\|+\left\|t\left(u_{2} w u z_{n}\right), t\left(v_{2} w u z_{n}\right)\right\|+\left\|t\left(v_{2} w u z_{n}\right), t\left(v_{2} u z_{n}\right)\right\| \\
& \leq 2 N+\left\|t\left(u_{2} w u z_{n}\right), t\left(v_{2} w u z_{n}\right)\right\|
\end{aligned}
$$

which implies $\left\|t\left(u_{2} w u z_{n}\right), t\left(v_{2} w u z_{n}\right)\right\| \geq 1$ and in particular $t\left(u_{2} w u z_{n}\right) \neq t\left(v_{2} w u z_{n}\right)$. We have proved that for each $n \in \mathbb{N}$ there exists a word $z_{n}$ of length $O(n)$ such that $t\left(u_{2} w u z_{n}\right) \neq$ $t\left(v_{2} w u z_{n}\right)$ for all $w \in\{u, v\}^{\leq n}$. If $Z$ is the set of all constructed $z_{n}$ for $n \in \mathbb{N}$ then $\left\{u_{2}, v_{2}\right\}\{u, v\}^{*} u Z \subseteq X$ and $\left(u_{2}, v_{2}, u, v, u Z\right)$ is a linear fooling scheme.

Well-behaved transducers. Let $(Q, \preceq)$ be the quasi-order defined by $q \preceq p$ iff there exists a run from $p$ to $q$ in $A$ or equivalently in $B$. Its equivalence classes are the strongly connected components (SCCs) of $A$ and $B$. A word $w \in \Sigma^{*}$ is guarded by a state $p \in Q$ if there exists a run $q^{\prime} \stackrel{w}{\leftarrow} p$ in $A$ such that $p \preceq q^{\prime}$, i.e. $p$ and $q^{\prime}$ belong to the same SCC. Notice that the set of all words which are guarded by a fixed state $p$ is suffix-closed. A run $q \stackrel{w}{\leftarrow} p$ in $A$ is guarded if $w$ is guarded by $p$. We say that $A$ is well-behaved if for all $p \in Q$ and all guarded accepting runs $\pi, \pi^{\prime}$ from $p$ with $|\pi|=\left|\pi^{\prime}\right|$ we have out $F_{F}(\pi)=\operatorname{out}_{F}\left(\pi^{\prime}\right)$.

- Proposition 23. If $A$ is not well-behaved then $X$ contains a linear fooling set.

Proof. Assume there exist states $p, q, r, q^{\prime}, r^{\prime} \in Q$, and accepting runs $q \stackrel{u_{2}}{\leftarrow} p$ and $r \stackrel{v_{2}}{\leftarrow} p$ with $\left|u_{2}\right|=\left|v_{2}\right|$ and out ${ }_{F}\left(q \stackrel{u_{2}}{\leftarrow} p\right) \neq \operatorname{out}_{F}\left(r \stackrel{v_{2}}{\leftarrow} p\right)$. Furthermore let $p \stackrel{u_{1}}{\leftarrow} q^{\prime} \stackrel{u_{2}}{\leftarrow} p, p \stackrel{v_{1}}{\leftarrow} r^{\prime} \stackrel{v_{2}}{\leftarrow} p$ and $p \stackrel{s}{\leftarrow}_{\leftarrow} q_{i n}$ be runs. Let $u=u_{1} u_{2}$ and $v=v_{1} v_{2}$ and consider any word $w \in\{u, v\}^{*}$. Since $t\left(u_{2} w s\right)=\operatorname{out}_{F}\left(q \stackrel{u_{2}}{\leftarrow} p\right)$ out $\left(p \stackrel{w s}{\longleftarrow} q_{\text {in }}\right)$ and $t\left(v_{2} w s\right)=\operatorname{out}_{F}\left(r \stackrel{v_{2}}{\leftarrow} p\right)$ out $\left(p \stackrel{w s}{\leftarrow} q_{\text {in }}\right)$, we have $t\left(u_{2} w s\right) \neq t\left(v_{2} w s\right)$. This shows that $\left(u_{2}, v_{2}, u, v,\{s\}\right)$ is a linear fooling scheme.

If $\pi$ is a non-empty run $p \stackrel{a_{1} \cdots a_{n}}{\longleftarrow} q$ in $A$ and $p \stackrel{\left(a_{1}, \rho_{1}\right) \cdots\left(a_{n}, \rho_{n}\right)}{\longleftarrow} q$ is the corresponding run in $B$ then we call $\rho_{1}$ the key of $\pi$. The following lemma justifies the name, stating that $\pi$ is determined by the state $q$, the word $a_{1} \cdots a_{n}$ and the key $\rho_{1}$.

- Lemma 24. If $p \stackrel{w}{\leftarrow} q$ and $p^{\prime} \stackrel{w}{\leftarrow} q$ are non-empty runs in $A$ with the same key then the runs must be identical.
Proof. Assume that $w=a_{1} \cdots a_{n}$ and let $p \stackrel{\left(a_{1}, \rho_{1}\right) \cdots\left(a_{n}, \rho_{n}\right)}{\longleftarrow} q$ and $p^{\prime} \stackrel{\left(a_{1}, \rho_{1}^{\prime}\right) \cdots\left(a_{n}, \rho_{n}^{\prime}\right)}{\longleftarrow} q$ be the corresponding runs in $B$ with $\rho_{1}=\rho_{1}^{\prime}$. We proceed by induction on $n$. If $n=1$ then this statement is trivial because $B$ is deterministic. Now assume $n \geq 2$ and let $p \stackrel{a_{1}}{\leftarrow} r \stackrel{a_{2} \cdots a_{n}}{\longleftarrow} q$ and $p^{\prime} \stackrel{a_{1}}{\longleftarrow} r^{\prime} \stackrel{a_{2} \cdots a_{n}}{\longleftarrow} q$. Since $B$ is trim there exist an accepting run on $e_{\mathcal{R}_{t}}(u)$ from $p$ and an accepting run on $e_{\mathcal{R}_{t}}\left(u^{\prime}\right)$ from $p^{\prime}$ for some words $u, u^{\prime} \in \Sigma^{*}$. By definition of $t\left[\mathcal{R}_{t}\right]$ we have $[u]_{\mathcal{R}_{t}}=\rho_{1}=\rho_{1}^{\prime}=\left[u^{\prime}\right]_{\mathcal{R}_{t}}$ and therefore $\rho_{2}=\left[u a_{1}\right]_{\mathcal{R}_{t}}=\left[u^{\prime} a_{1}\right]_{\mathcal{R}_{t}}=\rho_{2}^{\prime}$. By induction hypothesis we know that the runs $r \stackrel{a_{2} \cdots a_{n}}{\longleftarrow} q$ and $r^{\prime} \stackrel{a_{2} \cdots a_{n}}{\longleftarrow} q$ are identical. Since $p \stackrel{\left(a_{1}, \rho_{1}\right)}{\longleftarrow} r$ and $p^{\prime} \stackrel{\left(a_{1}, \rho_{1}^{\prime}\right)}{\longleftarrow} r^{\prime}$ and $B$ is deterministic we must have $p=p^{\prime}$.

Let $\pi$ be any run on a word $y \in \Sigma^{*}$. If $\pi$ is not guarded, we can factorize $\pi=\pi^{\prime} \pi^{\prime \prime}$ such that $\pi^{\prime \prime}$ is the shortest suffix of $\pi$ which is unguarded, and then iterate this process on $\pi^{\prime}$. This yields unique factorizations $\pi=\pi_{0} \pi_{1} \cdots \pi_{m}$ and $y=y_{0} y_{1} \cdots y_{m}$ where $\pi_{i}$ is a run on $y_{i}$ from a state $q_{i}$ to a state $q_{i-1}$ such that $y_{i}$ is the shortest suffix of $y_{0} \cdots y_{i}$ which is not guarded by $q_{i}$ for all $1 \leq i \leq m$ and $\pi_{0}$ is guarded. The factorization $\pi=\pi_{0} \pi_{1} \cdots \pi_{m}$ is the guarded factorization of $\pi$.

- Proposition 25. Assume that $t(X)$ is bounded, $A$ is well-behaved and $\mathcal{R}_{t}$ has no critical tuple. Then the $\overleftarrow{t}$-growth of $X$ is polynomially bounded.

Proof. We will describe an encoding of $\overleftarrow{t}(w)$ for $w \in X$ using $O(\log |w|)$ bits. For each word $w \in \Sigma^{*}$ and each state $q \in Q$ we define a tree $T_{q, w}$ recursively, which carries information at the nodes and edges. If $w$ is guarded by $q$ then $T_{q, w}$ consists of a single node labelled by the pair $(q,|w|)$. Otherwise let $w=u v$ such that $v$ is the shortest suffix of $w$ which is not guarded by $q$. Then $T_{q, w}$ has a root which is labelled by the tuple $\left(q,|w|,|v|, \overleftarrow{\nu}_{\mathcal{R}_{t}}(u)\right)$. For each run $p \stackrel{v}{\leftarrow} q$ we attach $T_{p, u}$ to the root as a direct subtree. The edge is labelled by the pair $(\rho, \operatorname{out}(p \stackrel{v}{\leftarrow} q))$ where $\rho$ is the key of $p \stackrel{v}{\leftarrow} q$. By Lemma 24 distinct outgoing edges from the root are labelled by distinct keys.

The tree $T_{q, w}$ can be encoded using $O(\log |w|)$ bits: Since we have $p \prec q$ for every unguarded run $p \stackrel{v}{\leftarrow} q$ the tree $T_{q, w}$ has height at most $|Q|$ and size at most $|Q|^{|Q|}$. All occurring numbers have at most magnitude $|w|$, and the states and keys can be encoded by $O(1)$ bits. The output words out $(p \stackrel{v}{\leftarrow} q)$ are factors of words from the bounded language $t(X)$ and have length at most $\operatorname{iml}(A) \cdot|v|$. Thus they can be encoded using $O(\log |w|)$ bits. The node label $\overleftarrow{\nu}_{\mathcal{R}_{t}}(u)$ can be encoded using $O(\log |w|)$ bits by Theorem 18 since $\mathcal{R}_{t}$ has no critical tuple.

Let $w=x y \in \Sigma^{*}, q \in Q$ and let $\pi$ be an accepting run on $y$ from $q$. We show that $T_{q, w}$ and $|y|$ determine out $_{F}(\pi)$ by induction on the length of the guarded factorization $\pi=\pi_{0} \pi_{1} \cdots \pi_{m}$. Since $T_{q_{i n}, w}$ determines the length $|w|$, the tuple $\overleftarrow{t}(w)$ is determined by $T_{q_{i n}, w}$ for all $w \in X$.

If $m=0$ then $y$ is guarded by $q$. Since $A$ is well-behaved out ${ }_{F}(\pi)$ is determined by $q$ (which is part of the label of the root of $\left.T_{q, w}\right)$ and $|y|$ only. Now assume $m \geq 1$ and suppose that $\pi_{i}$ is a run $q_{i-1} \stackrel{y_{i}}{\leftrightarrows} q_{i}$ for all $1 \leq i \leq m$ with $q_{m}=q$. Then $y_{m}$ is the shortest suffix of $w$ which is not guarded by $q$. The root of $T_{q, w}$ is labelled by $\left(q,\left|y_{m}\right|, \overleftarrow{\nu}_{\mathcal{R}_{t}}\left(x y_{0} \cdots y_{m-1}\right)\right)$. Since $\left|y_{m}\right|$ and $|y|$ are known, we can also determine $\left|y_{0} \cdots y_{m-1}\right|$. From $\overleftarrow{\nu}_{\mathcal{R}_{t}}\left(x y_{0} \cdots y_{m-1}\right)$ and $\left|y_{0} \cdots y_{m-1}\right|$ we can then determine $\left[y_{0} \cdots y_{m-1}\right]_{\mathcal{R}_{t}}$, which is the key of $\pi_{m}$. By Lemma 24 we can find the unique edge which is labelled by $\left(\left[y_{0} \cdots y_{m-1}\right]_{\mathcal{R}_{t}}\right.$, out $\left.\left(\pi_{m}\right)\right)$. It leads to the direct subtree $T_{q_{m-1}, x y_{0} \cdots y_{m-1}}$ of $T_{q, w}$. By induction hypothesis $T_{q_{m-1}, x y_{0} \cdots y_{m-1}}$ and $\left|y_{0} \cdots y_{m-1}\right|$ determine out $_{F}\left(\pi_{0} \cdots \pi_{m-1}\right)$. Finally, we can determine out ${ }_{F}\left(\pi_{0} \cdots \pi_{m}\right)=\operatorname{out}_{F}\left(\pi_{0} \cdots \pi_{m-1}\right)$ out $\left(\pi_{m}\right)$, concluding the proof.

Now we can prove Theorem 6: If $X$ contains no linear fooling set for $t$ then $A$ must be wellbehaved by Proposition 23 and $\mathcal{R}_{t}$ has no critical tuple by Proposition 22. If additionally $t(X)$ is bounded then the $t$-growth of $X$ is polynomially bounded by Proposition 25. Otherwise, if either $X$ contains a linear fooling set or $t(X)$ is not bounded then the $\tilde{t}$-growth of $X$ is exponential by Proposition 5 and by Proposition 3.
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#### Abstract

For $k \geq 3$, a $k$-rollercoaster is a sequence of numbers whose every maximal contiguous subsequence, that is increasing or decreasing, has length at least $k$; 3-rollercoasters are called simply rollercoasters. Given a sequence of distinct real numbers, we are interested in computing its maximum-length (not necessarily contiguous) subsequence that is a $k$-rollercoaster. Biedl et al. (2018) have shown that each sequence of $n$ distinct real numbers contains a rollercoaster of length at least $\lceil n / 2\rceil$ for $n>7$, and that a longest rollercoaster contained in such a sequence can be computed in $O(n \log n)$-time (or faster, in $O(n \log \log n)$ time, when the input sequence is a permutation of $\{1, \ldots, n\})$. They have also shown that every sequence of $n \geqslant(k-1)^{2}+1$ distinct real numbers contains a $k$-rollercoaster of length at least $\frac{n}{2(k-1)}-\frac{3 k}{2}$, and gave an $O(n k \log n)$-time (respectively, $O(n k \log \log n)$-time) algorithm computing a longest $k$-rollercoaster in a sequence of length $n$ (respectively, a permutation of $\{1, \ldots, n\}$ ).

In this paper, we give an $O\left(n k^{2}\right)$-time algorithm computing the length of a longest $k$-rollercoaster contained in a sequence of $n$ distinct real numbers; hence, for constant $k$, our algorithm computes the length of a longest $k$-rollercoaster in optimal linear time. The algorithm can be easily adapted to output the respective $k$-rollercoaster. In particular, this improves the results of Biedl et al. (2018), by showing that a longest rollercoaster can be computed in optimal linear time. We also present an algorithm computing the length of a longest $k$-rollercoaster in $O\left(n \log ^{2} n\right)$-time, that is, subquadratic even for large values of $k \leq n$. Again, the rollercoaster can be easily retrieved. Finally, we show an $\Omega(n \log k)$ lower bound for the number of comparisons in any comparison-based algorithm computing the length of a longest $k$-rollercoaster.
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## 1 Introduction

The mathematical study of patterns occurring in sequences of numbers is a rather old and well developed topic in combinatorics and algorithms on sequences. Within this topic, of a particularly high interest is the study of long increasing and decreasing (not necessarily contiguous) subsequences occurring in a sequence. For example, already in 1749, Euler defined the Eulerian polynomials, which are the generating function for the number of descents in permutations. Almost 200 years later, Erdős and Szekeres [9] proved the existence of an increasing or a decreasing subsequence of length at least $a+1$ in a sequence of at least $n=a^{2}+1$ distinct reals. More precisely, they have shown the following theorem.

- Theorem 1 (Erdős and Szekeres, 1935). Every sequence of $a b+1$ distinct real numbers contains an increasing subsequence of length at least $a+1$ or a decreasing subsequence of length at least $b+1$.

The theorem of Erdős-Szekeres is strongly related to, and in fact also follows from, the well-known decomposition of Dilworth (see [18]) regarding chains and antichains in a finite partially ordered set. Dilworth's result can be restated in the context of the combinatorics of patterns in sequences of numbers as follows.

- Theorem 2 (Dilworth, 1950). Any finite sequence $S$ of distinct real numbers can be partitioned into $k$ ascending sequences, where $k$ is the maximum length of a descending sequence in $S$.

Recent surveys on the combinatorics of patterns occurring in sequences are [14, 15].
The study of patterns in sequences of numbers also has a well developed algorithmic side (see, e.g., $[4,8,10,13]$ ). For instance, finding a longest increasing subsequence (not necessarily contiguous) contained in the input sequence is a basic problem in theoretical computer science, studied already from the 1960s [3,16,17], with applications in areas such as bioinfomatics and physics (see [19] and the references therein). In particular, in 1975 Fredman [10] presented an algorithm (which he attributed to Knuth, now considered folklore) computing the length of a longest increasing subsequence (LIS) in an array of $n$ numbers in $O(n \log n)$ time, and proved that this is optimal for comparison-based algorithms. If required, the algorithm can be extended to retrieve such a subsequence. If the input sequence can be sorted in linear time (in particular, when the input sequence is a permutation of $\{1, \ldots, n\}$ ) and we do not require the algorithm to be comparison-based, the solution given by Fredman can be implemented in $O(n \log \log n)$ time, see [8] and the references therein. Fredman's algorithm is often called Patience Sorting, and has some connections to constructing the so-called Young Tableaux $[3,16]$.

We consider a notion that is strongly related to longest increasing subsequences (and longest decreasing subsequences). A run in a sequence of numbers is a maximal contiguous subsequence that is either increasing or decreasing. A $k$-rollercoaster, where $k \geq 3$, is a sequence of numbers whose every run has length at least $k$; 3 -rollercoasters are called, for short, rollercoasters. For example, the sequence $(3,6,8,10,9,5,1,2,4,7,11)$ is a 4 -rollercoaster with runs $(3,6,8,10),(10,9,5,1),(1,2,4,7,11)$. Given a sequence $S[1: n]=(S[1], S[2], \ldots, S[n])$ of $n$ distinct numbers, the $k$-rollercoaster problem is to find a maximum-size set of indices $i_{1}<i_{2}<\cdots<i_{m}$ such that $\left(S\left[i_{1}\right], S\left[i_{2}\right], \ldots, S\left[i_{m}\right]\right)$ is a $k$-rollercoaster. In other words, this problem asks for a longest $k$-rollercoaster contained in the input sequence $S$.

There is a simple, but useful, geometrical interpretation of $k$-rollercoasters. The input sequence $S[1: n]$ can be depicted as a set $P$ of points in the plane by translating, for $i$ from 1 to $n$, the number $S[i]$ to a point $p_{i}=(i, S[i])$. In this setting, a $k$-rollercoaster in $S$ translates to a polygonal path in the plane, whose vertices are points of $P$, and such that every maximal sub-path, with positive- or negative-sloped edges, has at least $k$ points. The rollercoaster $(3,6,8,10,9,5,1,2,4,7,11)$ is depicted in the left half of Figure 1. Two 4 -rollercoasters occurring in the sequence ( $3,6,1,8,7,17,13,10,11,12,9,5,14,4,2,15,16$ ) are depicted in the right half of the same figure.

While rollercoasters seem interesting on their own as a combinatorial structure, the original motivation for their study was a connection to computational geometry and graph drawing, namely to point-set embeddings of caterpillars (see $[5,6]$ and the references therein). More precisely, constructing a long rollercoaster in a sequence of numbers was used as an


Figure 1 Left: a 4-rollercoaster $(3,6,8,10,9,5,1,2,4,7,11)$ with runs $(3,6,8,10),(10,9,5,1)$, $(1,2,4,7,11)$. Right: two 4-rollercoasters, represented with a solid and, respectively, a dashed line, in $(3,6,1,8,7,17,13,10,11,12,9,5,14,4,2,15,16)$.
intermediate step towards obtaining a method of drawing a $n$-vertex top-view caterpillar, with L-shaped edges, on a set of $\frac{25}{3} n$ general orthogonal position points in the plane. This is currently the best known bound on the number of points required to draw such a graph.

In [5], the following results regarding $k$-rollercoasters were shown. First, from a combinatorial point of view, for $k=3$, it was shown that the length of a longest rollercoaster contained in a sequence of $n \geq 7$ distinct numbers is at least $\left\lceil\frac{n}{2}\right\rceil$. As far as $k$-rollercoasters are concerned, it was shown that for $k \geqslant 4$ every sequence of $n \geqslant(k-1)^{2}+1$ distinct numbers contains a $k$-rollercoaster of length at least $\frac{n}{2(k-1)}-\frac{3 k}{2}$. From an algorithmic point of view, both previously mentioned results were constructive, leading to an $O(n)$ time (respectively $O(n \log k)$ ) algorithm computing a long (but not necessarily a longest) rollercoaster (respectively, $k$-rollercoaster) contained in a sequence of $n$ distinct numbers. A longest rollercoaster contained in such a sequence was computed by an extension of Fredman's algorithm in $O(n \log n)$-time, and if the input sequence is a permutation of $\{1, \ldots, n\}$ (or, more generally, sortable in linear time) in $O(n \log \log n)$ time. By further generalising this approach, an $O(n k \log n)$-time (respectively, $O(n k \log \log n)$-time) algorithm computing a longest $k$-rollercoaster in a sequence of $n$ distinct numbers (respectively, a permutation of $\{1, \ldots, n\})$ can be obtained. Note that, by the theorem of Erdös and Szekeres, a sequence of $n$ distinct numbers always contains a $\lfloor\sqrt{n}\rfloor$-rollercoaster, and the aforementioned algorithm computes a longest such rollercoaster in $O\left(n^{1.5} \log n\right)$ time.

Our contributions. We consider the problem of computing a longest $k$-rollercoaster in an input sequence $S[1: n]$ and provide three results.

Firstly, we design a comparison-based algorithm computing the length of a longest $k$ rollercoaster in a sequence of $n$ distinct numbers in $O\left(n k^{2}\right)$ time. Thus, we obtain an optimal linear-time algorithm for constant values of $k$, in particular for $k=3$. This significantly improves the results of [5] and shows that, even though longest rollercoasters are related to longest increasing subsequences, the rich combinatorial structure of the former makes them provably easier to find. The starting point of our algorithm is the following natural dynamic programming formulation. For each $2 \leq i \leq k$, and for each element $S[j]$, we compute a longest (not necessarily contiguous) subsequence of $S$ ending with $S[j]$ and with every run of length at least $k$, except for the last run, which has only $i$ elements if $i<k$ and at least $k$ elements if $i=k$. Now the difficulty is to find the predecessor $S\left[j^{\prime}\right]$ of $S[j]$ in such a subsequence in time proportional to $k$, in particular avoiding any kind of binary search.
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We greedily decompose the input sequence into blocks with a certain property related to Dilworth's theorem and prove, by a careful case analysis, that $j^{\prime}$ must belong to the previous few such blocks. This, together with the special structure of the blocks and appropriate data structures, allows us to find $j^{\prime}$ in $O(k)$ amortised time.

Secondly, we focus on the case of large $k$. Given that both the previous and the new algorithm have at least linear dependency on $k$, it might seem plausible that this is inherent to the problem, for example that for $k \geq\lfloor\sqrt{n}\rfloor$ the running time of any algorithm needs to be $\Omega\left(n^{1.5}\right)$. We show that this is not the case by designing a subquadratic algorithm that computes a longest $k$-rollercoaster in a sequence of $n$ distinct numbers in $O\left(n \log ^{2} n\right)$ time. To obtain this result, we exploit the fact that if an increasing (respectively, decreasing) run in a longest $k$-rollercoaster extends from $S[i]$ to $S[j]$, then that run should be LIS (respectively, longest decreasing sequence, LDS for short) in $S[i: j]$. If one arranges the length of LIS (respectively, LDS) in $S[i: j]$ in an $n \times n$ matrix then the matrix has the anti-Monge property. It is known that all row maxima of an anti-Monge matrix can be found in $O(n)$ time [2], that is, in sublinear time w.r.t. the size of the matrix (given an oracle access to the elements of the matrix). Such properties have been successfully exploited to speed up certain dynamic programming algorithms. We also follow this route, and construct a longest $k$-rollercoaster using dynamic programming, essentially by gluing together LISs and LDSs of consecutive contiguous subsequences of $S$.

Thirdly, we show that any comparison-based algorithm computing a longest $k$-rollercoaster needs $\Omega(n \log k)$ comparisons. Our reasoning is similar to the one used by Fredman to show that any comparison-based algorithm computing a LIS needs $\Omega(n \log n)$ comparisons. We leave as an open problem to close the gap between the lower and upper bounds shown here.

The paper is organised as follows. After a series of preliminaries, we describe the $O\left(n k^{2}\right)$ time algorithm for computing the length of a longest $k$-rollercoaster, followed by the $O\left(n \log ^{2} n\right)$-time algorithm. We conclude with the lower bound for the number of comparisons needed to compute the length of a longest $k$-rollercoaster in a sequence of length $n$. The proofs omitted here for space reasons can be found in [12].

## 2 Preliminaries

We consider sequences of distinct real numbers and work in the comparison-based model. If $S$ is a sequence of $n$ numbers, then $|S|=n$ is the length of the sequence, and $S[i]$ denotes its $i^{\text {th }}$ element. A subsequence of $S$ is a sequence $\left(S\left[i_{1}\right], S\left[i_{2}\right], \ldots, S\left[i_{m}\right]\right)$, defined by specifying the indices $1 \leq i_{1}<i_{2}<\ldots<i_{m} \leq n$. For $1 \leq i \leq j \leq n, S[i: j]$ denotes the contiguous subsequence $(S[i], S[i+1], \ldots, S[j])$; in particular, $S[1: n]$ denotes the entire $S$. Note that unless explicitly stated, a subsequence is not necessarily contiguous. An increasing subsequence (respectively, decreasing subsequence) of $S$ is a subsequence $\left(S\left[i_{1}\right], S\left[i_{2}\right], \ldots, S\left[i_{m}\right]\right)$ such that $S\left[i_{j}\right]<S\left[i_{j+1}\right]$, for all $1 \leq j \leq m-1$ (respectively, $S\left[i_{j}\right]>S\left[i_{j+1}\right]$, for all $1 \leq j \leq m-1$ ). A longest increasing (respectively, decreasing) sequence, for short LIS (respectively, LDS), is an increasing (respectively, decreasing) sequence with the largest possible length. Fredman gave an $O(n \log n)$-time algorithm for computing the length of LIS, denoted res in Algorithm 1. A byproduct of this algorithm is a partition of $S[1: n]$ into res non-increasing subsequences that can be obtained by creating, for every $1 \leq j \leq$ res, a list of elements that has been stored in $R[j]$.

A run in a sequence of numbers is a maximal contiguous subsequence that is increasing or decreasing. A $k$-rollercoaster is a sequence of numbers such that every run has length at least $k$; 3 -rollercoasters are called, for short, rollercoasters. Given a sequence $S[1: n]$

```
Algorithm 1 Finding the length of LIS of \(S\).
    \(R[0] \leftarrow 0\)
    res \(\leftarrow 0\)
    for \(i \leftarrow 1\) to \(n\) do
        \(k \leftarrow \max \{j: R[j]<S[i]\} \quad \triangleright\) binary search over \(R[0]<R[1]<R[2]<\ldots\)
        \(R[k+1] \leftarrow S[i]\)
        res \(\leftarrow \max \{\) res, \(k+1\}\)
    return res
```

we are interested in finding its longest subsequence that is a $k$-rollercoaster. To make the exposition easier to follow, we focus on finding the length of such a subsequence. Recovering the subsequence itself is, in all our algorithms, rather straightforward.

## 3 Computing a Longest $k$-Rollercoaster in $O\left(n k^{2}\right)$-Time

In this section we show how to find a longest $k$-rollercoaster of $S[1: n]$ in $O\left(n k^{2}\right)$ time.
We begin our algorithm with a preprocessing phase. An alternating $k$-decomposition of $S[1: n]$ is a partition of $S[1: n]$ into contiguous subsequences (called parts) $S_{1}, S_{2}, \ldots, S_{m}$ such that the length of LIS in the odd parts ( $S_{1}, S_{3}, S_{5}$, and so on) is $k$ while the length of LDS in the even parts is $k$, possibly smaller for the very last part, and additionally by removing the last element of any odd (even) part we obtain a sequence with LIS (LDS) of length less than $k$. In other words, for $\ell \geq 1, S_{\ell}$ is either the shortest contiguous subsequence of $S$ that follows directly after $S_{1} \cdots S_{\ell-1}$ and has for $\ell$ odd (even) a LIS (respectively, LDS) of length $k$, if such a subsequence exists, or the whole remaining part of $S$ otherwise. For example, an alternating 3 -decomposition of $S=(1,4,2,5,8,7,6,3)$ is $(1,4,2,5),(8,7,6),(3)$.

- Lemma 3. An alternating $k$-decomposition of $S[1: n]$ can be found in $O(n \log k)$ time.

Proof. By terminating Algorithm 1 as soon as res $=k$ we can find the shortest prefix of $S$ with LIS equal to $k$ in $O(d \log k)$ time, where $d$ is the length of the prefix. Then we find the shortest prefix of the remaining suffix of $S$ with LDS equal to $k$, and repeat. Overall, this takes $O(n \log k)$ time because all parts are disjoint.

- Proposition 4. Let $A$ be a $k$-rollercoaster in $S$. Any part $S_{\ell}$ contains elements of at most four consecutive runs of $A$.

Proof. By contradiction. Let $S_{\ell}^{\prime}$ be $S_{\ell}$ without the last element. If $S_{\ell}$ contains elements of five consecutive runs of $A$ then $S_{\ell}^{\prime}$ contains elements of four consecutive runs of $A$, and hence all elements of two such consecutive runs. Thus, if $S_{\ell}$ is an odd (even) part then $S_{\ell}^{\prime}$ contains LIS (LDS) of length $k$, which contradicts the definition of an alternating $k$-decomposition.

By Dilworth's theorem, a part with LIS of length $k$ can be decomposed into $k$ decreasing subsequences, and such a decomposition can be obtained as a byproduct of Algorithm 1. Thus, we can decompose each part into up to $k$ monotone (increasing or decreasing, depending on whether the part is odd or even) subsequences. These subsequences can be then merged to obtain a sorted list $P_{\ell}$ of all elements in the corresponding part $S_{\ell}$ in $O(n \log k)$ overall time, for example by first merging pairs of subsequences, then quadruples, and so on.

Before moving on to the description of our algorithm, we need a combinatorial lemma that relates an alternating $k$-decomposition to a longest rollercoaster.

- Lemma 5. Suppose that $x=S[j]$ is a non-first element occurring in an increasing run of a longest $k$-rollercoaster, and $y=S\left[j^{\prime}\right]$ is its predecessor in the same run, and consider an alternating $k$-decomposition of $S[1: n]$. Then either $x$ and $y$ are in the same part $S_{i}$, or $y$ is in one of the parts $S_{i-4}, S_{i-3}, S_{i-2}, S_{i-1}$.

Proof. By contradiction. Suppose that there are at least four parts between $x$ and $y$, i.e., $x$ is in $S_{i}$ and $y$ is in some $S_{k}$ with $k<i-4$. Let $r$ denote the run in the $k$-rollercoaster that contains $x$ and $y$, let $d$ be the length of $r$, and let $\ell$ be such that $r[\ell]=y$ and $r[\ell+1]=x$. We assume that $r$ is an increasing run (see Figure 2); the case when $r$ is decreasing can be treated in the same way.


Figure 2 The increasing run $r$ from Lemma 5, with the points $x$ and $y$ highlighted.
Consider the following four cases:

1. $\ell \leq k-1$ (i.e., there are at most $k-2$ elements in $r$ before $y$ ) and $k-2 \geq d-\ell-1$ (there are at most $k-2$ elements in $r$ after $x)$.
2. $\ell \leq k-1$ and $k-1 \leq d-\ell-1$ (there at least $k-1$ elements in $r$ after $x$ ).
3. $\ell \geq k$ (there are at least $k-1$ elements in $r$ before $y$ ) and $k-2 \geq d-\ell-1$.
4. $\ell \geq k$ and $k-1 \leq d-\ell-1$.

Recall that there are at least four whole parts between $x$ and $y$. Therefore, in particular there are three consecutive parts $S_{i^{\prime}}, S_{i^{\prime}+1}$, and $S_{i^{\prime}+2}$ such that the first has LIS of length $k$, the second has LDS of length $k$, and the third has LIS of length $k$.

In the first case, we replace $r[2: d-1]$ with LIS of $S_{i^{\prime}}$, the LDS of $S_{i^{\prime}+1}$, and LIS of $S_{i^{\prime}+2}$. It is straightforward to verify that we obtain a valid $k$-rollercoaster, and because we remove at most $2 k-4$ elements and add at least $3 k$, this creates a longer $k$-rollercoaster, which is a contradiction. In the second case, we replace $r[2: \ell]$ with LIS of $S_{i^{\prime}}$ and LDS of $S_{i^{\prime}+1}$. Again, it is straightforward to verify that we obtain a valid longer $k$-rollercoaster, because we remove at most $k-2$ elements and add at least $2 k$. Similarly, in the third case, we replace $r[\ell+1: d-1]$ with LDS of $S_{i^{\prime}+1}$ and LIS of $S_{i^{\prime}+2}$ to obtain a longer $k$-rollercoaster. Finally, in the fourth case we simply insert LDS of $S_{i^{\prime}+1}$ between $x$ and $y$ to obtain a longer $k$-rollercoaster.

After the initial preprocessing phase we apply dynamic programming. For $1 \leq i \leq k$, we say that a subsequence of $S$ (not necessarily contiguous) is a $(k, i)_{+}$-rollercoaster if it ends with an increasing run of length exactly $i$ when $i<k$ and at least $k$ when $i=k$, while every other run is of length at least $k$. Additionally, we consider $k$-rollercoaster ending with a decreasing run as $(k, 1)_{+}$-rollercoaster. We want to construct, for every $1 \leq i \leq k$ and $1 \leq j \leq n$, a longest $(k, i)_{+}$-rollercoaster ending with $S[j]$. To this end we calculate $M_{+}[j, i]$, the position in $S$ of the predecessor of $S[j]$ in such a $(k, i)_{+}$-rollercoaster, and $L_{+}[j, i]$, the length of the respective $(k, i)_{+}$-rollercoaster. A $(k, i)_{-}$-rollercoaster is defined similarly, except
that the last run should be decreasing, and we also calculate the values $M_{-}[j, i]$ and $L_{-}[j, i]$, defined similarly to the above and corresponding to such a $(k, i)_{-}$-rollercoaster. We only describe in detail how to compute $M_{+}[j, i]$ and $L_{+}[j, i]$, as $M_{-}[j, i]$ and $L_{-}[j, i]$ are computed analogously. The computation proceeds from left to right, that is, we iterate over the parts $S_{1}, S_{2}, \ldots$ and compute, for every element $S[j]$ of the current part $S_{\ell}$, the values of $M_{+}[j, i]$ and $L_{+}[j, i]$ for every $1 \leq i \leq k$. See Algorithm 2 for a high-level overview of the algorithm.

```
Algorithm 2 Computing the length of a longest \(k\)-rollercoaster.
    Find an alternating \(k\)-decomposition \(S_{1}, \ldots, S_{m}\) of \(S\).
    for \(1 \leq \ell \leq m\) do
        Merge the \(k\) monotone subsequences constituting \(S_{\ell}\) to obtain a single sorted list \(P_{\ell}\).
    for \(1 \leq \ell \leq m\) do
        \(\triangleright\) For each \(S[j]\) in \(S_{\ell}\) and \(1 \leq i \leq k\), we compute the following:
            \(M_{+}[j, i]\) : position in \(S\) of the predecessor of \(S[j]\) in its \((k, i)_{+}\)-rollercoaster
            \(L_{+}[j, i]\) : length of the respective \((k, i)_{+}\)-rollercoaster
        for \(2 \leq i \leq k\) do
            for \(1 \leq d \leq 4\) and each \(S[j] \in S_{\ell}\) in the order of their occurrences in \(P_{\ell}\) do
                    Find \(M_{+}^{d}[j, i]\) and \(L_{+}^{d}[j, i]\).
            for each \(S[j] \in S_{\ell}\) do
                \(L_{+}[j, i] \leftarrow \max \left\{L_{+}^{d}[j, i]: 1 \leq d \leq 4\right\}\)
                    Set \(M_{+}[j, i]\) so that it corresponds to \(L_{+}[j, i]\).
        Compute, for each \(S[j] \in S_{\ell}, L_{-}[j, i]\) and \(M_{-}[j, i]\) with a similar approach.
        repeat 4 times
            for each \(S[j] \in S_{\ell}\) do
                \(L_{+}[j, 1] \leftarrow \max \left\{L_{-}[j, k], 1\right\}\)
                    \(M_{+}[j, 1] \leftarrow M_{-}[j, k]\) if \(L_{-}[j, k]>0\) and 0 otherwise
            for \(2 \leq i \leq k\) do
                for each \(S[j] \in S_{\ell}\) in the order of their occurrences in \(P_{\ell}\) do
                    Find \(M_{+}^{\prime}[j, i], L_{+}^{\prime}[j, i]\) using decomposition of \(S_{\ell}\) into \(k\) monotone sequences.
                    for each \(S[j] \in S_{\ell}\) do
                    \(L_{+}[j, i] \leftarrow \max \left\{L_{+}[j, i], L_{+}^{\prime}[j, i]\right\}\)
                    Update \(M_{+}[j, i]\) so that it corresponds to \(L_{+}[j, i]\).
            Update, for each \(S[j] \in S_{\ell}, L_{-}[j, i]\) and \(M_{-}[j, i]\) with a similar approach.
    return \(\max \left\{\max \left\{L_{-}[j, k], L_{+}[j, k]\right\}: 1 \leq j \leq n\right\}\)
```

When we begin computing the arrays $M_{+}[\cdot, i], L_{+}[\cdot, i], M_{-}[\cdot, i]$ and $L_{-}[\cdot, i]$, for $2 \leq$ $i \leq k$, corresponding to all $S[j] \in S_{\ell}$, we have already computed $M_{+}\left[j^{\prime}, 1\right], M_{+}\left[j^{\prime}, 2\right], \ldots$, $M_{+}\left[j^{\prime}, k\right]$ and $L_{+}\left[j^{\prime}, 1\right], L_{+}\left[j^{\prime}, 2\right], \ldots, L_{+}\left[j^{\prime}, k\right]$, as well as $M_{-}\left[j^{\prime}, 1\right], M_{-}\left[j^{\prime}, 2\right], \ldots, M_{-}\left[j^{\prime}, k\right]$ and $L_{-}\left[j^{\prime}, 1\right], L_{-}\left[j^{\prime}, 2\right], \ldots, L_{-}\left[j^{\prime}, k\right]$, for every $S\left[j^{\prime}\right] \in S_{\ell^{\prime}}$ such that $\ell^{\prime}<\ell$.

We start with computing the values $M_{+}[\cdot, i], L_{+}[\cdot, i], M_{-}[\cdot, i]$ and $L_{-}[\cdot, i]$, for $2 \leq i \leq k$, assuming that the predecessor $S\left[j^{\prime}\right]$ of $S[j]$ in its corresponding rollercoaster belongs to $S_{\ell-d}$, for some $1 \leq d \leq 4$. In such case the longest rollercoaster ending at $S\left[j^{\prime}\right]$ has been already correctly determined and the computation is quite straightforward. If $S\left[j^{\prime}\right]$ also belongs to $S_{\ell}$, we must be more careful to guarantee that the longest rollercoaster ending at $S\left[j^{\prime}\right]$ is already known. We proceed in iterations. In the $t^{\text {th }}$ iteration, we guarantee to compute the values such that at most $t$ runs of the corresponding rollercoaster contain elements from $S_{\ell}$. By Proposition 4, four iterations are enough. In a single iteration, we start with computing
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the initial values $M_{+}[\cdot, 1], L_{+}[\cdot, 1], M_{-}[\cdot, 1]$ and $L_{-}[\cdot, 1]$ corresponding to $S[j]$ being the first element of its run. These values can be simply copied from the already known $M_{-}[\cdot, k]$, $L_{-}[\cdot, k], M_{+}[\cdot, k]$ and $L_{+}[\cdot, k]$ corresponding to $S[j]$ being the last element of a rollercoaster with less than $t$ runs containing elements from $S_{\ell}$ (or set to 1 corresponding to $S[j]$ being the only element in the rollercoaster). This is correct because a $(k, 1)_{+}$-rollercoaster is actually either a $(k, k)_{-}$-rollercoaster or a sequence consisting of a single element. Then, we calculate the values $M_{+}[\cdot, i], L_{+}[\cdot, i], M_{-}[\cdot, i]$ and $L_{-}[\cdot, i]$, for $2 \leq i<k$, such that the predecessor $S\left[j^{\prime}\right] \in S_{\ell}$ belongs to the same run as $S[j]$. By performing the calculation for $i=2,3 \ldots, k-1$ in this order we guarantee that the longest rollercoaster ending at the predecessor $S\left[j^{\prime}\right] \in S_{\ell}$ is already known for all $S[j] \in S_{\ell}$, but the computation is still not completely trivial and requires a different approach depending on whether $S_{\ell}$ was decomposed into at most $k$ increasing, respectively decreasing, subsequences. Finally, we extend this to $i=k$.
$\boldsymbol{M}_{+}[\boldsymbol{j}, \boldsymbol{i}]$ belongs to $\boldsymbol{S}_{\boldsymbol{\ell - d}}$ for some $\mathbf{1} \leq \boldsymbol{d} \leq \mathbf{4}$. We process $S_{\ell-\boldsymbol{d}}$ to identify some candidates, denoted $M_{+}^{d}[j, i]$ and $L_{+}^{d}[j, i]$, for $M_{+}[j, i]$ and $L_{+}[j, i]$, respectively, for every $S[j] \in S_{\ell}$. The idea is to compute these candidates in the order in which the elements $S[j]$ occur on the sorted list $P_{\ell}$. So, let us consider $P_{\ell}$ and $P_{\ell-d}$. For each element $S[j]$ in the current part we want to identify a longest $(k, i-1)_{+}$-rollercoaster ending in $S_{\ell-d}$ with an element less than $S[j]$. Thus, as $P_{\ell-d}$ is increasing, for every element of the current part we need to consider all elements in a prefix of $P_{\ell-d}$. Also, if $S\left[j^{\prime}\right]$ is to the right of $S[j]$ in $P_{\ell}$, that is, $S\left[j^{\prime}\right] \geq S[j]$, then the prefix of $P_{\ell-d}$ that we need to consider to compute $M_{+}^{d}\left[j^{\prime}, i\right]$ is at least as long as the prefix that we need to consider to compute $M_{+}^{d}[j, i]$. Therefore, we can use two pointers to sweep through $P_{\ell}$ and $P_{\ell-d}$ from left to right, and obtain the information needed to compute $M_{+}^{d}[j, i]$ and $L_{+}^{d}[j, i]$, for every $S[j] \in S_{\ell}$. At the beginning the pointers point to the first element of $P_{\ell}$ and $P_{\ell-d}$, respectively. Say that the current element in $P_{\ell}$ and $P_{\ell-d}$ is $S[j]$ and $S[h]$, respectively (we update indices $j$ and $h$ along with the pointers). We keep moving forward the pointer corresponding to $S[h]$ until we find an element $S[h]>S[j]$. Then we set $M_{+}^{d}[j, i]=h^{\prime}$ and $L_{+}^{d}[j, i]=L_{+}\left[h^{\prime}, i\right]+1$, where $S\left[h^{\prime}\right]$ is an element occurring earlier than $S[h]$ in $P_{\ell-d}$ with the largest value of $L_{+}\left[h^{\prime}, i-1\right]$. The element $S\left[h^{\prime}\right]$ is maintained as we move from left to right in $P_{\ell-d}$. Then we proceed to the next element in $P_{\ell}$. Overall, computing candidates $M_{+}^{d}[j, i]$ and $L_{+}^{d}[j, i]$, for every $S[j] \in S_{\ell}$, takes $O\left(\left|S_{\ell-d}\right|+\left|S_{\ell}\right|\right)$ time.
$\boldsymbol{M}_{+}[\boldsymbol{j}, \boldsymbol{i}]$ belongs to $\boldsymbol{S}_{\boldsymbol{\ell}}$ decomposed into $\boldsymbol{k}$ increasing subsequences. Recall that we have already computed $M_{+}\left[j^{\prime}, i^{\prime}\right]$ and $L_{+}\left[j^{\prime}, i^{\prime}\right]$ for every $i^{\prime}<i$ and $S\left[j^{\prime}\right] \in S_{\ell}$, and the goal is to identify candidates, denoted $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$, for $M_{+}[j, i]$ and $L_{+}[j, i]$, respectively, for every $S[j] \in S_{\ell}$. Consider the decomposition of $S_{\ell}$ into $k$ increasing subsequences $I_{1}, I_{2}, \ldots, I_{k}$. The elements of every sequence are increasing w.r.t. their value and w.r.t their position in $S$. Consider an element $S[j] \in I_{a}$ and $1 \leq b \leq k$ (possibly $a=b$ ). The elements of $I_{b}$ that can be the predecessor of $S[j]$ in a $(k, i)_{+}$-rollercoaster (that is, possible candidates for $\left.M_{+}[j, i]\right)$ are both less w.r.t. value and w.r.t. position in $S$. Thus, these elements form a prefix of $I_{b}$, and for every $S[j] \in I_{a}$ and $1 \leq b \leq k$ we want to maximise $L_{+}\left[h^{\prime}, i\right]$ over all $S\left[h^{\prime}\right]$ in such a prefix. As in the previous case, we can use two pointers to sweep through $I_{a}$ and $I_{b}$ and compute, for every $S[j] \in I_{a}$, the element $S\left[h^{\prime}\right] \in I_{b}$ that could precede $S[j]$ in a $(k, i)_{+}$-rollercoaster with the largest value of $L_{+}\left[h^{\prime}, i-1\right]$. Finally, we set $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$ to correspond to the largest such value among all $1 \leq b \leq k$. Overall, computing the candidates $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$, for every $S[j] \in S_{\ell}$, takes $O\left(k\left|S_{\ell}\right|\right)$ time.
$M_{+}[j, i]$ belongs to $\boldsymbol{S}_{\boldsymbol{\ell}}$ decomposed into $\boldsymbol{k}$ decreasing subsequences. This is the most complicated case. Recall that the decomposition into $k$ decreasing subsequences $D_{1}, D_{2}, \ldots$, $D_{k}$ was obtained with Algorithm 1. In more detail, $D_{a}$ consists of elements assigned to $R[a]$ throughout the execution of the algorithm. Thus, if $S[j] \in D_{a}$ then the predecessor of $S[j]$ in a sought longest $(k, i)_{+}$-rollercoaster, denoted $S\left[j^{\prime}\right]$, must belong to $D_{b}$ for some $1 \leq b<a$. Indeed, Algorithm 1 first processes $S\left[j^{\prime}\right]$ and then $S[j]$, so if $S\left[j^{\prime}\right] \in D_{b}$ then $R[b] \leq S\left[j^{\prime}\right]$ when processing $S[j]$ and consequently $S\left[j^{\prime}\right]<S[j]$ implies that $S[j]$ is assigned to $R[a]$ with $a>b$. So, we first compute the candidates $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$ for every $S[j] \in D_{1}$, then for every $S[j] \in D_{2}$, and so on. That is, consider a decreasing subsequence $D_{a}$ and suppose that we have already computed the desired result for all elements in $D_{1}, D_{2}, \ldots, D_{a-1}$. Note that at this point we have already computed, for every $S[j] \in D_{1} \cup \ldots \cup D_{a-1}$, the values of $M_{+}^{d}[j, i]$ and $L_{+}^{d}[j, i]$, for $1 \leq d \leq 4$, as well as the values $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$ corresponding to the current iteration. Thus, we are already able to set $M_{+}[j, i]$ and $L_{+}[j, i]$ by choosing the option that maximises the length of the corresponding $(k, i)_{+}$-rollercoaster, which is important when extending this case to $i=k$.

Consider an element $S[j] \in D_{a}$ and $1 \leq b<a$. The elements of $D_{b}$ that can be the predecessor of $S[j]$ in a $(k, i)_{+}$-rollercoaster (that is, possible candidates for $\left.M_{+}[j, i]\right)$ are both less w.r.t. value and w.r.t. position in $S$, similarly as in the previous case. The difference is that now these elements form contiguous subsequence $X$ of $D_{b}$ that is not necessarily a prefix. The first element of $X$ can be found by searching for the first element with sufficiently small value, while its last element can be found by searching the last element with sufficiently small position (note that $X$ might be empty). Let $S\left[j^{\prime}\right]$ be the next element after $S[j]$ in $D_{a}$, and $Y$ be its corresponding contiguous subsequence of $D_{b}$ consisting of possible predecessors in a $(k, i)_{+}$-rollercoaster. Clearly, $S[j]>S\left[j^{\prime}\right]$ while $j<j^{\prime}$. Thus, the first element of $Y$ is either the same as the first element of $X$ or occurs after the first element of $X$ in $D_{a}$, while the last element of $Y$ is either the same as the last element of $X$ or occurs after the last element of $X$ in $D_{a}$ (assuming that both $X$ and $Y$ are non-empty). Thus, we sweep through $D_{a}$ while maintaining the current contiguous subsequence $X$ of $D_{b}$ corresponding to the possible predecessors of the current $S[j] \in D_{a}$. This requires the following tool.

- Lemma 6 ([11]). There is a data structure that maintains a list of elements under the following operations: pop an element from the front, push an element in the back, and return the maximum element in the current list, each in $O(1)$ time.

When processing the current element $S[j] \in D_{a}$ we maintain the first element $S[f] \in D_{b}$ such that $S[f]<S[j]$ and the last element $S[\ell] \in D_{b}$ such that $\ell<j$. Then $X$ consists of all elements between $S[f]$ and $S[\ell]$ in $D_{b}$ (inclusive), and is maintained in a structure from Lemma 6 storing the lengths of their corresponding $(k, i)_{+}$-rollercoaster, that is, the already known value of $L_{+}[\cdot, i-1]$. This allows us to extract the element $S\left[j^{\prime}\right] \in X$ with the largest value of $L_{+}\left[j^{\prime}, i-1\right]$, and set $M_{+}^{\prime}[j, i]=j^{\prime}$ and $L_{+}^{\prime}[j, i]=L_{+}\left[j^{\prime}, i-1\right]+1$ in constant time, while updating $f$ and $\ell$ takes amortised constant time. Overall, computing the candidates $M_{+}^{\prime}[j, i]$ and $L_{+}^{\prime}[j, i]$, for every $S[j] \in S_{\ell}$, takes $O\left(k\left|S_{\ell}\right|\right)$ time.

Case $\boldsymbol{i}=\boldsymbol{k}$. To compute $M_{+}[j, k]$ and $L_{+}[j, k]$, we first use exactly the same approach as before for $i=k$, so consider the values of $M_{+}[\cdot, k-1]$ and $L_{+}[\cdot, k-1]$. But this only allows us to compute the length of a longest $(k, k)_{+}$-rollercoaster with the last run of length exactly $k$. To extend this to arbitrary $(k, k)_{+}$-rollercoasters with the last run of length greater than $k$ we additionally run the same algorithm but instead of looking at $M_{+}[\cdot, k-1]$ and $L_{+}[\cdot, k-1]$ we use $M_{+}[\cdot, k]$ and $L_{+}[\cdot, k]$, including the values already computed in this extra step in the
third case. The reason why this works is that, due to the order in which we consider the elements of $S_{\ell}$, at the moment when we compute the length of a longest $(k, k)_{+}$-rollercoaster ending with $S[j]$, and which may have more than $k$ elements in the final run, we have already computed the length of a longest $(k, k)_{+}$-rollercoaster ending with any element $S\left[j^{\prime}\right]$ which may be a predecessor of $S[j]$ on the respective $(k, k)_{+}$-rollercoaster.

Conclusion. With these final remarks, our algorithm is completely described. It only remains to find the element $S[j]$ for which $\max \left\{L_{-}[j, k], L_{+}[j, k]\right\}$ is maximum. The correctness follows from the comments made throughout its description. To compute the complexity, it is enough to note that each part $S_{\ell}$ of the partition of $S$ is processed in $O\left(k\left|S_{\ell}\right|\right)$ time, for each $2 \leq i \leq k$. Adding this up, we get that the total complexity of our algorithm is $O\left(n k^{2}\right)$.

- Theorem 7. For every sequence $S[1: n]$ and $k \geq 3$, the length of a longest $k$-rollercoaster in $S$ can be found in $O\left(n k^{2}\right)$-time.


## 4 Computing a Longest $k$-Rollercoaster in $O\left(n \log ^{2} n\right)$-Time

Before we describe our algorithm, we introduce two preliminary procedures. Firstly, we introduce the definition of an anti-Monge matrix and the algorithm for finding the maximum in every column of such a matrix. Secondly, we describe the algorithm for finding LIS in contiguous subsequences of the input sequence. Finally, we describe the algorithm computing a longest $k$-rollercoaster in this sequence, using the previously developed tools as black boxes.

Monge matrices. Let $A$ be an $n \times n$ matrix, and $A[i, j]$ denote its element in the $i^{\text {th }}$ row from the top and the $j^{\text {th }}$ column from the left. A is Monge (respectively, anti-Monge) if, for every $1 \leq i<j \leq n$ and $1 \leq k<\ell \leq n$, the Monge equality holds, namely $A[i, k]+A[j, \ell] \leq A[i, \ell]+A[j, k]$ (respectively, $A[i, k]+A[j, \ell] \geq A[i, \ell]+A[j, k]$ ). An $n \times n$ falling staircase anti-Monge matrix is a matrix with blanks such that for every blank all elements below and to the left are blanks, and the anti-Monge inequality holds whenever the four concerned elements are non-blank. Similarly, an $n \times n$ reverse falling staircase antiMonge matrix is a matrix with blanks such that for every blank all elements above and to the right are blanks, and the anti-Monge inequality holds whenever the four concerned elements are non-blank. Finally, an $n \times n$ matrix $A$ is totally monotone if, for every $1 \leq i<j \leq n$ and $1 \leq k<\ell \leq n, A[i, k] \leq A[i, \ell]$ implies $A[j, k] \leq A[j, \ell]$.

| 0 | 1 | 2 | 2 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| -1 | 0 | 1 | 1 | 2 |
| -2 | -1 | 0 | 1 | 2 |
| -3 | -2 | -1 | 0 | 1 |
| -4 | -3 | -2 | -1 | 0 |


|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 4 |  |  |  |  |
| 3 | 2 |  |  |  |
| 2 | 1 |  |  |  |
| 4 | 4 | 2 | 6 |  |


|  | 1 | 2 | 2 | 2 |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  | 1 | 2 |
|  |  |  | 1 | 2 |
|  |  |  |  | 1 |
|  |  |  |  |  |

Figure 3 Anti-Monge matrix, reverse falling staircase anti-Monge matrix, and falling staircase anti-Monge matrix.

Let us now recall some basic facts regarding Monge matrices.

- Observation 8. Adding the same value to every element in a row (or a column) of an anti-Monge matrix results in an anti-Monge matrix.
- Observation 9. To check if an array is anti-Monge it is sufficient to check if every contiguous $2 \times 2$ submatrix is anti-Monge.

The following lemma follows from the well-known SMAWK algorithm [2].

- Lemma 10 (Lemma 3.3 in Aggarwal et al. [1]). All row maxima in a reverse falling staircase totally monotone matrix can be found in $O(n)$ time.

By transposing the matrix and observing that being anti-Monge implies being totally monotone we obtain the following.

- Corollary 11. All column maxima in a falling staircase anti-Monge matrix can be found in $O(n)$ time.

LIS-in-range queries. Let $S[1: n]$ be the input sequence. Define $M$ as an $(n+1) \times(n+1)$ matrix with 0-indexed rows and columns, such that $M[i, j]$ is the length of LIS in $S[i+1: j]$ for $i<j$ and $M[i, j]=j-i$ otherwise (the anti-Monge matrix in Figure 3 is such a matrix for the sequence $(3,4,1,2)$ ). As hinted by our example, this matrix turns out to have a rather special structure as observed by Tiskin [20]. We describe this structure in the following.

Let $S^{\prime}$ be the sequence obtained by sorting $S$ (recall that $S$ consists of distinct elements), and observe that LIS of $S$ is the same as a longest common sequence (LCS, for short) of $S$ and $S^{\prime}$. Thus, we can think that $M[i, j]$ is LCS of $S^{\prime}$ and $S[i+1: j]$. As such, the following result can be shown (see [20] and the references therein).

- Lemma 12. $M$ is anti-Monge.

Our algorithm needs to access the elements of $M$. Since the matrix contains $(n+1)^{2}$ elements, it is too large to be explicitly stored in memory. Fortunately, Tiskin also showed how to create in $O\left(n \log ^{2} n\right)$ time an $O(n)$-space implicit representation of $M$ that allows us to obtain any of its elements in $O(\log n)$ time [20]. Before we present the internals of this representation, we need to introduce some additional definitions illustrated in Figure 4.

- Definition 13. Let $A$ be any $n \times n$ matrix. Its distribution matrix $A^{\Sigma}$ is an $(n+1) \times(n+1)$ matrix defined by $A^{\Sigma}[x, y]=\sum_{i \geq x, j<y} A[i, j]$, for every $1 \leq x \leq n+1,1 \leq y \leq n+1$.
- Definition 14. A permutation matrix is a square matrix that has exactly one 1 in every row and column, and the remaining elements are equal to 0 .

| 0 | 1 | 0 |
| :--- | :--- | :--- |
| 1 | 0 | 0 |
| 0 | 0 | 1 |


| 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 2 |
| 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 |

Figure 4 A permutation matrix $A$ and its distribution matrix $A^{\Sigma}$.
Now, we can provide the final ingredients of the construction. For two strings $w_{1}$ and $w_{2}$ of length $d$, Tiskin defines in [20] a $(2 d+1) \times(2 d+1)$ matrix $L$ in the following way. Let $w_{2}^{\prime}$ be the string equal to $?^{d} w_{2} ?^{d}$, whose positions are indexed from $-(d-1)$ to $2 d$. The rows of $L$ are indexed from $-d$ to $d$, while the columns of $L$ are indexed from 0 to $2 d$. The elements of $L$ are defined by $L[i, j]=\operatorname{LCS}\left(w_{1}, w_{2}^{\prime}[i+1: j]\right)$ if $j>i$, and $L[i, j]=j-i$ otherwise. In this definition, it is assumed that? matches any character. If $w_{2}$ is the input sequence $S$ and $w_{1}$ is $S^{\prime}$ then, for $0 \leq i, j \leq n$ we have $L[i, j]=M[i+1, j+1]$. Tiskin proved (Theorem 4.10 in [20]) that there exists $2 d \times 2 d$ permutation matrix $P$ such that $L[i, j]=$ $j-i-P^{\Sigma}[i, j]$. Furthermore, he provided an $O\left(n \log ^{2} n\right)$-time algorithm that finds all the
non-zero entries of $P$ (Algorithm 8.2 in [20]). Having all the non-zero entries of $P$ we can apply a dominance counting structure of Chazelle [7] that can be constructed in $O(n \log n)$ time, uses $O(n)$ space, and calculates $P^{\Sigma}[i, j]$ and hence also $M[i+1, j+1]$ in $O(\log n)$ time. Summarising, in $O\left(n \log ^{2} n\right)$ time we obtain a structure that returns any element of $M$ in $O(\log n)$ time. We similarly obtain a matrix storing the length of LDS of every $S[i+1: j]$.

Description of the algorithm. Let $S[1: n]$ be the input sequence. For every $1 \leq x \leq n$, let res $[x]$ be the length of a longest $k$-rollercoaster in $S[1: x]$, and inc $[x]$ (respectively, dec $[x]$ ) be the length of a longest $k$-rollercoaster in $S[1: x]$ with the last run increasing (respectively, decreasing). Note that we do not require that these $k$-rollercoasters contain $S[x]$. Then, $\operatorname{res}[x]=\max \{\operatorname{dec}[x], \operatorname{inc}[x]\}$, for $1 \leq x \leq n$. Firstly, we introduce two structural lemmas.

- Lemma 15. Let $A$ be a k-rollercoaster in $S[1: i]$ with the last run decreasing, and $r$ be an increasing subsequence in $S[i: n]$ such that $|r| \geq k$. Then there exists a $k$-rollercoaster in $S[1: n]$ of length at least $|A|+|r|-1$ with the last run increasing.

Proof. Let $A^{\prime}$ be the sequence consisting of all elements from both $A$ and $r$. Recall that a sequence is a $k$-rollercoaster if every run has length at least $k$. In order to show that $A^{\prime}$ is a $k$-rollercoaster with last run increasing we need to consider three cases: the first element of $r$ is the last element of $A$, the first element of $r$ is greater than the last element of $A$, and the first element of $r$ is less than the last element of $A$.

In the first case, all runs in $A^{\prime}$ but the last are the same as in $A$, and the last run is equal to $r$. Since $A$ is a $k$-rollercoaster and $|r| \geq k$ we conclude that $A^{\prime}$ is a $k$-rollercoaster. $A$ and $r$ have one common element, so $\left|A^{\prime}\right|=|A|+|r|-1$.

In the second case, all runs in $A^{\prime}$ but the last are also the same as in $A$, and the last run consists of the last element of $A$ and $r$. Again we conclude that $A^{\prime}$ is a $k$-rollercoaster. Since $A$ and $r$ have no common elements, $\left|A^{\prime}\right|=|A|+|r|$.

In the third case, all runs in $A^{\prime}$ but the last two are the same as in $A$. The second-to-last run in $A^{\prime}$ consist of the last run of $A$ and the first element of $r$, and the last run in $A^{\prime}$ is $r$. Hence, $A^{\prime}$ is a $k$-rollercoaster. Since $A$ and $r$ have no common elements, $\left|A^{\prime}\right|=|A|+|r|$.

- Lemma 16. Consider a longest $k$-rollercoaster in $S[1: n]$ with the last run increasing (respectively, decreasing), and let $r$ be its last run with the first element $S[i]$. Then $r$ is a longest increasing (respectively, decreasing) subsequence in $S[i: n]$.

Proof. By contradiction. Let $A$ be a longest $k$-rollercoaster from the statement of the lemma, and suppose that there exists a longer increasing sequence $r^{\prime}$ in $S[i: n]$. Let $A^{\prime}$ be the prefix of $A$ ending at $S[i]$. Observe that $\left|A^{\prime}\right|=|A|-|r|+1$. Then by Lemma 15 there exists a $k$-rollercoaster in $S$ of length at least $\left|A^{\prime}\right|+\left|r^{\prime}\right|-1=|A|-|r|+\left|r^{\prime}\right|>|A|$.

The above lemmas allow us to obtain the formula for calculating the arrays inc and dec. Recall that $M[i, j]$ is the length of LIS in $S[i+1: j]$. Let $M^{\prime}$ be the matrix obtained from $M$ by replacing all elements less than $k$ by $-\infty$, and let $Z\left(j, j^{\prime}\right)$ be the set of indices $j \leq i \leq j^{\prime}$ such that length of LIS in $S\left[i: j^{\prime}\right]$ is at least $k$ (or, in other words, $M^{\prime}\left[i-1, j^{\prime}\right] \neq-\infty$ ).

- Proposition 17. For every $1 \leq x \leq n$, the following holds:

$$
\operatorname{inc}^{\prime}[x]=\max \left\{\operatorname{dec}[i]+M^{\prime}[i-1, x]-1: i \in Z(1, x)\right\}, \operatorname{inc}[x]=\max \left\{\operatorname{inc}^{\prime}[x], M^{\prime}[0, x]\right\}
$$

If $Z(1, x)$ is empty then we set inc $^{\prime}[x]=0$.

Proof. By Lemma 15 we obtain that for every $i \in Z(1, x)$ there exists a $k$-rollercoaster in $S[1: x]$ with the last run increasing of length at least $\operatorname{dec}[i]+M^{\prime}[i-1, x]-1$. We conclude that inc ${ }^{\prime}[x]$ is less or equal to the length of a longest $k$-rollercoaster with the last run increasing in $S[1: x]$. Observe that $M^{\prime}[0, x]$ corresponds to an increasing run of length at least $k$ or is equal to $-\infty$. We obtain that inc $[x]$ is less or equal than the length of a longest $k$-rollercoaster with the last run increasing in $S[1: x]$.

For the converse, consider a $k$-rollercoaster $A$ with the last run increasing in $S[1: x]$. If $A$ consists of just a single run then its length is $M^{\prime}[0, x]$. Otherwise, let $S[i]$ be the first element in the last run of $A$. Then by Lemma 16 the length of the last run is equal to $M^{\prime}[i-1, x]$ and the length of $A$ is $\operatorname{dec}[i]+M^{\prime}[i-1, x]-1$. Overall, the length of $A$ is at most $\operatorname{inc}[x]$.

Proposition 17 cannot be applied directly if we aim to achieve the announced $O\left(n \log ^{2} n\right)$ time complexity, and we need to introduce some auxiliary definitions. For every $1 \leq d \leq x$ we define inc ${ }_{d}[x]$ as follows:

$$
\operatorname{inc}_{d}^{\prime}[x]=\max \left\{\operatorname{dec}[i]+M^{\prime}[i-1, x]-1: i \in Z(1, d-1)\right\}, \operatorname{inc}_{d}[x]=\max \left\{\operatorname{inc}_{d}^{\prime}[x], M^{\prime}[0, x]\right\}
$$

If $Z(1, d-1)$ is empty then we set $\operatorname{inc}_{d}^{\prime}[x]=0$. In other words, $\operatorname{inc}_{d}[x]$ is equal to the length of a longest $k$-rollercoaster in $S[1: x]$ with the last run increasing and starting at an element $S[i]$ with $i<d$ or LIS of $S[1: n]$ of length at least $k$. Thus, $\operatorname{inc}_{1}[x]$ is equal to either 0 or the length of a LIS in $S[1: x]$. We similarly define $\operatorname{dec}_{d}[x]$.

- Observation 18. For every $j>i-k+1, \operatorname{inc}_{j}[i]=\operatorname{inc}[i]$.

We describe a function Compute that receives a contiguous subsequence $S[i: j]$ together with the previously calculated arrays $\operatorname{inc}_{i}[i: j]$ and $\operatorname{dec}_{i}[i: j]$, and returns the arrays inc $[i: j]$ and $\operatorname{dec}[i: j]$. To calculate the length of a longest $k$-rollercoaster in $S[1: n]$ we invoke the function with the whole $S[1: n]$ and the arrays $\operatorname{inc}_{1}[1: n], \operatorname{dec}_{1}[1: n]$ as arguments, and return the maximum over the two resulting arrays. Note that inc ${ }_{1}[1: n]$ and $\operatorname{dec}_{1}[1: n]$ can be calculated in $O(n \log n)$ time using Algorithm 1.

Let $m=\left\lceil\frac{i+j}{2}\right\rceil$. The main idea of Compute is to call the function recursively for the left half to calculate $\operatorname{inc}[i: m-1]$ and $\operatorname{dec}[i: m-1]$. The next step is to calculate $\mathrm{inc}_{m}[m: j]$ and $\operatorname{dec}_{m}[m: j]$ using tools from the previous paragraphs (as described below). Finally, we recursively calculate $\operatorname{inc}[m: j]$ and $\operatorname{dec}[m: j]$. Concatenating the results from both recursive calls gives us the desired result. This is summarised in Algorithm 3.

```
Algorithm 3 Computing the length of a longest \(k\)-rollercoaster.
    procedure Compute \(\left(k, S[i: j], \operatorname{inc}_{i}[i: j], \operatorname{dec}_{i}[i: j]\right)\)
        if \(j-i+2 \leq k\) then
            \(\{\operatorname{inc}[i: j], \operatorname{dec}[i: j]\} \leftarrow\left\{\operatorname{inc}_{i}[i: j], \operatorname{dec}_{i}[i: j]\right\}\)
            return \(\{\operatorname{inc}[i: j], \operatorname{dec}[i: j]\}\)
        \(m \leftarrow\left\lceil\frac{i+j}{2}\right\rceil\)
        \(\{\operatorname{inc}[i: m-1], \operatorname{dec}[i: m-1]\} \leftarrow \operatorname{Compute}\left(k, S[i: m-1], \operatorname{inc}_{i}[i: m-1], \operatorname{dec}_{i}[i: m-1]\right)\)
        Compute inc \({ }_{m}[m: j]\) and \(\operatorname{dec}_{m}[m: j]\)
        \(\{\operatorname{inc}[m: j], \operatorname{dec}[m: j]\} \leftarrow \operatorname{Compute}\left(k, S[m: j], \operatorname{inc}_{m}[m: j], \operatorname{dec}_{m}[m: j]\right)\)
        return \(\{\operatorname{inc}[i: j], \operatorname{dec}[i: j]\}\)
```

STACS 2019

Computing inc $\boldsymbol{m}_{\boldsymbol{m}}[\boldsymbol{m}: \boldsymbol{j}]$ and $\operatorname{dec}_{\boldsymbol{m}}[\boldsymbol{m}: \boldsymbol{j}]$. We only describe how to calculate $\mathrm{inc}_{m}[m: j]$, as $\operatorname{dec}_{m}[m: j]$ can be computed by a similar approach. Recall the previously introduced matrix $M^{\prime}$, obtained by replacing values less than $k$ by $-\infty$ in $M$. Let $A_{\text {inc }}$ be the $(m-i) \times$ $(j+1-m)$ matrix with rows indexed from $i$ to $m-1$ and columns indexed from $m$ to $j$ satisfying:

$$
A_{\mathrm{inc}}[x, y]= \begin{cases}\operatorname{dec}[x]+M^{\prime}[x-1, y]-1 & \text { when } M^{\prime}[x-1, y] \neq-\infty \\ \text { blank } & \text { otherwise }\end{cases}
$$

Since we are able to retrieve any element of $M^{\prime}$ in $O(\log n)$ time using LIS-in-range queries, and the value of $\operatorname{dec}[x]$, for every $i \leq x \leq m-1$, is already available, each element of $A_{\text {inc }}$ can be calculated in $O(\log n)$ time. Furthermore, we have the following property.

- Proposition 19. A is a falling staircase anti-Monge matrix.

Proof. By Lemma $12 M$ is an anti-Monge matrix. By Observation 8 this is still the case if we add the same value to all elements in the same row.

To prove that $A$ is a falling staircase matrix consider a non-blank element $A[i, j]$. Then $M[i, j] \geq k$. But this implies $M[i-1, j] \geq k$ and $M[i, j+1] \geq k$ (as long as $i>1$ and $j<n$ ), so all elements above and to the right are also non-blank as required.

- Proposition 20. For every $m \leq \ell \leq j$, inc $_{m}[\ell]$ is equal to either $\mathrm{inc}_{i}[\ell]$ or the maximum in the $\ell^{\text {th }}$ column of $A$.

Proof. For every $m \leq \ell \leq j, \operatorname{inc}_{m}[\ell]$ is equal to either $\operatorname{inc}_{i}[\ell]$ or $\max \left\{\operatorname{dec}[j]+M^{\prime}[j-1, \ell]-1\right.$ : $j \in Z(i, m-1)\}$. However, the latter is exactly the maximum in the $\ell^{\text {th }}$ column of $A$.

- Lemma 21. We can compute inc $_{m}[m: j]$ and $\operatorname{dec}_{m}[m: j]$ in $O((j-i+1) \log n)$ time.

Proof. By Proposition 20 computing $\operatorname{inc}_{m}[m: j]$ reduces to finding all the column maxima in $A$. Since $A$ is a falling staircase anti-Monge matrix, we can use the algorithm from Corollary 11. Access to any element of $A$ requires $O(\log n)$ time, so in total we obtain $O((j-i+1) \log n)$ time complexity.

We can now state with the main result of this section.

- Theorem 22. For every sequence $S[1: n]$ and $k \geq 3$, the length of a longest $k$-rollercoaster in $S$ can be found in $O\left(n \log ^{2} n\right)$ time.
Proof. The algorithm needs $O\left(n \log ^{2} n\right)$ preprocessing time to construct the LIS-in-range (and LDS-in-range) structure. We compute $\operatorname{inc}_{1}[1: n]$ and $\operatorname{dec}_{1}[1: n]$ in $O(n \log n)$ time using Algorithm 1. Then, we call the recursive function Compute. By Lemma 21 a call of the function on $S[i: j]$ takes $O((j-i+1) \log n)$ time, so its running time is described by the recurrence $T(n)=2 T(n / 2)+O(n \log n)$ that solves to $O\left(n \log ^{2} n\right)$. Thus, the overall time complexity is $O\left(n \log ^{2} n\right)$.


## 5 Lower Bound

In the final section of our paper, we prove that any comparison-based algorithm computing the length of a longest $k$-rollercoaster in an permutation $S$ of $\{1, \ldots, n\}$, for $4 \leq k \leq \frac{n}{3}$, performs at least $\Omega(n \log k)$ comparisons. Let $T$ be a binary comparison tree associated with an algorithm that computes the result. The number of comparisons made in the algorithm is equal to the height of $T$, and this is a lower bound on the execution time of the algorithm.

Let $A$ be a partial ordering associated with a path from the root to some leaf of $T$. Since the algorithm cannot distinguish between permutations following the same path, every permutation consistent with $A$ has to give the same result. Our approach is to first identify a set $U$ of permutations of $\{1, \ldots, n\}$ such that $\log |U|=\Theta(n \log k)$, and any ordering associated with a leaf of $T$ can be consistent with at most one permutation from $U$. Hence, the number of leaves in $T$ is at least $|U|$. Since the height of a binary tree is at least logarithm of the number of leaves, this will show that the height of $T$, and hence also the number of comparison performed by the algorithm, is at least $\Omega(\log |U|)=\Omega(n \log k)$.

We first recall the set $\Gamma$ of $\ell^{n-2 \ell}$ permutations of $\{1, \ldots, n\}$ proposed by Fredman in [10], where $\ell$ is a parameter. These permutations are essentially different inputs $S$ for an algorithm computing the length of LIS, each leading to a different leaf in the comparison tree.

So, essentially, we want to construct input sequences $\left(x_{1}, \ldots, x_{n}\right)$, with their elements $x_{1}, \ldots, x_{n}$ chosen so that certain linear orderings of the $x_{i}$ s are induced. To create a permutation from $\Gamma$ we partition $\left(x_{1}, \ldots, x_{n}\right)$ into $\ell$ subsequences $P_{1}, P_{2}, \ldots, P_{\ell}$. To simplify the exposure, let $\ell_{\text {prefix }}$ of a sequence be its prefix of length $\ell$, while the $\ell_{\text {suffix }}$ is its suffix of length $\ell$; the remaining $n-2 \ell$ elements are called $\ell_{\text {middle }}$ of the sequence. We partition $\left(x_{1}, \ldots, x_{n}\right)$ in the following way: the $i^{\text {th }}$ element of $\ell_{\text {prefix }}$ (that is, $x_{i}$ ) and the $i^{\text {th }}$ element of $\ell_{\text {suffix }}\left(x_{n-\ell+i}\right)$ belong to $P_{i}$. Each element from $\ell_{\text {middle }}$ of the sequence belongs to an arbitrary chosen part $P_{j}$. This gives us $\ell^{n-2 \ell}$ different partitions. For a partition $P_{1}, \ldots, P_{\ell}$, we assign values from $\{1, \ldots, n\}$ to the input sequence in such a way, that the elements of each part $P_{i}$ form a decreasing sequence and, for $1 i \leq \ell$, each element of $P_{i}$ is less than any element of $P_{i+1}$ (see Figure 5). So, each such possible assignment gives us a permutation from $\Gamma$. LIS of any permutation from $\Gamma$ is of length $\ell$ because it contains one element from each $P_{i}$. LDS of any permutation of $\Gamma$ is no longer than $n-2 \ell+2$ because it contains at most one element from $\ell_{\text {prefix }}$ and at most one from $\ell_{\text {suffix }}$.

- Proposition 23. Each permutation from $\Gamma$ can be split into $\ell$ descending subsequences in only one way. For two different permutations from $\Gamma$ these ways of splitting are different.


Figure 5 Example permutation $P \in \Gamma$ for $\ell=3$ in a plane. In this figure, we have $P=$ $(6,13,20,5,19,12,4,11,18,17,16,15,10,3,9,8,2,1,7,14)$.

We now consider the algorithm computing the length of a longest $k$-rollercoaster. Using the permutations from $\Gamma$ we create a set $U$ of $k^{n \frac{k-3}{3 k-3}}$ permutations of $\{1, \ldots, n\}$, again with the same principle behind: they should be input sequences which lead to different paths in the comparison tree associated to an algorithm computing the length of a longest
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$k$-rollercoaster. Observe that $\log \left(k^{n \frac{k-3}{3 k-3}}\right)=\Theta(n \log k)$, so this would imply the desired lower bound of $\Theta(n \log k)$ on the number of comparisons done by an algorithm to compute the length of a longest $k$-rollercoaster.

A permutation from $U$ is obtained as follows. Suppose that $(3 k-3)$ divides $n$. Split the sequence $\left(x_{1}, \ldots, x_{n}\right)$ into $\frac{n}{3 k-3}$ blocks (contiguous subsequences) of size $3 k-3$. We will assign to the elements of the $i^{\text {th }}$ contiguous block $\left(x_{i(3 k-3)+1}, \ldots, x_{(i+1)(3 k-3)}\right)$ distinct values from the set $\{i(3 k-3)+1, \ldots,(i+1)(3 k-3)\}$, as follows. In every block, use one of the permutations from $\Gamma$ (with the parameter $\ell$ set to $k$ ) to values to the elements $x_{i(3 k-3)+1}, \ldots, x_{(i+1)(3 k-3)}$ of that block, and then assign values to those elements according to that ordering. In this way, we can create $|\Gamma|^{\frac{n}{3 k-3}}=\left(k^{k-3}\right)^{\frac{n}{3 k-3}}$ permutations of $\{1, \ldots, n\}$. Observe that in every block the length of a longest decreasing subsequence is less than $k$. Since every block consists of strictly greater values than the previous ones, a longest decreasing subsequence of every permutation from $U$ is less than $k$. A longest increasing subsequence of every element of $\Gamma$ is equal to $k$, so a longest $k$-rollercoaster for every element of $U$ is equal to $\frac{k n}{3 k-3}$ and consists only of longest increasing subsequences corresponding to all the blocks glued one after the other. We can now show a result similar to Proposition 23.

- Proposition 24. Each permutation from $U$ can be split into $\frac{k n}{3 k-3}$ descending subsequence in only one way. For two different permutations from $U$ these ways of splitting are different.

Having constructed the set $U$, we can proceed with the lower bound. Let $A$ be a partial ordering associated with a path to some leaf of $T$ (the comparison tree associated to the algorithm computing the length of a longest $k$-rollercoaster). Since the algorithm cannot distinguish between permutations following the same path, every permutation consistent with $A$ has to give the same result. We recall the following lemma.

- Lemma 25 (Lemma 3.6 in [10]). Let $\leq$ be a partial ordering defined on $S$. The maximum length of LIS in $S$ associated with any linear embedding of this ordering, is equal to the minimum number of decreasing subsequences relative to $\leq$ into which $S$ can be partitioned.

Now we can prove the following.

- Lemma 26. Let $A$ be partial ordering associated with the path from the root to a leaf of $T$. Only one permutation from $U$ can be consistent with $A$.

Proof. Consider $S \in U$ that is consistent with $A$, and let $D=\frac{k n}{3 k-3}$ be the length of its LIS. Now let $m$ be the minimum number of decreasing subsequences relative to the results of the comparisons made on the path $A$ into which $S$ can be partitioned. If $m<d$ then $S$ is consistent with $A$, so we can partition $S$ into the same decreasing subsequences, but $S$ cannot be divided into less than than $d$ decreasing subsequences, a contradiction. If $m>d$ then by Lemma 25 there exists a permutation $S^{\prime}$ consistent with $A$ with the length of LIS greater than $d$. $S^{\prime}$ follows the same path as $S$ in the comparison tree, but has a longer $k$-rollercoaster (consisting only of LIS of $S^{\prime}$ ) than $S$, a contradiction. Thus, $m=d$ for any such $S$.

Consider two $S_{1}, S_{2} \in U$ consistent with $A$. By Proposition 24 , the only partition of $S_{1}$ into $d$ decreasing sequences is different from the only such partition of $S_{2}$ (into $d$ decreasing sequences), so $A$ can be consistent with only one permutation, a contradiction.

Thus, each permutation from $U$ corresponds to a distinct leaf of $T$, making the depth of $T$ at least $\log |U|=\Theta(n \log k)$ as required and proving the following theorem.

- Theorem 27. For every $k$ satisfying $4 \leq k \leq \frac{n}{3}$, any comparison-based algorithm that computes the length of a longest $k$-rollercoaster in a permutation of $\{1, \ldots, n\}$ performs at least $\Omega(n \log k)$ comparisons.
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#### Abstract

The price of anarchy quantifies the degradation of social welfare in games due to the lack of a centralized authority that can enforce the optimal outcome. It is known that, in certain games, such effects can be ameliorated via tolls or taxes. This leads to a natural, but largely unexplored, question: what is the effect of such transfers on social inequality? We study this question in nonatomic congestion games, arguably one of the most thoroughly studied settings from the perspective of the price of anarchy. We introduce a new model that incorporates the income distribution of the population and captures the income elasticity of travel time (i.e., how does loss of time translate to lost income). This allows us to argue about the equality of wealth distribution both before and after employing a mechanism. We establish that, under reasonable assumptions, tolls always increase inequality in symmetric congestion games under any reasonable metric of inequality such as the Gini index. We introduce the inequity index, a novel measure for quantifying the magnitude of these forces towards a more unbalanced wealth distribution and show it has good normative properties (robustness to scaling of income, no-regret learning). We analyze inequity both in theoretical settings (Pigou's network under various wealth distributions) as well as experimental ones (based on a large scale field experiment in Singapore). Finally, we provide an algorithm for computing optimal tolls for any point of the trade-off of relative importance of efficiency and equality. We conclude with a discussion of our findings in the context of theories of justice as developed in contemporary social sciences and present several directions for future research.
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## 1 Introduction

Inequality in wealth and income have been rampant worldwide in the past four decades [32,39], considered by many the scourge of modern societies. Economic analysis, on the other hand, traditionally focuses on efficiency, that is to say, Pareto optimality of the allocation. Whether, and to what extent, efficiency and equality are at loggerheads has been debated in economics, and the verdict appears to depend on context and assumptions.

Modern societies also give rise to a plethora of strategic scenarios, in which the behavior of one agent affects the others, and the outcome of which ultimately affects the agents' overall well-being. In game theory, we study the inefficiency of these strategic situations through the so-called price of anarchy, the relative efficiency of the game's Nash equilibria over the social optimum [28]. For congestion games in particular, it is known that the price of anarchy can be combatted through the introduction of tolls which enforce the optimal outcome as equilibrium, see $[15,18]$ among an extensive literature. However, the effect that tolls may have on the level of inequality in the society does not appear to have been addressed in the literature.

The present paper is a first attempt to articulate and study this issue. We consider games (here only congestion games) in which the agents' utility and behavior depend explicitly on their income or wealth, and study the effect the game's equilibria have on inequality.

Example: Transportation in Singapore, seen as a congestion game with tolls, has a price of anarchy that is close to one [29]. The main arteries are almost never clogged, and public transportation is accessible and runs smoothly. This is the result of bold policy decisions: car ownership in Singapore is significantly taxed, and dynamically adaptive tolls are in place. Interestingly, transportation delays seem to be a decreasing function of income (see Section 7 on data). This is no accident: In this paper we show that there is an inherent tension between efficiency and equality in the context of congestion games.

We are interested in the ways in which optimal (or more generally efficiency-enhancing) mechanisms affect inequality. Inequality is measured in many ways, but perhaps most often through what is known as the Gini coefficient (or Gini index). Informally (see Section 3 for the definition), the Gini coefficient of a distribution of income or wealth is twice the area between the $45^{\circ}$ line and the normalized convex cumulative wealth/income curve (see Figure 1). That is, we compute the cumulative income/wealth $Q(y)$ of the lowest $y$ fraction of the population for all $0 \leq y \leq 1$, we normalize it so that $Q(1)=1$, and then we integrate $y-Q(y)$ from 0 to 1 . At total equality the Gini index is zero, while at total inequality (i.e., when the emperor owns everything) it is one. In 2015, the income Gini in OECD countries ranged from the .20 s (Northern Europe) to the .40 s and .50 s (USA and East Asia).

Our contributions. We study nonatomic congestion games with tolls, where we introduce a new model that incorporates the wealth distribution of the population and captures the income elasticity of travel time (i.e., how loss of time translates to lost income). This allows us to argue about the equality of wealth distribution both before and after participating in a mechanism (with or without tolls). The basics of our modeling are thus: We consider a
continuum of agents, each agent of a type $x>0$ standing for their income. ${ }^{1}$ We assume that the distribution of types is known. Suppose these agents engage in a game $\Gamma$ and that, at equilibrium, type $x$ receives a cost $c_{x}$. This cost is expressed in the same units as income, dollars, say; after incorporating the losses due to time spent in traffic in dollars as well as any possible costs due to tolls/taxes. As a result, the agent's total wealth becomes $x^{\prime}=x-\alpha c_{x}$, where $\alpha$ is a small constant standing for the importance of the game under consideration to an individual's well-being. In Section 4 we establish a broad qualitative result, the Inequity Theorem (Theorem 2), showing that tolls always increase inequality in symmetric congestion games under the most classic inequality measure, the Gini coefficient. In fact, participating in a toll-free symmetric congestion game has no impact on the Gini, whereas optimal tolls on the other hand have a negative impact on the Gini. Theorem 6 broadly expands Theorem 2 to any inequality measure that satisfies four fundamental axioms: invariance to population scaling, anonymity, invariance to income scaling and the transfer principle (see Section 3). These measures include, besides Gini, some of the most widely employed indices, such as [40] or [3].

At a technical level, the proof of the Inequity Theorem combines game-theoretic properties of congestion games with tolls and the axioms of inequality measures. In order to argue that the Gini of the final income distribution is worse than that of the original, it suffices to argue that the Lorenz curve of the original distribution (see Figure 1) dominates the latter. Lorenz curve domination is established via the combination of Lemmas 3, 4, 5, implying Theorem 2. In fact, Lorenz curve domination suffices to argue something stronger. Any inequality measure satisfying the four axioms is also consistent with the Lorenz domination order, yielding Theorem 6.

In Section 5 we introduce the inequity index, a novel measure for quantifying the magnitude of these forces towards a more unbalanced wealth distribution. Let $q$ be the initial income distribution of the population of agents under consideration, let $G(q)$ be its Gini coefficient, and suppose that $\hat{q}$ is the distribution of the income after each $x$ becomes $x-\alpha \cdot c_{x}$ (that is, after the game has been played). We are interested in the way the game affects the Gini coefficient; we express this, informally, as the coefficient of $\alpha$ in $G(\hat{q})-G(q)$, ignoring terms that are $o(\alpha)$; in other words, we are interested in the derivative of $G(q)$ with respect to $\alpha$. We call this quantity the inequity of the game. We show that from a theoretical perspective it has attractive properties. Specifically it is robust to scaling of income (Theorem 9) and it remains unaffected if instead of immediate equilibration we assume that all agents apply regret-minimizing algorithms (Theorem 10).

We analyze inequity both in theoretical settings (Section 6) as well as experimental ones (Section 7). Specifically, these effects become apparent already in the well-trodden Pigou's network [31]. This network has two parallel links, one with constant delay function 1, and another with delay function $x$ (that is, a delay proportional to the percentage of agents that take this option). Its price of anarchy is $\frac{4}{3}$, and the inequity turns out to be zero. It is well-known that the price of anarchy, in the case of equal incomes, can be rendered to one by adding tolls, and it is not hard to see that the same can be done for any income distribution [15] - but then the inequity becomes substantial. If tolls decrease, we have a full-fledged trade-off between inequity and price of anarchy. In Theorem 11 we calculate the precise price of anarchy to inequity trade-off of any variant of Pigou's network with income distributions of the form $y^{\beta}$.

[^41]
## 31:4 Wealth Inequality and the Price of Anarchy

In Section 7 we perform data analytics on a dataset capturing the routing behavior of tens of thousands of Singaporean students. This dataset captures the movement of each individual at a high frequency (one new datapoint per individual every 13 seconds) and allows us to distinguish between different modes of transportation (walking, bus, train, car). We can pinpoint each individual's home location which allows us to compute estimates about their wealth. Given the level of data granularity, we can control for different parameters and identify a statistically significant increased commute time for the lower-income students, which corroborates our theoretical analysis. Interestingly, the Singapore case also points out some of the successful policies (e.g., polycentric urban development model) that can be implemented to alleviate the trade-off between efficiency and equality. Finally, we provide an algorithm for computing optimum tolls for any point of the trade-off of relative importance of efficiency and equality for symmetric networks on parallel links. We also present inequity results in asymmetric settings, which prompt several open questions. The full online text [22] provides any missing supplementary material and analysis.

## 2 Related work

Price of anarchy was introduced in congestion games [28], leading to a long sequence of influential papers in the area $[13,16,20,37,38]$. A similarly long line of research on tolls is existing in the AGT community, starting with $[15,18]$. Recently, [25] have found efficient algorithms to compute tolls that minimize latency where not all edges can be tolled, putting their work close to the current situation in many cities. [6] have shown that taxes depending on the congestion level of a resource for weighted agents increase the efficiency of congestion games with polynomial latency functions. [5] have proved that without knowing the latency functions and using only tolls and an efficient number of queries to an oracle, target equilibrium flows can be reached. The data analytics, experimental part of our paper shows, perhaps unsurprisingly, that the use of public transportation plays a critical, but not well-understood, role in the functioning of a traffic network. [19] introduced a model of congestion games with buses, and hopefully more research will follow along these lines.

Given the proliferation of the usage of algorithms in all aspects of our lives (from suggesting Airbnb hosts to identifying convicts eligible for early parole), the theoretical computer science community has recently focused on understanding issues of fairness, equality and justice. Surprisingly, the intersection of price of anarchy, i.e., efficiency in games, and fairness has not been explored so far. On a related tangent, the issues of altruism and efficiency have been tackled, e.g. by [9] and [10]. [11, 12] have recently used the Gini coefficient over the probabilities of the agent winning probabilities as an inequality measure of different mechanisms and design mechanisms with such good properties. Although syntactically similar, these works do not model wealth distributions nor do they examine the differential effects of mechanisms to equality, which is our focus.

We continue the line of work of [29] where price of anarchy in congestion games is studied using field experiments with thousands of participants. In this paper, our data analytics corroborate our theoretical insights and give rise to novel questions for future research.

## 3 Model Description

We describe a game-theoretic model where a continuum of agents participates in a traffic congestion game with tolls. The total disutility for each agent depends both on their trafficinduced latency as well as on the tolls, whose effects are experienced differentially based on each agent's income level.

Congestion game. A symmetric congestion game with type-specific costs consists of a finite set $E$ of edges, and a finite subset of $2^{E}$ called the set of paths $\mathcal{P}$, common to all types. We shall only deal with network congestion games, where the set of paths consists of all possible paths between two nodes $s$ and $t$ in a graph with edge set $E$.

Income. We have a continuum of types which lie in $[0,1]$. Type $x$ has income $q(x)$, where $q$ is the quantile function of the income of a population of agents - that is, $|z: q(z) \leq q(x)|=x$, where $|\cdot|$ is the Lebesgue measure. We shall further assume that $q(0)>0$ and $q$ is measurable and nondecreasing. Typically, we will assume a continuum of types and a strictly increasing, continuous $q$. In this case, if we treat income as random variable, then $q$ expresses the inverse of its cumulative distribution function.

Flow. A flow $F:[0,1] \rightarrow \mathcal{P}$ is a mapping from types to paths; we shall only need to consider finitary flows, that is, flows $F$ which divide $[0,1]$ into finitely many intervals, and map the interiors of those intervals to one path in $\mathcal{P}$; that is, $F$ is specified by a finite number of reals $a_{0}=0<a_{1}<a_{2}<\cdots<a_{k}=1$ such that $F(b)=F(c)$ for all $i$ and $b, c \in\left(a_{i}, a_{i+1}\right]$

Edge cost. Our main result, the Inequity Theorem, holds under general conditions on the edge cost functions. For simplicity of exposition, we look at a specific case that has natural properties and leave to the full online text [22] a discussion on more general results for larger classes of edge cost functions. Each agent $x$ using edge $e$ experiences the edge cost $f_{e}\left(q, z, \tau_{e}\right)$, where $q$ is the agent's income, $z$ is the level of congestion on edge $e$ and $\tau_{e}$ is the fixed toll paid by the agent.

We are interested in the following edge cost function:

$$
f_{e}\left(q, z, \tau_{e}\right)=\frac{\tau_{e}}{q}+\ell_{e}(z)
$$

The path cost for $P$ is $\sum_{e \in P} f_{e}\left(q, z, \tau_{e}\right)$.
There is an extensive discussion in the transportation literature of the true cost of transportation to the traveler and the value of time, see $[2,8]$ for some of the most recent papers, with dozens of references therein. This field has established and studied the income elasticity of the value of (travel) time (informally, the precise nature of the formula $\frac{\tau_{e}}{q}$ above) and validated and measured it through extensive surveys and other studies over three decades. The upshot is that the cross-sectional elasticity (that is, the elasticity with regressive corrections across causal parameters such as having children and living in the capital) is constant across long periods of time, and that the precise relationship seems to be $\frac{\tau_{e}}{q^{\beta}}$ where $\beta \leq 1$ is conventionally taken to be one, even though certain countries, such as the UK, use value 0.8.

Agent cost. Let $F$ be a flow. The congestion of this flow, $c^{F}$, is a function mapping $E$ to the nonnegative reals, where $c^{F}(e)=|\{x: e \in F(x)\}|$, where $|\cdot|$ denotes the Lebesgue measure. The agent cost under flow $F$ to an agent of type $x$ is some function of its income and path cost.

The model allows for some degree of flexibility when designing the overall cost of the agents. We focus our attention to the following agent cost:

$$
\begin{equation*}
\operatorname{cost}^{F}(x)=q(x) \cdot \sum_{e \in F(x)} f_{e}\left(q(x), c^{F}(e), \tau_{e}\right) \tag{AC}
\end{equation*}
$$

Edge costs are scaled by the income of the agent and thus the agent cost is given in the units of the toll, i.e. money.

For $f_{e}\left(q, z, \tau_{e}\right)=\frac{\tau_{e}}{q}+\ell_{e}(z)$, we have

$$
\begin{equation*}
\operatorname{cost}^{F}(x)=\sum_{e \in F(x)} \tau_{e}+q(x) \cdot \ell_{e}(z) \tag{CAN}
\end{equation*}
$$

We call this agent cost function canonical and show further that it is a natural choice with good properties (Section 5).

Nash equilibrium. We say that a flow $F$ is a Nash equilibrium in our model if for all types $x$ and for all paths $P \in \mathcal{P}$

$$
\begin{equation*}
\operatorname{cost}^{F}(x) \leq q(x) \cdot \sum_{e \in P} f_{e}\left(q(x), c^{F}(e), \tau_{e}\right) \tag{NE}
\end{equation*}
$$

that is, if no type $x$ would be better off by deviating to another path $P \in \mathcal{P}$.
In the following, we define $q$ to be the income distribution of agents before playing the game. With our definition of agent costs, one can study $q_{0}$, the income distribution after playing the game without tolls, where $f_{e}\left(q, z, \tau_{e}\right)=\ell_{e}(z)$. The move from $q$ to $q_{0}$ is defined as the impact of travel, the variation that is due only to the presence of a game. When tolls are levied, we have a second move, from $q_{0}$ to $\hat{q}$, defined as the impact of tolls. We will be mostly concerned with the latter impact.


Figure 1 The Lorenz curve is plotted in blue. The green area is $B=\int_{0}^{1} L(t) d t$. The Gini coefficient is then $G=1-2 B=2 A$.

Gini coefficient. The Gini coefficient [23] is a central measure of inequality.

- Definition 1. The Gini coefficient of income distribution $q$ is given by

$$
G(q)=1-2 \int_{0}^{1} L(t) d t
$$

where $L(t)$ is the Lorenz curve, or the fraction of total income held by individuals under and at quantile $x$.

$$
\begin{equation*}
L(t)=\frac{1}{\mu} \int_{0}^{t} q(x) d y=\frac{1}{\mu} Q(t) \tag{LC}
\end{equation*}
$$

for $Q(t)=\int_{0}^{t} q(x) d x$, the cumulative income up to quantile $t$. We show in Figure 1 the relationship between the Lorenz curve and the Gini coefficient.

A Gini coefficient equal to zero corresponds to perfect equality (everyone has the same income), whereas a Gini coefficient of one corresponds to maximal inequality (e.g., one person has all the income). The Gini coefficient has several desirable properties such as:

- Scale independence. The Gini coefficient does not change after rescaling incomes (e.g. change of units/currency).
- Population independence. It does not depend on the size of the population.
- Anonymity. It does not depend on the identity of the rich/poor individuals.
- Transfer principle. If income (less than the difference ${ }^{2}$ ) is transferred from a rich person to a poor person the resulting distribution is more equal (i.e., the Gini decreases).

Our motivating problem. We consider how Nash equilibrium flow $F$ affects the incomes of the population. In particular, we assume that the income of type $x$ changes from $q(x)$ to $q(x)-\alpha \cdot \operatorname{cost}^{F}(x)$ for some (intuitively small) $\alpha>0$. We call the resulting income distribution $\hat{q}(x)$. Notice that, in general, $\hat{q}(x)$ may be different from $q(x)-\alpha \cdot \operatorname{cost}^{F}(x)$, since the cost of $F$ may rearrange the order of types (recall that distributions such as $q(x)$ are assumed to be nondecreasing). As we shall see in the Inequity Theorem proof of Section 4 , this turns out to never be the case and moreover the inequality increases as a result.

## 4 The Negative Impact of Tolls on Inequality

### 4.1 The Inequity theorem

Tolls can be used in congestion games so as to induce socially optimal flows (from the perspective of total cost) as Nash equilibrium [15, 18]. We next prove a general theorem showing that tolls always exacerbate societal inequality. So, in a sense to achieve optimality from the perspective of social welfare we have to pay a hidden cost in terms of fairness.

- Theorem 2 (The Inequity Theorem). In any Nash equilibrium of any symmetric congestion game with type-specific costs, any set of positive edge tolls $\tau_{e}$ increases the inequality of the population. More specifically,
- The impact of travel is zero: the Gini coefficient of the ex ante income distribution $q$ is equal to the Gini coefficient of the toll-free income distribution $q_{0}, G\left(q_{0}\right)=G(q)$.
- The impact of tolls is nonpositive: the Gini coefficient of the ex ante income distribution is lower than (or equal to) the Gini coefficient of the ex post income distribution $\hat{q}=$ $q-\alpha \cdot \operatorname{cost}^{F}$, or $G(\hat{q}) \geq G(q)=G\left(q_{0}\right)$.
Additionally, if the quantile distribution of income is increasing and edge cost functions are decreasing in income, the Gini coefficient increases strictly.

Proof Sketch. First, we show that the impact of travel is null. In the toll-free version of the game, the Nash equilibrium is the usual Wardrop equilibrium and all agents incur the same cost $C$, regardless of their route choice. This implies that all agents lose the same share of income exactly equal to $\alpha \cdot C$. Since the Gini coefficient and all inequality measures we will be concerned with are scale invariant, the inequality is not affected by the impact of travel.

The proof of the impact of tolls is done in three steps. First, we show that if two income distributions with equal means cross at one point, one has a higher Gini coefficient than the other (Lemma 3). This is equivalent to the transfer principle, or Pigou-Dalton principle of income inequality measures. Second, we show that when a distribution is obtained by decreasing proportionally less the higher incomes than the lower incomes - in other words, a regressive tax - then the resulting distribution has a higher Gini coefficient than the original one, i.e., is more unequal (Lemma 4). Third, we show that under equilibrium in the game, players with higher incomes have a lower path cost than players with lower incomes (Lemma 5). Finally, Theorem 2 is obtained as a corollary of the three lemmas.
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- Lemma 3. Suppose $q$ and $\hat{q}$ are two income distributions (represented by their quantile functions) of equal means, i.e., $\mu=\int_{0}^{1} q(x) d x=\int_{0}^{1} \hat{q}(x) d x=\hat{\mu}$. If there exists $x^{*}$ such that $\hat{q}(x) \leq q(x), \forall x \leq x^{*}$, and $\hat{q}(x) \geq q(x)$ otherwise, then $G(q) \leq G(\hat{q})$.
- Lemma 4. Suppose two income distributions (represented by their quantile functions) $q$ and $\hat{q}$ are such that $\hat{q}(x)=\beta(x) \cdot q(x)$ and $1 \geq \beta(y) \geq \beta(z)>0$ for $y \geq z^{3}$ then $G(q) \leq G(\hat{q})$.
- Lemma 5. Let $0 \leq x \leq y \leq 1$ and $F$ be an equilibrium flow. If agent costs are given by the path cost $\sum_{e \in F(x)} \frac{\tau_{e}}{q}+\ell_{e}(z)$ then $\operatorname{cost}^{F}(x) \geq \operatorname{cost}^{F}(y)$.

The resulting income distribution in the game is given by $\hat{q}(x)=q(x) \cdot\left(1-\alpha \cdot \operatorname{cost}^{\bar{F}}(x)\right)$ At equilibrium costs decrease with income (Lemma 5). Thus, distribution $q$ Lorenz-dominates distribution $\hat{q}$ (Lemma 3 and 4), i.e., the Lorenz curve of $q$ is always above that of $\hat{q}$. This implies that the inequality in $\hat{q}$ is greater than in $q$.

Theorem 2 can actually be generalized. Lorenz domination, a partial order, is respected by all inequality coefficients that satisfy the same four axioms as the Gini coefficient, yielding the following more general version of the Inequity Theorem.

- Theorem 6. For any income inequality measure satisfying the axioms of invariance to population scaling, anonymity, invariance to income scaling and the transfer principle, the Inequity Theorem holds and inequality increases as tolls are levied on the players.

The remaining of the paper focuses on the case of the Gini coefficient.

### 4.2 Computing the efficiency-equality trade-off

In a parallel links network serving a population with a known income distribution, the routing and tolls that optimize any desired trade-off between efficiency and equality can be computed via dynamic programming.

### 4.2.1 The model

Because of the computational nature of this section, and for the sake of simplicity, we will stick to a simplified, discrete model. Very few of these simplifications are crucial. We assume a population whose income is presented in $n$ quantiles $q_{1}, \ldots, q_{n}$, where $q_{1}$ stands for the average income of the lowest $\frac{1}{n}$ of the population - if $n$ were 100 , these would be the income percentiles.

We have $K$ parallel links - we assume that $K$ is fixed. Each link $e$ has a delay function $f_{e}(x)$ which we assume for simplicity to be piecewise constant with increments at values of $x$ that are multiples of $\frac{1}{n}$ (so that each link accommodates full quantiles), and that the delays have integer values in the set $[D]$, where $D$ is the maximum delay. Evidently, the problem is one of allocating each quantile to a link, and imposing appropriate tolls. It is easy to see that at equilibrium each link will be assigned a contiguous set of quantiles.
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### 4.2.2 The objective

We seek to optimize a trade-off between efficiency and equality, that is to say, a weighted sum of total delay and the Gini coefficient resulting from this game, say of the form "minimize total delay $+\lambda$ times the Gini after the game," where $\lambda>0$ is the relative importance of equality over efficiency. It is important to note that the Gini coefficient before the game is in this case captured by (ignoring additive terms and a factor of $\frac{-2}{n}$ )

$$
\frac{\sum_{i=1}^{n}(n+1-i) q_{i}}{\sum_{i=1}^{n} q_{i}}
$$

This is on account of the fact that, in the sum that approximates the double integral in Equation (LC), the lowest quantile appears $n$ times, the second lowest $n-1$, etc.

After the game imputes a cost to the $i$ th quantile, the Gini coefficient is captured by

$$
\frac{\sum_{i=1}^{n}(n+1-i)\left(q_{i}-\delta_{i}\right)}{\sum_{i=1}^{n}\left(q_{i}-\delta_{i}\right)}
$$

where $\delta_{i}=q_{i} d_{i}+\tau_{i}$ is the cost of the equilibrium to the $i$ th percentile, and $d_{i}$ is the delay and $\tau_{i}$ is the toll incurred by the $i$ th quantile. Now, since it is reasonable to assume that $\delta_{i} \ll q_{i}$, this quantity can be adequately represented by its numerator divided by the sum of the $q_{i}$ 's ${ }^{4}$. Thus, omitting constant terms (it is important to recall that the $q_{i}$ 's are constant), both additive and multiplicative, we conclude that what is minimized is a linear function of the delays $d_{i}$ and the tolls $\tau_{i}$. Adding to them the total delay ${ }^{5}$, we conclude that the objective is of the form

$$
\min _{\text {allocation of quantiles to links }} \sum_{i=1}^{n}\left(\alpha_{i} d_{i}+\beta_{i} \tau_{i}\right),
$$

for some known positive parameters $\alpha_{i}, \beta_{i}$.

### 4.2.3 The algorithm

The algorithm is dynamic programming; namely, we compute the quantity $\operatorname{cost}[S, m, d]$ with $S \subseteq[K], m \leq n$, and $d \leq D$, which is the smallest value of the objective that can be achieved by allocating the lowest $m$ percentiles to the set $S$ of links (in the optimum order) with the (largest) delay of the $m$-th percentile equal to $d$. The algorithm is presented in Algorithm 1 .

By $\tau\left(d, d^{\prime}, r, m-r\right)$ we denote the toll required to equalize, for the $m-r$ th quantile, the delay $d^{\prime}$ with the greater delay $d$. In conclusion (here $D^{*} \leq n$ is the number of different values of the delay in the network):

- Theorem 7. The optimum trade-off between total delay and the Gini coefficient can be computed in time $O\left(n D^{*}\right)$

But of course, the $O$-notation hides the constant $K^{2} 2^{K}$.
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Algorithm 1: A dynamic programming algorithm to compute the trade-off between
efficiency and equality.
    Data: Calculate the values cost \([\{e\}, m, d]\) for all links \(e, m \in[n], d \in[D]\)
    begin
        for \(s \leftarrow 2\) to \(K\) do
            for All sets \(S \subseteq L\) with \(|S|=K\) do
                for \(m \leftarrow 1\) to \(n\) do
                for \(d \leftarrow 1\) to \(D\) do
                        \(\operatorname{cost}[S, m, d]=\min _{e \in S, r<m: \ell_{e}(r)=d ; d^{\prime} \leq d} \operatorname{cost}\left[S-\{e\}, m-r, d^{\prime}\right]\)
                                \(+\sum_{j=m-r+1}^{m}\left(\alpha_{j} d^{\prime}+\beta_{j} t\left(d, d^{\prime}, r, m-r\right)\right)\)
                end
                    end
            end
        end
    end
```


### 4.3 The asymmetric case

In the case of multiple source-destination pairs the inequality within each set of players in any single commodity is again worsened as a result of tolls. Such a statement is not obtainable for the society as a whole. In the full online text [22], we show how to create, admittedly contrived, counterexamples where despite the fact that within each subpopulation the inequality worsens the population as a whole becomes more equal (e.g. the rich and poor use different subnetworks and only the rich get taxed). We believe that such adversarial counterexamples may be circumvented by imposing more realistic models, and pose this as one of the possible directions for future work.

## 5 The Inequity Index

The Inequity Theorem shows that under general conditions of the cost functions, the income inequality between agents increases after tolls are levied. In this section, we quantify this deterioration of equality by introducing a new metric. We have captured the importance of the game costs to the agents' income by a parameter $\alpha>0$, intuitively small. The inequity (index) is defined as the derivative of the Gini coefficient as $\alpha$ goes to zero.

- Definition 8. Let $\Gamma$ be a nonatomic symmetric congestion game. Agents have an initial ex ante distribution $(q(x))_{x \in[0,1]}$ and incur a cost $\operatorname{cost}^{F}(x)$ under flow $F$. Let $q_{\alpha}(x)=$ $q(x)-\alpha \cdot \operatorname{cost}^{F}(x)$ be the ex post income distribution for some $\alpha>0$. The inequity of $\Gamma$ is defined as

$$
I(\Gamma)=\lim _{\alpha \rightarrow 0^{+}} \frac{G\left(q_{\alpha}\right)-G(q)}{\alpha} .
$$

Note that this notion is well-defined. The Gini coefficient for distribution $q_{\alpha}$ is given by

$$
G\left(q_{\alpha}\right)=1-2 \frac{\int_{0}^{1} \int_{0}^{x}\left(q(t)-\alpha \cdot \operatorname{cost}^{F}(t)\right) d t d x}{\int_{0}^{1}\left(q(x)-\alpha \cdot \operatorname{cost}^{F}(x)\right) d x}=1-2 \frac{\int_{0}^{1} Q(x) d x-\alpha \int_{0}^{1} \int_{0}^{x} \operatorname{cost}^{F}(t) d t d x}{\mu-\alpha \cdot S C}
$$

where $\mu$ is the total income of distribution $q$ and $S C$ is the social cost. This function is indeed differentiable with respect to $\alpha$, provided the obvious requirement of $\mu>0$ is satisfied.

### 5.1 Scale invariance of the inequity index

The Inequity Theorem implies that the inequity is always nonnegative. For the rest of the paper we will focus on the canonical cost functions (CAN). As a reminder, the cost of agent $x$ in edge $e$ is

$$
q(x) \cdot f_{e}\left(q(x), c^{F}(e), \tau_{e}\right)=q(x) \cdot \ell_{e}\left(c^{F}(e)\right)+\tau_{e} .
$$

The canonical cost functions, besides having strong experimental justification $[2,8]$ provide also significant advantages in the theoretical study of inequity. Specifically, the inequity index is invariant under scaling of the population incomes.

- Theorem 9 (Robustness under scaling of income). Assume agent cost functions are in canonical form (CAN) in a game $\Gamma$. Then the inequity is scale invariant: if all incomes are scaled by a constant $\lambda>0$ and optimal tolls are used in the resulting game $\Gamma_{\lambda}$, then $I(\Gamma)=I\left(\Gamma_{\lambda}\right)$.
Proof Sketch. To give the main idea of the proof, we introduce a scaling parameter $\lambda>0$. This parameter can be understood as a redenomination of the value of money in the game, for both income and the tolls, where one unit of the "new" currency is effectively as valuable as $\lambda$ units of the previous currency. As such, this does not affect the strategic content of the game (no change of actions) nor the costs, by the scale invariance property of the Gini coefficient.


### 5.2 No-regret learning

So far we have looked at the inequity index in the context of agents playing the Nash Equilibrium of the routing game. However, it is possible to relax this assumption and let agents implement a no-regret strategy of their own.

Let $F_{1}, F_{2}, \ldots$ be a sequence of flows obtained from agents repeatedly playing the game. Agent $x$ is implementing a no-regret algorithm if it has vanishing regret, i.e.

$$
R(T)=\frac{1}{T} \sum_{i=1}^{T} \operatorname{cost}^{F_{i}}(x)-\min _{p \in \mathcal{P}} \frac{1}{T} \sum_{i=1}^{T} \sum_{e \in p} f_{e}\left(q(x), c^{F_{i}}(e), \tau_{e}\right) \rightarrow 0 \text { as } T \rightarrow \infty
$$

We also call an $\epsilon$-approximate Nash Equilibrium a flow $F_{\epsilon}$ such that

$$
\int_{0}^{1} \operatorname{cost}^{F_{\epsilon}}(x) d x-\min _{p \in \mathcal{P}} \sum_{e \in p} f_{e}\left(q(x), c^{F_{\epsilon}(e)}, \tau_{e}\right) \leq \epsilon
$$

Following the results in [7], we can show that under regret minimizing agents, the flow converges to that of an approximate equilibrium under the assumption of a finite number of wealth/income levels $w_{1}, \ldots, w_{K}$. This assumption is rather realistic since in practice there can only be a finite number of income levels. Also, any continuous distributions over incomes can be approximated to arbitrary high accuracy by a distribution of finite but large enough support.

- Theorem 10 (Robustness under no-regret learning). Given a finite number of income levels, the inequity index is uniquely defined under the assumption of no-regret learning agents. Specifically, if all agents follow a no-regret algorithm, we have

$$
\lim _{\alpha \rightarrow 0 ; \alpha>0} \lim _{T \rightarrow \infty} \frac{\frac{1}{T} \sum_{t=1}^{T} G\left(\hat{q}^{t}\right)-G(q)}{\alpha}=I(\Gamma)
$$

where $\hat{q}^{t}$ is the ex post income distribution of the $t$-th instance of the game.

(a)

| $\beta$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $G$ | 0 | $\frac{1}{24}$ | $\frac{3}{64}$ | $\frac{3}{80}$ | $\frac{5}{192}$ |

(b)

Figure $2 \mathbf{a}$. The Inequity index as a function of the income coefficient $\beta$. It is 0 when there is no inequality $(\beta=0)$ because tolls have the same effect on everybody, and rises as the inequality increases. At some point, $\beta \approx 1.688$, the Inequity index starts decreasing, because the toll $(\beta+1) 2^{-(\beta+1)}$ becomes small and has little effect on the inequality index. b. Values of the inequity for different $\beta$.

Proof Sketch. In the first step of the proof, we show that the symmetric game of type-specific costs $\Gamma$ reduces to an asymmetric congestion game $\hat{\Gamma}$. In the second step, results on the behavior of no-regret dynamics in asymmetric congestion games [7] imply the robustness of the inequity index. This is due to the Gini coefficient being a bounded and continuous function.

## 6 Computing the Inequity in Pigou

To illustrate the interplay between wealth or income and congestion games, we consider the well-studied Pigou network, which consists of two parallel links with latency functions $\ell_{u}(r)=1$ and $\ell_{d}(r)=r$. Assume that this transportation network is used by a population of (normalized) size 1 and with wealth or income function $q(x)=x^{\beta}$, for some nonnegative parameter $\beta$.

The perceived cost for quantile $x$ is $\operatorname{cost}(x)=\ell_{e}(c(e)) \cdot q(x)+\tau_{e}$, where $e=e(x)$ is the edge used by the quantile, $c(e)$ is the flow through $\operatorname{link} e$, and $\tau_{e}$ the price of link $e$. It is not hard to argue that at equilibrium the $c_{u}$ fraction of the population that uses the constant cost link is the poorest $c_{u}$ part of the population. We will assume further that the social designer selects tolls to minimize the actual latency on the network, ${ }^{6}$ and that, without loss of generality, the price of the constant cost edge is set to $\tau_{u}=0$, while $\tau=\tau_{d}$ is the optimal price on the variable cost edge.

By continuity, at equilibrium the perceived cost of quantile $c_{u}$ must be the same in both links, from which we get $\tau=q\left(c_{u}\right) c_{u}$. We want to investigate the effects of price $\tau$ on the Gini coefficient.

Let $\hat{q}(x)=q(x)-\alpha \cdot q(x) \cdot \operatorname{cost}(x)$ be the perceived income when we take into account the effects of perceived latency into the actual income, where $\alpha$ indicates the importance of transportation. We are interested in first order effects, so we will always assume that $\alpha$ is very small and that in fact it tends to 0 . Let's define as $G(\alpha, \tau)$ the inequality coefficient when we take into account the effects on the income of the transportation cost, assuming that the social designer selects toll $\tau$.

[^45]We can now compute directly the Gini coefficient. For the Pigou network the optimal switching point is $c_{u}=1 / 2$. For income distribution $q(x)=x^{\beta}$, this optimal switching point corresponds to toll $\tau=2^{-(\beta+1)}$. Since at equilibrium, $\tau=q\left(c_{u}\right) c_{u}=c_{u}^{\beta+1}=2^{-(\beta+1)}$, we have

$$
G\left(\alpha,(\beta+1) 2^{-(\beta+1)}\right)=\frac{\beta}{\beta+2}+\frac{\beta(\beta+1)}{(\beta+2) 2^{\beta+3}} \alpha+O\left(\alpha^{2}\right) .
$$

The last expression comes from the Maclaurin expansion of the function, from which we derive the following Theorem.

- Theorem 11. For the Pigou network with two links and latency functions 1 and $x$, and for a population with income distribution $q(x)=x^{\beta}$, when tolls are selected to minimize the actual latency, the toll at Nash (Wardrop) equilibrium is $\tau=q\left(c_{u}\right) c_{u}=2^{-(\beta+1)}$, and the Inequity index is $I(\Gamma)=\frac{d G(0)}{d \alpha}=\frac{\beta(\beta+1)}{(\beta+2)^{\beta+3}}$.

The values of the inequity as a function of the income coefficient $\beta$ are shown in Figure 2. The maximum occurs when the income coefficient $\beta$ is close to 2 (actually when $\beta \approx 1.688$ ), which means that real-life income distributions have almost the maximum Inequity index.

## 7 Tolls and Inequality: Empirical Findings

We use detailed transportation data gathered through Singapore's National Science Experiment (NSE) to test how income inequality affects the distribution of transportation delays in a representative sample of students [29,30,43]. Although Singapore is the third most densely populated country in the world, the modern infrastructure, cost of private cars, and significant tolls in Singapore minimize congestion on the roads. We examine whether this gain in efficiency incurs costs in terms of income inequality, as predicted by the theoretical results in this paper. The NSE dataset enables us to accurately split student trips in the morning - the time of the day when tolls are most onerous - by the transportation mode (bus, car, walk, and train) [42]. We then combine the travel data with a dataset on property prices to assess the relationship between income and the average duration and average distance of trips by transportation mode.

By relying on the sociological literature pertaining to income inequality and Singapore's urban development, we divide the students into 9 wealth brackets based on residence. We then conservatively classify these brackets as low-income, middle-income, and high-income groups $[1,14,17,24,26,36,41]$. The differences in the means of trip distance and duration are statistically significant among these three groups; and, they lend strong support to the predictions of the Inequity Theorem. When one compares low-income and high-income groups, there is a notable increase in car usage and decrease in the use of walking and public transportation. Because cars are much faster than using bus and walking, the use of cars is associated with a sizable difference in the average duration that students spend in traveling to school (Figure 3).

Although students from high-income groups travel a longer distance compared to middleincome groups, this translates into minor differences in travel duration. The opposite is the case when we compare low-income and middle-income groups. These students experience on average 7 to 5 minutes delay compared to middle-income groups, despite the fact that the distance they travel is roughly comparable to high-income groups (Figure 3). Thus, the Singaporean case - which is an ideal setting to examine the relationship between inequality and transportation delays - offers positive evidence on the Inequity Theorem. It also provides some lessons on the policies that can be implemented to mitigate the trade-off between efficiency and inequality, as we discuss in the full text [22].



Figure 3 The average trip duration per wealth bracket is presented in the two figures above. Left: Average duration in each transport mode. It is notable that brackets 1 and 2 have respectively 7 and 5 minutes more travel time on average than the other brackets. Right: The left plot is split along the transport mode, to show the relative durations spent in each mode across wealth brackets. Given that the least-affluent groups spend much more time on the roads compared to middle-income groups, there is a quasi-monotonic increase in the use of car as wealth increases, while we observe that the uses of walking and public transportation decrease as wealth increases.

## 8 Discussion

The Inequity Theorem raises important questions pertaining to distributive justice and the efficiency of decentralized decision-making mechanisms such as markets [4, 21, 27, 33-35]. Namely, if efficiency can be obtained through purposeful intervention but only at a price of increase in inequality, what are the implications of this trade-off for the organization of markets, industries, and society in general? We offer three potential avenues of research:

- What is the opportunity cost of inequity?
- How does inequity affect cooperation among members of society?
- How does inequity affect the formation of groups and thus cooperation between different groups?

We believe that these questions hold the promise of opening up new lines of research for algorithmic game theory. We hope that future work in this area will shed light on important but largely unexplored issues about the interplay between efficiency and optimality in a wide range of economic scenarios and mechanisms.
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#### Abstract

The notion of tree-cut width has been introduced by Wollan in [The structure of graphs not admitting a fixed immersion, Journal of Combinatorial Theory, Series B, 110:47-66, 2015]. It is defined via tree-cut decompositions, which are tree-like decompositions that highlight small (edge) cuts in a graph. In that sense, tree-cut decompositions can be seen as an edge-version of tree-decompositions and have algorithmic applications on problems that remain intractable on graphs of bounded treewidth. In this paper, we prove that every graph admits an optimal tree-cut decomposition that satisfies a certain Menger-like condition similar to that of the lean tree decompositions of Thomas [A Menger-like property of tree-width: The finite case, Journal of Combinatorial Theory, Series B, 48(1):67-76, 1990]. This allows us to give, for every $k \in \mathbb{N}$, an upper-bound on the number immersion-minimal graphs of tree-cut width $k$. Our results imply the constructive existence of a linear FPT-algorithm for tree-cut width.
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## 1 Introduction

Menger's theorem is a classic result in graph theory and arguably one of the most used. It can be informally stated as follows: two vertex sets of a graph can be linked by $k$ vertexdisjoint paths if and only if they cannot be separated by the removal of $k$ vertices [25]. A significant feature of this result is that it provides a concise certificate for the optimality (in terms of cardinality) of a collection of $k$ disjoint paths between two sets, in the form of a separator of size $k$. Many variants of Menger's theorem are known, including edge and directed versions [25, 19].

In 1990, Thomas [31] obtained a similar duality between paths and separators in tree decompositions. Tree decompositions are central objects in the theory of graph minors of Robertson and Seymour. Introduced in the early times of their Graph Minors series [28], they soon became the standard way to approach problems related to minors (such as Disjoint Paths, Feedback Vertex Set, etc.) and to minor-closed graph classes. The result of Thomas is that every graph admits an optimal tree decomposition, said to be lean, where the following holds: two bags of the decomposition ${ }^{1}$ can be connected by $k$ vertex-disjoint paths if and only if they cannot be separated by the removal of a bag on at most $k$ vertices. That is, while Menger's theorem provides a set of $k$ vertices separating the two bags, Thomas proved that such vertices (again forming a concise certificate of optimality) can moreover be found in a unique bag. Lean tree decompositions had important applications as they have been used to optimize parameter dependencies and to simplify arguments in proofs of the Graph Minors series [2, 9].

The objects of our attention in this paper are tree-like decompositions of graphs called tree-cut decompositions. These decompositions, introduced by Wollan in [32], highlight small (edge) cuts in graphs and are particularly suited to deal with problems related to the immersion ordering ${ }^{2}$ and immersion-closed graph classes. (Comparatively, tree decompositions display small vertex separators and are tailored for minor-related problems.) A strength of tree-cut decompositions compared to other decompositions defined by edge cuts (such as cutwidth orderings or carving decompositions) is that they enjoy two highly desirable properties that mirror those of tree decompositions: (a) they admit an excluded wall immersion theorem [32] (comparable to the excluded grid minor theorem of Robertson and Seymour [29]) and (b) they can be used for dynamic programming, additionally for problems that cannot be tackled under the bounded-treewidth framework [11, 21, 15]. Thus they are believed to be a credible translation of tree decompositions to the settings of immersions. The importance of tree decomposition-based techniques in graph algorithms is an additional motivation to study their possible counterpart in the immersion world. Our first contribution is to show that paths and cuts in tree-cut decompositions obey a duality as in the aforementioned result of Thomas.

- Theorem 1. Every graph has an optimal tree-cut decomposition that is lean.

For the above statement to be meaningful, we adapted the notion of leanness to the setting of tree-cut decomposition; in particular it relates edge-disjoint paths with edge cuts. ${ }^{3}$ A similar notion of leanness has been previously studied in [16] for the simpler setting of cutwidth orderings. We also note that analogs of lean tree decompositions appeared for

[^46]several different width parameters such as $\theta$-tree-width [6, 13], pathwidth [24], directed pathwidth [22], DAG-width [23], rank-width [26], linear-rankwidth [20], profile- and block-width [9], matroid treewidth [12, 1, 9] and matroid branchwidth [12].

To prove Theorem 1, we design an improvement procedure that, in a finite number of steps, transforms a tree-cut decomposition that is not lean into a lean one.

Tree-cut decompositions can be used to define the graph parameter of tree-cut width, in the same way that treewidth can be defined via tree decompositions. Our second result pertains to obstructions for bounded tree-cut width. We say that a graph is an (immersion)-obstruction for tree-cut width at most $k$ if it has tree-cut width more than $k$ and all its proper immersions have tree-cut width at most $k$. Intuitively, such graphs delimit the border between the graphs of small tree-cut width (i.e. at most $k$ ) and the rest. As a consequence of the results of Robertson and Seymour in [27], the set $\mathbf{o b s}(k)$ of obstructions for tree-cut width at most $k$ is finite, for every $k \in \mathbb{N}$. Unfortunately the techniques used to prove this result (namely, properties of well-quasi-orders) do not provide explicit upper-bounds on its size. We consider here the related question of estimating the size of the elements of $\mathbf{o b s}(k)$. This question has received significant attention in related settings. In [24], Lagergren gave exponential upper-bounds on the order of minor-obstructions to graphs of pathwidth or treewidth at most $k\left(2^{O\left(k^{4}\right)}\right.$ and $2^{\left.2^{O\left(k^{5}\right.}\right)}$ ), respectively. Moreover, the size of immersion-obstructions to graphs of cutwidth at most $k$ is known to lie between $\left(3^{k-5}-1\right) / 2[17]$ and $2^{O\left(k^{3} \log k\right)}[16]$. As noted in [5], these size estimations can be important in practice. Our result on this topic is a constructive upper-bound on the size of obstructions for bounded tree-cut width.

- Theorem 2. Let $k \in \mathbb{N}$. If $G$ has tree-cut width more than $k$ and every proper immersion of $G$ has tree-cut width at most $k$, then $G$ has at most $2^{2^{O\left(k^{4}\right)}}$ vertices.

Our proof has two main ingredients. The first one is an encoding into a finite number of types of the features of a graph that are relevant when computing tree-cut width, in the fashion of the folios of [30] and the protrusion machinery of [4], but adapted to the different setting studied here (and similar in this sense to the techniques developed in $[16,7]$ ). The second ingredient is our aforementioned result on leanness. Informally, Theorem 1 allows us, when "redundancy" has been identified in a graph (using the first ingredient), to obtain an immersion that has the same tree-cut width and less vertices. To the best of our knowledge, no explicit upper-bound concerning $\mathbf{o b s}(k)$ was known before.

The third problem that we consider is of algorithmic nature: how fast can the treecut width of a graph be computed? This problem is NP-hard [21] and therefore has been approached through parameterized complexity and approximation algorithms. A consequence of the aforementioned result of Robertson and Seymour [27] and a result in [18] is the existence - and the existence only - of an FPT algorithm that decides, given a graph $G$ and $k \in \mathbb{N}$, whether $G$ has tree-cut width at most $k$. The first step towards a constructive FPT algorithm for tree-cut width was achieved by Kim et al. [21] who designed a $2^{O\left(k^{2} \log k\right)} \cdot n^{2}$-time factor 2 approximation algorithm. Our third result is the first constructive parameterized algorithm for tree-cut width.

- Theorem 3. It is possible to construct an algorithm that given an n-vertex graph $G$ and an integer $r$ decides whether $G$ has tree-cut width more than $r$ in $f(r) \cdot n$ steps, where $f$ is some recursive function.

Our algorithm relies on the fact that graphs of small tree-cut width have small treewidth and on our result on the size of the obstructions. Graphs of large treewidth can be immediately rejected, while graphs of small treewidth can be searched for the existence of an obstruction to tree-cut width at most $k$ using standard techniques on tree decompositions. We leave as an open problem to determine the optimal order of magnitude for $f$.

Organization of this extended abstract. In Section 2, we give preliminary definitions. The proofs of Theorem 1 is given in Section 3. In Sections 4 and 5 we introduce the machinery used to prove Theorems 2 and 3 whose proofs are given in Section 6. Finally, in Section 7, we provide some discussion on how to bound the parametric dependence of the algorithm of Theorem 3. Due to the space constraints, the proofs of the lemmas marked by $\star$ have been omitted. They can be found in the full version [14].

## 2 Preliminaries

In this paper, graphs are undirected, finite, loopless, and may have multiple edges. We respectively denote by $V(G)$ and $E(G)$ the vertex and edge sets of a graph $G$ and by $|G|$ and $\|G\|$ the cardinalities of these sets (counting edges with multiplicities).

A cut in a graph $G$ is a set $F \subseteq E(G)$ such that $G-F$ has more connected components than $G$. If $A, B \subseteq V(G)$, the cut $F$ is an $(A, B)$-cut if there is no path connecting a vertex of $A$ to a vertex of $B$ in $G-F$. If $A, B \subseteq E(G)$, we say that $F$ is an $(A, B)$-cut if there is no path from an endpoint of an edge of $A$ to an endpoint of an edge of $B$ in $G-F$. If $(X, Y)$ is a partition of $V(G)$, we sometimes refer to the cut $\{x y \in E(G), x \in X$ and $y \in Y\}$ by $(X, Y)$. For $k \in \mathbb{N}$, a graph is said to be $k$-edge-connected if it has no cut on (strictly) less than $k$ edges.

If $T$ is a tree and $a, b \in E(T)$, we denote by $a T b$ the (unique) path of $T$ from $a$ to $b$ and containing these edges.

Immersions. For graphs $H$ and $G$, a pair $(\phi, \psi)$ is an $H$-immersion model in $G$ if - $\phi$ is an injection from $V(H)$ to $V(G)$,

- $\psi$ maps every edge $u v$ of $H$ to a path of $G$ between $\phi(u)$ and $\phi(v)$ such that different edges are mapped to edge-disjoint paths.
We say that $H$ is an immersion of $G$ if there is an $H$-immersion model in $G$ and we denote this by $H \leq G$. This defines a partial order on graphs. We also say that $H$ is a proper immersion of $G$ if $H \leq G$ and $H$ is not isomorphic to $G$.

Tree-cut decompositions. A near-partition of a set $S$ is a family of pairwise disjoint subsets $S_{1}, \ldots, S_{k} \subseteq S$ such that $\bigcup_{i=1}^{k} S_{i}=S$. Observe that this definition allows some sets $S_{i}$ of the family to be empty.


Figure 1 Example of a tree-cut decomposition (right) of a graph (left).
A tree-cut decomposition of a graph $G$ is a pair $(T, \mathcal{X})$ where $T$ is a tree and $\mathcal{X}=$ $\left\{X_{t}\right\}_{t \in V(T)}$ is a near-partition of $V(G)$. We call elements of $V(T)$ nodes and elements of $V(G)$ vertices for clarity. The set $X_{t}$ is called the bag of the decomposition corresponding to the node $t$, or just the bag at $t$.

An example of a tree-cut decomposition $(\mathcal{X}, T)$ of a graph $G$ is depicted in Figure 1. In this picture, the tree $T$ is depicted in blue and $G$ is drawn on top of it to highlight which vertices (resp. edges) belong to which bags (resp. adhesions). This decomposition has an empty bag, at node $t$.

For an edge $\{u, v\} \in E(T)$, we denote by $T_{u v}$ and $T_{v u}$ the connected components of $T-\{u v\}$ containing $u$ and $v$, respectively. The adhesion $\operatorname{adh}_{(T, \mathcal{X})}(u v)$ of some edge $u v \in E(T)$ is defined as the set of edges of $G$ that have an endpoint in a bag of $T_{u v}$ and the other one in a bag of $T_{v u}$. We drop the subscript when it is clear from the context. In Figure 1, the adhesion of the edge $t u$ of $T$ consists in the two thick red edges of $G$.

If $G$ is 3 -edge-connected, we define the width of $(T, \mathcal{X})$ as follows:

$$
\operatorname{width}(T, \mathcal{X})=\max \left\{\max _{t t^{\prime} \in E(T)}\left|\operatorname{adh}\left(t t^{\prime}\right)\right|, \max _{t \in V(T)}\left(\left|X_{t}\right|+\operatorname{deg}_{T}(t)\right)\right\}
$$

The tree-cut width of $G$ is the maximum width over all tree-cut decompositions of $G$. For the simplicity of the presentation we only work on 3-edge-connected graphs in the extended abstract ${ }^{4}$. However, our results hold for all graphs and full proofs can be found in the full version [14]

## 3 A Menger-like property of tree-cut width

In this section, we give a formal definition of the notion of leanness for tree-cut decompositions and we sketch the proof of Theorem 1.

A tree-cut decomposition $(T, \mathcal{X})$ is said to be lean if, for every distinct edges $a, b \in E(T)$ and every $A \subseteq \operatorname{adh}(a), B \subseteq \operatorname{adh}(b)$ with $|A|=|B|=: k$,

- either there are $k$ edge-disjoint paths linking $A$ to $B$;
- or there is an edge $e$ in $a T b$ such that $|\operatorname{adh}(e)|<k$.

Observe that when the second point holds, $\operatorname{adh}(e)$ is an $(A, B)$-cut. Therefore, as with Thomas' notion of leanness mentioned in the introduction, the absence of a large collection of (here edge-disjoint) paths can be certified by a small (edge) separator that has restricted position.
Out first result (Theorem 1) shows that every graph admits a tree-cut decomposition that is lean and has optimum width. Its proof can in fact be reduced to the case of 3 -edge-connected graphs.

- Lemma $4(\star$ (included in the proof of Theorem 1)). Theorem 1 holds iff it holds for 3-edge-connected graphs.

Therefore we can now focus on 3-edge-connected graphs. A crucial element of the proof of Theorem 1 is the definition of a potential on tree-cut decompositions, called fatness, as in Bellenbaum and Diestel's proof of Thomas leanness result for tree-decompositions [2]. Let $G$ be a graph on $m$ edges and let $(T, \mathcal{X})$ be a tree-cut decomposition of $G$. For every $i \in[m]$, we denote by $T^{\geq i}$ the subgraph of $T$ induced by the edges that have adhesion at least $i$. The fatness, denoted by fatness $(T, \mathcal{X})$, of $(T, \mathcal{X})$ is the ( $2 m$ )-tuple $\left(\alpha_{m},-\beta_{m}, \alpha_{m-1},-\beta_{m-1}, \ldots, \alpha_{1},-\beta_{1}\right)$, where for every $i \in[m]$,

[^47]- $\alpha_{i}$ is the number of edges of $T^{\geq i}$; and
- $\beta_{i}$ is the number of connected components of $T^{\geq i}$.

We order fatnesses by lexicographic order. Informally, fatness is used to quantify the progress made when improving a non-lean tree-cut decomposition. This is captured by the following lemma which constitutes an important technical ingredient of the paper.

- Lemma 5 ( $\boldsymbol{\star}$ ). Let $G$ be a 3-edge-connected graph. If $(T, \mathcal{X})$ is a tree-cut decomposition of $G$ that is not lean, then $G$ has a tree-cut decomposition of smaller fatness and no bigger width than the one of $(T, \mathcal{X})$.

As the fatness of tree-decompositions of a given graph can take a finite number of values, Lemma 5 implies that we can, after a finite number of "improvement steps", obtain a lean tree-cut decomposition. Let us now describe what we mean by improvement step. Let $G$ be



Figure 2 A tree-cut decomposition of a graph $G$ (left) and its ( $a, b, F$ )-segregation (right), where $F$ is a cut that separates $G$ into $G_{A}$ and $G_{B}$. The vertices of $G_{A}$ and $G_{B}$ respectively lie in blue and green bags. Newly introduced bags, corresponding to nodes $s_{1}, s_{2}$, are empty. The adhesion of $s_{1} s_{2}$ is exactly $F$.
such a graph and let $(T, \mathcal{X})$ be a tree-cut decomposition of $G$. Let $a, b \in E(T)$, and let $F$ be an inclusion-wise minimal cut separating a graph $G$ into two graphs that we call $G_{A}$ and $G_{B}$. We define the $(a, b, F)$-segregation of $(T, \mathcal{X})$ as the pair $(U, \mathcal{Y})$ obtained as follows:

1. consider a first copy $T_{1}$ of $T$, subdivide once the edge corresponding to $b$, call $s_{1}$ the subdivision vertex, and call the two created edges $b_{1}$ and $b_{1}^{\prime}$, with the convention that (the copy of) $a$ is closer to $b_{1}$ in $T_{1}$;
2. symmetrically, consider a second copy $T_{2}$ of $T$, subdivide once the edge corresponding to $a$, call $s_{2}$ the subdivision vertex, and call the two created edges $a_{2}$ and $a_{2}^{\prime}$, with the convention that (the copy of) $b$ is closer to $a_{2}$ in $T_{2}$;
3. in the disjoint union of these two trees, add an edge joining $s_{1}$ and $s_{2}$ : this gives $U$;
4. for every $t \in V(U)$, let $Y_{t}= \begin{cases}X_{t} \cap V\left(G_{A}\right) & \text { if } t \in V\left(T_{1}\right) \backslash\left\{s_{1}\right\} \\ X_{t} \cap V\left(G_{B}\right) & \text { if } t \in V\left(T_{2}\right) \backslash\left\{s_{2}\right\}, \text { and } \\ \emptyset & \text { if } t \in\left\{s_{1}, s_{2}\right\} .\end{cases}$

The construction of an $(a, b, F)$-segregation is depicted in Fig. 2. It is not hard to see that a segregation of a tree-cut decomposition is still a tree-cut decomposition.

For every non-lean tree-cut decomposition $(T, \mathcal{X})$ there are edges $a, b, e \in E(T)$ and subsets $A \subseteq \operatorname{adh}(a), B \subseteq \operatorname{adh}(b)$ violating the definition of leanness. The proof of Lemma 5 consists in showing that the $(a, b, F)$-segregation of $(T, \mathcal{X})$, for some cut $F$ carefully chosen using $a, b, e, A, B$, has the same width as $(T, \mathcal{X})$ and smaller fatness.

## 4 Tidy decompositions and branch interfaces

For the rest of the proofs we need the notion of tidiness of a tree-cut decomposition of a graph $G$, with respect to some edge-cut $F$ of $G$. Informally, the tidiness property, is satisfied in a tree-cut decomposition of $G$, when, given a cut in a graph, the tree-cut decomposition can be almost partitioned (excluding a set of nodes whose size is upper-bounded linearly by the size of $F$ ) to subtrees in such a way that the vertices of the graph residing in each subtree reside also to the same side of the cut. (See also Figure 3.)


Figure 3 Parts of an $(A, B)$-tidy tree-cut decomposition, with subtrees colored differently depending whether the bags of their vertices are included in $A$ or in $B$.

To clearly define tidy tree-cut decompositions and state the main lemma of this section we need the following.

For a tree $T$ and a set $M \subseteq V(T)$, the least common ancestor closure (lca-closure) of $M$ is the set $\mathrm{Ica}(M) \subseteq V(T)$ obtained from $M$ by repeatedly adding to it, for every triple $x, y, z$ in the set, the common vertex of the paths $x T y, y T z$, and $z T x$.

Lemma 6 ([10]). Let $T$ be a rooted forest and $M \subseteq V(T)$. Then $|\operatorname{Ica}(M)| \leq 2|M|$ and every connected component $C$ of $T-\operatorname{Ica}(M)$ has at most two neighbors in $T$.

Let $T$ be a tree, $M \subseteq V(T)$, and $v \in V(T)$. A node $u \in V(T)$ is a $M$-descendant of $v$ if every path from $u$ to a vertex of $M$ contains $v$. We denote $\operatorname{by} \operatorname{desc}_{T}^{M}(v)$ the set of such vertices (we drop the subscript when it is clear from the context). In particular $v \in \operatorname{desc}^{M}(v)$ holds for every $v \in V(T)$ and $\operatorname{desc}^{M}(v)=\{v\}$ holds for every $v \in M$. We also use the notation $\operatorname{desc}_{T}(v)$ instead of $\operatorname{desc}_{T}^{V(G)}(v)$.

- Definition 7 (tidy tree-cut decomposition). Let $\mathcal{D}=\left(T,\left\{X_{u}\right\}_{u \in V(T)}\right)$ be a tree-cut decomposition of a graph $G$ and let $(A, B)$ be a cut of this graph. Let $M \subseteq V(T)$ be the lca-closure of the nodes of $T$ whose bags contain endpoints of the cut $(A, B)$. We denote by $\mathcal{C}_{i}^{M}, i \in[2]$ the set of connected components of $T-M$ that have exactly $i$ neighbors in $M$ (and drop the superscript $M$ if it is clear from the context).

We say that $\mathcal{D}$ is $(A, B)$-tidy if the following conditions hold for every connected component $F$ of $T-M$ :
(i) if $F \in \mathcal{C}_{2}^{M}$ : for every $w \in V(F)$, all the bags at $T \operatorname{desc}^{M}(w)$ are subsets of one of $A$ and $B$;
(ii) if $F \in \mathcal{C}_{1}^{M}$ : let $u$ be the node of $F$ adjacent to $M$. Then, first, $u$ has at most two neighbors in $F$; let us call them $v, w$ (if they exist). Second, $X_{u}$ intersects at most one of $A$ and $B$ and all the bags at $T \operatorname{desc}^{M}(v)\left(r e s p . T \operatorname{desc}^{M}(w)\right.$ ) are subsets of $A$ (resp. $B)$, or the other way around.
These two situations are again depicted on Fig. 3.

Furthermore, we show that there exists a tidy tree-cut decomposition of optimum width where the number of these subtrees is upper-bounded by a function of the size of the cut and the tree-cut width of the graph.


Figure 4 Improvement step towards obtaining a tidy tree-cut decomposition from a general tree-cut decomposition without increasing the width.

Before we present the lemma, we need the following definition.
Let $G$ be a graph and let $\mathcal{D}=\left(T,\{X\}_{u \in V(T)}\right)$ be a tree-cut decomposition of $G$. For $X \subseteq V(G)$, a $X$-block is a maximal subtree $F$ of $T$ such that:

- bags at nodes of $F$ are subsets of $X$;
- at most two nodes of $T-V(F)$ have a neighbor in $F$.

If $(A, B)$ is a cut, we refer to $A$ - and $B$ - blocks as $(A, B)$-blocks.

- Lemma $8(\star)$. Let $\ell \in \mathbb{N}_{\geq 3}$ and $G$ be a 3-edge-connected graph. If $(A, B)$ is a cut of $G$ of size $\ell$, then there is an optimum tidy tree-cut decomposition $\mathcal{D}=(T, \mathcal{X})$ of $G$ with less than $8 \ell \cdot \mathbf{t c w}(G)(A, B)$-blocks in $T-M$, where $M$ is the lca-closure of the nodes of $T$ whose bags contain endpoints of the cut $(A, B)$.

Note that from the definition of a block, two $A$-blocks (resp. $B$-blocks) cannot be connected by a link of $T$. This simple property is crucial in the proof of Lemma 8 . It allows us, given a tree-cut decomposition of a graph $G$ that has many $(A, B)$-blocks, to swap two of them (hence decreasing the total number of blocks) without increasing the width of the decomposition. Fig. 4 illustrates how we may obtain a tidy tree-cut decomposition of optimum width from a general tree-cut decomposition of optimum width while Fig. 5 illustrates the intuition behind swapping $A$ - and $B$-blocks in order to decrease their total number.


Figure 5 From $\mathcal{D}$ (top) to $\mathcal{D}^{\prime}$ (bottom): swapping the blocks $T_{i}$ and $T_{i+1}$.

## 5 Branch Interfaces

Tidy tree-cut decompositions will be used in this section to classify certain subgraphs of a graph into a bounded number of equivalence classes. This will be directly used to obtain our result on obstructions.

A $k$-boundaried graph is a pair $\mathbf{G}=(G, \bar{x})$ where $G$ is a graph and $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$ is a $k$-tuple of the graph's vertices, called boundary vertices (ordered, not necessarily distinct). The extension of $\mathbf{G}$ is the graph $G^{*}$ obtained from $G$ by adding $k$ new vertices $x_{1}^{\prime}, \ldots, x_{k}^{\prime}$ and edges $x_{1} x_{1}^{\prime}, \ldots, x_{k} x_{k}^{\prime}$. The join $\mathbf{A} \oplus \mathbf{B}$ of two $k$-boundaried graphs $\mathbf{A}=(A, \bar{x}), \mathbf{B}=(B, \bar{y})$ is the graph obtained from the disjoint union of $A$ and $B$ by adding an edge $x_{i} y_{i}$ for $i \in[k]$. Intuitively, a boundaried graph can be seen as the subgraph corresponding to one side of an (edge) cut in a larger graph. Its boundary vertices then record the endpoints of the edges of the cut and can be glued to an other boundaried graph to recover the original graph.

We note that our definition of boundaried graph (already used in previous work $[16,15$, $8,7]$ ) slightly differs from that usually followed in the literature (e.g. in [4]), in particular the join operation. This is because the problems that we consider are related to (edge) cuts a setting where our definition is more natural - while other papers often deal with settings pertaining to (vertex) separators, typically graphs of bounded treewidth.

Let $\mathbf{A}$ and $\mathbf{B}$ be two $k$-boundaried graphs and let $G=\mathbf{A} \oplus \mathbf{B}$. (This is roughly the same as saying that $G$ has a cut $(A, B)$ of size $k$.) Let $\mathcal{D}=(T, \mathcal{X})$ be an $(A, B)$-tidy tree-cut decomposition of $G$. Let $M$ denote the lca-closure of the vertices of $T$ whose bags contain endpoints of the cut.

Let us construct a new pair $\mathcal{B}=(U, \mathcal{Y})$ from $\mathcal{D}$ as follows: for every $(A, B)$-block $F$ of $T$, we contract $F$ to a single vertex $x$ and define $Y_{x}$ as the set of vertices of $G$ that are contained in bags at $F$. For every $x \in M$ we set $Y_{x}=X_{x}$. We call $\mathcal{B}$ a bucketing of $G$. In order to avoid confusion with the bags of a tree-cut decomposition, we refer to the elements of $\mathcal{Y}$ as buckets. Recall that by Lemma 8, the vertices of $M$ are separated in $T$ by a bounded number of alternations of $(A, B)$-blocks. Therefore the size of $U$ is bounded by a function of $k$ and $\mathbf{t c w}(G)$.

A bucketing of $\mathbf{A}$ is obtained from a bucketing of $G$ by forgetting the content of the buckets corresponding to $\mathbf{B}$; formally it is the pair $\left(U, \mathcal{Y}^{\prime}\right)$ where $\mathcal{Y}^{\prime}=\left\{Y_{u} \cap V(A), u \in\right.$ $V(U-M)\} \cup\left\{Y_{u}, u \in M\right\}$. Given the bucketing $\left(U, \mathcal{Y}^{\prime}\right)$ of $\mathbf{A}$ together with $\mathcal{D}$, we can compute:

- for each edge $e$ of $U$, the size $z(e)$ of its adhesion (defined as for tree-cut decompositions);
- for each node $x \in V(T-M)$, the width $z(x)$ of the corresponding $(A, B)$-block in $\mathcal{D} ;^{5}$
- for each node $x \in V(T-M)$, the maximum $\alpha(x)$ of adhesions sizes over the subpath linking the attachement points (i.e. vertices with a neighbor outside of the block) of the corresponding $(A, B)$-block in $\mathcal{D}$;
- for each node $x \in M$, the sum $z(x)$ of its degree in $T$ and bag size in $\mathcal{D}$;
- a function $f:[2 k] \rightarrow V(U)$ specifying which buckets of $U$ contain the endpoints of the cut.

Informally, these values encode all the relevant information about the contribution of $\mathbf{A}$ to the width of $\mathcal{D}$. If $\ell=\boldsymbol{\operatorname { t c w }}(G)$, then we say that $(U, z, \alpha, f)$ (seen as a tuple independent of $\mathbf{A}$ ) is a $(k, \ell)$-branch interface ${ }^{6}$ and we say that $\mathbf{A}$ conforms with this branch interface.

[^48]Observe that the number of $(k, \ell)$-branch interfaces can be upper-bounded by a function of $k$ and $\ell$. In particular we have the following.

- Observation 9. For all $k, \ell \in \mathbb{N}$ there are $2^{O(\ell k \log k)}(k, \ell)$-branch interfaces.

We denote by $\mathcal{I}_{k, \ell}(\mathbf{A})$ the set of $(k, \ell)$-branch interfaces $\mathbf{A}$ conforms with. Intuitively, this set records all the possible ways for $\mathbf{A}$ to appear in a tidy tree-cut decomposition of a graph $\mathbf{A} \oplus \mathbf{B}$ of tree-cut width at most $\ell$. That is, whatever $k$-boundaried graph $\mathbf{B}$ we consider (among those such that $\mathbf{t c w}(\mathbf{A} \oplus \mathbf{B}) \leq \ell$ ), all the possible ways $(A, B)$-blocks can interleave and contribute to the width in a tidy tree-cut decomposition of $\mathbf{A} \oplus \mathbf{B}$ is of bounded size and recorded in $\mathcal{I}_{k, \ell}(\mathbf{A})$. This is formalized by the following lemma.

- Theorem 10 (edge-protrusion replacement lemma $\boldsymbol{\star}$ ). Let $k, \ell$ be two positive integers. Let also $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ be two $k$-boundaried graphs with $\mathcal{I}_{k, \ell}\left(\mathbf{A}_{1}\right)=\mathcal{I}_{k, \ell}\left(\mathbf{A}_{2}\right)$. Then for any $k$-boundaried graph $\mathbf{B}$ where $\mathbf{t c w}\left(\mathbf{A}_{1} \oplus \mathbf{B}\right) \leq \ell$ and such that both $\mathbf{A}_{1} \oplus \mathbf{B}$ and $\mathbf{A}_{2} \oplus \mathbf{B}$ are 3-edge connected, it holds that $\mathbf{t c w}\left(\mathbf{A}_{2} \oplus \mathbf{B}\right)=\mathbf{t c w}\left(\mathbf{A}_{1} \oplus \mathbf{B}\right)$.


## 6 Obstructions and algorithms for tree-cut width

We explain in this section how the machinery introduced in the two previous sections can be used to obtain theorems 2 and 3 .

Let $\mathbf{H}=(H, \bar{x})$ and $\mathbf{G}=(G, \bar{y})$ be two $k$-boundaried graphs. If there is an $H^{*}$-immersion model $(\phi, \psi)$ of $G^{*}$ where $\phi\left(x_{i}\right)=y_{i}$ and $\phi\left(x_{i}^{\prime}\right)=y_{i}^{\prime}$ for each $i \in[k]$, then we say that $\mathbf{H}$ is a rooted immersion of $\mathbf{G}$ and we denote this by $\mathbf{H} \leq \mathbf{G}$.

Immersion obstructions. For every $k \in \mathbb{N}$, we denote by $\boldsymbol{o b s}(k)$ the set of all immersionminimal graphs whose tree-cut width is strictly greater than $k$. For instance, it is easy to see that obs(1) contains only the graph with two vertices and a double edge between them.

Our purpose is to provide a bound to the order of the graphs in $\mathbf{o b s}(k)$, as a function of $k$. It follows from [21, Lemmata 3 and 4] that all graphs in $\mathbf{o b s}(k)$ are 3-edge-connected for $k \geq 2$.

We use the following lemmata.

- Proposition 11 ([16]). Let $w, m$ be positive integers and let $y$ be a word in $[w]^{*}$ of length $m^{w}$. Then there is a number $k \in[w]$ and a subword $u$ of $y$ such that all numbers in $u$ are at least $k$ and $u$ contains the number $k$ at least $m$ times.
- Lemma 12 ( $\star$ ). Let $k \in \mathbb{N}$ and let $\mathbf{H}=(H, \bar{x})$ and $\mathbf{G}=(G, \bar{y})$ be two $k$-boundaried graphs. For every $\ell \in \mathbb{N}$, if $\mathbf{H} \leq \mathbf{G}$, then $\mathcal{I}_{k, \ell}(\mathbf{G}) \subseteq \mathcal{I}_{k, \ell}(\mathbf{H})$.
- Lemma 13. There exists a function $g: \mathbb{N}^{2} \rightarrow \mathbb{N}$ such that for every $w, r \in \mathbb{N}$ and every 3-edge-connected graph $G$ where $\mathbf{t c w}(G) \leq w$ and $|V(G)|>g(r, w), G$ contains as a proper immersion a graph $H$ for which $\mathbf{t c w}(H) \leq r$ implies $\mathbf{t c w}(G) \leq r$. Moreover such a function can be chosen so that $g(r, w)=2^{2^{O\left(r \cdot w^{3}\right)}}$.

Proof. By Lemma 5, there exists a lean tree-cut decomposition $\mathcal{D}=(T, \mathcal{X})$ of $G$ with width at most $w$. We also assume that for every node $t$ of $T$ of degree at most 2 , the bag $X_{t}$ is non-empty, otherwise we revise $\mathcal{D}$ by contracting a link incident to $t$. The 3 -edge connectivity of $G$ implies that $\Delta(T) \leq w$. We root $T$ on some, arbitrarily chosen, node $s$. This permits us to see $T$ as a directed tree where all links are oriented towards the root $s$. In particular, if $(v, u)$ is a link of $T$, we always assume that $u$ is closer than $v$ to the root.

From Observation 9 there is a function $\alpha: \mathbb{N}^{2} \rightarrow \mathbb{N}$, with $\alpha(w, \ell)=2^{O(\ell \cdot w \cdot \log w)}$, such that the number of the different $(w, \ell)$ interfaces of $w$-boundaried graphs is upper-bounded by $\alpha(w, \ell)$. We define $d=m^{w}$ where $m=\alpha(w, \ell)+1$ and $\ell=8 w r$. Let $z$ be a node of $T$ of maximum distance from the root $s$. Notice that $z$ is a leaf of $T$. Let also $f: \mathbb{N}^{2} \rightarrow \mathbb{N}$ be a function such that if $|T|>f(d, w)$, then $T$ contains a path $P$ of length $d$ from $z$ to some node, say $u$ that is different than the root $s$. Notice that, as $\Delta(T) \leq w$, we can choose $f$ such that $f(d, w)=2^{O(d \cdot \log w)}$. We also set up the function $g: \mathbb{N}^{2} \rightarrow \mathbb{N}$ where $g(r, w)=f(d, w) \cdot w$. Clearly, $g(r, w)=f\left(m^{w}, w\right) \cdot w=2^{O\left(\left(2^{O\left(\ell \cdot w^{2} \cdot \log w\right)}\right)^{w} \cdot \log w\right)} \cdot w=2^{2^{O\left(r \cdot w^{3}\right)}}$.

Notice that if $|G|>g(r, w)$, then $|T|>f(d, w)$ and the aforementioned path $P$ exists in $T$. Let $e_{1}, \ldots, e_{d}$ be the links of $P$ ordered so that $e_{1}$ is the one that is closer to the root and let $w_{e_{i}}=\left|\operatorname{adh}_{\mathcal{D}}\left(e_{i}\right)\right|$. We now see the string $y=w_{e_{1}} \ldots w_{e_{d}}$ as a word in $[w]^{*}$. As $d=m^{w}$, from Proposition 11 there is some $k \in[w]$ and a subword $y^{\prime}=w_{e_{i}} \ldots w_{e_{j}}$ of $y$ such that $w_{e_{h}} \geq k$ for $h \in[i, j]$ and there is some $I \subseteq[i, j]$ such that $m=|I|$ and $\forall h \in I w_{e_{j}}=k$. Let $f_{1}, \ldots, f_{m}$ be the links in $\left\{e_{h} \mid h \in I\right\}$ ordered as a subsequence of $e_{1}, \ldots, e_{d}$. As $\mathcal{D}$ is lean, we know that there exist $k$ edge-disjoint paths from $\operatorname{adh}_{(T, \mathcal{X})}\left(f_{1}\right)$ to $\operatorname{adh}_{(T, \mathcal{X})}\left(f_{m}\right)$. We denote these paths by $P_{1}, \ldots, P_{k}$. Notice also that for every $q \in[m]$, $\operatorname{adh}_{(T, \mathcal{X})}\left(f_{m}\right)$ contains exactly one edge from each of the paths in $P_{1}, \ldots, P_{k}$. We denote by $e_{q, p}$ the unique edge in $E\left(P_{k}\right) \cap \operatorname{adh}_{(T, \mathcal{X})}\left(f_{q}\right)$, for $(p, q) \in[k] \times[m]$. for every $q \in[m]$, we define $\lambda_{q}: \operatorname{adh}_{(T, \mathcal{X})}\left(f_{q}\right) \rightarrow\left[w_{f_{q}}\right]$ so that $\lambda_{q}\left(e_{q, p}\right)=p$ for $p \in[k]$.

For $q \in[m]$, we denote by $t_{q}$ the tail of the edge $f_{q}$ and we define $\mathbf{A}_{q}=\left(A_{q}, \bar{x}_{q}\right)$ where $A_{q}=G\left[\bigcup_{t \in \operatorname{desc}_{T}\left(t_{q}\right)} X_{t}\right]$ and $\bar{x}_{q}$ are the endpoints of the edges in $\operatorname{adh}_{(T, \mathcal{X})}\left(f_{q}\right)$ that belong to $A_{1}$, ordered according to $\lambda_{q}$ (recall that $\operatorname{desc}_{T}\left(t_{q}\right)$ consists of the descendants of $t_{q}$, including $t_{q}$, in the rooted tree $\left.T\right)$. We also set $\mathbf{B}_{q}=\left(B_{q}, \bar{x}_{q}^{\prime}\right)$ where $B_{q}=G-V\left(A_{q}\right)$ and $\bar{x}_{q}^{\prime}$ are the endpoints of the edges in $\operatorname{adh}_{(T, \mathcal{X})}\left(f_{q}\right)$ that belong to $B_{q}$, again ordered according to $\lambda_{q}$. Notice that for every $q \in[m], \mathbf{B}_{q} \oplus \mathbf{A}_{q}=G$. Moreover for every $\left(q, q^{\prime}\right) \in[m]^{2}$, where $q \leq q^{\prime}$, there are $k$ edge-disjoint paths in $\mathbf{A}_{q}$ that are joining, for each $p \in[k]$ the edge $e_{q, p}$ with the edge $e_{q^{\prime}, p}$. This implies that $\mathbf{A}_{q} \leq \mathbf{A}_{q^{\prime}}$. This, combined with Lemma 12, yields that

$$
\mathcal{I}_{k, \ell}\left(\mathbf{A}_{1}\right) \subseteq \cdots \subseteq \mathcal{I}_{k, \ell}\left(\mathbf{A}_{m}\right)
$$

and, as $m=\alpha(r, w)+1$, there is a pair $\left(q, q^{\prime}\right) \in[m]^{2}$, where $q<q^{\prime}$ and $\mathcal{I}_{k, \ell}\left(\mathbf{A}_{q}\right)=\mathcal{I}_{k, \ell}\left(\mathbf{A}_{q^{\prime}}\right)$. We set $H=\mathbf{A}_{q^{\prime}} \oplus \mathbf{B}_{q}$. Since $q \neq q^{\prime}, H$ is a proper immersion of $G$. From Lemma 10, the fact that $\mathbf{t c w}\left(\mathbf{A}_{q} \oplus \mathbf{B}_{q}\right)=\mathbf{t c w}(G) \leq r$ implies that $\mathbf{t c w}(H)=\mathbf{t c w}\left(\mathbf{A}_{q} \oplus \mathbf{B}_{q^{\prime}}\right)=\mathbf{t c w}\left(\mathbf{A}_{q} \oplus \mathbf{B}_{q}\right)=$ $\operatorname{tcw}(G) \leq r$.

- Theorem 14 (Restatement of Theorem 2). For every $k \in \mathbb{N}$, every graph in obs $(k)$ has $2^{2^{O\left(k^{4}\right)}}$ vertices.

Proof. Let $G \in \mathbf{o b s}(k)$. This means that $\mathbf{t c w}(G) \geq k+1$ and that if $H$ is a proper immersion of $G$, then $\boldsymbol{t c w}(H)<\boldsymbol{t} \mathbf{c w}(G)$ and hence, $\boldsymbol{\operatorname { t c w }}(H) \leq k$. It is easy to verify that if $H$ is a proper immersion of $G$ with $\|H\|=\|G\|-1$ then $\boldsymbol{t c w}(H) \geq \boldsymbol{t c w}(G)-1$. This last observation implies that $\operatorname{tcw}(G) \leq k+1$. If $|V(G)|>g(k, k+1)$ (where $g$ is the function of Lemma 13) then Lemma 13 implies that $G$ contains as a proper immersion a graph $H$ for which $\mathbf{t c w}(H) \leq k$ implies that $\mathbf{t c w}(G) \leq k$. As $\mathbf{t c w}(H) \leq k$ for every proper immersion $H$ of $G$, we deduce that $\operatorname{tcw}(G) \leq k$, a contradiction to the fact that $\operatorname{tcw}(G) \geq k+1$. The result follows as $g(k, k+1)=2^{2^{O\left(k^{4}\right)}}$.

Tree decompositions. A tree decomposition of a graph $G$ is a pair $\mathcal{D}=(T, \mathcal{X})$, where $T$ is a tree and $\mathcal{X}=\left\{X_{t} \mid t \in V(T)\right\}$ is a collection of subsets of $V(G)$ such that:

- $\bigcup_{t \in V(T)} X_{t}=V(G)$,
- for every $u v \in E$, there is a $t \in V(T)$ such that $\{u, v\} \subseteq X_{t}$, and
- for each $\{x, y, z\} \subseteq V(T)$ such that $z$ lies on the unique path between $x$ and $y$ in $T$, $X_{x} \cap X_{y} \subseteq X_{z}$.
The width of a tree decomposition $\mathcal{D}=(T, \mathcal{X})$ is $\max _{t \in V(T)}\left|X_{t}\right|-1$. The treewidth of a graph $G$, denoted by $\operatorname{tw}(G)$, is the smallest integer $w$ such that there exists a tree decomposition of $G$ of width at most $w$.

The proof of Theorem 3 comes as a direct consequence of Theorem 14.
Proof of Theorem 3. We set $n=|V(G)|$. Observe that $\Delta(G)=O_{r}(1)$. Moreover, if an edge has multiplicity strictly greater than $r$, then both its endpoints should be in the same bag of a tree-cut decomposition with width at most $r$. Therefore, we may replace each edge in $G$ of multiplicity bigger than $r+1$ by one of multiplicity $r+1$ and this modification can be implemented in $O_{r}(n)$ steps. By applying this preprocessing we may assume that $G$ has $O_{r}(n)$ edges.

In [11] it was proved that there exists a constant $c_{1}$ such that, for every graph $H$, $\mathbf{t w}(H) \leq c_{1} \cdot(\mathbf{t c w}(H))^{2}$. We run the algorithm in [3] that, given a graph $H$ and an integer $q$, either outputs a tree decomposition of $H$ of width at most $5 q$ or reports that $\operatorname{tw}(G)>q$, setting $H=G$ and $q=c_{1} \cdot r^{2}$. If $\operatorname{tw}(G)>q$ we know that $\operatorname{tcw}(G)>r$ and we readily have an answer. Therefore, we can assume that we have a tree decomposition of $G$ of width at most $5 c_{1} \cdot r^{2}$. As the property of the immersion-containment of a graph $H$ can be expressed in Monadic Second Order Logic, by using Courcelle's theorem, it is possible to construct an algorithm that, given two graphs $H_{1}$ and $H_{2}$, outputs whether $H_{1} \leq H_{2}$ in $O_{\left|V\left(H_{1}\right)\right|+\mathbf{t w}(G)}\left(\left|V\left(H_{2}\right)\right|\right)$ steps. By Theorem 14, the set obs $(r)$ can be constructed in $O_{r}(1)$ steps. Then, by testing immersion-containment for every graph $H \in \mathbf{o b s}(r)$, we can decide whether $\operatorname{tcw}(G) \leq r$ in $O_{r}(n)$ steps.

## 7 Discussion

An interesting direction is to specify the parameterized dependence of the algorithm in Theorem 3. We argue below on why the proof of Lemma 13 can already give a first bound.

Notice that Lemma 10 defines an equivalence relation of $w$-boundaried graphs. We say that two $k$-boundaried graphs $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ are $(w, r)$-equivalent, namely $\mathbf{G}_{1} \equiv_{w, r} \mathbf{G}_{2}$ if $\mathcal{I}_{w, 8 w r}\left(\mathbf{G}_{1}\right)=\mathcal{I}_{w, 8 w r}\left(\mathbf{G}_{2}\right)$. Notice that the proof of Lemma 13 already implies that a minimum-size of a representative of any of the equivalence classes of $\equiv_{w, r}$ has $g(r, w)=$ $2^{2^{O\left(r \cdot w^{3}\right)}}$ vertices. By brute-force checking on all graphs on $g(r, w)=2^{2^{O\left(r \cdot w^{3}\right)}}$ vertices, we may construct a set $\mathcal{R}_{w, r}$ of representatives for $\equiv$. Moreover $\left|\mathcal{R}_{w, r}\right|=2^{2^{\left.2^{O(r} \cdot w^{3}\right)}}$. The knowledge of $\mathcal{R}_{w, r}$ permits us to avoid the use of Courcelle's theorem in Theorem 3. For this, we first transform the tree decomposition of the proof of Theorem 3 to a tree-cut decomposition with width $w=O\left(r^{4}\right)$ using [32, Lemma 12]. Then we implement an algorithmic version of the proof of Lemma 13: as long as the sub-tree of $T$ rooted on $u$ of height $2^{2^{2^{r \cdot} w^{3}}}$ exists, we reduce $G=\mathbf{A}_{q} \oplus \mathbf{B}_{q}$ to the smaller equivalent instance $G=\mathbf{A}_{q^{\prime}} \oplus \mathbf{B}_{q}$. Given that $\left|\mathcal{R}_{w, r}\right|=2^{2^{2^{O\left(r \cdot w^{3}\right)}}}$ and using suitable data-structures, this compression can be implemented in $2^{2^{\left.2^{O(r} r^{13}\right)}}$ steps and as it is repeated at most $n$ times, it will report a correct answer in $2^{2^{2^{O\left(r^{13}\right)}}} \cdot n$ steps.

Clearly, the parameterized dependence of the above argumentation is still too heavy. We believe that a detailed dynamic programming based on how collections of branch interfaces are updated along a rooted tree-cut decomposition may yield a bound $f(r)=2^{\text {poly }(r)}$ to the function of Theorem 3.

A second direction for further research is to obtain an algorithm that, besides computing the tree-cut width of a graph, also provides a tree-cut decomposition of optimal width.
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#### Abstract

We study a continuous facility location problem on a graph where all edges have unit length and where the facilities may also be positioned in the interior of the edges. The goal is to position as many facilities as possible subject to the condition that any two facilities have at least distance $\delta$ from each other.

We investigate the complexity of this problem in terms of the rational parameter $\delta$. The problem is polynomially solvable, if the numerator of $\delta$ is 1 or 2 , while all other cases turn out to be NP-hard.
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## 1 Introduction

A large part of the facility location literature deals with desirable facilities that people like to have nearby, such as service centers, police departments, fire stations, and warehouses. However, there also do exist facilities that are undesirable and obnoxious, such as nuclear reactors, garbage dumps, chemical plants, military installations, and high security penal institutions. A standard goal in location theory is to spread out such obnoxious facilities and to avoid their accumulation and concentration in a small region; see for instance Erkut \& Neuman [6] and Cappanera [2] for comprehensive surveys on this topic.

In this paper, we investigate the location of obnoxious facilities in a metric space whose topology is determined by a graph. Formally, let $G=(V, E)$ be an undirected connected graph, where every edge is rectifiable and has unit length. Let $P(G)$ denote the continuum set
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of points on all the edges in $E$ together with all the vertices in $V$. For two points $p, q \in P(G)$, we denote by $d(p, q)$ the length of a shortest path connecting $p$ and $q$ in the graph. A subset $S \subset P(G)$ is said to be $\delta$-dispersed for some positive real number $\delta$, if any two points $p, q \in S$ with $p \neq q$ are at distance $d(p, q) \geq \delta$ from each other. Our goal is to compute for a given graph $G=(V, E)$ and a given positive real number $\delta$ a maximum cardinality subset $S \subset P(G)$ that is $\delta$-dispersed. Such a set $S$ is called an optimal $\delta$-dispersed set, and $|S|$ is called the $\delta$-dispersion number $\delta$ - $\operatorname{Disp}(G)$ of the graph $G$.

## Known and related results

Obnoxious facility location goes back to the seminal articles of Goldman \& Dearing [10] from 1975 and Church \& Garfinkel [3] from 1978. The area actually covers a wide variety of problem variants and models; some models specify a geometric setting, while other models use a graph-theoretic setting.

For example, Abravaya \& Segal [1] consider a purely geometric variant of obnoxious facility location, where a maximum cardinality set of obnoxious facilities has to be placed in a rectangular region, such that their pairwise distance as well as the distance to a fixed set of demand sites is above a given threshold. As another example we mention the graphtheoretic model of Tamir [15], where every edge $e \in E$ of the underlying graph $G=(V, E)$ is rectifiable and has a given edge-dependent length $\ell(e)$. Tamir discusses the complexity and approximability of various optimization problems with various objective functions. One consequence of [15] is that if the graph $G$ is a tree, then the value $\delta$ - $\operatorname{Disp}(G)$ can be computed in polynomial time. Segal [14] locates a single obnoxious facility on a network under various objective functions, such as maximizing the smallest distance from the facility to the clients on the network or maximizing the total sum of the distances between facility and clients.

Megiddo \& Tamir [13] consider the covering problem that is dual to the $\delta$-dispersion packing problem: Given a graph $G=(V, E)$ with rectifiable unit-length edges, find a minimum cardinality subset $S \subset P(G)$ such that every point in $P(G)$ is at distance at most $\delta$ from one of the facilities in $S$. Among many other results [13] shows that this covering problem is NP-hard for $\delta=2$.

## Our results

We provide a complete picture of the complexity of computing the $\delta$-dispersion number for connected graphs $G=(V, E)$ and positive rational numbers $\delta$.

- If $\delta=1 / b$ for some integer $b$, then the $\delta$-dispersion number of $G$ can be written down without really looking at the structure of the graph: If $G$ is a tree then $\delta-\operatorname{Disp}(G)=b|E|+1$, and if $G$ is not a tree then $\delta$ - $\operatorname{Disp}(G)=b|E|$.
- If $\delta=2 / b$ for some integer $b$, then $\delta$ - $\operatorname{Disp}(G)$ can be computed in polynomial time. The algorithm uses the Edmonds-Gallai decomposition of $G$ and reformulates the problem as a submodular optimization problem.
- If $\delta=a / b$ for integers $a$ and $b$ with $a \geq 3$ and $\operatorname{gcd}(a, b)=1$, then the computation of $\delta$ - $\operatorname{Disp}(G)$ is an NP-hard problem.
The rest of the paper is organized as follows. Section 2 summarizes the basic notations and states several technical observations. Section 3 presents the NP-hardness results. The reductions are essentially based on routine methods, but need to resolve certain numbertheoretic issues. Our technical main contribution is the polynomial time algorithm for the case $\delta=2$ as developed in Section 4 ; this result is heavily based on tools from matching theory. Section 5 summarizes the polynomially solvable special cases and provides additional structural insights.


## 2 Notation and technical preliminaries

All graphs in this paper are undirected and connected, and all edges have unit length. Throughout the paper we use the word vertex in the graph-theoretic sense, and we use the word point to denote the elements of the geometric structure $P(G)$. For a graph $G=(V, E)$ and a subset $V^{\prime} \subseteq V$, we denote by $G\left[V^{\prime}\right]$ the subgraph induced by $V^{\prime}$. For an integer $c \geq 1$, the $c$-subdivision of $G$ is the graph that results from $G$ by subdividing every edge in $E$ by $c-1$ new vertices into $c$ new edges.

For an edge $e=\{u, v\}$ and a real number $\lambda$ with $0 \leq \lambda \leq 1$, we denote by $p(u, v, \lambda)$ the point on $e$ that has distance $\lambda$ from vertex $u$. Note that $p(u, v, 0)=u$ and $p(u, v, 1)=v$, and note that point $p(u, v, \lambda)$ coincides with point $p(v, u, 1-\lambda)$; hence we will sometimes assume without loss of generality that $\lambda \leq 1 / 2$.

- Lemma 2.1. Let $G$ be a graph, let $c \geq 1$ be an integer, and let $G^{\prime}$ be the $c$-subdivision of $G$. Then for every $\delta>0$, the $\delta$-dispersed sets in $G$ are in one-to-one correspondence with the $(c \cdot \delta)$-dispersed sets in $G^{\prime}$. In particular, $\delta$ - $\operatorname{Disp}(G)=(c \cdot \delta)-\operatorname{Disp}\left(G^{\prime}\right)$.

Proof. Every point $p(u, v, \lambda)$ in $P(G)$ translates into a corresponding point in $P\left(G^{\prime}\right)$ that lies on the subdivided edge between $u$ and $v$ and is at distance $c \cdot \lambda$ from vertex $u$.

Lemma 2.1 has many useful consequences, as for instance the following:

- Lemma 2.2. Let $\delta>0$ and let $c \geq 1$ be an integer.
- If the problem of computing the $\delta$-dispersion number is NP-hard, then also the problem of computing the $(c \cdot \delta)$-dispersion number is NP-hard.
- If the problem of computing the $(c \cdot \delta)$-dispersion number is polynomially solvable, then also the problem of computing the $\delta$-dispersion number is polynomially solvable.

Proof. By Lemma 2.1 the $c$-subdivision of a graph yields a polynomial time reduction from computing $\delta$-dispersions to computing $(c \cdot \delta)$-dispersions.

For integers $\ell$ and $k$, the rational number $\ell / k$ is called $k$-simple. A set $S \subseteq P(G)$ is $k$-simple, if for every point $p(u, v, \lambda)$ in $S$ the number $\lambda$ is $k$-simple.

- Lemma 2.3. Let $\delta=a / b$ with integers $a$ and $b$, and let $G=(V, E)$ be a graph. Then there exists an optimal $\delta$-dispersed set $S^{*}$ that is $2 b$-simple.

Proof. We first handle the cases with $b=1$, so that $\delta$ is integer. Consider an optimal $\delta$-dispersed set $S$ for graph $G$. Note that for every vertex $u$, at most one point $p(u, v, \lambda)$ with $v \in V$ and $0 \leq \lambda<1 / 2$ is in $S$. For every point $p=p(u, v, \lambda)$ with $0 \leq \lambda \leq 1 / 2$ in $S$, we put a corresponding point $p^{*}$ into set $S^{*}$ : If $0 \leq \lambda<1 / 2$ then $p^{*}=p(u, v, 0)$, and if $\lambda=1 / 2$ then $p^{*}=p(u, v, 1 / 2)$. As all points in the resulting set $S^{*}$ are either vertices or midpoints of edges, we get that $S^{*}$ is 2 -simple. We claim that $S^{*}$ is still $\delta$-dispersed: Consider two distinct points $p^{*}$ and $q^{*}$ in $S^{*}$. Note that $d\left(p, p^{*}\right)<1 / 2$ and $d\left(q, q^{*}\right)<1 / 2$ by construction. - If $p^{*}$ and $q^{*}$ both are vertices in $V$, then the distance $d\left(p^{*}, q^{*}\right)$ is integer. Suppose for the sake of contradiction that $d\left(p^{*}, q^{*}\right)<\delta$, which by integrality implies $d\left(p^{*}, q^{*}\right) \leq \delta-1$ The triangle inequality yields $d(p, q) \leq d\left(p, p^{*}\right)+d\left(p^{*}, q^{*}\right)+d\left(q^{*}, q\right)$. The left hand side in this inequality is at least $\delta$, wheras its right hand side is strictly smaller than $(1 / 2)+(\delta-1)+(1 / 2)$. This contradiction shows $d\left(p^{*}, q^{*}\right) \geq \delta$.

- If $p^{*}$ and $q^{*}$ both are midpoints of edges, then $p=p^{*}$ and $q=q^{*}$ yields $d\left(p^{*}, q^{*}\right) \geq \delta$.
- If $p^{*}$ is the midpoint of some edge and $q^{*}$ is a vertex, then $d\left(p^{*}, q^{*}\right)=D+1 / 2$ for some integer $D$. The triangle inequality together with $p=p^{*}$ implies $\delta \leq d(p, q)=d\left(p^{*}, q\right) \leq$ $d\left(p^{*}, q^{*}\right)+d\left(q^{*}, q\right)<D+1$. This implies $D \geq \delta$, so that the desired $d\left(p^{*}, q^{*}\right) \geq \delta+1 / 2$ holds.
Since $S$ and $S^{*}$ have the same cardinality, we conclude that $S^{*}$ is an optimal $\delta$-dispersed set that is 2 -simple, exactly as desired.

In the cases where $\delta=a / b$ for some integer $b \geq 2$, we consider the $b$-subdivision $G^{\prime}$ of $G$. By the above discussion, $G^{\prime}$ possesses an optimal $a$-dispersed set $S^{\prime}$ that is 2 -simple. Then Lemma 2.1 translates $S^{\prime}$ into an optimal $\delta$-dispersed set $S$ for $G$ that is $2 b$-simple.

## 3 NP-completeness results

In this section we present our NP-hardness proofs for computing the $\delta$-dispersion number. All proofs are done through polynomial time reductions from the following NP-hard variant of the independent set problem; see Garey \& Johnson [9].

Problem: Independent Set in Cubic Graphs (Cubic-Ind-Set)
Instance: An undirected, connected graph $H=\left(V_{H}, E_{H}\right)$ in which every vertex is adjacent to exactly three other vertices; an integer bound $k$.
Question: Does $H$ contain an independent set $I$ with $|I| \geq k$ vertices?
Throughout this section we consider a fixed rational number $\delta=a / b$, where $a$ and $b$ are positive integers that satisfy $\operatorname{gcd}(a, b)=1$ and $a \geq 3$. Section 3.1 discusses the cases with odd numerators $a \geq 3$, and Section 3.2 discusses the cases with even numerators $a \geq 4$. It is instructive to verify that our arguments do not work for the cases with $a=1$ and $a=2$, as our gadgets and our arguments break down at various places.

### 3.1 NP-hard cases with odd numerator

Throughout this section we consider a fixed rational number $\delta=a / b$ where $\operatorname{gcd}(a, b)=1$ and where $a \geq 3$ is an odd integer. For the NP-hardness proof, we first determine four positive integers $x_{1}, y_{1}, x_{2}, y_{2}$ that satisfy the following equations (1) and (2).

$$
\begin{align*}
2 b \cdot x_{1}-2 a \cdot y_{1} & =a-1  \tag{1}\\
b \cdot x_{2}-a \cdot y_{2} & =1 \tag{2}
\end{align*}
$$

Note that the value $a-1$ on the right hand side of equation (1) is even, and hence is divisible by the greatest common divisor $\operatorname{gcd}(2 b, 2 a)=2$ of the coefficients in the left hand side. With this, Bézout's lemma yields the existence of positive integers $x_{1}$ and $y_{1}$ that satisfy (1). Bézout's lemma also yields the existence of positive integers $x_{2}$ and $y_{2}$ in equation (2), as the coefficients in the left hand are relatively prime.

Our reduction now starts from an arbitrary instance $H=\left(V_{H}, E_{H}\right)$ and $k$ of Cubic-IndSet, and constructs a corresponding dispersion instance $G=\left(V_{G}, E_{G}\right)$ from it.

- For every vertex $v \in V_{H}$, we create a corresponding vertex $v^{*}$ in $V_{G}$.
- For every edge $e=\{u, v\} \in E_{H}$, we create a corresponding vertex $e^{*}$ in $V_{G}$.
- For every edge $e=\{u, v\} \in E_{H}$, we create (i) a path with $x_{1}$ edges that connects vertex $u^{*}$ to vertex $e^{*}$, (ii) another path with $x_{1}$ edges that connects $v^{*}$ to $e^{*}$, and (iii) a cycle $C(e)$ with $x_{2}$ edges that runs through vertex $e^{*}$.


Figure 1 The edge $e=\{u, v\}$ in the instance of Cubic-Ind-SEt translates into three vertices $u^{*}$, $e^{*}, v^{*}$ in the dispersion instance, together with two paths and one cycle.

This completes the description of the graph $G=\left(V_{G}, E_{G}\right)$; see Figure 1 for an illustration. We claim that graph $H$ contains an independent set of size $k$, if and only if $(a / b)-\operatorname{Disp}(G) \geq$ $k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$.

- Lemma 3.1. If graph $H$ contains an independent set of size $k$, then the $(a / b)$-dispersion number of graph $G$ is at least $k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$.

Proof. Let $I$ be an independent set of size $k$ in graph $H=\left(V_{H}, E_{H}\right)$. We construct from $I$ a $\delta$-dispersed set $S \subset P(G)$ as follows. Let $u \in V_{H}$ be a vertex, and let $e_{1}, e_{2}, e_{3}$ be the three edges in $E_{H}$ that are incident to $u$.

- If $u \in I$, then we put point $u^{*}$ into $S$. On each of the three paths that connect vertex $u^{*}$ respectively to vertex $e_{i}^{*}(i=1,2,3)$, we select $y_{1}$ further points for $S$. The first selected point is at distance $\delta$ from $u^{*}$, and every further selected point is at distance $\delta=a / b$ from the preceding selected point. By equation (1), on each of the three paths the distance from the final selected point to point $e_{i}^{*}(i=1,2,3)$ then equals $(a-1) /(2 b)$.
- If $u \notin I$, then on each of the three paths between $u^{*}$ and $e_{i}^{*}(i=1,2,3)$ we select $y_{1}$ points for $S$. The first selected point is at distance $\delta / 2=a /(2 b)$ from $u^{*}$, and every further selected point is at distance $\delta$ from the preceding selected point. By equation (1), the distance from the final selected point to point $e^{*}$ then equals $(2 a-1) /(2 b)$.
Furthermore, for every edge $e \in E_{H}$ we select $y_{2}$ points from the cycle $C(e)$ for $S$ :
- We start in point $e^{*}$ and traverse $C(e)$ in clockwise direction. The first selected point is at distance $(a+1) /(2 b)$ from point $e^{*}$, and every further selected point is at distance $\delta$ from the preceding selected point. By equation (2), the distance from the final selected point to point $e^{*}$ then equals $(a+1) /(2 b)$.
This completes the construction of set $S$. Now let us count the points in $S$. First, there are the $k$ points $u^{*} \in S$ for which $u \in I$. Furthermore, for every edge $e=\{u, v\} \in E_{H}$ there are $2 y_{1}$ points in $S$ that lie on the two paths from $u^{*}$ to $e^{*}$ and from $e^{*}$ to $v^{*}$. Finally, for every edge $e \in E_{H}$ there are $y_{2}$ points that lie on the cycle $C(e)$. Altogether, this yields the desired size $k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$ for $S$.

It remains to verify that the point set $S$ is $\delta$-dispersed. By construction, the points selected from each path are at distance at least $\delta$ from each other, and the same holds for the points selected from each cycle. If vertex $u^{*}$ is in $S$, then all selected points on the three incident paths are at distance at least $\delta$ from $u^{*}$. If vertex $u^{*}$ is not in $S$, then the first selected point on every path is at distance $\delta / 2$ from $u^{*}$, so that these points are pairwise
at distance at least $\delta$ from each other. Hence the only potential trouble could arise in the neighborhood of point $e^{*}$, where paths and cycles are glued together. Every selected point on $C(e)$ is at distance at least $(a+1) /(2 b)$ from point $e^{*}$. Every selected point on some path from $u^{*}$ to $e^{*}$ is at distance at least $(a-1) /(2 b)$ from $e^{*}$ if $u \in I$ and is at distance at least $(2 a-1) /(2 b)$ if $u \notin I$. Since for any edge $e=\{u, v\} \in E_{H}$ at most one of the end vertices $u$ and $v$ is in $I$, at most one selected point can be at distance $(a-1) /(2 b)$ from $e^{*}$, and all other points are at distance at least $(a+1) /(2 b)$ from $e^{*}$. Hence $S$ is indeed $\delta$-dispersed.

- Lemma 3.2. If the $(a / b)$-dispersion number of graph $G$ is at least $k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$, then graph $H$ contains an independent set of size $k$.

Proof. Let $S$ be an $(a / b)$-dispersed set of size $k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$. By Lemma 2.3 we assume that for every point $p(u, v, \lambda)$ in $S$, the denominator of the rational number $\lambda$ is $2 b$.

For an edge $e=\{u, v\} \in E_{H}$, let us consider its corresponding path $\pi$ on $x_{1}$ edges that connects vertex $u^{*}$ to vertex $e^{*}$. Suppose that there is some point $p$ in $S \cap \pi$ with $d\left(p, e^{*}\right) \leq(a-2) /(2 b)$. Then by Equation (2), set $S$ will contain at most $y_{2}-1$ points from the cycle $C(e)$. In this case we restructure $S$ as follows: We remove point $p$ together with the at most $y_{2}-1$ points on cycle $C(e)$ from $S$, and instead insert $y_{2}$ points into $S$ that are $\delta$-dispersed on $C(e)$ and that all are at distance at least $(a+1) /(2 b)$ from $e^{*}$. As this restructuring does not decrease the size of $S$, we will from now on assume without loss of generality that $d\left(p, e^{*}\right) \geq(a-1) /(2 b)$ holds for every point $p \in S \cap \pi$.

Now let us take a closer look at the points in $S \cap \pi$. Equation (1) can be rewritten into $x_{1}=y_{1} \delta+(a-1) /(2 b)$, which yields $|S \cap \pi| \leq y_{1}+1$.

- In the equality case $|S \cap \pi|=y_{1}+1$, we must have $u^{*} \in S$ and also the point on $\pi$ at distance $(a-1) /(2 b)$ from $e^{*}$ must be in $S$.
- In case $|S \cap \pi| \leq y_{1}$, there is ample space for picking $y_{1}$ points from $\pi$ that are $\delta$-dispersed and that are at distance at least $\delta / 2$ from $u^{*}$ and at distance at least $\delta / 2$ from $e^{*}$. Hence we will from now on assume $|S \cap \pi|=y_{1}$ in these cases.

Now let us count: Set $S$ contains exactly $y_{1}$ interior points from every path $\pi$, and altogether there are $2\left|E_{H}\right|$ such paths. Set $S$ contains exactly $y_{2}$ points from every cycle $C(e)$, and altogether there are $\left|E_{H}\right|$ such cycles. Since $|S| \geq k+\left(2 y_{1}+y_{2}\right)\left|E_{H}\right|$, this means that $S$ must contain at least $k$ further points on vertices $u^{*}$ with $u \in V_{H}$. The corresponding subset of $V_{H}$ is called $I$.

Finally, we claim that this set $I$ with $|I| \geq k$ forms an independent set in graph $H$. Suppose for the sake of contradiction that there is an edge $e=\{u, v\} \in E_{H}$ with $u^{*} \in I$ and $v^{*} \in I$. Consider the two paths that connect $u^{*}$ to $e^{*}$ and $v^{*}$ to $E^{*}$. By the above discussion, $S$ then contains two points at distance $(a-1) /(2 b)$ from $e^{*}$. As these two points are then at distance at most $(a-1) / b<\delta$ from each other, we arrive at the desired contradiction.

The statements in Lemma 3.1 and in 3.2 yield the following theorem.

- Theorem 3.3. Let $a$ and $b$ be positive integers with $\operatorname{gcd}(a, b)=1$ and odd $a \geq 3$. Then it is $N P$-hard to compute the $(a / b)$-dispersion number of a graph $G$.


### 3.2 NP-hard cases with even numerator

In this section we consider a fixed rational number $\delta=a / b$ where $\operatorname{gcd}(a, b)=1$ and where $a \geq 4$ is an even integer. The NP-hardness argument is essentially a minor variation of the argument in Section 3.1 for the cases with odd numerators. Therefore, we will only explain the modifications, and leave all further details to the reader.

The NP-hardness proof in Section 3.1 is centered around the four positive integers $x_{1}, y_{1}, x_{2}$, $y_{2}$ introduced in equations (1) and (2). We perform the same reduction from Cubic-Ind-SET as in Section 3.1 but with positive integers $x_{1}, y_{1}, x_{2}, y_{2}$ that satisfy the following equations (3) and (4).

$$
\begin{align*}
2 b \cdot x_{1}-2 a \cdot y_{1} & =a-2  \tag{3}\\
b \cdot x_{2}-a \cdot y_{2} & =2 \tag{4}
\end{align*}
$$

In (3), the right hand side $a-2$ is even and divisible by the greatest common divisor of the coefficients in the left hand side. In (4), the coefficients in the left hand are relatively prime. Therefore Bézout's lemma can be applied to both equations.

The graph $G=\left(V_{G}, E_{G}\right)$ is defined as before, with a vertex $v^{*}$ for every $v \in V_{H}$ and a vertex $e^{*}$ for every $e \in E_{H}$, with paths on $x_{1}$ edges and cycles $C(e)$ on $x_{2}$ edges. The arguments in Lemma 3.1 and 3.2 can easily be adapted and yield the following theorem.

Theorem 3.4. Let $a$ and $b$ be positive integers with $\operatorname{gcd}(a, b)=1$ and even $a \geq 4$. Then it is $N P$-hard to compute the $(a / b)$-dispersion number of a graph $G$.

### 3.3 Containment in NP

In this section we consider the decision version of $\delta$-dispersion: "For a given graph $G=(V, E)$, a positive real $\delta$, and a bound $k$, decide whether $\delta$ - $\operatorname{Disp}(G) \leq k$." Our NP-certificate specifies the following partial information on a $\delta$-dispersed set $S$ in a graph $G=(V, E)$ :

- The certificate specifies the set $W:=V \cap S^{*}$.
- For every edge $e \in E$, the certificate specifies the number $n_{e}$ of facilities that are located in the interior of $e$.
As every edge accommodates at most $1 / \delta$ points from $S$, the encoding length of our certificate is polynomially bounded in the instance size. For verifying the certificate, we introduce for every vertex $u$ and for every incident edge $e=\{u, v\} \in E$ with $n_{e}>0$ a corresponding real variable $x(u, e)$, which models the distance between vertex $u$ and the closest point from $S$ in the interior of edge $e$. Finally, we introduce the following linear constraints:
- The non-negativity constraints $x(u, e) \geq 0$.
- For every edge $e=\{u, v\} \in E$, the inequality $x(u, e)+\left(n_{e}-1\right) \delta+x(v, e) \leq 1$.
- For all $u, v \in W$ with $u \neq v$, the inequality $d(u, v) \geq \delta$.
- For all $w \in W$ and $e=\{u, v\} \in E$, the inequality $x(u, e)+d(u, w) \geq \delta$.
- For all $e=\{u, v\} \in E$ and $e^{\prime}=\left\{u^{\prime}, v^{\prime}\right\} \in E$, the inequality $x(u, e)+d\left(u, u^{\prime}\right)+x\left(u^{\prime}, e^{\prime}\right) \geq \delta$. These inequalities enforce that on every edge the variables properly work together, and that the underlying point set indeed is $\delta$-dispersed. For verifying the certificate, we simply check in polynomial time whether the resulting linear program has a feasible solution, and whether $|W|+\sum_{e \in E} n_{e} \geq k$ holds.
- Theorem 3.5. The decision version of $\delta$-dispersion lies in $N P$, even if the value $\delta$ is given as part of the input.


## 4 The polynomial time result for $\delta=2$

This section derives a polynomial time algorithm for computing the 2-dispersion number of a graph. This algorithm is heavily based on tools from matching theory, as for instance developed in the book by Lovász \& Plummer [12]. As usual, the size of a maximum cardinality matching in graph $G$ is denoted by $\nu(G)$.

- Lemma 4.1. Every graph $G=(V, E)$ satisfies 2-Disp $(G) \geq \nu(G)$.

Proof. The midpoints of the edges in every matching form a 2-dispersed set.
A 2-dispersed set is in canonical form, if it entirely consists of vertices and of midpoints of edges. Recall that by Lemma 2.3 every graph $G=(V, E)$ possesses an optimal 2-dispersed set in canonical form. Throughout this section, we will consider 2-dispersed (but not necessarily optimal) sets $S^{*}$ in canonical form; we always let $V^{*}$ denote the set of vertices in $S^{*}$, and we let $E^{*}$ denote the set of edges whose midpoints are in $S^{*}$. Finally, $N^{*} \subseteq V$ denotes the set of vertices in $V-V^{*}$ that have a neighbor in $V^{*}$. As $S^{*}$ is 2 -dispersed, the vertex set $V^{*}$ forms an independent set in $G$, and the edge set $E^{*}$ forms a matching in $G$. Furthermore, the vertex set $N^{*}$ separates the vertices in $V^{*}$ from the edges in $E^{*}$; in particular, no edge in $E^{*}$ covers any vertex in $N^{*}$. We start with two technical lemmas that will be useful in later arguments.

- Lemma 4.2. Let $G=(V, E)$ be a graph with a perfect matching, and let $S^{*}$ be some 2 -dispersed set in canonical form in $G$. Then $\left|S^{*}\right| \leq \nu(G)$.

Proof. Let $M \subseteq E$ denote a perfect matching in $G$, and for every vertex $v \in V$ let $e(v)$ denote its incident edge in matching $M$. Consider the vertex set $V^{*}$ and the edge set $E^{*}$ that correspond to set $S^{*}$. Then $E^{*}$ together with the edges $e(v)$ with $v \in V^{*}$ forms another matching $M^{\prime}$ of cardinality $\left|E^{*}\right|+\left|V^{*}\right|=\left|S^{*}\right|$ in $G$. Now $\left|S^{*}\right|=\left|M^{\prime}\right| \leq \nu(G)$ yields the desired inequality.

A graph $G$ is factor-critical [12], if for every vertex $x \in V$ there exists a matching that covers all vertices except $x$. A near-perfect matching in a graph covers all vertices in $V$ except one. Note that the statement in the following lemma cannot be extended to graphs that consist of a single vertex.

- Lemma 4.3. Every 2 -dispersed set $S^{*}$ in a factor-critical graph $G=(V, E)$ with $|V| \geq 3$ satisfies $\left|S^{*}\right| \leq \nu(G)$.

Proof. Without loss of generality we assume that $S^{*}$ is in canonical form, and we let $V^{*}$ and $E^{*}$ denote the underlying vertex set and edge set, respectively. If $V^{*}$ is empty, we have $\left|S^{*}\right|=\left|E^{*}\right| \leq \nu(G)$ since $E^{*}$ is a matching. If $V^{*}$ is non-empty, then also $N^{*}$ is non-empty (here we use the condition $|V| \geq 3$ ) and we pick some vertex $x \in N^{*}$. We consider a near-perfect matching $M$ that covers all vertices except $x$, and we let $e(v)$ denote the edge incident to $v \in V$ in matching $M$. Then $E^{*}$ together with the edges $e(v)$ with $v \in V^{*}$ forms another matching $M^{\prime}$ of cardinality $\left|E^{*}\right|+\left|V^{*}\right|=\left|S^{*}\right|$ in $G$. The claim follows from $\left|S^{*}\right|=\left|M^{\prime}\right| \leq \nu(G)$.

The following theorem goes back to Edmonds [5] and Gallai [7, 8]; see also Lovász \& Plummer [12]. Figure 2 gives an illustration.

- Theorem 4.4. (Edmonds-Gallai structure theorem) Let $G=(V, E)$ be a graph. The following decomposition of $V$ into three sets $X, Y, Z$ can be computed in polynomial time.
$X=\{v \in V \mid$ there exists a maximum matching that misses $v\}$
$Y=\{v \in V \mid v \notin X$ and $v$ is adjacent to some vertex in $X\}$
$Z=V-(X \cup Y)$
The Edmonds-Gallai decomposition has the following properties:


Figure 2 An illustration for the Edmonds-Gallai structure theorem. A maximum matching is shown with fat edges, and the non-matching edges are dashed.

- Set $X$ is the union of the odd-sized components of $G-Y$; every such odd-sized component is factor-critical. Set $Z$ is the union of the even-sized components of $G-Y$.
- Every maximum matching in $G$ induces a perfect matching on every (even-sized) component of $Z$ and a near-perfect matching on every (odd-sized) component of $X$. Furthermore, the matching matches the vertices in $Y$ to vertices that belong to $|Y|$ different components of $X$.

We further subdivide the set $X$ in the Edmonds-Gallai decomposition into two parts: Set $X_{1}$ contains the vertices of $X$ that belong to components of size 1, and set $X_{\geq 3}$ contains the vertices that belong to (odd-sized) components of size at least 3. The vicinity vic (v) of a vertex $v \in V$ consists of vertex $v$ itself and of the midpoints of all edges incident to $v$.

- Lemma 4.5. There exists an optimal 2-dispersed set $S^{*}$ in canonical form (with underlying edge set $E^{*}$ ) that additionally satisfies the following three properties.

P1. In every component of $X_{\geq 3}$, the set $E^{*}$ induces a near-perfect matching.
P2. For every vertex $y \in Y$, the set vic $(y) \cap S^{*}$ is either empty or consists of the midpoint of some edge between $X$ and $Y$.
P3. In every component of $Z$, the set $E^{*}$ induces a perfect matching.
Proof. We start from an arbitrary optimal 2-dispersed set $S^{*}$ (in canonical form, with corresponding sets $V^{*}$ and $E^{*}$ ) and transform it in two steps into an optimal 2-dispersed set of the desired form.

In the first transformation step, we exploit a matching $M$ between sets $Y$ and $X$ that matches every vertex $y \in Y$ to some vertex $M(y)$, so that for $y_{1} \neq y_{2}$ the vertices $M\left(y_{1}\right)$ and $M\left(y_{2}\right)$ belong to different components of $X$; see Theorem 4.4. A vertex $y \in Y$ is called blocked, if it is adjacent to some $x \in X_{1} \cap S^{*}$. As for a blocked vertex the set vic $(y) \cap S^{*}$ is already empty (and hence already satisfies property P2), we will not touch it at the moment. We transform $S^{*}$ in the following way.

- For every non-blocked vertex $y \in Y$, the $\operatorname{set} \operatorname{vic}(y) \cap S^{*}$ contains at most one point. We remove this point from $S^{*}$, and we insert instead the midpoint of the edge between $y$ and $M(y)$ into $S^{*}$. These operations cannot decrease the size of $S^{*}$.
- Every (odd-sized) component $C$ of $X_{\geq 3}$ contains at most one point $M(y)$ with $y \in Y$. We compute a near-perfect matching $M_{C}$ for $C$ that misses this vertex $M(y)$ (and if no such vertex is in $C$, matching $M_{C}$ misses an arbitrary vertex of $C$ ). We remove all points in $C$ from $S^{*}$, and we insert instead the midpoints of the edges in $M_{C}$. As by Lemma 4.3 we remove at most $\nu(C)$ points and as we insert exactly $\nu(C)$ points, these operations will not decrease the size of $S^{*}$.
The resulting set $S^{*}$ is of course again in canonical form, and it is also easy to see that $S^{*}$ is still 2-dispersed. Furthermore, $S^{*}$ now satisfies properties P1 and P2.

In the second transformation step, we note that the current $S^{*}$ does neither contain vertices from $Y$ nor midpoints of edges between $Y$ and $Z$. For every (even-sized) component $C$ of $Z$, we compute a perfect matching $M_{C}$. We remove all points in $C$ from $S^{*}$, and we insert instead the midpoints of the edges in $M_{C}$. As by Lemma 4.3 we remove at most $\nu(C)$ points and as we insert exactly $\nu(C)$ points, these operations will not decrease the size of $S^{*}$. The resulting set $S^{*}$ is 2-dispersed and satisfies properties $\mathrm{P} 1, \mathrm{P} 2$, and P 3 .

The optimal 2-dispersed sets in Lemma 4.5 are strongly structured and fairly easy to understand: The perfect matchings in set $Z$ contribute exactly $|Z| / 2$ points to $S^{*}$. Every (odd-sized) component $C$ in $X_{\geq 3}$ contributes exactly $(|C|-1) / 2$ points to $S^{*}$. The only remaining open decisions concern the points in $X_{1}$ and the midpoints of the edges $\{y, M(y)\}$ for $y \in Y$. So let us consider the set $T:=S^{*} \cap X_{1}$, and let $\Gamma(T) \subset Y$ denote the vertices in $Y$ that are adjacent to some vertex in $T$. Then every vertex $y$ in $Y-\Gamma(T)$ contributes the midpoint of $\{y, M(y)\}$ to $S^{*}$, and every vertex $x \in T$ contributes itself to $S^{*}$.

Hence the remaining optimization problem boils down to finding a subset $T \subseteq X_{1}$ that maximizes the function value $f(T):=|Y-\Gamma(T)|+|T|$, which is equivalent to minimizing the function value

$$
\begin{equation*}
g(T):=|\Gamma(T)|-|T| \tag{5}
\end{equation*}
$$

The set function $g(T)$ in (5) is a submodular function, as it satisfies $g(A)+g(B) \geq g(A \cup B)+$ $g(A \cap B)$ for all $A, B \subseteq X_{1}$; see for instance Grötschel, Lovász \& Schrijver [11]. Therefore, the minimum value of $g(T)$ can be determined in polynomial time by the ellipsoid method [11], or by Cunningham's combinatorial algorithm [4].

We finally summarize all our insights and formulate the main result of this section.

- Theorem 4.6. The 2-dispersion number of a graph $G$ can be computed in polynomial time.


## 5 The polynomially solvable cases

Theorem 4.6 and Lemma 2.2 together imply that for every rational number $\delta=a / b$ with numerator $a \leq 2$, the $\delta$-dispersion number of a graph can be computed in polynomial time. We now present some results that provide additional structural insights into these cases. The cases where the numerator is $a=1$ are structurally trivial, and the value of the corresponding $\delta$-dispersion number can be written down with the sole knowledge of $|V|$ and $|E|$.

The proofs for the results of this section can be found in the full version of this paper.

- Lemma 5.1. Let $\delta=1 / b$ for some integer $b$, and let $G=(V, E)$ be a connected graph.
- If $G$ is a tree then $\delta-\operatorname{Disp}(G)=b|E|+1$.
- If $G$ is not a tree then $\delta-\operatorname{Disp}(G)=b|E|$.

The following lemma derives an explicit (and very simple) connection between the 2 -dispersion number and the (2/b)-dispersion number (with odd denominator $b$ ) of a graph.

Lemma 5.2. Let $G=(V, E)$ be a graph, let $z \geq 1$ be an integer, and let $\delta=2 /(2 z+1)$. Then the dispersion numbers satisfy $\delta$ - $\operatorname{Disp}(G)=2$-Disp $(G)+z|E|$.
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#### Abstract

We show that given an embedding of an $O(\log n)$ genus graph $G$ and two vertices $s$ and $t$ in $G$, deciding if there is a path from $s$ to $t$ in $G$ is in unambiguous logarithmic space.

Unambiguous computation is a restriction of nondeterministic computation where the nondeterministic machine has at most one accepting computation path on each input. An important fundamental question in computational complexity theory is whether this is an actual restriction or are unambiguous computations as powerful as general nondeterminism. We investigate this problem in the domain of logarithmic space bounded computations, where the corresponding unambiguous and general nondeterministic classes are UL and NL respectively.

In 1997 Reinhardt and Allender showed that NL and UL are equal in a non-uniform model. More specifically they showed that if one can efficiently construct an $O(\log n)$-bit min-unique weight function for a graph, then these classes are equal unconditionally as well. In other words, they gave a UL algorithm to solve reachability in graphs with a min-unique weight assignment. Using this approach reachability in various classes of graphs such as planar graphs, constant genus graphs, minor free graphs, etc., have been shown to be in UL by devising min-unique weight functions for those classes.

In this paper we improve these results by constructing a min-unique weight function for $O(\log n)$ genus graphs. We define signature of a path in a graph as the parity of the number of crossings of that path with respect to each handle of the surface on which the graph is embedded. We construct our weight function in two steps. First we ensure that between any pair of vertices, amongst all paths having the same signature, the minimum weight path is unique. Now since in a genus $g$ graph there are $2^{2 g}$ many possible signatures, we use the hashing scheme of Fredman, Komlós and Szemerédi to isolate a unique minimum weight path among these $2^{2 g}$ many paths isolated in the first step.
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## 1 Introduction

Deciding reachability between a pair of vertices in a graph is an important problem in computational complexity theory. Directed graph reachability characterizes the complexity of the class nondeterministic logspace (NL) and undirected graph reachability characterizes the
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complexity of the class deterministic logspace (L). The latter follows due to a seminal result by Reingold in 2005 [24]. Several other variants of this problem characterize the complexity of other complexity classes $[6,13,7]$.

Unambiguous computation is a natural restriction of nondeterministic computation where for every input the Turing machine can have at most one accepting computation path. In the domain of logarithmic space, this defines the class unambiguous logspace (UL) of languages for which there are nondeterministic logspace bounded Turing machines that have exactly one accepting path for every input in the language and zero accepting path otherwise. The class UL was introduced in [9] and subsequently its properties were also studied in the paper [4]. The relation between NL and UL was not well understood till that point. In 1997, Reinhardt and Allender showed that NL and UL are equal in a non-uniform setting [25]. Subsequently, it was shown that if deterministic linear space functions cannot be computed by $2^{\epsilon n}$ sized circuits then NL $=$ UL [3]. Both these results gave evidence that most likely the classes are the same unconditionally. Recently directed graph reachability was shown to be decidable by an unambiguous algorithm running in polynomial time and using $O\left(\log ^{2} n\right)$ space [20]. The space bound was improved to $O\left(\log ^{1.5} n\right)$ in a subsequent result [29].

A graph $G$ is said to be min-unique with respect to a weight function $w$ if for every pair of vertices in $G$ there is at most one minimum weight path from one vertex to the other with respect to $w$. We will call such a weight function a path isolating weight function. Min-uniqueness has been studied in several papers [30, 16, 25]. Reinhardt and Allender showed that if graphs in a class of graphs are min-unique with respect to an $O(\log n)$ bit weight function then deciding reachability for that class of graphs is in UL [25]. They also gave a UL algorithm to check if a graph is min-unique.

The technique of assigning weights to isolate a combinatorial structure is not specific to the graph reachability problem and has been applied to other computational problems as well. In a sequence of results it has been shown that assigning an efficiently computable weight function to a graph class such that the minimum weight perfect matching is unique with respect to the weight function, results in an efficient parallel algorithm for computing matching for the respective class of graphs [11, 12, 5, 14]. Another area which has successfully used the idea of isolating structures to obtain better upper bounds is polynomial identity testing. More specifically, researchers have used basis isolating weight assignment to obtain polynomial and quasi-polynomial time algorithms for certain restrictions of the polynomial identity testing problem [1, 19, 18].

Observe that devising a UL algorithm for directed graph reachability would show that $\mathrm{NL}=\mathrm{UL}$, since directed graph reachability is complete for the class NL. Although the NL versus UL has been elusive so far, partial progress has been made towards solving this problem. For several classes of directed graphs, the reachability problem has been shown to be in UL - such as layered grid graphs [2], planar graphs [8], constant genus graphs [21, 12], graphs with polynomially many paths from the source to all other vertices [23], $K_{3,3}$-free and $K_{5}$-free graphs $[27,5]$. The techniques involve either an efficient construction of a path isolating weight function or reduction to reachability in a graph class for which the problem is already known to be in UL.

Reachability in positive genus graphs is a natural extension of planar reachability. Allender et al. showed that reachability in 1 genus graphs can be reduced to planar reachability [2]. After planar reachability was shown to be in UL, reachability in constant genus graphs was reduced to reachability in planar graphs [21]. Later a path isolating weight function was also given for constant genus graphs [12]. Prior to our result, the best known nondeterministic space upper bound for reachability in non-constant genus graphs was nothing better than general directed graphs. The question of whether reachability in $\omega(1)$ genus graphs belongs to UL or not has been open for almost a decade.

### 1.1 Our Result

In this paper, we make progress towards understanding the space complexity of directed graph reachability and show the following result.

- Theorem 1. Given a polygonal schema of an $O(\log n)$ genus directed graph $G$, deciding reachability in $G$ is in UL $\cap$ coUL.

Given a genus $g$ graph, in the first stage, we give an $O(\log n)$ bit weight function $w_{\mathrm{pl}}$ which is essentially the same weight function as defined in [26] and another weight function $w_{\text {len }}$ which gives weight 1 to every edge in the graph. Weight function $w_{\text {len }}$ ensures that minimum weight paths among all pairs of vertices are of minimum length as well. We then show that between every pair of vertices in the graph, the number of minimum weight "topologically unequivalent" paths is at most $2^{O(g)}$. For this, we define a notion called signature which allows us to classify topologically equivalent paths. We show that topologically equivalent paths are very similar to paths in planar graphs and therefore we can borrow the machinery for path isolation in planar graphs here as well. In the second stage, we use the hashing scheme of Fredman, Komlós and Szemerédi [15] to compute an $O(\log n+g)$ bit weight function $w_{\mathrm{fks}}$ with respect to which only one among the $2^{O(g)}$ many paths of the first stage gets the minimum weight value.

When $g$ is $O(\log n)$ the number of such minimum weight paths produced in the first stage is at most polynomial in $n$. Thereafter by combining the weight functions $w_{\text {len }}, w_{\mathrm{pl}}$ and $w_{\mathrm{fks}}$ we get an $O(\log n)$ bit weight function with respect to which the graph is min-unique. We then apply Reinhardt and Allender's algorithm to get a UL algorithm for $O(\log n)$ genus reachability.

### 1.2 Organization of the Paper

The rest of the paper is organized as follows. In Section 2 we define the notations and framework of our problem. We discuss different representations of high genus graphs and how to efficiently obtain a representation that is suitable for our purpose. We also state results from earlier work that we use in this paper. In Section 3 we prove the main result by giving a min-unique weight function.

## 2 Preliminaries

Let $G=(V, E)$ be a directed graph on $n$ vertices and $m$ edges. Let $u v$ denote an edge directed from $u$ to $v$. A weight function is a map $w: E \rightarrow \mathbb{Z}$ which maps every edge in $G$ to an integer. A weight function $w$ is said to be skew-symmetric if for every edge $u v, w(u v)=-w(v u)$. For a set of edges $S, w(S)=\sum_{e \in S} w(e)$. We can think of different structures in a graph such as path, walk, cycle as sets of edges and define the weight of the structure accordingly.

### 2.1 Representation of High Genus Graph

A genus $g$ surface is a sphere with $g$ handles on it. The genus of a graph is the minimum genus surface on which the graph can be embedded without any edge crossings. Such an embedding is also called a 2-cell embedding. Since we are dealing with graphs embedded on surfaces, it is important to specify how the input graph is represented. Given a graph, computing its genus is NP-hard [28]. To the best of our knowledge, no PTAS is known either to compute the genus of a graph. So in accordance with the convention followed by
earlier papers that deals with problems on bounded genus graphs, we also assume a suitable representation of the input graph $[22,17]$. We use a representation similar to the one used by Mahajan and Varadarajan [22].

Given a genus $g$ graph $G$ we consider an embedding of $G$ inside a polygon $S$ with $4 g$ sides, $s_{1}, s_{2}, \ldots, s_{4 g}$. We refer to these as the segments of $S$. Moreover, we assume there is no vertex on the boundary of the polygon. The segments $s_{4 k+1}$ and $s_{4 k+2}$ are directed in anti-clockwise and segments $s_{4 k+3}$ and $s_{4 k+4}$ are directed in clockwise direction. The segments $s_{4 k+1}$ and $s_{4 k+3}$ form a pair together such that an edge can come into one of them and go out from another. Similarly, segments $s_{4 k+2}$ and $s_{4 k+4}$ form a pair. Also, if an edge is the $j$ th edge crossing a segment $s_{i}$ from head to tail then it will be the $j$ th edge crossing the paired segment of $s_{i}$ from tail to head. Pairs $\left(s_{4 k+1}, s_{4 k+3}\right)$ and $\left(s_{4 k+2}, s_{4 k+4}\right)$ together constitute the $i$ th handle of the sphere. We assume that we are provided with the combinatorial embedding of the graph $G$ inside $S$ and an ordering of the edges crossing each segment $s_{i}$. We also assume without loss of generality that an edge can cross a segment of the polygonal schema at most once. This is because an edge crossing multiple segments can be subdivided into several edges in logspace so that reachability is still preserved. We call this representation the polygonal schema of $G$.

Let $E_{S}$ be the set of edges in $G$ that cross some segment $s_{i}$. Then observe that $G_{\text {planar }}=$ $G \backslash E_{S}$ is a planar graph. A piecewise straight line embedding of a planar graph is an embedding where vertices are integral coordinates and an edge is a piecewise straight line segment connecting its two end points such that no two edges intersect. Given the combinatorial embedding of a planar graph a piecewise straight line embedding of it can be constructed in logspace such that each edge consists of at most 4 segments [26].

For a genus $g$ graph $G$, a flat schema is an embedding of $G$ such that the polygon $S$ is represented as a straight line segment parallel to the $x$-axis, the internal planar graph $G_{\text {planar }}$ is given as a piecewise straight line embedding and each edge in $E_{S}$ is drawn as a piecewise straight line segment such that no two edges cross each other. Moreover, all vertices and points where an edge crosses a segment are integral coordinates. See Figure 1 for an example of a flat schema of $K_{5}$.

(a) Polygonal schema of $K_{5}$.

(b) Flat schema of $K_{5}$.

Figure 1 Embeddings of $K_{5}$.

Given a polygonal schema of $G$, we can compute a piecewise straight line embedding of $G_{\text {planar }}$ in logspace. Now using a similar idea we draw each edge in $E_{S}$ as a piecewise straight line segment from its end vertices to the corresponding segments of $S$. We summarize this process in Lemma 2.

- Lemma 2. Given a polygonal schema of a graph $G$ with $4 g$ segments we can construct a flat schema of $G$ with $4 g$ segments, having polynomially bounded integer coordinates in logspace.

The weight function $w_{\mathrm{pl}}$ that we define in Section 3 is similar to the weight function in [26]. That is why we need edges to be piecewise straight line segments. Also the flat schema embedding is necessary because we want all edges parallel to the $x$-axis to have weight 0 with respect to $w_{\mathrm{pl}}$.

### 2.2 Previous Work

Consider a genus $g$ graph $G$ embedded on a surface of genus $g$ say $\Gamma$. A simple cycle $C$ in $G$ is called a separating cycle if cutting along $C$ divides the surface into at least two parts. Otherwise $C$ is called a non-separating cycle. We state a characterization of these cycles from Lemma 4 of Cabello and Mohar [10] and Lemma 10 of Datta et al. [12].

- Theorem 3 ([10, 12]). Consider a polygonal schema of a genus g graph. A cycle $C$ in $G$ is said to be surface separating if and only if $C$ crosses each segment of the polygonal schema an even number of times. Moreover, if $C$ is surface separating then with respect to each segment $s_{i}$, the cycle $C$ alternates between coming into $s_{i}$ and going out of it (if $C$ crosses $s_{i}$ at all).

We next state the popular hashing result by Fredman, Komlós and Szemerédi.

- Theorem 4 ([15]). Let $S=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ be a set of $n$-bit integers. Then there exists a $O(\log n+\log k)$ bit prime number $p$ so that for all $x_{i} \neq x_{j} \in S, x_{i} \bmod p \neq x_{j} \bmod p$.

In Theorem 5 we state a slightly modified version of Reinhardt and Allender's result that would be useful for our purpose.

- Theorem 5 ([25]). There is a nondeterministic logspace Turing machine $M$ that takes a tuple $\langle G, s, t, w\rangle$ as input where $G$ is a directed graph on $n$ vertices, $s$ and $t$ are vertices in $G$ and $w$ is an $O(\log n)$ bit edge weight function and outputs the following along a unique computation path while all other computation paths halt and reject:
- Not Min-unique if $G$ is not min-unique with respect to $w$,
- Yes if $G$ is min-unique with respect to $w$ and there is a path from s to $t$ in $G$, and
- No if $G$ is min-unique with respect to $w$ and there is no path from s to $t$ in $G$.

Finally, in Theorem 6 we state the relation between the area of a simple cycle in a planar graph and weight of the cycle with respect to a suitable weight function as shown by Tewari and Vinodchandran.

- Theorem 6 ([26]). Given a piece-wise straight line embedding of a planar graph $G$, there exists a logspace computable weight function $w$ such that for any cycle $C$ in $G$, we have $w(C)=2 \cdot$ Area $(C)$ if $C$ is a counter-clockwise cycle and $w(C)=-(2 \cdot$ Area $(C))$ if $C$ is a clockwise cycle, where $\operatorname{Area}(C)$ is the area of the region enclosed by $C$.


## 3 Isolating Paths in High Genus Graphs

In this section we show that graphs of logarithmic genus are min-unique with respect to an $O(\log n)$-bit weight function that can be computed by an unambiguous logspace machine. Using this weight function in combination with Theorem 5 we get a UL $\cap$ coUL algorithm for directed graph reachability in $O(\log n)$ genus graphs. Theorem 7 is the main technical result of this paper where we show the existence and computability of such a weight function.

- Theorem 7. Given a genus $g$ directed graph $G=(V, E)$ in terms of its flat schema, there exists an $O(\log n+g)$ bit weight function $w: E \rightarrow \mathbb{Z}$, such that for every $u, v \in V$, there exists a unique minimum weight path from $u$ to $v$ with respect to $w$, if $v$ is reachable from $u$. Moreover, there is a nondeterministic $O(\log n+g)$ space algorithm that given $G$ as input, outputs the weight function $w$ along a unique computation path while all other paths halt and reject.

Let $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots, s_{4 g}\right\}$ be the set of segments of the flat schema of $G$. We define a skew-symmetric weight function $w_{\mathrm{pl}}$ that gives non-zero weight to every surface separating cycle in $G$. For edges which do not cross any segment of the flat schema (we refer to them as planar edges), $w_{\mathrm{pl}}$ is same as the weight function defined in [26], and for edges which do cross some segment of the flat schema (we refer to them as crossing edges) we modify the weight function to be the sum of the weights of the two line segments of the edge. Formally, for an edge $e=u v$ we define the $w_{\mathrm{pl}}(e)$ as:

$$
w_{\mathrm{pl}}(e)= \begin{cases}\left(y_{v_{e}}-y_{u_{e}}\right)\left(x_{v_{e}}+x_{u_{e}}\right) & \text { if } e \text { is a planar edge } \\ \left(y_{u_{e}^{\prime}}-y_{u_{e}}\right)\left(x_{u_{e}^{\prime}}+x_{u_{e}}\right)+\left(y_{v_{e}}-y_{v_{e}^{\prime}}\right)\left(x_{v_{e}}+x_{v_{e}^{\prime}}\right) & \text { if } e \text { is a crossing edge }\end{cases}
$$

where $\left(x_{u_{e}}, y_{u_{e}}\right)$ and $\left(x_{v_{e}}, y_{v_{e}}\right)$ are the coordinates of $u$ and $v$ respectively and ( $\left.x_{u_{e}^{\prime}}, y_{u_{e}^{\prime}}\right)$ and $\left(x_{v_{e}^{\prime}}, y_{v_{e}^{\prime}}\right)$ are the coordinates of intersection points of edge $e$ with segments $s_{i}$ and $s_{j}$ respectively, assuming that edge $e$ comes into $s_{i}$ and goes out of $s_{j}$.

We also define another weight function $w_{\text {len }}$ that assigns value one to every edge in the graph. That is $w_{\text {len }}(e)=1$ for every edge $e \in G$. Let $w_{\text {comb }}=w_{\text {len }} \cdot n^{k_{1}}+w_{\text {pl }}$ be the weight function defined by combining $w_{\mathrm{pl}}$ and $w_{\text {len }}$ for a large enough constant $k_{1}$. As a result the minimum weight path with respect to $w_{\text {comb }}$ also has the minimum length.

We first show that every surface separating cycle has non-zero weight with respect to $w_{\mathrm{pl}}$. The idea is to decompose every surface separating cycle into a set of planar cycles having the same orientation such that the weight of the original cycle is the sum of the weights of the planar cycles.

- Lemma 8. Let $C$ be a simple surface separating cycle of length at least 3 in $G$, then $w_{p l}(C) \neq 0$.

Proof. A surface separating cycle can be of two types - one which does not intersect with any segment of the flat schema and the one which does. If $C$ does not intersect any segment of the flat schema then $C$ is a planar cycle. Hence $w_{\mathrm{pl}}(C) \neq 0$ by [26].

Now consider the case where some edges of $C$ cross the flat schema. From Theorem 3 we know that since $C$ is a surface separating cycle, therefore, $C$ alternates between going out and coming into the segments of the flat schema. Without loss of generality assume that the first edge of $C$ crossing the flat schema going left to right, is coming into it. The other case is analogous.

For every edge $e=u v$ which crosses the boundary $S$ of the flat schema we subdivide $e$ into two directed edges $u_{e} u_{e}^{\prime}$ and $v_{e}^{\prime} v_{e}$, such that $u_{e}^{\prime}$ is the point at which $u v$ comes into some segment $s_{i}$ and $v_{e}^{\prime}$ is the point at which $u v$ goes out of some segment $s_{j}$. Let $C^{\prime}$ be the cycle corresponding to $C$ formed by this subdivision. By definition of $w_{\mathrm{pl}}$ we have $w_{\mathrm{pl}}(u v)=w_{\mathrm{pl}}\left(u_{e} u_{e}^{\prime}\right)+w_{\mathrm{pl}}\left(v_{e}^{\prime} v_{e}\right)$ and hence $w_{\mathrm{pl}}(C)=w_{\mathrm{pl}}\left(C^{\prime}\right)$.

Let $x_{1}, x_{2}, \ldots x_{2 t}$ be the set of intersection points of $C^{\prime}$ and $S$ ordered from left to right. Add $t$ dummy directed edges from $x_{2 i-1}$ to $x_{2 i}$ for all $1 \leq i \leq t$. This decomposes $C^{\prime}$ into a set of disjoint planar cycles $C_{1}, C_{2}, \ldots, C_{k}$ such that each $C_{i}$ has the same orientation (counter-clockwise, since we assume the first edge is coming into $S$ ). See Figure 2 for an example.


Figure 2 Decomposing a surface separating cycle into planar cycles.

By Theorem 6, $w_{\mathrm{pl}}\left(C_{i}\right)=2 \cdot \operatorname{Area}\left(C_{i}\right)$ for each $i$. Moreover, since the $C_{i}$ 's have all the edges of $C^{\prime}$ plus some horizontal edges (the dummy edges) of zero weight, therefore $w_{\mathrm{pl}}\left(C^{\prime}\right)=\sum_{i=1}^{k} w_{\mathrm{pl}}\left(C_{i}\right)=2 \cdot \sum_{i=1}^{k} \operatorname{Area}\left(C_{i}\right)$. Therefore $w_{\mathrm{pl}}(C) \neq 0$.

We now show that the number of minimum weight paths with respect to $w_{\text {comb }}$, between any pair of vertices is at most $2^{2 g}$. We define classes of paths based on the number of times a path intersects each segment of the flat schema, and show that in each such class there is at most one minimum weight path.

Given a polygonal schema of a genus $g$ graph $G$, by Lemma 2 we assume that we are provided with a flat schema of $G$ having $4 g$ segments. Let $\mathcal{T}=\left\{T_{1}, T_{2}, \ldots, T_{2 g}\right\}$ be the set of segments of the flat schema such that no two elements of $\mathcal{T}$ are pairs of each other.

For a path $P$ in $G$, define the signature of $P$, denoted as $\operatorname{sign}(P)$, as a binary string $s=s_{1} s_{2} \ldots s_{2 g}$ where $s_{i}=1$ if $P$ crosses $T_{i}$ an odd number of times and $s_{i}=0$ if $P$ crosses $T_{i}$ an even number of times. Clearly, the total number of different signatures are $2^{2 g}$. This definition can be similarly extended to cycles and walks as well.

For $0 \leq i \leq 2^{l}-1$, let $\operatorname{bin}(i)$ be the $l$-bit string that denotes the binary representation of $i$ (if the binary representation has lesser than $l$ bits then we prefix it with appropriate number of zeroes to make it $l$-bit long). Now consider $l=2 g$. For every pair of vertices $u$ and $v$, we define $2^{2 g}$ classes of paths $K_{0}^{u v}, K_{1}^{u v}, \ldots, K_{2^{2 g}-1}^{u v}$ as follows:

$$
K_{i}^{u v}=\{P \mid P \text { is path from } u \text { to } v \text { and } \operatorname{sign}(P)=\operatorname{bin}(i)\} .
$$

Note that if $P=P_{1} P_{2} \ldots P_{k}$ be a partition of a path $P$ into subpaths, then $\operatorname{sign}(P)=$ $\operatorname{sign}\left(P_{1}\right) \oplus \operatorname{sign}\left(P_{2}\right) \oplus \ldots \operatorname{sign}\left(P_{k}\right)$, where $\oplus$ is the bitwise XOR operator.

For a directed path $P$ from $x$ to $y$, let $P^{r}$ represent the directed path from vertex $y$ to $x$ obtained by reversing the edges along the path $P$. Note that $\operatorname{sign}(P)=\operatorname{sign}\left(P^{r}\right)$.

- Theorem 9. Let $G=(V, E)$ be a genus $g$ graph embedded on a flat schema having $4 g$ segments. Let $u$ and $v$ be two vertices in $G$ and $i$ be a non-negative integer less than or equal to $2^{2 g}-1$. Then in every class $K_{i}^{u v}$ there exists at most one minimum weight path from $u$ to $v$ with respect to $w_{c o m b}$, that is, the weight function $w_{\text {comb }}$ is min-isolating for each set $K_{i}^{u v}$.

Proof. Assume that $P_{1}$ and $P_{2}$ are two minimum weight paths in $K_{i}^{u v}$ with respect to $w_{\text {comb }}$. Then $w_{\mathrm{pl}}\left(P_{1}\right)=w_{\mathrm{pl}}\left(P_{2}\right)$ and $w_{\text {len }}\left(P_{1}\right)=w_{\text {len }}\left(P_{2}\right)$. Consider two cases - when $P_{1}$ and $P_{2}$ have common intermediate vertices and when they do not.
Case 1: $P_{1}$ and $P_{2}$ do not have any common intermediate vertices. We will show that $P_{1}$ and $P_{2}^{r}$ together form a surface separating cycle. Let $C=P_{1} P_{2}^{r}$ be the directed cycle formed by taking $P_{1}$ followed by $P_{2}^{r}$. Since $P_{1}$ and $P_{2}$ do not have any common intermediate vertices therefore $C$ is a simple cycle. Recall that $w_{\mathrm{pl}}$ is a skew-symmetric
weight function so $w_{\mathrm{pl}}\left(P_{2}^{r}\right)=-w_{\mathrm{pl}}\left(P_{2}\right)$. Therefore,

$$
\begin{aligned}
w_{\mathrm{pl}}(C) & =w_{\mathrm{pl}}\left(P_{1}\right)+w_{\mathrm{pl}}\left(P_{2}^{r}\right) \\
& =w_{\mathrm{pl}}\left(P_{1}\right)-w_{\mathrm{pl}}\left(P_{2}\right) \\
& =0 \quad \text { (since } P_{1} \text { and } P_{2} \text { have the same minimum weight) }
\end{aligned}
$$

Also since $P_{1}$ and $P_{2}$ belong to $K_{i}^{u v}$ we have that $\operatorname{sign}\left(P_{1}\right)=\operatorname{sign}\left(P_{2}\right)=\operatorname{sign}\left(P_{2}^{r}\right)$. Therefore we get that $\operatorname{sign}(C)=0$ (the all zeroes vector). By Theorem 3 we have that $C$ is a surface separating cycle and thus by Lemma $8 w_{\mathrm{pl}}(C)$ cannot be zero. Thus we get a contradiction. Therefore Case 1 cannot occur.
Case 2: $P_{1}$ and $P_{2}$ have common intermediate vertices. Note that at any common intermediate vertex, the paths $P_{1}$ and $P_{2}$ can either cross each other or tangentially touch each other without crossing. We refer to the former as crossing vertex and the latter as grazing vertex.
We will show that the closed walk formed by $P_{1}$ and $P_{2}^{r}$ reduces to a surface separating simple cycle such that the weight of the closed walk is almost equal to that of the cycle.

- Lemma 10. Let $P_{1}$ and $P_{2}$ be two minimum weight paths from $u$ to $v$ with $u_{1}, u_{2}, \ldots u_{l}$ being the set of common intermediate vertices. Then $u_{1}, u_{2}, \ldots u_{l}$ must occur in the same order in both paths $P_{1}$ and $P_{2}$.

Proof. Lemma is trivially true when $l=1$. So, let $l>1$. Suppose $u_{i}$ occurs before $u_{j}$ in $P_{1}$ and $u_{j}$ occurs before $u_{i}$ in $P_{2}$, for $i<j$. Let $a, b$ and $c$ be the lengths of path $P_{1}$ from $u$ to $u_{i}, u_{i}$ to $u_{j}$ and $u_{j}$ to $v$ respectively. Similarly, let $d, e$ and $f$ be the lengths of path $P_{2}$ from $u$ to $u_{j}, u_{j}$ to $u_{i}$ and $u_{i}$ to $v$ respectively. Since $w_{\text {len }}\left(P_{1}\right)=w_{\text {len }}\left(P_{2}\right)$ we have

$$
\begin{equation*}
a+b+c=d+e+f \tag{1}
\end{equation*}
$$

If $d<a+b$ then taking $P_{2}$ from $u$ to $u_{j}$ and $P_{1}$ from $u_{j}$ to $v$ gives us a shorter length path from $u$ to $v$ than either $P_{1}$ or $P_{2}$. Similarly, if $d>a+b$ we can construct a shorter length from $u$ to $v$ as well. Hence we can assume that

$$
\begin{equation*}
d=a+b \tag{2}
\end{equation*}
$$

Using analogous argument we can assume

$$
\begin{equation*}
f=b+c \tag{3}
\end{equation*}
$$

Now adding Equations 2 and 3 we have

$$
\begin{equation*}
a+2 b+c=d+f \tag{4}
\end{equation*}
$$

Now since $b$ and $e$ are non zero, Equations 1 and 4 contradict each other. Hence $u_{1}, u_{2}, \ldots u_{l}$ occur in the same order in paths $P_{1}$ and $P_{2}$.

- Lemma 11. Let $P_{1}$ and $P_{2}$ be two paths in $K_{i}^{u v}$ having crossing vertices $v_{1}, v_{2}, \ldots v_{k}$, such that these vertices divide $P_{1}$ and $P_{2}$ into $k+1$ sub-paths $P_{1}^{1}, P_{1}^{2}, \ldots P_{1}^{k+1}$ and $P_{2}^{1}, P_{2}^{2}, \ldots P_{2}^{k+1}$ respectively (as shown in Figure 3). Then the paths $P^{\prime}=P_{1}^{1} P_{2}^{2} \ldots P_{i}^{k+1}$ and $P^{\prime \prime}=$ $P_{2}^{1} P_{1}^{2} \ldots P_{j}^{k+1}$ (where $i=1$ and $j=2$ if $k$ is even and $i=2$ and $j=1$ if $k$ is odd) belong to the same class.


Figure 3 Crossings of paths $P_{1}$ (bold line) and $P_{2}$ (dashed line) at $k$ many points.
The intuition of Lemma 11 is that if $P_{1}$ and $P_{2}$ cross each other then the two paths obtained by taking the "above" and "below" portions of these two paths have the same signature.

Proof. Since $P_{1}$ and $P_{2}$ belong to same class, we have

$$
\begin{aligned}
\operatorname{sign}\left(P_{1}\right) & =\operatorname{sign}\left(P_{2}\right) \\
\operatorname{sign}\left(P_{1}^{1}\right) \oplus \operatorname{sign}\left(P_{1}^{2}\right) \oplus \ldots \oplus \operatorname{sign}\left(P_{1}^{k+1}\right) & =\operatorname{sign}\left(P_{2}^{1}\right) \oplus \operatorname{sign}\left(P_{2}^{2}\right) \oplus \ldots \oplus \operatorname{sign}\left(P_{2}^{k+1}\right)
\end{aligned}
$$

We know that if $a, b, c, d$ are binary strings of equal length then $a \oplus b=c \oplus d \Leftrightarrow a \oplus c=b \oplus d$. Therefore by rearranging the terms we get

$$
\begin{aligned}
\operatorname{sign}\left(P_{1}^{1}\right) \oplus \operatorname{sign}\left(P_{2}^{2}\right) \oplus \ldots \oplus \operatorname{sign}\left(P_{i}^{k+1}\right) & =\operatorname{sign}\left(P_{2}^{1}\right) \oplus \operatorname{sign}\left(P_{1}^{2}\right) \oplus \ldots \oplus \operatorname{sign}\left(P_{j}^{k+1}\right) \\
\operatorname{sign}\left(P^{\prime}\right) & =\operatorname{sign}\left(P^{\prime \prime}\right)
\end{aligned}
$$

Hence $P^{\prime}$ and $P^{\prime \prime}$ belong to the same class.
Note that $P^{\prime}$ and $P^{\prime \prime}$ need not belong to the same class as $P_{1}$ and $P_{2}$. We define $P_{i}^{j, k}(j<k)$ as a shorthand for path $P_{i}^{j} P_{i}^{j+1} \ldots P_{i}^{k}$.

- Lemma 12. Let $P_{1}$ and $P_{2}$ are two minimum weight paths in $K_{i}^{u v}$ having crossing vertices $v_{1}, v_{2}, \ldots v_{k}$, then $w_{p l}\left(P_{1}^{i}\right)=w_{p l}\left(P_{2}^{i}\right)$, for all $i, 1 \leq i \leq k+1$. Additionally, for the closed walk $C^{\prime}=P^{\prime}\left(P^{\prime \prime}\right)^{r}$ we have that $w_{p l}\left(C^{\prime}\right)=0$ and $\operatorname{sign}\left(C^{\prime}\right)=0$ (where $P^{\prime}$ and $P^{\prime \prime}$ are as defined in Lemma 11).

Proof. Assume that there exists some $j(1 \leq j \leq k+1)$ such that $j$ is the smallest index, where $w_{\mathrm{pl}}\left(P_{1}^{j}\right) \neq w_{\mathrm{pl}}\left(P_{2}^{j}\right)$. Without loss of generality assume that $w_{\mathrm{pl}}\left(P_{1}^{j}\right)<w_{\mathrm{pl}}\left(P_{2}^{j}\right)$. Now consider path $\widetilde{P}=P_{2}^{1, j-1} P_{1}^{j} P_{2}^{j+1, k+1}$. $\widetilde{P}$ is a path from $u$ to $v$ and by construction $w_{\mathrm{pl}}(\widetilde{P})<w_{\mathrm{pl}}\left(P_{2}\right)$. This is a contradiction since $P_{2}$ is a minimum weight path from $u$ to $v$. Therefore for all $i$ we have $w_{\mathrm{pl}}\left(P_{1}^{i}\right)=w_{\mathrm{pl}}\left(P_{2}^{i}\right)$.

Now,

$$
\begin{aligned}
w_{\mathrm{pl}}\left(C^{\prime}\right)= & w_{\mathrm{pl}}\left(P^{\prime}\right)+w_{\mathrm{pl}}\left(\left(P^{\prime \prime}\right)^{r}\right) \\
= & w_{\mathrm{pl}}\left(P_{1}^{1}\right)+w_{\mathrm{pl}}\left(P_{2}^{2}\right)+w_{\mathrm{pl}}\left(P_{1}^{3}\right)+\ldots+w_{\mathrm{pl}}\left(P_{i}^{k+1}\right)+ \\
& \left.w_{\mathrm{pl}}\left(\left(P_{2}^{1}\right)^{r}\right)+w_{\mathrm{pl}}\left(\left(P_{1}^{2}\right)^{r}\right)+w_{\mathrm{pl}}\left(\left(P_{2}^{3}\right)^{r}\right)+\ldots+w_{\mathrm{pl}}\left(P_{j}^{k+1}\right)^{r}\right) \\
= & \left(w_{\mathrm{pl}}\left(P_{1}^{1}\right)+w_{\mathrm{pl}}\left(\left(P_{2}^{1}\right)^{r}\right)\right)+\left(w_{\mathrm{pl}}\left(P_{2}^{2}\right)+w_{\mathrm{pl}}\left(\left(P_{1}^{2}\right)^{r}\right)\right)+\left(w_{\mathrm{pl}}\left(P_{1}^{3}\right)+w_{\mathrm{pl}}\left(\left(P_{2}^{3}\right)^{r}\right)\right)+ \\
& \ldots+\left(w_{\mathrm{pl}}\left(P_{i}^{k+1}\right)+w_{\mathrm{pl}}\left(\left(P_{j}^{k+1}\right)^{r}\right)\right) \\
= & \left(w_{\mathrm{pl}}\left(P_{1}^{1}\right)-w_{\mathrm{pl}}\left(P_{2}^{1}\right)\right)+\left(w_{\mathrm{pl}}\left(P_{2}^{2}\right)-w_{\mathrm{pl}}\left(P_{1}^{2}\right)\right)+\left(w_{\mathrm{pl}}\left(P_{1}^{3}\right)-w_{\mathrm{pl}}\left(P_{2}^{3}\right)\right)+ \\
& \ldots+\left(w_{\mathrm{pl}}\left(P_{i}^{k+1}\right)-w_{\mathrm{pl}}\left(P_{j}^{k+1}\right)\right) \\
= & 0 .
\end{aligned}
$$

By Lemma 11 we have that $P^{\prime}$ and $P^{\prime \prime}$ belong to the same class. Hence $\operatorname{sign}\left(C^{\prime}\right)=$ $\operatorname{sign}\left(P^{\prime}\right) \oplus \operatorname{sign}\left(P^{\prime \prime}\right)=0$.

We now argue that there is a simple cycle (say $\widehat{C}$ ) such that $C^{\prime}$ and $\widehat{C}$ are infinitesimally separated. Hence their signatures are the same. However the weight function $w_{\mathrm{pl}}$ depends on the coordinates of an edge, therefore $w_{\mathrm{pl}}\left(C^{\prime}\right)$ and $w_{\mathrm{pl}}(\widehat{C})$ are nearly the same. This implies that $w_{p l}(\widehat{C})$ is close to zero. Which leads to a contradiction as we will show that $\left|w_{p l}(\widetilde{C})\right|>\left|w_{p l}(\widehat{C})\right|$ where $\widetilde{C}$ is one of the planar cycles in which $\widehat{C}$ can be decomposed. Hence $P_{1}$ and $P_{2}$ cannot be two minimum weight paths in $K_{i}^{u v}$.

Consider a graph $\widehat{G}$ that is similar to $G$ except that in $\widehat{G}$ we split each common intermediate vertex $u_{i}$ (both crossing and grazing vertices) of the paths $P_{1}$ and $P_{2}$, into two vertices $u_{i}^{\prime}$ and $u_{i}^{\prime \prime}$, such that $u_{i}^{\prime}$ and $u_{i}^{\prime \prime}$ are $\delta$ distance apart (see Figure 4). If $e=x u_{i}$ was an edge in $P_{1}\left(\right.$ or $\left.P_{2}\right)$ then we will have the edge $e^{\prime}=x u_{i}^{\prime}\left(\right.$ or $\left.e^{\prime}=x u_{i}^{\prime \prime}\right)$ in $\widehat{G}$. Let $N=c n^{k}$ be an upper bound on the coordinates of the embedding of $G$, where $c$ and $k$ are constants. Then by definition of $w_{\mathrm{pl}}$, we have $\left|w_{\mathrm{pl}}(e)-w_{\mathrm{pl}}\left(e^{\prime}\right)\right| \leq 4 N \delta+\delta^{2}$. Let us define $f(\delta):=4 N \delta+\delta^{2}$.

Let $v_{1}, v_{2}, \ldots, v_{k}$ be the crossing vertices of $P_{1}$ and $P_{2}$, and $Q^{1^{\prime}}, Q^{2^{\prime}}, \ldots, Q^{(k+1)^{\prime}}$ be the paths from $u$ to $v_{1}^{\prime}, v_{1}^{\prime}$ to $v_{2}^{\prime}$ and so on till $v_{k}^{\prime}$ to $v$ respectively, such that the paths $Q^{1^{\prime}}, Q^{2^{\prime}}, \ldots, Q^{(k+1)^{\prime}}$ correspond to the paths $P_{1}^{1}, P_{2}^{2} \ldots, P_{i}^{k+1}$ respectively (see Figure 4). Note that the paths $Q^{i^{i}}$ and $P_{j}^{i}$ (where $j$ is 1 if $i$ is odd and 2 otherwise) can have at most $n$ edges that differ and their weights $w_{\mathrm{pl}}$ differ by at most $f(\delta)$ for each such edge. Therefore $\left|w_{\mathrm{pl}}\left(P_{j}^{i}\right)-w_{\mathrm{pl}}\left(Q^{i^{\prime}}\right)\right| \leq n \cdot f(\delta)$. Similarly let $Q^{1^{\prime \prime}}, Q^{2^{\prime \prime}}, \ldots, Q^{(k+1)^{\prime \prime}}$ be the paths from $u$ to $v_{1}^{\prime \prime}, v_{1}^{\prime \prime}$ to $v_{2}^{\prime \prime}$ and so on till $v_{k}^{\prime \prime}$ to $v$ respectively, such that the paths $Q^{1^{\prime \prime}}, Q^{2^{\prime \prime}}, \ldots, Q^{(k+1)^{\prime \prime}}$ correspond to the paths $P_{2}^{1}, P_{1}^{2} \ldots, P_{j}^{k+1}$ respectively. By an analogous argument we have, $\left|w_{\mathrm{pl}}\left(P_{j}^{i}\right)-w_{\mathrm{pl}}\left(Q^{i^{\prime \prime}}\right)\right| \leq n \cdot f(\delta)$ (where $j$ is 2 if $i$ is odd and 1 otherwise).


Figure 4 Splitting vertices to form the graph $\widehat{G}$ from $G$.
Now $Q^{\prime}=Q^{1^{\prime}} Q^{2^{\prime}} \ldots Q^{(k+1)^{\prime}}$ and $Q^{\prime \prime}=Q^{1^{\prime \prime}} Q^{2^{\prime \prime}} \ldots Q^{(k+1)^{\prime \prime}}$ are paths from $u$ to $v$ (corresponding to the paths $P^{\prime}$ and $P^{\prime \prime}$ respectively) that do not cross each other, as shown in Figure 4. Observe that $\operatorname{sign}\left(Q^{\prime}\right)=\operatorname{sign}\left(P^{\prime}\right)$ since the difference between the coordinates of vertices along $Q^{\prime}$ and $P^{\prime}$ is less than 1, therefore the number of crossings with respect to each segment of the flat schema remains the same. Similarly, $\operatorname{sign}\left(Q^{\prime \prime}\right)=\operatorname{sign}\left(P^{\prime \prime}\right)$. Now consider the simple cycle $\widehat{C}=Q^{\prime}\left(Q^{\prime \prime}\right)^{r}$. By Lemma $12, \operatorname{sign}(\widehat{C})=0$. Hence $\widehat{C}$ is a surface separating cycle by Theorem 3 .

$$
\begin{aligned}
\left|w_{\mathrm{pl}}(\widehat{C})-w_{\mathrm{pl}}\left(C^{\prime}\right)\right|= & \left|\left(w_{\mathrm{pl}}\left(Q^{\prime}\right)+w_{\mathrm{pl}}\left(\left(Q^{\prime \prime}\right)^{r}\right)\right)-\left(w_{\mathrm{pl}}\left(P^{\prime}\right)+w_{\mathrm{pl}}\left(\left(P^{\prime \prime}\right)^{r}\right)\right)\right| \\
= & \left.\mid\left(\left(w_{\mathrm{pl}}\left(Q^{1^{\prime}}\right)+\ldots+w_{\mathrm{pl}}\left(Q^{(k+1)^{\prime}}\right)\right)-\left(w_{\mathrm{pl}}\left(Q^{1^{\prime \prime}}\right)+\ldots+w_{\mathrm{pl}}\left(Q^{(k+1)^{\prime \prime}}\right)\right)\right)\right) \\
& -\left(\left(w_{\mathrm{pl}}\left(P_{1}^{1}\right)+\ldots+w_{\mathrm{pl}}\left(P_{i}^{(k+1)}\right)\right)-\left(w_{\mathrm{pl}}\left(P_{2}^{1}\right)+\ldots+w_{\mathrm{pl}}\left(P_{j}^{(k+1)}\right)\right)\right) \mid \\
\leq & \left|w_{\mathrm{pl}}\left(Q^{1^{\prime}}\right)-w_{\mathrm{pl}}\left(P_{1}^{1}\right)\right|+\ldots+\left|w_{\mathrm{pl}}\left(Q^{(k+1)^{\prime}}\right)-w_{\mathrm{pl}}\left(P_{i}^{(k+1)}\right)\right| \\
& +\left|w_{\mathrm{pl}}\left(Q^{1^{\prime \prime}}\right)-w_{\mathrm{pl}}\left(P_{2}^{1}\right)\right|+\ldots+\left|w_{\mathrm{pl}}\left(Q^{(k+1)^{\prime \prime}}\right)-w_{\mathrm{pl}}\left(P_{j}^{(k+1)}\right)\right| \\
\leq & 2(k+1) n f(\delta)
\end{aligned}
$$

Now since by Lemma $12 w_{\mathrm{pl}}\left(C^{\prime}\right)=0$, therefore we can choose $\delta$ small enough (say less than $1 / 100 N^{3}$ ) so that we get $\left|w_{\mathrm{pl}}(\widehat{C})\right|<1 / 3$.

Without loss of generality assume that $C^{\prime}$ crosses some segment of the flat schema. If not then both $P_{1}$ and $P_{2}$ would not be crossing any segment of the polygon and hence with respect to $w_{\mathrm{pl}}$ both cannot be minimum weight paths [26]. Since $C^{\prime}$ crosses some segment, therefore, $\widehat{C}$ also must cross the same segment. Since $\widehat{C}$ is a surface separating cycle therefore by Lemma $8, \widehat{C}$ can be decomposed into planar cycles such that the weight of $\widehat{C}$ is equal to sum of the weights of the planar cycles with respect to $w_{\mathrm{pl}}$. Moreover, the weight of each planar cycle has the same sign and each planar cycle has a dummy edge (an edge that is incident on a segment of the flat schema). Let $\widetilde{C}$ be one such planar cycle, and consider a triangulation of $\widetilde{C}$ (by thinking of $\widetilde{C}$ as a polygon). There exists some triangle say $T=(a, x, y)$ in this triangulation that contains the dummy edge $x y$ of $\widetilde{C}$ as one of its sides. Now $\|x-y\| \geq 1$ since vertices in $C^{\prime}$ were integral and in $\widehat{C}, x$ and $y$ were not shifted. Moreover, $a$ cannot be a vertex that is $\delta$ close to any segment of the flat schema. This is because for every vertex $v$ that lies at the intersection of cycle $C^{\prime}$ and the side $S$ of the flat schema, $v$ was not split when forming the cycle $\widehat{C}$. Hence the distance of $a$ from the line joining $x$ and $y$ is at least $1-\delta$. Therefore the area of the triangle $\operatorname{Area}(T)>1 / 2-1 / 200 n$. Now, $\operatorname{Area}(T) \leq \operatorname{Area}(\widetilde{C}) \leq\left|w_{\mathrm{pl}}(\widetilde{C})\right| \leq\left|w_{\mathrm{pl}}(\widehat{C})\right| \leq 1 / 3$, where the second inequality follows from Theorem 6. This contradicts that $P_{1}$ and $P_{2}$ are two minimum weight paths in $G$ with respect to $w_{\text {comb }}$.

Therefore the class $K_{i}^{u v}$ has at most one minimum weight path from $u$ to $v$ with respect to $w_{\text {comb }}$. This completes the proof of Theorem 9.

For a fixed pair of vertices $u, v$, the number of classes $K_{i}^{u v}$ is at most $2^{2 g}$. Since by Theorem 9 there is at most one minimum weight path from $u$ to $v$ in each class $K_{i}^{u v}$, therefore we have the following the result.

- Theorem 13. Let $G=(V, E)$ be a genus $g$ graph embedded on a flat schema having $4 g$ segments. Then there exists at most $2^{2 g}$ minimum weight paths between any pair of vertices in $G$, with respect to weight function $w_{\text {comb }}$.

Now we are ready to prove Theorem 7 which says that there is a weight function with respect to which there is at most one minimum weight path between any pair of vertices in $G$.

Proof of Theorem 7. Let $M_{u v}$ be the set of all minimum weight paths from $u$ to $v$ with respect to $w_{\text {comb }}$ and let $M=\bigcup_{(u, v) \in V^{2}} M_{u v}$. By Theorem $13,\left|M_{u v}\right|$ is at most $2^{2 g}$. Hence $|M| \leq n^{2} \cdot 2^{2 g}$.

Assume that edges of the graph are labeled $e_{1}, e_{2}, \ldots, e_{m}$. Define a weight function $w_{\text {index }}$ such that it assigns weight $2^{i}$ to the edge $e_{i}$. It is easy to see that every path in graph gets unique weight with respect to $w_{\text {index }}$. Thus every path in $M$ also gets a unique weight with respect to $w_{\text {index }}$. However $w_{\text {index }}$ is an exponential valued weight function.

Now by Theorem 4 there exists an $O(\log n+g)$ bit prime $p$ such that with respect to weight function $w_{\mathrm{fks}}:=\left(w_{\text {index }}\right) \bmod p$, every path in $M$ gets a unique weight. Therefore with respect to the weight function $w:=w_{\text {comb }} \cdot n^{k_{2}}+w_{\mathrm{fks}}$, where $k_{2}$ is a sufficiently large constant, the minimum weight path between every pair of vertices in graph is unique. Note that $w_{\text {comb }}$ and $w_{\mathrm{fks}}$ are $O(\log n)$ bit and $O(\log n+g)$ bit weight functions respectively.

Computing $w_{\text {comb }}$ can be done in logspace since it is a simple function of the coordinates of the end points of an edge. To compute $w_{\text {fks }}$ one needs to find the appropriate prime whose existence is shown in Theorem 4. For each prime, we check if $G$ is min-unique with respect
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to the corresponding weight function and if not we move to the next prime. This can be done by a nondeterministic $O(\log n+g)$ space algorithm along a unique computation path as shown in [20].

Proof of Theorem 1. Now given a graph $G$ on $n$ vertices and two vertices $s$ and $t$ in $G$ we cycle through all primes less than $n^{\prime}$, and for each prime, we compute the weight function $w$ given in Theorem 7. Using Theorem 5 we check if $G$ is min-unique with respect to $w$ and if so we check if there is a path from $s$ to $t$ in $G$. If $G$ is not min-unique with respect to $w$ then we move to the next prime. Theorem 4 guarantees that there is an $n^{\prime}=n^{O(1)}$ and a prime less than $n^{\prime}$ such that $G$ is min-unique with respect to the corresponding prime. Hence along a unique computation path, we finally have Yes or No answer depending on whether $s$ is reachable from $t$ or not respectively, while all other paths halt and reject.
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#### Abstract

In this paper we study the dynamic versions of two basic graph problems: Minimum Dominating Set and its variant Minimum Connected Dominating Set. For those two problems, we present algorithms that maintain a solution under edge insertions and edge deletions in time $O(\Delta \cdot$ polylog $n)$ per update, where $\Delta$ is the maximum vertex degree in the graph. In both cases, we achieve an approximation ratio of $O(\log n)$, which is optimal up to a constant factor (under the assumption that $P \neq N P$ ). Although those two problems have been widely studied in the static and in the distributed settings, to the best of our knowledge we are the first to present efficient algorithms in the dynamic setting.

As a further application of our approach, we also present an algorithm that maintains a Minimal Dominating Set in $O(\min (\Delta, \sqrt{m}))$ per update.
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## 1 Introduction

The study of dynamic graph algorithms is a classical area in algorithmic research and has been thoroughly investigated in the past decades. Maintaining a solution of a graph problem in the case where the underlying graph changes dynamically over time is a big challenge in the design of efficient and practical algorithms. Indeed, in several applications, due to the dynamic nature of today's data, it is not sufficient to compute a solution to a graph problem only once and for all: often, it is necessary to maintain a solution efficiently while the input graph is undergoing a sequence of dynamic updates. More precisely, a dynamic graph is a sequence of graphs $G_{0}, \ldots, G_{M}$ on $n$ nodes and such that $G_{i+1}$ is obtained from $G_{i}$ by adding or removing a single edge. The natural first barrier, in the study of dynamic algorithms, is to design algorithms that are able to maintain a solution for the problem at hand after each update faster than recomputing the solution from scratch. Many dynamic graph problems such as minimum spanning forests (see e.g. [22, 26]), shortest paths [12], matching [4, 27, 30] or coloring [7] have been extensively studied in the literature, and very efficient algorithms are known for those problems. Recently, a lot of attention has been devoted to the Maximal
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Independent Set problem (MIS). In this problem, one wishes to find a maximal set of vertices that do not share any edge ("maximal" meaning that it is not possible to add any vertex without violating this property). Until very recently, the best known update bound on the complexity to maintain a MIS was a simple $O(\Delta)$ algorithm, where $\Delta$ is an upper bound on the degree of vertices in the graph. This bound was first broken by Assadi et al. [2] who gave a $O\left(\mathrm{~m}^{3 / 4}\right)$ algorithm, then by Gupta and Khan [19] improved the update bound to $O\left(m^{2 / 3}\right)$. Very recently, using randomization, Assadi et al. [3] presented an amortized fully-dynamic algorithm with an expected $\widetilde{O}\left(n^{1 / 2}\right)$-time bound per update.

The MIS problem is closely related to the Dominating SEt (DS) problem: given a graph $G=(V, E)$ the DS problems is to find a subset of vertices $\mathcal{D} \subseteq V$ such that every vertex in $G$ is adjacent to $\mathcal{D}$ (or dominated by $\mathcal{D}$ ). Indeed, a MIS is also a Minimal DS: the fact that it is not possible to add a vertex without breaking the independence property implies that every vertex is adjacent to the MIS, so this must be also a DS; at the same time, it is not possible to remove a vertex since that vertex is no longer dominated. Thus, to find a Minimal DS one can simply find a MIS: this gives immediately a deterministic $O\left(m^{2 / 3}\right)$ [19] bound and a randomized $\widetilde{O}\left(n^{1 / 2}\right)$ [3] one. However, while it is known that is hard to approximate Maximum Independent Set $^{1}$ within a factor $n^{1-\epsilon}$ for every $\epsilon>0[21]$, a simple greedy approach achieves a $O(\log n)$-approximation for Minimum DS [11].

In recent years, there has been a lot of work on designing dynamic graph algorithms for maintaining approximate solutions to several problems. A notable example is matching, where for different approximations there exist different algorithms (see e.g., $[4,5,27,20,8,30]$ ). This raises the natural question on whether there exists a dynamic algorithm capable of maintaining an approximation to Minimum DS, and even better a $O(\log n)$ approximation. In this paper, we answer this question affirmatively by presenting an algorithm that achieves a $O(\log n)$ approximation, with a complexity matching the long standing $O(\Delta)$ bound for MIS. Moreover, if one is interested in finding a DS faster, we present a very simple deterministic $O\left(m^{1 / 2}\right)$ algorithm to compute a Minimal DS, improving the $O\left(m^{2 / 3}\right)$ bound coming from MIS. We believe these are important steps towards understanding the complexity of the problem. Those two results are stated below.

- Theorem 1. Starting from a graph with $n$ vertices, a $O(\log n)$ approximation of Minimum Dominating Set can be maintained over any sequence of $\Omega(n)$ edge insertions and deletions in $O(\Delta \log n)$ amortized time per update, where $\Delta$ is the maximum degree of the graph over the sequence of updates.
- Theorem 2. Starting from a graph with $n$ (fixed) vertices, a Minimal Dominating Set can be deterministically maintained over any sequence of edge insertions and deletions in $O(\sqrt{m})$ amortized time per update, where $m$ is an upper bound on the number of edges in the graph.

We also study the Minimum Connected Dominating Set problem (MCDS), which adds the constraint that the graph induced by the DS $\mathcal{D}$ must be connected. This problem was first introduced by Sampathkumar and Walikar [28] and arises in several applications. The most noteworthy is its use as a backbone in routing protocols: it allows to limit the number of packet transmissions, by sending packets only along the backbone rather than throughout the whole network. Du and Wan's book [13] summarizes the knowledge about

[^49]MCDS. A special class of graphs is geometric graphs, where vertices are points in the plane, and two vertices are adjacent if they fall within a certain range (say, their distance is at most 1). This can model wifi transmissions, and the dynamic MCDS had been studied in this setting: a polynomial-time approximation scheme is known [10], and Guibas et al. [17] show how to maintain a constant-factor approximation with polylogarithmic update time. While geometric graphs model problems linked to wifi transmissions, the general graph setting can be also seen as a model for wired networks. However, no work about dynamic MCDS is known in this setting: the static case is well studied, with a greedy algorithm developed by Guha and Keller [16] that achieves an approximation factor $O(\ln \Delta)$. They also show a lower bound matching their complexity, together with their approximation factor. MCDS had also been thoroughly studied in the distributed setting (see e.g. a heuristic to find a Minimal CDS in [9], another one that sends $O(\Delta n)$ messages and has a time complexity at each vertex $O\left(\Delta^{2}\right)$ [31] or a $3 \log n$ approximation that runs in $O(\gamma)$ rounds where $\gamma$ is the size of the CDS found, with time complexity $O\left(\gamma \Delta^{2}+n\right)$ and message complexity $O(n \Delta \gamma+m+n \log n)[6])$. Despite all this work, no results are known in the dynamic graph setting. As another application of our approach, we contribute to filling this gap in the research line of MCDS. In particular, in this paper we show how our algorithm for Minimum DS can be adapted in a non-trivial way to maintain a $O(\log n)$ approximation of the MCDS in general dynamic graphs.

- Theorem 3. Starting from a graph with $n$ vertices, a $O(\log n)$ approximation of Minimum Connected Dominating Set can be maintained over any sequence of $\Omega(n)$ edge insertions and deletions in $\widetilde{O}(\Delta)$ amortized time per update.

We further show how to maintain independently a Dominating Set $\mathcal{D}$ and a set of vertices $\mathcal{C}$ such that the induced subgraphs on the vertices $\mathcal{C} \cup \mathcal{D}$ is connected. The set $\mathcal{C}$ has the additional property that $|\mathcal{C}| \leq 2|\mathcal{D}|$, such that $|\mathcal{C} \cup \mathcal{D}|=O(|\mathcal{D}|)$. If $\mathcal{D}$ is a $\alpha$-approximation of Minimum DS, this gives a $O(\alpha)$ approximation for MCDS.

## Further Related Work

It is well known that finding a Minimum DS is NP-hard [15]. It is therefore natural to look for approximation algorithms for this problem. Unfortunately, it is also NP-hard to find a $c \log n$ approximation, for any $0<c<1$ [14]. This bound is tight, since there is a simple greedy algorithm matching this bound [11]. Minimum DS had been studied extensively in distributed computing: an algorithm which runs in $O(\log n \log \Delta)$ rounds finds a $O(\log n)$ approximation with high probability [23] and an algorithm with constant number of rounds achieves a non-trivial approximation[25].

The DS problem is closely related to the SET Cover problem: the two problems are equivalents under L-reduction [24]. However, Set Cover was studied in the dynamic setting $[18,1]$, but with different kinds of updates: instead of edges being inserted or deleted (which would represent new elements in the sets according to the L-reduction), new elements are being added to the cover (which would be new vertices in DS).

Outline. The rest of the paper is organized as follows. First, we present an algorithm for Minimum DS, which will be used later on also for MCDS: we start by a $\widetilde{O}(n)$ algorithm, and then show how to overcome its bottleneck in order to achieve a $\widetilde{O}(\Delta)$ complexity. Finally, we present our $O(\sqrt{m})$ algorithm for Minimal DS.

## 2 A $O(\log n)$ approximation of Minimum Dominating Set in $O(\Delta \log n)$ time per update

This section aims at proving Theorem 1. Following a reduction from Set Cover, minimum DS is NP-hard to approximate within a factor $\log n$ [14]. Here we present a matching upper bound (up to a constant factor), in the dynamic setting. Our algorithm relies heavily on the clever set cover algorithm by Gupta et al. [18]. While in the static setting Set Cover is equivalent to minimum DS, in the dynamic setting these two problems are different. More precisely, in the dynamic Set Cover problem one is asked to cover a set of points $S$ (called the universe) with a given family of sets $F$, while the set $S$ is changing dynamically. To draw the parallel with DS, in the latter the set $S$ is the set of vertices of the graph (which does not change) and for every vertex the set of its neighbors is in $F$. The dynamic part concerns therefore $F$, and not the universe $S$.

Gupta et al. present an $O(\log n)$-approximation for dynamic Set Cover problem: in what follows, we show how to adapt their algorithm to the DS case, with an update time of $O(\Delta \log n)$. As in [18], the approach easily adapts to the weighted case. Unfortunately, this cannot be generalized to MCDS, therefore we do not consider this property of the algorithm. The following definitions are partly adapted from [18].

### 2.1 Preliminaries

For a vertex $v$, let $N(v)$ be the set of its neighbors, including $v$. The algorithm maintains a solution $S_{t}$ at time $t$ such that an element of $S_{t}$ is a pair composed of

- a dominant vertex $v$
- a set $\operatorname{Dom}(v) \subseteq N(v)$, which are the vertices that are dominated by $v$. We call $|\operatorname{Dom}(v)|$ the cardinality of the pair.
We call a dominating pair an element of $S_{t}$. The algorithm requires that multiple copies of a vertex can appear as the dominant vertex of a pair. However, each vertex is exactly in one $\operatorname{Dom}(v)$. The solution to the DS problem is composed of all vertices that appear as dominant vertices of a pair. Since each vertex is in exactly one $\operatorname{Dom}(v)$, each vertex is dominated and therefore the set of dominants is a valid solution to the DS problem.

The dominating pairs are placed into levels according to their cardinality: the level $l$ is defined by a range $R_{l}:=\left[2^{l-10}, 2^{l}\right]$, and each pair $(v, \operatorname{Dom}(v))$ is placed at an appropriate level $l$ such that $|\operatorname{Dom}(v)| \in R_{l}$. In that case, elements of $\operatorname{Dom}(v)$ are said to be dominated at level $l$; we denote by $V_{l}$ the set of all vertices dominated at level $l$. We say that an assignment of levels is valid if it respects the constraint $|\operatorname{Dom}(v)| \in R_{l}$. This allows us to define the notion of Stability:

- stable solution: A solution $S_{t}$ is stable if there is no vertex $v$ and level $l$ such that $\left|N(v) \cap V_{l}\right|>2^{l}$; in other words, it is not possible to introduce a new vertex in the solution to dominate some vertices at level $l$ such that the resulting dominating pair could be at level strictly greater that $l$.

The algorithm will dynamically maintain a stable solution $S_{t}$, with a valid assignment of levels. Note that the ranges $R_{l}$ overlap: this gives some slack to the algorithm, which allows enough flexibility to prevent too many changes while our algorithm maintains a valid solution.

### 2.2 The algorithm

The main part of the algorithm is the function Stabilize, which restores the stability at the end of every update. The function is the following (see [18]):

Stabilize. As long as a vertex $v$ violates the stability condition at level $l$, do the following: Add the pair $\left(v, N(v) \cap V_{l}\right)$ to the lowest possible level $j$ (i.e., the lowest level such that $\left|N(v) \cap V_{l}\right| \in R_{j}$ ); Remove the elements of $N(v) \cap V_{l}$ from the set of their former covering pair: if it gets empty, remove the pair from the solution. Otherwise, if the cardinality of such a pair goes below $2^{l-10}$, put it at the highest possible level.

Edge addition. When a new edge $(u, v)$ is added to the graph, one just need to ensure that the solution remains stable, and thus the algorithm runs Stabilize.

Edge deletion. When an edge $(u, v)$ is removed from the graph, we proceed as follows. If neither $u$ nor $v$ dominates the other endpoint, the solution remains valid and stable, and nothing needs to be done. Otherwise, assume without loss of generality that $v$ dominates $u$. Then:

- Remove $u$ from $\operatorname{Dom}(v)$
- Add the pair $\left(u, \operatorname{Dom}_{u}=\{u\}\right)$ to the solution with level 1
- Run Stabilize

Correctness. All the nodes of the graph are dominated at every time. Indeed, Stabilize does not make any node undominated and if a vertex is not dominated after an edge removal, the algorithm simply adds it to the solution. Therefore, the solution $S_{t}$ maintained by the algorithm is a valid one.

### 2.3 Analysis

Approximation ratio. We use the following lemma by Gupta et al. [18] to bound the cost of a stable solution.

- Lemma 4 (Lemma 2.1 in [18]). The number of sets at one level in any stable solution is at most $2^{10} \cdot$ OPT.

Since for every dominating pair $(v, \operatorname{Dom}(v))$ we have that $1 \leq|\operatorname{Dom}(v)| \leq n$, there are only $\log n$ levels that can contain a set. The total cost of a stable solution is therefore $O(\log n \cdot \mathrm{OPT})$.

A token scheme to bound the number of updates. Unfortunately, the analysis of Gupta et al. cannot be applied directly to the case of DS, due to the different nature of the updates. However, we can build upon their analysis, as follows. We first bound the number of vertices that change level, and then explain how to implement a level change so that it costs $O(\Delta)$. We prove the following lemma by using a token argument.

Lemma 5. After $k$ updates of the algorithm, at most $O(k \log n+n \log n)$ elements have changed levels.

Proof. We use the following token scheme, where each vertex pays one token for each level change. In the beginning, we give $2 \log n$ tokens to every vertex. If a vertex is undominated after an edge removal, we give $2 \log n$ new tokens to this vertex. Since at most one vertex gets undominated for each edge deletion, the total number of tokens given after $k$ updates is $O(k \log n+n \log n)$. To prove the lemma, we need to show that at any time each vertex has always a positive amount of tokens. We adapt the proof of Gupta et al. to show the following invariant:

- Invariant 1. Every vertex at level $l$ has more than $2(\log n-l)$ tokens.

When a vertex is moved to a higher level, it pays one token for the cost of moving. It also saves one token, and gives it to an "emergency fund" of its former covering pair. Each pair has therefore a fund of tokens that can be used when the pair has to be moved to a lower level.

When the pair $(v, \operatorname{Dom}(v))$ has to be moved from level $l$ to level $l-j$, it means that a lot of vertices have left $\operatorname{Dom}(v)$ and that the tokens they gave to the pair can be used to pay for the operation. Formally, we want to pay one token for every vertex in $\operatorname{Dom}(v)$ for its level change, but we also want to restore the invariant. We need therefore $2 j+1$ tokens for each vertex of $\operatorname{Dom}(v)$. Since the pair can be moved to level $l-j$, this means that $|\operatorname{Dom}(v)|<2^{l-j}$. Since a new pair is moved to the lowest possible level, this pair could not be at level $l-1$, which implies that $\left|\operatorname{Dom}_{\text {init }}(v)\right|>2^{l-1}$ where $\operatorname{Dom}_{\text {init }}(v)$ is the set $\operatorname{Dom}(v)$ at the time where it was created. Moreover, each of the vertices that left gave one token: the amount of tokens usable is therefore bigger than $2^{l-1}-2^{l-j}$. Thus we want to prove that $2^{l-1}-2^{l-j} \geq(2 j+1) \cdot|\operatorname{Dom}(v)|$. It is enough to have $2^{l-1}-2^{l-j} \geq 3 \cdot(2 j+1) 2^{l-j}$, i.e. to have $2^{j-1}-1 \geq 3(2 j+1)$. But since the pair was moved to level $l-j$, it means that $|\operatorname{Dom}(v)|>2^{l-j-1}$ and $|\operatorname{Dom}(v)|<2^{l-10}$ : putting these two equations together gives $j>9$, which ensures that $2^{j-1}-1 \geq 3(2 j+1)$ and concludes the proof.

As the following corollary shows, we can bound the number of changes to $\mathcal{D}$ to $O(\log n)$ amortized. This property will be useful in Section 3.

- Corollary 6. After $k$ updates of the algorithm, at most $O(k \log n+n \log n)$ vertices can be added to or removed from $\mathcal{D}$.

Proof. Whenever a vertex is added to or removed from $\mathcal{D}$, its level is changed. Lemma 5 gives the corresponding bound.

We now turn to the implementation of the function Stabilize. As shown in the next lemma, we implemented so that its cost is $O(\Delta)$ for each element that changes level.

- Lemma 7. A stable solution can be maintained in $O(\Delta \log n)$ amortized time per update.

Proof. For all vertices $v$ and all levels $l$, the algorithm maintains the set $N(v) \cap V_{l}$ and its cardinality. Every time a vertex changes its level, it has to inform all its neighbors: this can be done in $O(\Delta)$. When an edge $(u, v)$ is added to or removed from the solution, the algorithm updates the sets $N(v) \cap V_{l_{u}}$ and $N(u) \cap V_{l_{v}}$, where $l_{u}$ and $l_{v}$ are the levels of $u$ and $v$, respectively.

During a call to Stabilize, the algorithm maintains also a list of vertices that may have to be added to restore the stability: for a vertex $v$ and level $l$, every time that $N(v) \cap V_{l}$ changes, if the new cardinality violates the stability, we add $v$ to this list in constant time. The algorithm processes the list vertex by vertex: it checks that the current vertex still needs to be added to the solution, and add it if necessary.

Since we pay $O(\Delta)$ per level change and there are $O(\log n)$ amortized changes, the amortized complexity of each update is $O(\Delta \log n)$.

Since a stable solution gives a $O(\log n)$ approximation to minimum DS, Lemmas 4 and 7 yield the proof of Theorem 1: a $O(\log n)$ approximation of Minimum Dominating Set can be maintained in $O(\Delta \log n)$ amortized time per update.

## 3 A $O(\log n)$ Approximation for Minimum Connected Dominating Set in $\widetilde{O}(n)$ per update

A possible way to compute a Connected DS is simply to find a DS and add a set of vertices to make it connected. Section 2 gives an algorithm to maintain an approximation of the Minimum DS: we will use it as a black box (and refer to it as the "black box"), and show how to make its solution connected without losing the approximation guarantee. If the original graph is not connected, the algorithm finds a CDS in every connected component: we focus in the following on a single of these components. Let $\mathcal{D}$ be the DS maintained, and $\mathcal{C}$ be a set of vertices such that $\mathcal{C} \cup \mathcal{D}$ is connected and $\mathcal{C}$ is minimal for that property. The minimality of $\mathcal{C}$ will ensure that $|\mathcal{C}| \leq 2|\mathcal{D}|$ : since $\mathcal{D}$ is a $O(\log n)$ approximation of MDS, this leads to a $O(\log n)$ approximation for MCDS. Note that the vertices of $\mathcal{C}$ are not used for domination: $\mathcal{C} \cup \mathcal{D}$ is therefore not minimal, but still an approximation of minimum.

Overall, we will apply the following charging scheme to amortize the total running time. The main observation is that although a lot of vertices can be deleted to restore the minimality of $\mathcal{C}$, only a few can be added at every step. We thus give enough potential to a vertex whenever it is added into $\mathcal{C}$ and whenever its neighborhood changes, so that at the time of its removal from $\mathcal{C}$ it has accumulated enough potential for scanning its entire neighborhood. After an edge deletion we might have to restore the connectivity requirement. We do that by adding at most 2 new vertices in $\mathcal{C}$ : this is crucial for our amortization argument.

Outline. The set $\mathcal{C}$ may have to be updated for two reasons:

- Restore the connectivity: if an edge gets deleted from the graph, or if the black box removes some vertices from $\mathcal{D}$, it may be necessary to add some vertices to $\mathcal{C}$ in order to restore the connectivity of $\mathcal{C} \cup \mathcal{D}$.
- Restore the minimality of $\mathcal{C}$ : when an edge is added to the graph, or when a vertex is added to $\mathcal{C} \cup \mathcal{D}$ (either by the black box or in order to restore the connectivity), some vertices of $\mathcal{C}$ may become useless and therefore need to be removed.
We now address those two points. All our bounds are expressed in term of the total number of changes in $\mathcal{C} \cup \mathcal{D}$ : let therefore $k$ be this number of changes. We will show later that, after $t$ updates to the graph, $k=O(t \log n)$.

The first phase of the algorithm is to restore the connectivity. We explain in the following how to decide which vertices should be added to $\mathcal{C}$ for that purpose.

## Restore the connectivity after an edge deletion

To monitor the connectivity requirement, we use the following idea. The algorithm maintains a minimum spanning tree (MST) of the graph $G$ where a weight 1 is assigned to the edges between vertices in $\mathcal{C} \cup \mathcal{D}$ (called from now on $\tilde{\mathcal{D}}$ ), and weight $m$ is assigned to all other edges. These weights ensure that, as long as $\tilde{\mathcal{D}}$ is connected, the MST induces a tree on $\tilde{\mathcal{D}}$. When $G[\tilde{\mathcal{D}}]$ gets disconnected by an update, the MST uses a vertex of $V \backslash \tilde{\mathcal{D}}$ as an internal vertex: in that case, our algorithm adds this vertex to $\mathcal{C}$, to restore the connectivity. We give more details in the next section.
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The edge weights are updated as the graph undergoes edge insertions and deletions and vertices enter or leave $\tilde{\mathcal{D}}$. The MST of the weighted version of the graph has the following properties.

- If $\tilde{\mathcal{D}}$ is a connected DS, then the MST has weight $(|\tilde{\mathcal{D}}|-1)+m \cdot|V \backslash \tilde{\mathcal{D}}|$ (Kruskal's algorithm on this graph would use $|\tilde{\mathcal{D}}|-1$ edges of weight 1 to construct a spanning tree on $\tilde{\mathcal{D}}$, then $|V \backslash \tilde{\mathcal{D}}|$ edges of weight $m$ to span the entire graph).
- If $\tilde{\mathcal{D}}$ is a DS but $G[\tilde{\mathcal{D}}]$ is not connected, then the weight of the MST has larger value.

The two properties stem from the fact that a MST can be produced by finding a minimum spanning forest on $\tilde{\mathcal{D}}$ and extend it to a MST on $V$. Kruskal's algorithm ensures that this leads to a MST. In the case where $\tilde{\mathcal{D}}$ is connected, the first step yields a tree of weight $\tilde{\mathcal{D}}-1$, and since the graph is connected the second step yields a cost $m \cdot|V \backslash \tilde{\mathcal{D}}|$. However, if $\tilde{\mathcal{D}}$ is not connected, the second step adds strictly more that $|V \backslash \tilde{\mathcal{D}}|$ edges, therefore yielding a cost bigger than $m \cdot(1+|V \backslash \tilde{\mathcal{D}}|)$. This is more than $(|\tilde{\mathcal{D}}|-1)+m \cdot|V \backslash \tilde{\mathcal{D}}|$, as claimed.

Furthermore, if $G[\tilde{\mathcal{D}}]$ has two connected components $C_{1}, C_{2}$, then the shortest of all paths between vertices $u, v, u \in C_{1}, v \in C_{2}$ is the minimum number of vertices whose insertion into $\mathcal{C}$ restores the connectivity requirement. Note that the shortest of all such paths must have length at most 2 (otherwise, there must be a vertex not adjacent to any vertex in $\mathcal{D}$, which contradicts the fact that $\mathcal{D}$ is a DS ).

After an edge deletion, it may happen that $\tilde{\mathcal{D}}$ becomes disconnected and that the MST includes some internal vertices (at most 2 , by the previous discussion) not in $\tilde{\mathcal{D}}$ : in that case, we add them to $\mathcal{C}$. This turns out to be enough to ensure the connectivity.

To maintain the MST of the weighted version of the input graph we use the $O\left(\log ^{4} n\right)$ update time fully-dynamic MST algorithm from [22]. Since the weights of the edges incident to the vertices that enter or leave $\tilde{\mathcal{D}}$ are also updated, the algorithm runs in time $\widetilde{O}(\Delta)$ for each change in $\tilde{\mathcal{D}}$, i.e. in time $k \cdot \widetilde{O}(\Delta)$

Restore the connectivity when a vertex is deleted by the black box. When a vertex $v$ is deleted from $\mathcal{D}$ by the black box DS algorithm, we need to be more careful: updating the edge weights and finding the new MST may add a lot of vertices to $\mathcal{C}$ (as many as $\Delta$, one per edge of the MST incident to $v$ ). However, if the removal of $v$ disconnects $G[\tilde{\mathcal{D}}]$, it is enough to add $v$ to $\mathcal{C}$ to restore the connectivity. If its removal does not disconnect $G[\tilde{\mathcal{D}}]$, nothing needs to be done. It is possible to know if the graph $G[\tilde{\mathcal{D}}]$ gets disconnected using the properties of the MST, by only looking at the weight of the MST. The complexity of this step is therefore $\widetilde{O}(\Delta)$, the time needed to update the weights of the MST.

Restore the minimality. The second phase of the algorithm is to restore the minimality of $\mathcal{C}$. We explain next how to find the vertices of $\mathcal{C}$ that need to be removed to accomplish this task. This minimality condition is equivalent to the condition that all vertices in $\mathcal{C}$ are articulation points in the graph induced by $\mathcal{C} \cup D$. (An articulation point is a vertex such that its removal increases the number of connected components.) This turns out to be useful in order to identify which vertices need to be removed to restore the minimality of $\mathcal{C}$.

To restore the connectivity requirement, new vertices were added into $\mathcal{C}$, and the black box added some vertices to $\mathcal{D}$ : this might result in some vertices in $\mathcal{C}$ not being articulation points of $G[\tilde{\mathcal{D}}]$ anymore. As observed before, these are the vertices that need to be removed. We need to identify a maximal set of such vertices that can be removed from $\mathcal{C}$ without violating the connectivity requirement. To do this, the algorithm queries in an arbitrary order one-by-one all the vertices $v \in \mathcal{C}$ to determine whether $G[\tilde{\mathcal{D}} \backslash v]$ is connected. This can be done using a data structure from Holm et al. [22] that requires $\widetilde{O}(1)$ per query. Whenever
the algorithm identifies a vertex such that $G[\tilde{\mathcal{D}} \backslash v]$ is connected, it can safely remove it from $\mathcal{C}$. The complexity of this step is therefore $\widetilde{O}(n)$ to find all articulation points, and an extra $\widetilde{O}(\Delta)$ for each of the vertices we remove from $\mathcal{C}$.

The following three lemmas conclude the proof: the first shows that the algorithm is correct, the second the $\widetilde{O}(n)$ time bound and the third the $O(\log n)$ approximation ratio.

- Lemma 8. The algorithm that first restores the connectivity of $\mathcal{C} \cup \mathcal{D}$ and then the minimality of $\mathcal{C}$ is correct: it gives a minimal set $\mathcal{C}$ such that $\mathcal{C} \cup \mathcal{D}$ is connected.

Proof. After restoring the connectivity requirement the algorithm maintains a spanning tree of $\tilde{\mathcal{D}}$, so $G[\tilde{\mathcal{D}}]$ is indeed connected. In the following steps, before the algorithm removes a vertex $v$ from $\mathcal{C}$, it first verifies that $G[\tilde{\mathcal{D}} \backslash v]$ remains connected, which guarantees that $G[\tilde{\mathcal{D}}]$ is connected at the end of the update procedure. Since the black box ensures that $\mathcal{D}$ is a $\mathrm{DS}, \tilde{\mathcal{D}}$ is a DS too: hence at the end, $\tilde{\mathcal{D}}$ satisfies both the domination and the connectivity requirements. It remains to show that $\mathcal{C}$ is minimal, i.e., that all vertices in $\mathcal{C}$ are articulation points in $G[\tilde{\mathcal{D}}]$. Since during the second step the algorithm only removes vertices from $\mathcal{C}$, a vertex that was not an articulation point cannot become one, and therefore the loop to find the articulation points is correct. The set $\mathcal{C}$ is therefore a minimal set such that $\mathcal{C} \cup \mathcal{D}$ is connected.

- Lemma 9. The amortized complexity of the algorithm is $\widetilde{O}(n)$ per update.

Proof. The amortized cost of the black box to compute $\mathcal{D}$ is $\widetilde{O}(\Delta)$. We analyze now the additional cost of maintaining $\tilde{\mathcal{D}}$. As shown in this section, the cost to add or delete a vertex from $\tilde{\mathcal{D}}$ is $\widetilde{O}(\Delta)$. To prove the lemma, we bound the number of changes in $\tilde{\mathcal{D}}$. For that, we count the number of vertices added to $\tilde{\mathcal{D}}$ : in an amortized sense this bounds the number of changes too. Formally, we pay a budget $\operatorname{deg}(v)$ when $v$ is added to $\tilde{\mathcal{D}}$. Following insertions and deletions of edges adjacent to $v$, we update this budget (with a constant cost), so that when $v$ gets deleted from $\tilde{\mathcal{D}}$ a budget equal to its degree is available to spend.

From Corollary 6, the black box makes at most $\widetilde{O}(1)$ changes to $\mathcal{D}$ per update (in an amortized sense). If it removes a vertex from $\mathcal{D}$, we showed previously that no new vertex is added to $\tilde{\mathcal{D}}$. The number of additions to $\tilde{\mathcal{D}}$ is therefore $\widetilde{O}(1)$. Moreover, in the case of an edge deletion, at most two vertices are added to $\tilde{\mathcal{D}}$ to maintain the connectivity. Since restoring the minimality requires only to delete vertices, the total number of additions into $\tilde{\mathcal{D}}$ is $\widetilde{O}(1)$. As the cost for any of these additions is $\widetilde{O}(\Delta)$, the total cost of this algorithm is upper bounded by the loop to find the articulation points, which is $\widetilde{O}(n)$.

- Lemma 10. The algorithm maintains a $O(\log n)$ approximation for $M C D S$, i.e. $|\mathcal{C} \cup \mathcal{D}|=$ $O(\log n) \cdot O P T$

Proof. We first prove that $|\mathcal{C}| \leq 2|\mathcal{D}|$, using the minimality of $\mathcal{C}$. Each vertex of $\mathcal{C}$ is there to connect some components of $\mathcal{D}$. Consider the graph $(W, F)$ where vertices $W$ are either connected components of $\mathcal{D}$ or vertices of $\mathcal{C}$, and the set $F$ of edges is constructed as follows. Start with a graph containing one vertex for each connected component of $\mathcal{D}$, and add vertices of $\mathcal{C}$ one by one. When the vertex $v$ is added, identify a node $u$ in $\mathcal{D}$ adjacent to $v$ such that adding the edge $(u, v)$ to $F$ does not create a cycle: add to $F$ an edge between $v$ and the node corresponding to the connected component containing $u$. It is always possible to find such a vertex $u$, otherwise $v$ would not be necessary for the connectivity, which would contradict the minimality of $\mathcal{C}$. This process gives a forest such that every node of $\mathcal{C}$ is adjacent to a connected component of $\mathcal{D}$. Since $\mathcal{C} \cup \mathcal{D}$ is connected, it is possible to complete $F$ to make it a tree, adding some other edges. This tree has the two following properties.
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1. The leaves are vertices that correspond to connected component of $\mathcal{D}$ : indeed, if a vertex of $\mathcal{C}$ was a leaf in this tree, it could be removed without losing the connecting of $\mathcal{C} \cup \mathcal{D}$, which would contradict the minimality of $\mathcal{C}$.
2. Any vertex of $\mathcal{C}$ is adjacent to a connected component of $\mathcal{D}$, by construction of the forest.

These properties ensure that for every subtree rooted at a vertex of $\mathcal{C}$, there is a $\mathcal{D}$ vertex at distance at most 2 from the root: otherwise, the vertices at distance 1 from it would be from $\mathcal{C}$ and adjacent only to $\mathcal{C}$ vertices. Moreover, since a $\mathcal{C}$ vertex is not a leaf, it has necessarily some descendant and the reasoning applies. Therefore, by rooting the tree at an arbitrary vertex of $\mathcal{C}$, we can charge every $\mathcal{C}$ vertex to a $\mathcal{D}$ descendant at distance at most 2 . As a $\mathcal{D}$ vertex can be charged only by an ancestor at most two levels above it, it is charged at most twice. This ensures that $|\mathcal{C}| \leq 2|\mathcal{D}|$.

Moreover, since $\mathcal{D}$ is a $O(\log n)$ approximation of MDS, $|\mathcal{D}|=O(\log n) \cdot$ OPT. Putting things together, we have $|\mathcal{C} \cup \mathcal{D}|=|\mathcal{C}|+|\mathcal{D}|=O(\log n) \cdot$ OPT.

Combining Lemmas 8,9 and 10 proves our claim: there is a $\widetilde{O}(n)$ algorithm to maintain a $O(\log n)$ approximation of the Minimum Connected Dominating Set. The main bottleneck of this approach is the time spent by the algorithm in the second phase to query all vertices in $\mathcal{C}$ in order to identify the vertices that are no longer articulation points. In the next section we present an algorithm that overcomes this limitation and is able to identify the necessary vertices more efficiently.

## 4 A more intricate $\widetilde{O}(\Delta)$ algorithm to restore the minimality of $\mathcal{C}$

In this section we present a more sophisticated algorithm for implementing the phase that guarantees the minimality of the maintained connected dominating set. This gives a proof of Theorem 3. We focus on a single edge update: indeed, when a vertex is added to (or removed from) $\tilde{\mathcal{D}}$, one can simply add (or remove) all its edges one by one. As in the analysis of the complexity in Lemma 9, the amortized number of changes in $\tilde{\mathcal{D}}$ is $\widetilde{O}(1)$. We aim now at proving that the time required for handling a single change is $\widetilde{O}(\Delta)$ : for that, we treat edge insertions and deletions to $\tilde{\mathcal{D}}$ one by one, and prove that any edge update can be done in $\widetilde{O}(1)$, which would prove the claimed bound. Our algorithm maintains another spanning forest $F$ of $G[\tilde{\mathcal{D}}]$ (unweighted) using the algorithm from [22].

- Lemma 11. The vertices of $\mathcal{C}$ that are not articulation points after the insertion of the edge $(v, w)$ all lie on the tree path $v \ldots w$ of $F$. Moreover, the removal of any of these vertices results in the other vertices being articulation points again.

Proof. Let $G_{b}$ be the graph before the insertion of $(v, w)$, and $G_{a}$ be the one after. Let $u$ be a vertex that is an articulation point in $G_{b}[\tilde{\mathcal{D}}]$ but not in $G_{a}[\tilde{\mathcal{D}}]$. Suppose by contradiction that $u$ is not on the tree path $v \ldots w$ : that means that $v$ and $w$ are connected in $G_{b}[\tilde{\mathcal{D}}] \backslash\{u\}$. Since $u$ is an articulation point in $G_{b}[\tilde{\mathcal{D}}], v$ is not connected to some vertex $x$ in $G_{b}[\tilde{\mathcal{D}}] \backslash\{u\}$. But as $v$ and $w$ are connected in $G_{b}[\tilde{\mathcal{D}}] \backslash\{u\}$, adding the edge $(v, w)$ does not connect $v$ and $x$ and therefore $u$ is still an articulation point after the insertion of the edge. Therefore, all the articulation points that can be removed are in the cycle $v \ldots w, v$. Since they are not articulation points in $G_{a}[\tilde{\mathcal{D}}]$, they separate $G_{b}[\tilde{\mathcal{D}}]$ in only two components: one with $v$, the other with $w$. Therefore, $v \ldots w, v$ is the only cycle containing $v$ and $w$, and removing any vertex from it make the articulation points of $G_{b}[\tilde{\mathcal{D}}]$ be articulations point in $G_{a}[\tilde{\mathcal{D}}]$, because they disconnect $v$ and $w$ again.

Lemma 11 allows us to focus on the following problem: find a vertex in $\mathcal{C}$ that is no longer an articulation point in $G[\tilde{\mathcal{D}}]$ after the insertion of the edge $(v, w)$. To achieve this, the algorithm maintains for each vertex $v \in \mathcal{C}$ the number $n c(v)$ of connected component of $G[\mathcal{D} \backslash v]$. For $v \notin \mathcal{C}$ we set for convenience $n c(v)$ to be the number of connected component in $G[\mathcal{D} \backslash v]$ plus $n$. This information can be used as follows: when an edge $(v, w)$ is added, if for one vertex $u \in \mathcal{C}$ it holds $n c(u)=1$ then $u$ is removed from $\mathcal{C}$ (because it is no longer an articulation point). To identify such a vertex, the algorithm queries for the minimal value along the path $v \ldots w$ in $T$ : if the minimum value is 1 , the corresponding vertex is removed from $\mathcal{C}$. This removal makes all the other vertices of the set $\mathcal{C}$ articulation points again: by Lemma 11, the cycle created by the insertion of $(v, w)$ is broken by the deletion of $u$ from $G[\tilde{\mathcal{D}}]$.

Notice that we are only interested in the $n c(v)$ values of the vertices in $\mathcal{C}$, as $n c(v)>n$ for $v \notin \mathcal{C}$. Since we compute a minimum and the values relevant are smaller than $n$, this is equivalent to ignoring $v$. The advantage of this offset is that when $v$ becomes part of $\mathcal{C}$, it is sufficient to decrease its value by $n$ to make it consistent. We now show how to keep this value up to date after adding or removing an edge.

Maintaining the $\boldsymbol{n c} \boldsymbol{c}(\boldsymbol{v})$ values in a top-tree. For this purpose, we use the biconnectivity data structure from [22] (called top-tree) on the subgraph $G[\tilde{\mathcal{D}}]$. To avoid cumbersome notation, we pretend that we execute the algorithm on $G$, although the underlying graph on which we execute the algorithm is $G[\tilde{\mathcal{D}}]$. We also assume that the number of vertices remains $n$ throughout the execution, which is simply implemented by removing from $G$ all incident edges from the vertices with no incident edges in $G[\tilde{\mathcal{D}}]$.

We now briefly describe the approach of [22]. The algorithm maintains a spanning forest $F$ of $G$ and assigns a level $\ell(e)$ to each edge $e$ of the graph. Let $G_{i}$ be the graph composed of $F$ and all edges of level at least $i$. The levels are attributed such that the following invariant is maintained:

- Invariant 2. The maximal number of vertices in a biconnected component of $G_{i}$ is $\left\lceil n / 2^{i}\right\rceil$.

Therefore the algorithm needs only to consider $\left\lceil\log _{2} n\right\rceil$ levels. Whenever an edge $(v, w)$ is deleted, one needs to find which vertices in the path $v \ldots w$ in $F$ are still biconnected. We use the following notion to describe the algorithm.

- Definition 12. A vertex $u$ is covered by a nontree edge $(x, y)$ if it is contained in a tree cycle induced by $(x, y)$. We say that a path $v \ldots w$ is covered at level $i$ if every of its node is in a tree cycle induced by an edge at level greater than $i$.

Mark that all the vertices that are covered by a given edge are in the same biconnected component.

When a non-tree edge $(v, w)$ is removed, it may affect the 2-edge connected components along the tree-path $v \ldots w$ in $T$. To find which vertices are affected, the following algorithm is used in [22]. It first marks the vertices in $v \ldots w$ as no longer covered at level $\ell(v, w)$. Then, it iterates over edges $(x, y)$ that could cover $v \ldots w$, i.e., the ones such that the intersection between $x \ldots y$ and $v \ldots w$ is not empty, and marks the vertices in this intersection as covered. This step is explained in the following function, which is called for all level $i$ from $\ell(v, w)$ down to 0 . meet $(v, w, x)$ is the intersection of the tree paths $v \ldots w, v \ldots x$ and $x \ldots w$.
$\operatorname{Recover}(v, w, i)$. Set $u:=v$, and iterate over the vertices of $v \ldots w$ towards $w$. For each value of $u$, consider each nontree edge $(q, r)$ with $\operatorname{meet}(q, v, w)=u$ and such that $u \ldots q$ is covered at level $i$. If it is possible without breaking Invariant 2 , increase the level of $(q, r)$
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to $i+1$ and mark the edges of $q \ldots r$ covered at level $i+1$. Otherwise, mark them covered at level $i$ and stop. If the phase stopped, start a second symmetric phase with $u=w$ and iterating on $w \ldots v$ towards $v$.
As shown in [22], this is correct and runs in $O\left(\log ^{4}\right)$ amortized time.


Figure 1 The edge ( $q, r$ ) covers some node $u$ on the path $v \ldots w$.
In our case, we are interested in the vertices $u$ whose value $n c(u)$ changes. They are exactly those that are still marked as not covered at the end of the process. Indeed, if an edge $(q, r)$ covers a vertex $u$ (see Figure 1), then $v$ and $w$ are still connected in $G[D \backslash u]$, hence the connected component of $G[D \backslash u]$ do not change. However, if $u$ is not covered by any edge, then $v$ and $w$ gets disconnected in $G[D \backslash u]$, thus $n c(u)$ must be updated.

We maintain the $n c(\cdot)$ values in a top-tree, as follows. We call a segment a subpath of $v \ldots w$. The idea is to maintain the non-covered segments and decrease the $n c$ values along these at the end of the process. The top-trees allow us to alter the value of a segment of a path in $O($ poly $\log n)$ time.


Figure 2 The black segments are covered by edges $\left(q_{i}, r_{i}\right)$. The red segments are uncovered.
Computing the list of uncovered segments. To find the uncovered segments (in red on Figure 2), we sort the covered ones and take the complementary. Let $\left(q_{1}, r_{1}\right), \ldots,\left(q_{k}, r_{k}\right)$ be the nontree edges considered in the execution of Recover, and let $x_{i}=L C A\left(v, q_{i}\right)$ and $y_{i}=L C A\left(v, r_{i}\right)$ (where $L C A(u, v)$ is the lowest common ancestor of $u$ and $v$ in the tree). The covered segments are exactly the $\left(x_{i}, y_{i}\right)$. Using lowest common ancestor queries, it is
possible to sort those segments according to the position of $x_{i}$ along the path $v \ldots w$. Given the segments in order, it is then possible to determine the uncovered segments in linear time: they correspond to the complementary of those segments. Answering a lowest common ancestor query on a dynamic tree can be done in $O(\log n)$ (see [29]), hence it is possible to sort the covered segments in time $O\left(k \log ^{2} n\right)$ and to find the uncovered segments with the same complexity.

Since $k$ is the number of edges that move to a higher level during a call to Recover, and the maximum level is $\log n$, the total complexity of computing the uncovered segments is at most $\log ^{3} n$ per edges. Hence the overall complexity is $O\left(\log ^{4} n\right)$, which is the cost of the function Recover.

Adding an edge. To add an edge, two things are required: first decrease some $n c$ value, and then query if a vertex has a $n c$ value 1 . We have to decrease the $n c$ value of a vertex $y$ if and only if its predecessor and its successor along the tree path $v \ldots w$ were not connected in $\mathcal{D} \backslash\{y\}$ before the insertion of $(v, w)$. This turns out to be equivalent to saying that $y$ is not covered: thus, the algorithm needs to compute the list of segments along $v \ldots w$ that were uncovered before the insertion of $(v, w)$. It then must decrease the $n c$ values along these segments, because they become connected. This is analogous to the case of an edge deletion: the latter can be used the following way. First add the edge $(v, w)$ (and make updates to the data structure according to [22]), then delete it using the algorithm from the previous section, with the only difference that, instead of increasing the $n c$ values along the uncovered segments, the algorithm decrease them.

It is then easy to find the minimum $n c$ value along the path $v \ldots w$, using the top-tree. If this value is 1 , we can remove the corresponding vertex from $\mathcal{C}$. To remove it, we remove its incident edges one by one, each time updating the $n c$ values of the remaining vertices.

The results of this section are summarized in the following lemma.

- Lemma 13. After these updates, $\mathcal{C}$ is minimal. Moreover, the algorithm runs in amortized time $\widetilde{O}(1)$ for a single edge update.

A direct corollary of this lemma and Lemma 9 is Theorem 3.

- Corollary 14 (Theorem 3). The whole algorithm to maintain the Connected DS is correct and runs in time $\widetilde{O}(\Delta)$
Proof. The correctness follows from Lemma 13 and from the correctness of the $\widetilde{O}(n)$ algorithm. As for the running time, the only difference from Lemma 9 is the search for articulation points: this takes $\widetilde{O}(1)$ for each edge added or removed from $\tilde{\mathcal{D}}$, and consequently $\widetilde{O}(\Delta)$ for each node added to or removed from $\tilde{\mathcal{D}}$. This yields that the algorithm takes $\widetilde{O}(\Delta)$ amortized time per update.


## 5 A $O(\min (\Delta, \sqrt{m}))$ amortized algorithm for Minimal Dominating Set

This section presents a faster algorithm if one is only interested in finding a Minimal DS. This is a DS in which it is not possible to remove a vertex, but it can be arbitrarily big. For instance, in a star, the Minimum DS is only one vertex (the center), but its complementary is another minimal DS and has size $n-1$. This result highlights the difference between MIS and Minimal DS: the best known deterministic complexity for MIS is $O\left(m^{2 / 3}\right)$, whereas we present here a $O(\sqrt{m})$ algorithm for Minimal DS.

Key idea. When one needs to add a new vertex to the dominating set in order to dominate a vertex $v$, he can choose a vertex with degree $O(\sqrt{m})$, either $v$ or one of its neighbors (a similar idea appears in Neiman et al. [27]). We present an algorithm with complexity proportional to the degree of the vertex added to the DS: this will give a $O(\min (\Delta, \sqrt{m}))$ algorithm. To analyze the complexity, we follow an argument similar to the one for CDS. At most one vertex is added to the DS at every step, even though several can be removed. Therefore we can pay for the (future) deletion of a vertex at the time it enters the DS.

For a vertex $v, N(v)$ is the set of its neighbors, including $v$. Let $\mathcal{D}$ be the dominating set maintained by the algorithm. If $v \in \mathcal{D}$ and $u \in N(v)$, we say that $v$ dominates $u$.

For each vertex $v$, the algorithm keeps this sets up-to-date:

- let $N_{\mathcal{D}}(v)$ be the set of neighbors of $v$ that are in the dominating set $\mathcal{D}$, i.e., $N_{\mathcal{D}}(v)=$ $\mathcal{D} \cap N(v)$
- if $v \in \mathcal{D}$, let $\operatorname{Only} \operatorname{By}(v)$ be the set of neighbors of $v$ that are dominated only by $v$, i.e., $\operatorname{OnlyBy}(v)=\left\{u \in N(v)|\quad| N_{\mathcal{D}}(u) \mid=1\right\}$

Note that $N_{\mathcal{D}}(v)$ and $\operatorname{OnlyBy}(v)$ are useful to check, throughout any sequence of updates, whether a vertex $v$ must be added to or removed from the current dominating set. In particular, if $N_{\mathcal{D}}(v)=\emptyset$ then $v$ is not dominated by any other vertex, and thus it must be included in the dominating set. On the other hand, if $\operatorname{OnlyBy}(v)=\emptyset$, all the neighbors of $v$ ( $v$ included) are already dominated by some other vertex, and thus $v$ could be removed from the dominating set.

### 5.1 The algorithm

We now show how to maintain a minimal dominating set $\mathcal{D}$ and the sets $N_{\mathcal{D}}(v)$ and $\operatorname{OnlyBy}(v)$, for each vertex $v$, under arbitrary sequences of edge insertions and deletions. We first describe two basic primitives, which will be used by our insertion and deletion algorithms: adding a vertex to and deleting a vertex from a dominating set $\mathcal{D}$.

Adding a vertex $\boldsymbol{v}$ to $\mathcal{D}$. Following some edge insertion or deletion, it may be necessary to add a vertex $v$ to the current dominating set $\mathcal{D}$. In this case, we scan all its neighbors $u$ and add $v$ to the sets $N_{\mathcal{D}}(u)$. If before the update $N_{\mathcal{D}}(u)$ consisted of a single vertex, say $w$, we also have to remove $u$ from the set $\operatorname{OnlyBy}(w)$, since now $u$ is dominated by both $v$ and $w$. If $\operatorname{OnlyBy}(w)$ becomes empty after this update, we remove $w$ from $\mathcal{D}$ since it is no longer necessary in the dominating set.

Removing a vertex $\boldsymbol{v}$ from $\mathcal{D}$. When a vertex $v$ is removed from the dominating set, we have to remove $v$ from all the sets $N_{\mathcal{D}}(u)$ such that $u \in N(v)$. If after this update $N_{\mathcal{D}}(u)$ consists of a single vertex, say $w$, we add $u$ to $\operatorname{OnlyBy}(w)$.

Edge insertion. Let $(u, v)$ be an edge to be inserted in the graph. We distinguish three cases depending on whether $u$ and $v$ are in the dominating set $\mathcal{D}$ before the insertion. If neither of them is in the dominating set (i.e., $u \notin \mathcal{D}$ and $v \notin \mathcal{D}$ ), then nothing needs to be done. If both are in the dominating set (i.e., $u \in \mathcal{D}$ and $v \in \mathcal{D}$ ), then we start by adding $v$ to the set $N_{\mathcal{D}}(u)$. If $u$ was only necessary to dominate itself, we remove $u$ from $\mathcal{D}$. Otherwise, we add $u$ to $N_{\mathcal{D}}(v)$ and perform the same check on $v$.

If only one of them is in the dominating set (say, $u \notin \mathcal{D}$ and $v \in \mathcal{D}$ ), we have to add $v$ to the set $N_{\mathcal{D}}(u)$. As in the case of adding a vertex to $\mathcal{D}$, this may cause the removal of another vertex from the dominating set. This can happen only if before the insertion, $N_{\mathcal{D}}(u)=\{w\}$
for some vertex $w$ and $\operatorname{Only} \operatorname{By}(w)=\{u\}$ : in other terms, $u$ was dominated only by $w$, and $w$ was in the dominating set only to dominate $u$. Since after the addition of the edge ( $u, v$ ) $u$ is also dominated by $v, w$ can be removed from the dominating set.

Edge deletion. Let $(u, v)$ be the edge being deleted from the graph. We distinguish again the same three cases as before. If $u \notin \mathcal{D}$ and $v \notin \mathcal{D}$, nothing needs to be done. If both $u \in \mathcal{D}$ and $v \in \mathcal{D}$, we just have to remove $u$ (resp. $v$ ) from the sets $N_{\mathcal{D}}(u)$ and $\operatorname{OnlyBy}(u)$ (resp. $N_{\mathcal{D}}(v)$ and OnlyBy $\left.(v)\right)$.

If only one of them is in the dominating set, say $u \notin \mathcal{D}$ and $v \in \mathcal{D}$, then we have to remove $v$ from $N_{\mathcal{D}}(u)$. Now, there are two different subcases:

- If $N_{\mathcal{D}}(u) \neq\{v\}$ before the deletion, then nothing needs to be done.
- Otherwise, we have to remove $u$ from $\operatorname{OnlyBy}(v)$ : if $\operatorname{OnlyBy}(v)=\emptyset$ after this operation, then we can safely remove $v$ from $\mathcal{D}$. The algorithm must find a new vertex to dominate $u$ : we simply add $u$ to the dominating set.


### 5.2 Running time

Adding or removing a vertex $v$ from the dominating set can be done in time $O(\operatorname{deg}(v))$, where $\operatorname{deg}(v)$ is the degree of $v$ in the current graph. While several vertices can be removed from $\mathcal{D}$ at every step, only one can be added (following an edge deletion): the amortized complexity of the algorithm is therefore $O(\Delta)$, where $\Delta$ is an upper bound on the degree of the nodes.

Nevertheless, it is possible to chose the vertex to be added to the dominating set more carefully. When the algorithm must find a new vertex to dominate vertex $u$, it does the following:

- If $\operatorname{deg}(u) \leq 2 \sqrt{m}+1$, the algorithm simply adds $u$ to $\mathcal{D}$.
- Otherwise, $\operatorname{deg}(u)>2 \sqrt{m}+1$. The algorithms finds a vertex $w \in N(u)$ with $\operatorname{deg}(w) \leq$ $\sqrt{m}$ and adds $w$ to $\mathcal{D}$. Note that such a vertex $w$ can be found by simply scanning only $2 \sqrt{m}+1$ neighbors of $u$, since (by averaging) at least one of them must have degree smaller than $\sqrt{m}$.
In both cases, the insertion takes time $O(\min (\Delta, \sqrt{m}))$.
When a vertex $v$ is deleted from the dominating set, its degree can be potentially larger than $2 \sqrt{m}$. However, when $v$ was added to the dominating set its degree must have been $O(\sqrt{m})$ : this implies that many edges were added to $v$, and we can amortize the work over those edges. More precisely, when a vertex $v$ enters the dominating set, we put a budget $\operatorname{deg}(v)$ on it. Every time an edge incident to $v$ is added to the graph, we increase by one this budget, so that when $v$ has to be removed from $\mathcal{D}, v$ has a budget larger than $\operatorname{deg}(v)$ that can be used for the operation.
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#### Abstract

In the NP-hard edge dominating set problem (EDS) we are given a graph $G=(V, E)$ and an integer $k$, and need to determine whether there is a set $F \subseteq E$ of at most $k$ edges that are incident with all (other) edges of $G$. It is known that this problem is fixed-parameter tractable and admits a polynomial kernelization when parameterized by $k$. A caveat for this parameter is that it needs to be large, i.e., at least equal to half the size of a maximum matching of $G$, for instances not to be trivially negative. Motivated by this, we study the existence of polynomial kernelizations for EDS when parameterized by structural parameters that may be much smaller than $k$.

Unfortunately, at first glance this looks rather hopeless: Even when parameterized by the deletion distance to a disjoint union of paths $P_{3}$ of length two there is no polynomial kernelization (under standard assumptions), ruling out polynomial kernelizations for many smaller parameters like the feedback vertex set size. In contrast, somewhat surprisingly, there is a polynomial kernelization for deletion distance to a disjoint union of paths $P_{5}$ of length four. As our main result, we fully classify for all finite sets $\mathcal{H}$ of graphs, whether a kernel size polynomial in $|X|$ is possible when given $X$ such that each connected component of $G-X$ is isomorphic to a graph in $\mathcal{H}$.
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## 1 Introduction

In the EDGE Dominating SET problem (EDS) we are given a graph $G=(V, E)$ and an integer $k$, and need to determine whether there is a set $F \subseteq E$ of at most $k$ edges that are incident with all (other) edges of $G$. It is known that this is equivalent to the existence of a maximal matching of size at most $k$. The edge dominating set problem is NP-hard but admits a simple 2-approximation by taking any maximal matching of $G$. It can be solved in time $\mathcal{O}^{*}\left(2.2351^{k}\right)^{1}$ [18], making it fixed-parameter tractable for parameter $k$. Additionally, for EDS any given instance ( $G, k$ ) can be efficiently reduced to an equivalent one ( $G^{\prime}, k^{\prime}$ ) with only $\mathcal{O}\left(k^{2}\right)$ vertices and $\mathcal{O}\left(k^{3}\right)$ edges [33] (this is called a kernelization).

The drawback of choosing the solution size $k$ as the parameter is that $k$ is large on many types of easy instances. This has been addressed for many other problems by turning to so called structural parameters that are independent of the solution size. Two lines of research in this direction have yielded polynomial kernelizations for several other NP-hard problems.
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One possibility is to choose the parameter as the size of a set $X$ such that $G-X$ belongs to some class $\mathcal{C}$ where the problem in question can be efficiently solved; such sets $X$ are called modulators. The other possibility is to parameterize above some lower bound for the solution, i.e., the parameter is the difference between the solution size $k$ and the lower bound.

The VERTEX COVER problem, where, given a graph $G$ and an integer $k$, we are asked whether there are $k$ vertices that are incident with all edges, has been successfully studied under different structural parameters. It had been observed that vertex cover is FPT parameterized by the size of a modulator to a class $\mathcal{C}$ when one can solve vertex cover on graphs that belong to $\mathcal{C}$ in polynomial time; e.g. if $\mathcal{C}$ is the graph class of forests or, more generally, of bipartite or Kőnig graphs. Furthermore, there also exist kernelizations for VERTEX COVER parameterized by modulators to some graph classes $\mathcal{C}$. The first of a number of such results is due to Jansen and Bodlaender [19] who gave a kernelization with $\mathcal{O}\left(\ell^{3}\right)$ vertices where $\ell$ is the size of a (minimum) feedback vertex set of the input graph. Clearly, the solution size $k$ cannot be bounded in terms of $\ell$ alone because forests already have arbitrarily large minimum vertex covers. This result has been generalized, e.g., for parameterization by the size of an odd cycle transversal [24].

There are also parameterized algorithms for VERTEX COVER above lower bounds that address the specific complaint about the seemingly unnecessarily large parameter value $k$ in many graph classes. It was first shown that VERTEX COVER parameterized by $\ell=k-M M$ where $M M$ stands for the size of a maximum matching is FPT [27]. In other words, the parameter value $\ell$ is the difference between $k$ and the obvious lower bound. This has been improved to work also for parameterization by $\ell=k-L P$ where $L P$ stands for the minimum fractional vertex cover (as determined by the LP relaxation) [5, 25] and, recently, even for parameter $\ell=k-(2 L P-M M)$ [13]. All of these above lower bound parameterizations of VERTEX COVER also have randomized polynomial kernelizations [24, 23].

Motivated by the number of positive results for VERTEX COVER parameterized by structural parameters we would like to know whether some of these results carry over to the related but somewhat more involved EDGE DOMINATING SET problem.

Our results. For kernelization subject to the size of a modulator to some tractable class $\mathcal{C}$ there is bad news: Even if $\mathcal{C}$ contains only the disjoint unions of paths of length two (consisting of three vertices each) we show that there is no polynomial kernelization for parameterization by $|X|$ with $G-X \in \mathcal{C}$ unless NP $\subseteq$ coNP/poly (and the polynomial hierarchy collapses). The same is true when $\mathcal{C}$ contains at least all disjoint unions of triangles. Thus, for the usual program of studying modulators to well-known hereditary graph classes $\mathcal{C}$ there is essentially nothing left to do because the only permissible connected components would have one or two vertices. ${ }^{2}$ That said, as the next result shows, this perspective would ignore an interesting landscape of positive and negative results that can be obtained by permitting certain forms of connected components in $G-X$ but not necessarily all induced subgraphs thereof, i.e., by dropping the requirement that $\mathcal{C}$ needs to be hereditary (closed under induced subgraphs).

Indeed, there is, e.g., a polynomial kernelization for parameter $|X|$ when all connected components of $G-X$ are paths of length four. This indicates that the structure even of constant-sized components permitted in $G-X$ determines in a nontrivial way whether or not there is a polynomial kernelization. Note the contrast with VERTEX COVER where a modulator to component size $d$ admits a kernelization with $\mathcal{O}\left(k^{d}\right)$ vertices for each fixed $d$. Naturally, we are interested in finding out exactly which cases admit polynomial kernelizations.

[^52]This brings us to our main result. For $\mathcal{H}$ a set of graphs, say that $G$ is an $\mathcal{H}$-component graph if each connected component of $G$ is isomorphic to some graph in $\mathcal{H}$. We fully classify the existence of polynomial kernelizations for parameterization by the size of a modulator to the class of $\mathcal{H}$-component graphs for all finite sets $\mathcal{H}$. To clarify, the input consists of $(G, k, X)$ such that $G-X$ is an $\mathcal{H}$-component graph and the task is to determine whether $G$ has an edge dominating set of size at most $k$; the parameter is $|X|$. Note that these problems are fixed-parameter tractable for all finite sets $\mathcal{H}$ because $G$ has treewidth at most $|X|+\mathcal{O}(1)$.

- Theorem 1. For every finite set $\mathcal{H}$ of graphs, the EDGE DOMINATING SET problem parameterized by the size of a given modulator $X$ to the class of $\mathcal{H}$-component graphs falls into one of the following two cases:

1. It has a kernelization with $\mathcal{O}\left(|X|^{d}\right)$ vertices, $\mathcal{O}\left(|X|^{d+1}\right)$ edges, and size $\mathcal{O}\left(|X|^{d+1} \log |X|\right)$. Moreover, unless $\mathrm{NP} \subseteq$ coNP/poly, there is no kernelization to size $\mathcal{O}\left(|X|^{d-\varepsilon}\right)$ for any $\varepsilon>0$. Here $d=d(\mathcal{H})$ is a constant depending only on the set $\mathcal{H}$.
2. It has no polynomial kernelization unless $\mathrm{NP} \subseteq$ coNP/poly.

To obtain the classification one needs to understand how connected components of $G-X$ that are isomorphic to some graph $H \in \mathcal{H}$ can interact with a solution for $G$, and to derive properties of $H$ that can be leveraged for kernelizations or lower bounds for kernelization. Crucially, edge dominating sets for $G$ may contain edges between $X$ and components of $G-X$. From the perspective of such a component (isomorphic to $H$ ) this is equivalent to first covering edges incident with some vertex set $B \subseteq V(H)$ (the endpoints of chosen edges to $X$ ) and then covering the remaining edges by a minimum edge dominating set for $H-B$. Depending on the size of a minimum edge dominating set of $H-B$ and further properties of $H$, such a set $B$ may be used to rule out any polynomial kernelizations or to give a lower bound of $\mathcal{O}\left(|X|^{d-\varepsilon}\right)$ for the kernel size, where $d=|B|$. Conversely, absence of such sets or an upper bound for their size can be leveraged for kernelizations. Some sets $B$ may make others redundant, further complicating both upper and lower bounds.

For a given finite set $\mathcal{H}$ of graphs, the lower bound obtained from the classification is simply the strongest one over all $H \in \mathcal{H}$. If this does not already rule out a polynomial kernelization then, for each $H \in \mathcal{H}$, we can reduce the number of components isomorphic to $H$ to $\mathcal{O}\left(|X|^{d(H)}\right)$ where $d(H)$ depends only on $H$. Moreover, we also have the almost matching lower bound of $\mathcal{O}\left(|X|^{d(H)-\varepsilon}\right)$, assuming NP $\nsubseteq$ coNP/poly. The value $d(\mathcal{H})$ is the maximum over all $d(H)$ for $H \in \mathcal{H}$ that yield such a polynomial lower bound; it can be computed in time depending only on $\mathcal{H}$, i.e., in constant time for each fixed $\mathcal{H}$.

Regarding parameterization above lower bounds, we prove that it is NP-hard to determine whether a graph $G$ has an edge dominating set of size equal to the lower bound of half the size of a maximum matching. This rules out any positive results for parameter $\ell=k-\frac{1}{2} M M$.

Related work. The parameterized complexity of EDGE DOMINATING SET has been studied in a number of papers $[9,10,31,32,33,34,8,18]$. Structural parameters were studied, e.g., by Escoffier et al. [8] who obtained an $\mathcal{O}^{*}\left(1.821^{\ell}\right)$ time algorithm where $\ell$ is the vertex cover size of the input graph, and by Kobler and Rotics [22] who gave a polynomial-time algorithm for graphs of bounded clique-width. It is easy to see that EDS is fixed-parameter tractable with respect to the treewidth of the input graph. Prieto [26] was the first to find a kernelization to $\mathcal{O}\left(k^{2}\right)$ vertices for the standard parameterization by $k$; this was improved to $\mathcal{O}\left(k^{2}\right)$ vertices and $\mathcal{O}\left(k^{3}\right)$ edges by Xiao et al. [33] and further tweaked by Hagerup [15]. Our work appears to be the first to study the existence of polynomial kernelizations for EDS subject to structural parameters, though some lower bounds, e.g., for parameter treewidth are obvious.
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Classically, edge dominating set remains NP-hard on planar cubic graphs, bipartite graphs with maximum degree three [36]. This implies NP-hardness already for $|X|=0$ when considering parameterization by a modulator to any graph class containing this special case. edge dominating set has also been studied from the perspective of approximation [12, 4, $3,29,8]$, enumeration [20, 14, 21], and exact exponential-time algorithms [28, 32, 30, 35].

Organization. We begin with some preliminaries in Section 2. Section 3 provides some intuition for the main result by proving the lower bound for EDGE DOMINATING SET parameterized by the size of a modulator to a $P_{3}$-component graph as well as the polynomial kernelization for parameterization by the size of a modulator to a $P_{5}$-component graph. Section 4 gives a detailed statement of the main result including the required definitions to determine which result applies for any given set $\mathcal{H}$. Due to space restrictions, the proof of the main result and the hardness proof for parameter $\ell=k-\frac{1}{2} M M$ are deferred to the full version of this work. We conclude in Section 5.

## 2 Preliminaries

We use standard graph notation as given by Diestel [7]. In particular, for a graph $G=(V, E)$ we let $N(v)=\{u \in V \mid\{u, v\} \in E\}$ and $N[v]=N(v) \cup\{v\}$; similarly, $N[X]=\bigcup_{x \in X} N[x]$ and $N(X)=N[X] \backslash X$. We let $E(X, Y)=\{\{x, y\} \mid x \in X, y \in Y\}$ and we let $\delta(v)=$ $\{\{u, v\} \mid u \in V,\{u, v\} \in E\}$. By $G[X]$ we denote the induced subgraph of $G$ on vertex set $X$ and by $G-X$ the induced subgraph on vertex set $V \backslash X$; we let $G-v=G-\{v\}$. We denote the size of a minimum edge dominating set of a graph $G$ by $\operatorname{EDS}(G)$.

Let $\mathcal{H}$ be a set of graphs. We say that a graph $G$ is an $\mathcal{H}$-component graph if each connected component of $G$ is isomorphic to some graph in $\mathcal{H}$. Clearly, disconnected graphs in $\mathcal{H}$ do not affect which graphs $G$ are $\mathcal{H}$-component graphs and, thus, our proofs need only consider the connected graphs $H \in \mathcal{H}$. We write $H$-component graph rather than $\{H\}$-component graph for single (connected) graphs $H$.

Let $[n]$ denote the set $\{1,2, \ldots, n\}$.

Parameterized complexity. A parameterized problem $\mathcal{Q}$ is a subset of $\Sigma^{*} \times \mathbb{N}$ where $\Sigma$ is any finite set. The second component $k$ of instances $(x, k)$ is called the parameter. A parameterized problem $\mathcal{Q}$ is fixed-parameter tractable if there is an algorithm that correctly solves all instances $(x, k)$ in time $f(k)|x|^{c}$ where $f$ is a computable function and $c$ is a constant independent of $k$. A kernelization for $\mathcal{Q}$ is an efficient algorithm that, given an instance $(x, k)$, takes time polynomial in $|x|+k$ and returns an instance ( $x^{\prime}, k^{\prime}$ ) of size at most $f(k)$ such that $(x, k) \in \mathcal{Q}$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in \mathcal{Q}$ where $f$ is a computable function. The function $f$ is also called the size of the kernelization and a kernelization is polynomial (resp. linear) if $f(k)$ is polynomially (resp. linearly) bounded in $k$.

We use the notion of a cross-composition [2], which is a convenient front-end for the seminal kernel lower bound framework of Bodlaender et al. [1] and Fortnow and Santhanam [11]. A relation $\mathcal{R} \subseteq \Sigma^{*} \times \Sigma^{*}$ is a polynomial equivalence relation if equivalence of two strings $x, y \in \Sigma^{*}$ can be tested in time polynomial in $|x|+|y|$ and if $\mathcal{R}$ partitions any finite set $S \subseteq \Sigma^{*}$ into a number of classes that is polynomially bounded in the largest element of $S$.

- Definition 2 ((OR-)cross-composition [2]). Let $L \subseteq \Sigma^{*}$ be a language, let $\mathcal{R}$ be a polynomial equivalence relation on $\Sigma^{*}$, and let $\mathcal{Q} \subseteq \Sigma^{*} \times \mathbb{N}$ be a parameterized problem. An (OR-)crosscomposition of $L$ into $\mathcal{Q}$ (with respect to $\mathcal{R}$ ) is an algorithm that, given $t$ instances $x_{1}, \ldots, x_{t} \in$
$\Sigma^{*}$ of $L$ belonging to the same equivalence class of $\mathcal{R}$, takes time polynomial in $\sum_{i=1}^{t}\left|x_{i}\right|$ and outputs an instance $(y, k) \in \Sigma^{*} \times \mathbb{N}$ such that the following hold:
- "PB": The parameter value $k$ is polynomially bounded in $\max _{i=1}^{t}\left|x_{i}\right|+\log t$.
- "OR": The instance $(y, k)$ is yes for $\mathcal{Q}$ if and only if at least one instance $x_{i}$ is yes for $L$.

An (OR-)cross-composition of $L$ into $\mathcal{Q}$ of cost $f(t)$ instead satisfies "OR" and "CB":

- "CB": The parameter value $k$ is bounded by $\mathcal{O}\left(f(t) \cdot\left(\max _{i=1}^{t}\left|x_{i}\right|\right)^{c}\right)$, where $c$ is some constant independent of $t$.

If $L$ is NP-hard then both forms of cross-compositions are known to imply lower bounds for kernelizations for $\mathcal{Q}$. Theorem 4 additionally builds on Dell and van Melkebeek [6].

- Theorem 3 ([2, Corollary 3.6.]). If an NP-hard language L has a cross-composition to $\mathcal{Q}$ then $\mathcal{Q}$ admits no polynomial kernelization or polynomial compression unless $\mathrm{NP} \subseteq$ coNP/poly.
- Theorem 4 ([2, Theorem 3.8.]). Let $d, \varepsilon>0$. If an NP-hard language $L$ has a crosscomposition into $\mathcal{Q}$ of cost $f(t)=t^{1 / d+o(1)}$, where $t$ is the number of instances, then $\mathcal{Q}$ has no polynomial kernelization or polynomial compression of size $\mathcal{O}\left(k^{d-\varepsilon}\right)$ unless $\mathrm{NP} \subseteq$ coNP/poly.

All our composition-based proofs use for $L$ the NP-hard multicolored clique problem. Therein we are given a graph $G=(V, E)$, an integer $k$, and a partition of $V$ into $k$ sets $V_{1}, \ldots, V_{k}$ of equal size; we need to determine whether there is a clique of size $k$ in $G$ that contains exactly one vertex from each set $V_{i}$. Such a set $X$ is called a multicolored $k$-clique.

## 3 EDS parameterized by the size of a modulator to a $P_{3^{-}}$resp. $P_{5}$-component graph

In this section we study the difference of edge dominating set parameterized by the size of a modulator to a $P_{3}$-component graph and EDGE DOMINATING SET parameterized by the size of a modulator to a $P_{5}$-component graph, which are both more restrictive than parameterization by size of a feedback vertex set (modulator to a forest). Note that the latter is FPT, because the treewidth is at most the size of the feedback vertex set plus one and edge dominating set parameterized by the treewidth is FPT. Hence, edge dominating SET parameterized by the above modulators is FPT too.

First, we show that EDGE DOMINATING SET parameterized by the size of a modulator to a $P_{3}$-component graph has no polynomial kernelization unless NP $\subseteq$ coNP/poly. This rules out polynomial kernelizations for a large number of interesting parameters like feedback vertex set size or size of a modulator to a linear forest. Somewhat surprisingly, we then show that when parameterized by the modulator to a $P_{5}$-component graph we do get a polynomial kernelization.

### 3.1 Lower bound for EDS parameterized by the size of a modulator to a $\boldsymbol{P}_{3}$-component graph

We give a kernelization lower bound for edge dominating set parameterized by the size of a modulator $X$, such that deleting $X$ results in a disjoint union of $P_{3}$ 's. To prove this we give a cross-composition from multicolored clique.

- Theorem 5. EdGE DOMINATING SET parameterized by the size of a modulator to a $P_{3}$ component graph (and thus also parameterized by the size of a modulator to a linear forest) does not admit a polynomial kernelization unless NP $\subseteq$ coNP/poly.


Figure 1 Construction of the graph $G^{\prime}$ with $k=4$, where $X^{\prime}=W \cup Z \cup Z^{\prime} \cup V \cup T \cup T^{\prime} \cup S \cup S^{\prime}$.

Proof. To prove the theorem we give a cross-composition from the NP-hard multicolored CLIQUE problem to EDGE DOMINATING SET parameterized by the size of a modulator to a $P_{3}$-component graph. Input instances are of the form $\left(G_{i}, k_{i}\right)$ where $G_{i}$ comes with a partition of the vertex set into $k$ color classes. (Since the color classes are of equal size it holds that $k \leq\left|V\left(G_{i}\right)\right|$.) For the polynomial equivalence relation $\mathcal{R}$ we take the relation that puts two instances $\left(G_{1}, k_{1}\right),\left(G_{2}, k_{2}\right)$ of MULTICOLORED CLIQUE in the same equivalence class if $k_{1}=k_{2}$ and $\left|V\left(G_{1}\right)\right|=\left|V\left(G_{2}\right)\right|$. It is easy to check that $\mathcal{R}$ is a polynomial equivalence relation. (Instances with size at most $N$ have at most $N$ vertices. Thus, we get at most $N^{2}$ classes for instances of size at most $N$.)

Let a sequence of instances $I_{i}=\left(G_{i}, k\right)_{i=1}^{t}$ of MULTICOLORED CLIQUE be given that are equivalent under $\mathcal{R}$. We identify the color classes of the input graphs so that all graphs have the same vertex set $V$ and the same color classes $V_{1}, V_{2}, \ldots, V_{k}$. Let $n:=\left|V_{i}\right|$ be the number of vertices of each color class; thus, each instance has $|V|=n \cdot k$ vertices. We assume w.l.o.g. that every instance has at least one edge in $E\left(V_{p}, V_{q}\right)$ for all $1 \leq p<q \leq k$; otherwise, this instance would be a trivial no instance and we can delete it. Furthermore, we can assume w.l.o.g. that $t=2^{s}$ for an integer $s$, since we may copy some instances if needed (while at most doubling the number of instances and increasing $\log t$ by less than one).

Now, we construct an instance $\left(G^{\prime}, k^{\prime}, X^{\prime}\right)$ of EDGE DOMINATING SET parameterized by the size of a modulator to a $P_{3}$-component graph, where the size of $X^{\prime}$ is polynomially bounded in $n+k+s$ (see Figure 1 for an illustration). We add a set $V$ consisting of $k \cdot n$ vertices to graph $G^{\prime}$ which represents the vertices of the $t$ instances. The set $V$ is partitioned into the $k$ color classes $V_{1}, V_{2}, \ldots, V_{k}$. To choose which vertices are contained in a clique of
size $k$, we add a set $T=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ and a set $T^{\prime}=\left\{t_{1}^{\prime}, t_{2}^{\prime}, \ldots, t_{k}^{\prime}\right\}$, each of size $k$, to $G^{\prime}$. We make $t_{j} \in T$, with $j \in[k]$, adjacent to all vertices in $V_{j}$ and to vertex $t_{j}^{\prime} \in T^{\prime}$. Next, we add two sets $Z, Z^{\prime}$, each of size $s$, and a set $W$ of size $2 s$ to $G^{\prime}$ and add edges to $G^{\prime}$ such that each vertex in $Z$ has exactly one private neighbor in $Z^{\prime}$ and is adjacent to all vertices in $W$. The set $W$ contains $\binom{2 s}{s} \geq 2^{s}$ different subsets of size $s$. For each instance $\left(G_{i}, k\right)$, with $i \in[t]$, we pick a different subset of size $s$ of $W$ and denote it by $W(i)$. For all $1 \leq p<q \leq k$ we add a vertex $s_{p, q}$ and a vertex $s_{p, q}^{\prime}$ to $G^{\prime}$; these will correspond to the edge sets $E\left(V_{p}, V_{q}\right)$. Let $S=\left\{s_{p, q} \mid 1 \leq p<q \leq k\right\}$ and $S^{\prime}=\left\{s_{p, q}^{\prime} \mid 1 \leq p<q \leq k\right\}$. We make vertex $s_{p, q}$ adjacent to vertex $s_{p, q}^{\prime}$ for all $1 \leq p<q \leq k$. For each graph $G_{i}$, for $i \in[t]$, we add $\left|E\left(G_{i}\right)\right|$ paths of length two to the graph $G^{\prime}$; every $P_{3}$ represents exactly one edge of the graph $G_{i}$. Let $P_{i}^{e}=u_{i, 1}^{e} u_{i}^{e} u_{i, 2}^{e}$ denote the path of instance $i \in[t]$ that represents edge $e \in E\left(G_{i}\right)$. Finally, we make vertices in $P_{i}^{e}$, with $i \in[t]$ and $e \in E\left(G_{i}\right)$, adjacent to vertices in the sets $W, V$, and $S$ as follows: We make vertex $u_{i, 1}^{e}$ of path $P_{i}^{e}$, with $i \in[t]$, which represents edge $e=\{x, y\} \in E\left(G_{i}\right)$ adjacent to the vertices $x, y$ in $V$ and to all vertices in the set $W(i) \subseteq W$. Additionally, we make vertex $u_{i}^{e}$ adjacent to vertex $s_{p, q}$ where $1 \leq p<q \leq k$ such that $e \in E\left(V_{p}, V_{q}\right)$.

The set $X^{\prime}$ is defined to contain all vertices that do not participate in the paths $P_{i}^{e}$, i.e., $X^{\prime}=W \cup Z \cup Z^{\prime} \cup V \cup T \cup T^{\prime} \cup S \cup S^{\prime}$. Clearly, $G-X^{\prime}$ is a $P_{3}$-component graph and $\left|X^{\prime}\right|=4 s+k \cdot n+2 k+2 \cdot\binom{k}{2}$. Let $k^{\prime}=k+s+\sum_{i=1}^{t}\left|E\left(G_{i}\right)\right|$. Note that the size of $k^{\prime}$ can depend linearly on the number of instances, because our parameter is the size of $X^{\prime}$, which is polynomially bounded in $n+s$, as $k \leq n$. We return the instance ( $G^{\prime}, k^{\prime}, X^{\prime}$ ); clearly, this instance can be generated in polynomial time.

Now, we have to show that $\left(G^{\prime}, k^{\prime}, X^{\prime}\right)$ is a YES-instance of EDS if and only if there exists an $i^{*} \in[t]$ such that $\left(G_{i^{*}}, k\right)$ is a YES-instance of mULTICOLORED CLIQUE.
$(\Rightarrow:)$ Assume first that $\left(G^{\prime}, k^{\prime}, X^{\prime}\right)$ is yes for EDS and that there exists an edge dominating set $F$ of size at most $k^{\prime}$ in $G^{\prime}$. We can always pick $F$ such that it fulfills the following properties (most hold for all solutions of size at most $k^{\prime}$ ):

1. The vertex sets $S, T$, and $Z$ must be subsets of $V(F)$ : E.g., for each edge $\left\{z, z^{\prime}\right\}$ with $z \in Z$ and $z^{\prime} \in Z^{\prime}$ the set $V(F)$ must contain $z$ or $z^{\prime}$; if it contains $z^{\prime}$ then $\left\{z, z^{\prime}\right\} \in F$ as it is the only edge incident with $z^{\prime}$; either way we get $z \in V(F)$. The same applies for $S$ and $S^{\prime}$, and for $T$ and $T^{\prime}$.
2. Because $S, T, Z \subseteq V(F)$ but $S \cup T \cup Z$ is an independent set, the set $F$ must contain at least $|S|$ edges incident with $S,|T|$ edges incident with $T$, and $|Z|$ edges incident with $Z$. By straightforward replacement arguments we may assume that $F$ contains exactly the following edges incident with $S \cup T \cup Z:|T|$ edges between $T$ and $V,|Z|$ edges between $Z$ and $W$, and $|S|$ edges between $S$ and middle vertices $u_{i}^{e}$ of $P_{3}$ 's in $G^{\prime}-X^{\prime}$. Furthermore, we can assume that these edges are a matching, because no color class is empty, no edge set $E\left(V_{p}, V_{q}\right)$ is empty, and $Z$ is adjacent to all vertices in $W$.
3. For each $P_{i}^{e}=u_{i, 1}^{e} u_{i}^{e} u_{i, 2}^{e}$, which represents the edge $e$ of instance $\left(G_{i}, k\right)$, at least vertex $u_{i}^{e}$ must be an endpoint of an edge in $F$ : Indeed, to cover the edge $\left\{u_{i}^{e}, u_{i, 2}^{e}\right\}$ one of its two vertices must be in $V(F)$. Similar to Property 1 above, if $u_{i, 2}^{e} \in V(F)$ then $F$ must contain its sole incident edge $\left\{u_{i}^{e}, u_{i, 2}^{e}\right\}$ and, hence, $u_{i}^{e} \in V(F)$.
4. An edge in $F$ cannot have its endpoints in two different $P_{3}$ 's of $G^{\prime}-X^{\prime}$ because no such edges exist.
Let $F_{T}=F \cap E(T, V)$, let $F_{Z}=F \cap E(Z, W)$, let $F_{S}=F \cap E\left(S,\left\{u_{i}^{e} \mid i \in[t], e \in E\left(G_{i}\right)\right\}\right)$, and let $F_{R}=F \backslash\left(F_{T} \cup F_{Z} \cup F_{S}\right)$. Hence, due to Properties 1 and 2, we have

$$
\left|F_{R}\right| \leq k^{\prime}-\left|F_{T}\right|-\left|F_{Z}\right|-\left|F_{S}\right| \leq \sum_{i=1}^{t}\left|E\left(G_{i}\right)\right|-\binom{k}{2}
$$

By Property 3, all vertices $u_{i}^{e}$ are endpoints of edges in $F$. Among $F_{T} \cup F_{Z} \cup F_{S}$ this can only be true for the $|S|=\binom{k}{2}$ edges in $F_{S}$. Since there are exactly $\sum_{i=1}^{t}\left|E\left(G_{i}\right)\right|$ vertices $u_{i}^{e}$, which is (greater or) equal to $\left|F_{R}\right|+\left|F_{S}\right|$, and there are no edges connecting different such vertices, each edge in $F_{R} \cup F_{S}$ is incident with a private vertex $u_{i}^{e}$. This also implies that all edges in $F_{R}$ have no endpoints in $V \cup W$ as those sets are not adjacent to any vertex $u_{i}^{e}$. Thus, in $W$ exactly the $|Z|=s$ endpoints of $F_{Z}$ are endpoints of $F$. Similarly, in $V$ exactly the $|T|=k$ endpoints of $F_{T}$ are endpoints of $F$; let $X \subseteq V$ denote this set of $k$ vertices. Observe that by construction of $G^{\prime}$ the set $X$ contains exactly one vertex from each color class, because $t_{j} \in T$, for $j \in[k]$, is only adjacent to vertices of $V_{j}$.

Now, consider any path $P_{i}^{e}=u_{i, 1}^{e} u_{i}^{e} u_{i, 2}^{e}$ where $u_{i}^{e}$ is an endpoint of an edge $f \in F_{S}$. Clearly, the other endpoint of $f$ lies in $S$, and, by the above accounting, no other edge of $F$ is incident with $u_{i, 1}^{e}$ or $u_{i, 2}^{e}$. In particular, this implies that all neighbors of $u_{i, 1}^{e}$ in $W$ and $V$ must be endpoints of edges in $F$. If $e=\{x, y\}$ then these neighbors of $u_{i, 1}^{e}$ are the set $W(i) \subseteq W$ and the vertices $x, y \in V$, and, by construction of $G^{\prime}$, the edge $\{x, y\}$ must exist in $G_{i}$. Thus, $W(i) \cup\{x, y\} \subseteq V(F)$ which implies that $x, y \in X$.

Repeating this argument for all $|S|=\binom{k}{2}$ paths of this type, we can conclude the following: (1) All paths correspond to the same instance $i^{*} \in[t]$ because we require $W(i) \subseteq V(F)$, but exactly $|Z|=\left|W\left(i^{*}\right)\right|=s$ such vertices are in $V(F)$. (Different values of $i$ would require different sets $W(i)$, exceeding size s.) (2) There are $\binom{k}{2}$ edges of $G_{i^{*}}$ represented by the paths and all their endpoints must be in $X=V \cap V(F)$. Since $|X|=k$, the edges must form a clique of size $k$ on vertex set $X$ in $G_{i^{*}}$. We already observed above that $X$ contains exactly one vertex per color class, hence, instance $\left(G_{i^{*}}, k\right)$ is yes, as claimed.
$(\Leftarrow:)$ For the other direction, assume that for some $i^{*} \in[t]$ the multicolored clique instance $\left(G_{i^{*}}, k\right)$ is a YES-instance. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} \subseteq V$ be a multicolored clique of size $k$ in $G_{i^{*}}$ with $x_{j} \in V_{j}$ for $j \in[k]$, let $E^{\prime}$ be the set of edges of the clique $X$, and let $e_{p, q}=\left\{x_{p}, x_{q}\right\}$ for $1 \leq p<q \leq k$. We construct an edge dominating set $F$ of $G^{\prime}$ of size at most $k^{\prime}$ as follows: First we add the $k$ edges $\left\{t_{j}, x_{j}\right\}$ for $j \in[k]$ between $T$ and $X \subseteq V$; thus, $T \cup X \subseteq V(F)$. We then add a maximum matching (of size $s$ ) between $W\left(i^{*}\right) \subseteq W$ and $Z$ to the set $F$. This matching saturates $W\left(i^{*}\right)$ and $Z$ because $|Z|=\left|W\left(i^{*}\right)\right|=s$; thus, $W\left(i^{*}\right) \cup Z \subseteq V(F)$. Next, we add the edges $\left\{u_{i^{*}, q}^{e_{p, q}}, s_{p, q}\right\}$ for all edges $e_{p, q} \in E^{\prime}$, with $1 \leq p<q \leq k$, to the set $F$; hence $S \subseteq V(F)$. Finally, for all other paths $P_{i}^{e}$, with $i \in[t], e \in E\left(G_{i}\right)$, and $i \neq i^{*}$ or $e \notin E^{\prime}$, we add the edge $\left\{u_{i, 1}^{e}, u_{i}^{e}\right\}$ to $F$. (We have thus selected exactly one edge incident with each path of $G^{\prime}-X^{\prime}$.) By construction, it holds that $|F|=k+s+\sum_{i=1}^{t}\left|E\left(G_{i}\right)\right|=k^{\prime}$.

It remains to show that $F$ is indeed an edge dominating set of $G^{\prime}$. To prove this, it suffices to show that $V\left(G^{\prime}\right)-V(F)$ is an independent set in $G^{\prime}$. We already know that $S \cup T \cup W\left(i^{*}\right) \cup X \cup Z \subseteq V(F)$. Moreover, $V(F)$ contains the middle vertex $u_{i}^{e}$ for all $P_{3}$ 's in $G^{\prime}-X^{\prime}$ and it contains $u_{i, 1}^{e}$ for all $P_{3}$ 's that do not correspond to an edge of the clique $X$ (i.e., with $i \neq i^{*}$ or with $i=i^{*}$ but $e \neq e_{p, q}$ for any $1 \leq p<q \leq k$ ). The sets $S^{\prime}, T^{\prime}$, and $Z^{\prime}$ are independent sets whose neighborhoods $S, T$, and $Z$ are subsets of $V(F)$. Similarly, all vertices $u_{i, 2}^{e}$ have their single neighbor $u_{i}^{e}$ in $V(F)$. Thus, only vertices in $W \backslash W\left(i^{*}\right)$ and $V \backslash X$ could possibly be adjacent to vertices $u_{i^{*}, 1}^{e_{p, q}}$, which correspond to the edges of $G_{i^{*}}[X]$, in $G^{\prime}-V(F)$, but this can be easily refuted: Indeed, each $u_{i^{*}, 1}^{e_{p, q}}$ is adjacent only to $x_{p}$ and $x_{q}$ in $V$, which are both in $X \subseteq V(F)$, and to the vertices in $W\left(i^{*}\right)$ in $W$, but $W\left(i^{*}\right) \subseteq V(F)$ as well. Thus $V\left(G^{\prime}\right)-V(F)$ is an independent set in $G^{\prime}$ and hence $F$ is an edge dominating set for $G^{\prime}$ of size at most $k^{\prime}$. Thus, $\left(G^{\prime}, k^{\prime}, X^{\prime}\right)$ is yes, which completes the cross-composition.

By Theorem 3 the cross-composition from MULTICOLORED CLIQUE implies the claimed lower bound for kernelization.

We proved that edge dominating set parameterized by the size of a modulator to a $P_{3}$-component graph has no polynomial kernelization unless NP $\subseteq$ coNP/poly. A similar proof establishes the same lower bound for modulators to $K_{3}$-component graphs. As mentioned in the introduction this rules out polynomial kernels using modulators to essentially all interesting hereditary graph classes. ${ }^{3}$

### 3.2 Polynomial kernelization for EDS parameterized by the size of a modulator to a $P_{5}$-component graph

To illustrate why other, non-hereditary, sets $\mathcal{H}$ may well allow polynomial kernelizations for parameterization by the size of a modulator $X$ to an $\mathcal{H}$-component graph, we sketch a simple kernelization for the case of $\mathcal{H}=\left\{P_{5}\right\}$, i.e., when components of $G-X$ are isomorphic to the path of length four. This does not use the full generality of the kernelization obtained in Section 4 because $P_{5}$ does not have any (later called) uncovered vertices or (later called) strongly beneficial sets (which are the main source of complication).

For the kernelization we need the following theorem which is due to Hopcroft and Karp [17]. The second claim of the theorem is not standard (but well known).

- Theorem 6 ([17]). Let $G$ be an undirected bipartite graph with partition $R$ and $S$, on $n$ vertices and $m$ edges. Then we can find a maximum matching of $G$ in time $\mathcal{O}(m \sqrt{n})$. Furthermore, in time $\mathcal{O}(m \sqrt{n})$ we can find either a maximum matching that saturates $R$ or a set $Y \subseteq R$ such that $\left|N_{G}(Y)\right|<|Y|$ and such that there exists a maximum matching $M$ in $G-N_{G}[Y]$ that saturates $R \backslash Y$.
- Theorem 7. edge dominating set parameterized by the size of a given modulator $X$ to a $P_{5}$-component graph admits a kernelization with $\mathcal{O}(|X|)$ vertices.

Proof. Let $(G, k, X)$ be an instance of edge dominating set parameterized by the size of a modulator to a $P_{5}$-component graph, and let $\mathcal{C}$ be the set of connected components of $G-X$. We construct a bipartite graph $G_{B}$ where one part is the set $X$, the other part consists of one vertex $s_{P}$ for every connected component $P$ in $\mathcal{C}$, and where there is an edge between $x \in X$ and $s_{P}$ with $P=w_{1} w_{2} w_{3} w_{4} w_{5} \in \mathcal{C}$ if and only if $x$ is adjacent to a vertex of $P$ that is not the middle vertex $w_{3}$. Now, we apply Theorem 6 to obtain either a maximum matching in $G_{B}$ that saturates $X$ or a set $Y \subseteq X$ such that $\left|N_{G_{B}}(Y)\right|<|Y|$ and such that there exists a maximum matching in $G_{B}-N_{G_{B}}[Y]$ that saturates $X \backslash Y$. If there exists a maximum matching in $G_{B}$ that saturates $X$ then let $X_{1}=X$ and $X_{2}=\emptyset$. Otherwise, if there exists a set $Y$ with the above properties then let $X_{1}=X \backslash Y$ and $X_{2}=Y$. Observe that $X_{2}$ also contains the vertices in $X$ that are only adjacent to middle vertices of components in $\mathcal{C}$, and the vertices in $X$ that are not adjacent to any component in $\mathcal{C}$. Let $M$ be a maximum matching in $G_{B}-N_{G_{B}}\left[X_{2}\right]$ that saturates $X_{1}$. The partition $X_{1} \dot{\cup} X_{2}$ of $X$ fulfills the following properties:

- Let $\mathcal{C}_{2}$ be the set of connected components $P$ in $\mathcal{C}$ where $s_{P}$ is a vertex in $N_{G_{B}}\left(X_{2}\right)$, i.e., $\mathcal{C}_{2}=\left\{P=w_{1} w_{2} w_{3} w_{4} w_{5} \in \mathcal{C} \mid N_{G}\left(\left\{w_{1}, w_{2}, w_{4}, w_{5}\right\}\right) \cap X_{2} \neq \emptyset\right\}$. It holds either that $\mathcal{C}_{2}$ is the empty set (when $X_{2}=\emptyset$ ) or that it contains less than $\left|X_{2}\right|$ connected components of $\mathcal{C}$, i.e., $\left|\mathcal{C}_{2}\right|<\left|X_{2}\right|\left(\right.$ when $\left.Y=X_{2} \neq \emptyset\right)$.

[^53]- For every vertex $x \in X_{1}$, let $P_{x}=w_{1}^{x} w_{2}^{x} w_{3}^{x} w_{4}^{x} w_{5}^{x}$ be the connected component in $\mathcal{C}_{1}:=\mathcal{C} \backslash \mathcal{C}_{2}$ that is paired to $x$ by $M$, i.e., $\left\{x, s_{P_{x}}\right\} \in M$. It holds that there exists a vertex $w^{x} \in\left\{w_{1}^{x}, w_{2}^{x}, w_{4}^{x}, w_{5}^{x}\right\}$ such that $\left\{w^{x}, x\right\} \in E(G)$ (definition of $G_{B}$ ). Note that $\mathcal{C}_{1}$ also contains all connected components that are not adjacent to any vertex in $X$ or where only the middle vertex of a path in $\mathcal{C}$ is adjacent to a vertex in $X$.
Using the above partition, one can show that there exists an optimum solution $S$ that contains for each path $P_{x}$ with $x \in X_{1}$ the locally optimal solution $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{2}^{x}\right\}\right\}$ resp. $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{4}^{x}\right\}\right\}$ depending on whether $w^{x} \in\left\{w_{4}^{x}, w_{5}^{x}\right\}$ or $w^{x} \in\left\{w_{1}^{x}, w_{2}^{x}\right\}$. More generally, for every vertex $w$ of a path $P \in \mathcal{C}$, except the middle vertex, and every vertex $x \in X$ that is adjacent to $w$ there exists a local optimum solution to $P$ that uses edge $\{w, x\}$ and has the middle vertex of $P$ as an endpoint of the second solution edge. This is the crucial difference to a path $P^{\prime}=v_{1} v_{2} v_{3}$ of length two. Here, the only locally optimal solution that dominates $P^{\prime}$ and contains an edge between $P^{\prime}$ and $X$ is $\left\{\left\{v_{2}, x\right\}\right\}$ with $x \in X$, but this local solution does not contain the vertices $v_{1}$ and $v_{3}$. We used this in our lower bound construction to control which $P_{3}$ 's may be used to "buy" vertices in $X$.
- Reduction Rule 1. Delete $X_{1}$ from $G$, i.e., let $G^{\prime}=G-X_{1}, X^{\prime}=X \backslash X_{1}=X_{2}$, and $k^{\prime}=k$.
$\triangleright$ Claim 8. Reduction Rule 1 is safe.
Proof. Let $F$ be an edge dominating set of size at most $k$ in $G$. We construct an edge dominating set $F^{\prime}$ of size at most $k^{\prime}=k$ in $G^{\prime}$ by deleting every edge $e=\{x, y\} \in F$ if both endpoints of $e$ are contained in $X_{1}$, or if exactly one endpoint is contained in $X_{1}$ and the other endpoint is isolated in $G^{\prime}$; and by replacing every edge $e=\{x, y\} \in F$ with $x \in X_{1}$ and $y \notin X_{1}$ by exactly one edge in $\delta_{G^{\prime}}(y)$ if $\delta_{G^{\prime}}(y) \neq \emptyset$. It holds that $F^{\prime}$ has size at most $k=k^{\prime}$ because we either delete edges in $F$ or replace them one for one by a new edge. Since every vertex in $V\left(G^{\prime}\right) \cap V(F)$ is either contained in $V\left(F^{\prime}\right)$ or isolated in $G^{\prime}$ it holds that $F^{\prime}$ is an edge dominating set in $G^{\prime}$.

For the other direction, let $F^{\prime}$ be an edge dominating set of size at most $k^{\prime}$ in $G^{\prime}$. Consider the path $P_{x}=w_{1}^{x} w_{2}^{x} w_{3}^{x} w_{4}^{x} w_{5}^{x}$ for some vertex $x \in X_{1}$. It holds that the only vertex in $P_{x}$ that can be adjacent to a vertex in $X^{\prime}=X \backslash X_{1}=X_{2}$ is vertex $w_{3}^{x}$; otherwise $P_{x}$ would be a component in $\mathcal{C}_{2}$ and not in $\mathcal{C}_{1}$ (by definition of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ ). Furthermore, the edge dominating set $F^{\prime}$ must dominate the two non-adjacent edges $\left\{w_{1}^{x}, w_{2}^{x}\right\}$ and $\left\{w_{4}^{x}, w_{5}^{x}\right\}$. Since $w_{1}^{x}, w_{2}^{x}$, $w_{4}^{x}$, and $w_{5}^{x}$ are only adjacent to vertices in $P_{x}$ the set $F^{\prime}$ must contain one of the two edges $e_{1,2}^{x}=\left\{w_{1}^{x}, w_{2}^{x}\right\}, e_{2,3}^{x}=\left\{w_{2}^{x}, w_{3}^{x}\right\}$ and one of the two edges $e_{3,4}^{x}=\left\{w_{3}^{x}, w_{4}^{x}\right\}, e_{4,5}^{x}=\left\{w_{4}^{x}, w_{5}^{x}\right\}$. To obtain an edge dominating set of size at most $k$ in $G$ we replace for each vertex $x \in X_{1}$ these edges with the local optimum solution $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{2}^{x}\right\}\right\}$ resp. $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{4}^{x}\right\}\right\}$ depending whether $w^{x} \in\left\{w_{4}^{x}, w_{5}^{x}\right\}$ or $w^{x} \in\left\{w_{1}^{x}, w_{2}^{x}\right\}$. It holds that $|F| \leq\left|F^{\prime}\right|$ because for every vertex $x \in X_{1}$ we replace the at least two edges in $F^{\prime} \cap\left\{e_{1,2}^{x}, e_{2,3}^{x}, e_{3,4}^{x}, e_{4,5}^{x}\right\}$ by the two edges of the locally optimal solution $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{2}^{x}\right\}\right\}$ resp. $\left\{\left\{x, w^{x}\right\},\left\{w_{3}^{x}, w_{4}^{x}\right\}\right\}$.

It remains to show that $F$ is indeed an edge dominating set in $G$. The set $V(F)$ contains all vertices in $V\left(F^{\prime}\right)$, except some vertices in the connected components $P_{x}$ with $x \in X_{1}$ where we change the edge dominating set $F^{\prime}$. Furthermore, $V(F)$ contains all vertices in $X_{1}$ because for every vertex $x \in X_{1}$ the edge $\left\{w^{x}, x\right\}$ is contained in $F$. Thus, the only edges that are possibly not dominated by $F$ have one endpoint in a path $P_{x}$ with $x \in X_{1}$. Since $w_{3}^{x}$ is contained in $V(F)$ (by construction), since every edge in $P_{x}$ is dominated by $F$ (by construction), and since the vertices in $\left\{w_{1}^{x}, w_{2}^{x}, w_{4}^{x}, w_{5}^{x}\right\}$ are only adjacent to vertices in $P_{x} \cup X_{1}$, it follows that $F$ is an edge dominating set in $G$.

After applying Reduction Rule 1 it holds that for each path $P=w_{1} w_{2} w_{3} w_{4} w_{5} \in \mathcal{C}_{1}$ only the vertex $w_{3}$ can be adjacent to a vertex in $X$, and we can assume that every (optimum) solution contains the edges $\left\{w_{2}, w_{3}\right\}$ and $\left\{w_{3}, w_{4}\right\}$. Additionally, one can show that there exists an optimum solution that does not contain any edge between $\mathcal{C}_{1}$ and $X$ because we can replace any such edge $e=\{x, v\}$ with $v \in V\left(\mathcal{C}_{1}\right)$ by the edge $\{x, u\}$ with $u \in N_{G}(x) \backslash V\left(\mathcal{C}_{1}\right)$ (or delete this edge when $N_{G}(x) \backslash V\left(\mathcal{C}_{1}\right)=\emptyset$ ). This allows us to delete $\mathcal{C}_{1}$ from $G$.

- Reduction Rule 2. Delete all connected components in $\mathcal{C}_{1}$ and decrease $k$ by the size of a minimum edge dominating set in $\mathcal{C}_{1}$, i.e., let $G^{\prime}=G-\mathcal{C}_{1}, X^{\prime}=X$, and $k^{\prime}=k-\operatorname{EDS}\left(\mathcal{C}_{1}\right)$.
$\triangle$ Claim 9. Reduction Rule 2 is safe.
Proof. First, we will show that there exists an edge dominating set $F$ of size at most $k$ in $G$ such that no edge in $F$ has one endpoint in a connected component of $\mathcal{C}_{1}$ and the other endpoint in $X$. Let $F$ be an edge dominating set of size at most $k$ in $G$ with $F \cap E\left(\mathcal{C}_{1}, X\right)$ minimal, and let $P=w_{1} w_{2} w_{3} w_{4} w_{5}$ be a path in $\mathcal{C}_{1}$. We can assume, w.l.o.g., that $F$ contains the edges $\left\{w_{2}, w_{3}\right\}$ and $\left\{w_{3}, w_{4}\right\}$ because $F$ must dominate the non-adjacent edges $\left\{w_{1}, w_{2}\right\}$, $\left\{w_{4}, w_{5}\right\}$, and the vertices $w_{1}, w_{2}, w_{4}, w_{5}$ are only adjacent to vertices in $P$; otherwise, $P$ is contained in $\mathcal{C}_{2}$ and not $\mathcal{C}_{1}$. Now, assume for contradiction that there exists an edge $e=\{x, y\} \in F \cap E\left(\mathcal{C}_{1}, C\right)$ with $x \in X$ and $y \in P$ where $P=w_{1} w_{2} w_{3} w_{4} w_{5}$ is a path in $\mathcal{C}_{1}$. It holds that $y=w_{3}$ because $w_{3}$ is the only vertex in $P$ that is adjacent to a vertex in $X$. If every vertex $u \in N_{G}(x)$ is contained in $V(F)$ then let $\widetilde{F}=F \backslash\{e\}$. Otherwise, let $\widetilde{F}=F \backslash\{e\} \cup\{\{x, u\}\}$, where $u \in N_{G}(x) \backslash V(F)$. It holds that $\widetilde{F}$ is an edge dominating set in $G$ because $y=w_{3}$ is still a vertex in $V(\widetilde{F})$ which implies $V(F) \subseteq V(\widetilde{F})$. Furthermore, $u$ is not contained in a connected component of $\mathcal{C}_{1}$ because for every path $P=w_{1} w_{2} w_{3} w_{4} w_{5}$ in $\mathcal{C}_{1}$ the vertex $w_{3}$ is contained in $V(F)$ and no other vertex is adjacent to a vertex in $X$. Now, the set $\widetilde{F}$ is an edge dominating set of size at most $k$ in $G$ with $\widetilde{F} \cap E\left(\mathcal{C}_{1}, X\right) \subsetneq F \cap E\left(\mathcal{C}_{1}, X\right)$ which contradicts the minimality of $F \cap E\left(\mathcal{C}_{1}, X\right)$ and proves that there exists an edge dominating set $F$ of size at most $k$ in $G$ with $F \cap E\left(\mathcal{C}_{1}, X\right)=\emptyset$. This implies that $F^{\prime}=F \backslash E\left(\mathcal{C}_{1}\right)$ is an edge dominating set of size at most $k^{\prime}$ in $G^{\prime}$ when $F$ is a solution to $(G, k, X)$ with $F \cap E\left(\mathcal{C}_{1}, X\right)=\emptyset$.

For the other direction, let $F^{\prime}$ be an edge dominating set of size at most $k^{\prime}$ in $G^{\prime}$. To obtain an edge dominating set $F$ of size at most $k$ in $G$ we add for every path $P=w_{1} w_{2} w_{3} w_{4} w_{5}$ in $\mathcal{C}_{1}$ the two edges $\left\{w_{2}, w_{3}\right\}$ and $\left\{w_{3}, w_{4}\right\}$, which are a minimum edge dominating set of $P$, to $F^{\prime}$. It follows that $F$ has size $\left|F^{\prime}\right|+\operatorname{EDS}\left(\mathcal{C}_{1}\right) \leq k$. The set $F$ dominates all edges in $G-X$ as well as all edges between $\mathcal{C}_{2}$ and $X$ because $F^{\prime} \subseteq F$, and because $F$ contains an edge dominating set of $\mathcal{C}_{1}$. Additionally, $F$ dominates all edges between $\mathcal{C}_{1}$ and $X$ because $F$ dominates all middle vertices of the paths in $\mathcal{C}_{1}$ which are the only vertices in $\mathcal{C}_{1}$ that are adjacent to $X$. Hence, $F$ is an edge dominating set of size at most $k$ in $G$.

Let $\left(G^{\prime}, k^{\prime}, X^{\prime}\right)$ be the reduced instance. It holds that the set of connected components in $G^{\prime}-X^{\prime}$ is $\mathcal{C}_{2}$ because we delete all other connected components during Reduction Rule 2. Since $\left|\mathcal{C}_{2}\right| \leq\left|X_{2}\right|=\left|X^{\prime}\right|$ it follows that $G^{\prime}$ has at most $5 \cdot\left|\mathcal{C}_{2}\right|+\left|X^{\prime}\right| \leq 6\left|X^{\prime}\right|$ vertices. It remains to show that we can perform the reduction in polynomial time. We apply each Reduction Rule at most once. Furthermore, we can apply the Reduction Rules in polynomial time because we can compute the partition of $X$ as well as the sets $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in polynomial time, and because we can delete sets of vertices from $G$ and $X$ in polynomial time.

While this is not the full story about the classification in the following section, it hopefully shows the spirit of how upper and lower bounds for kernelization can arise. Solution edges between components of $G-X$ and $X$ play a crucial role and they affect the solutions for components in nontrivial ways, e.g., apart from control opportunities, it depends on how much budget is needed for $H-B$ when edges between $B$ and $X$ are in the solution.

## 4 EDS parameterized by the size of a modulator to an $\mathcal{H}$-component graph

In this section, we develop a complete classification of EDGE DOMINATING SET parameterized by the size of a modulator to an $\mathcal{H}$-component graph regarding existence of polynomial kernelizations for all finite sets $\mathcal{H}$. This is motivated by the observed difference between modulating to $P_{3}$-component graphs (no polynomial kernelization unless NP $\subseteq$ coNP/poly) vs. modulating to $P_{5}$-component graphs (polynomial kernelization). To this end, we will study which properties graphs $H \in \mathcal{H}$ must have, such that edge dominating set parameterized by the size of a modulator to an $\mathcal{H}$-component graph has resp. does not have a polynomial kernel. To recall, the input of our problem is a tuple $(G, k, X)$ where $G-X$ is an $\mathcal{H}$ component graph and we ask whether $G$ has an edge dominating set of size at most $k$; the parameter is $|X|$.

In contrast to VERTEX COVER, where we can delete a vertex in the modulator if we know that this vertex must be in a solution of certain size, this is not the case for EDGE dominating set because we do not necessarily know which incident edge should be chosen. Of course, we can check for a vertex $x$ in the modulator $X$ how not having this vertex as an endpoint of a solution edge influences the size of a minimum edge dominating set of $G-X$. But, even if we find out that a vertex $x$ in the modulator $X$ must be an endpoint of a solution edge, we do not know if the other endpoint of the solution edge incident with $x$ is in $X$ or in a connected component of $G-X$. If there would be a connected component $C$ in $G-X$ with the property that there exists a vertex $v \in N(x) \cap V(C)$ with $\operatorname{EDS}(C)=\operatorname{EDS}(C-v)+1$, then it could be possible to have $x$ as an endpoint of a solution edge without paying more than the cost of a minimum edge dominating set in $C$. Thus, instead of finding vertices in the modulator that must be endpoint of a solution edge, we want to find vertices in the modulator that can be endpoints of a solution edge without spending more budget than the size of a minimum edge dominating set in $G-X$. Similarly, getting edges to $r$ vertices in $X$ while increasing the cost in $C$ by less than $r$ is of interest (cost equal to $r$ can always be had). The following definition classifies relevant vertices and vertex sets in a graph $H$, which may occur as a component of $G-X$.

- Definition 10. Let $H=(V, E)$ be a connected graph.
- We call a vertex $v \in V$ extendable if $\operatorname{EDS}(H-v)+1=\operatorname{EDS}(H)$. We denote the set of extendable vertices of $H$ by $Q(H)$. (Intuitively, these vertices allow a local solution for an $H$-component in $G-X$ that includes an edge $\{v, x\}$ with $x \in X$ and $v \in V(H)$.)
- We call a set $Y \subseteq Q(H)$ free if for all vertices $v \in Y$ and for all minimum edge dominating sets $F$ in $H$ there exists a minimum edge dominating set $F^{\prime}$ in $H-v$ of size $|F|-1$ and with $V(F) \backslash Y \subseteq V\left(F^{\prime}\right)$. By $W(H)$ we denote the unique maximum free set of $H$. We call a vertex $w \in W(H)$ free. ${ }^{4}$ (Intuitively, vertices in $Y$ can be used for solution edges between components and $X$, while covering the same vertices of $H-Y$ as any local optimum solution; thus, they cannot be used for lower bounds like for $P_{3}$-components.)
- We call a vertex $v \in V$ uncovered if no minimum edge dominating set $F$ of $H$ contains an edge incident with $v$, i.e. $v \notin V(F)$. We denote the set of uncovered vertices by $U(H)$. (Intuitively, $H$-components with any $v \in U(H)$ adjacent to $x \in X$ are easy to handle because $x \notin V(F)$ would imply that the local cost for $H$ increases above $\operatorname{EDS}(H)$.)

[^54]

Figure 2 Example of an $H$-component with $\operatorname{EDS}(H)=4$. The wavy edges are a possible minimum edge dominating set of $H$.

- For any $Y \subseteq V$ define $\operatorname{cost}(Y):=|Y|+\operatorname{EDS}(H-Y)-\operatorname{EDS}(H)$.
(Intuitively, $\operatorname{cost}(Y)$ is equal to the additional budget that is needed for an $H$-component of $G-X$ when exactly the vertices in $Y$ have solution edges to $X$. Note that $\operatorname{cost}(\{v\})=0$ for all extendable vertices $v$.)
- We call a set $B \subseteq V \backslash W(H)$ beneficial if for all $\widetilde{B} \subsetneq B$ we have $|B|-\operatorname{cost}(B)>$ $|\widetilde{B}|-\operatorname{cost}(\widetilde{B})$ or, equivalently, $\operatorname{EDS}(H-B)<\operatorname{EDS}(H-\widetilde{B})$. Note that this must also hold for $\widetilde{B}=\emptyset$ which implies that for all beneficial sets we have $|B|-\operatorname{cost}(B)>0$ or, equivalently, $\operatorname{EDS}(H-B)<\operatorname{EDS}(H)$.
(Intuitively, the solution may include $|B|$ edges between $B$ and some $X^{\prime} \subseteq X$ while increasing the cost for the $H$-component by exactly $\operatorname{cost}(B)$; this saves $|B|-\operatorname{cost}(B)>0$ over taking any $|B|$ edges incident with $X^{\prime}$. The condition for all $\widetilde{B} \subsetneq B$ ensures that the savings of getting $|B|$ edges at $\operatorname{cost} \operatorname{cost}(B)$ is greater than for any proper subset.)
- We call a beneficial set $B$ strongly beneficial if $\operatorname{cost}(B)<\sum_{i=1}^{h} \operatorname{cost}\left(B_{i}\right)$ holds for all covers $B_{1}, B_{2}, \ldots, B_{h} \subsetneq B$ of $B$. (Intuitively, for a strongly beneficial set $B$ we cannot get the same number of edges to $X$ by using sets $B_{i}$ in several different $H$-components.)
- Example 11 (Illustration of Definition 10). Figure 2 shows a connected graph $H$. The size of an edge dominating set in $H$ is at least four because a solution has to dominate the four pairwise non-adjacent edges $\{a, b\},\{k, l\},\{j, d\}$ and $\{g, h\}$. Thus, $\operatorname{EDS}(H)=4$ because the wavy edges are an edge dominating set of $H$.

The vertices $\{a, b, k, l\}$, marked with a green cycle, as well as the vertices $\{d, h, j\}$, marked with an orange rectangle, are extendable. But only the green marked vertices $\{a, b, k, l\}$ are free: Let $F$ be any minimum edge dominating set in $H$. The set $F$ must contain exactly one of the two edges $e_{1}=\{a, b\}$ and $e_{2}=\{a, f\}$, and exactly one of the two edges $e_{3}=\{k, l\}$ and $e_{4}=\{k, f\}$. Now, $F^{\prime}=F \backslash\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} \cup\{f, k\}$ is an edge dominating set in $H-a$ and $H-b$ of size $|F|-1$, and $F^{\prime}=F \backslash\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} \cup\{a, f\}$ is an edge dominating set in $H-k$ and $H-l$ of size $|F|-1$ which implies that the vertices $\{a, b, k, l\}$ are free. The vertices $\{d, h, j\}$ are not free because no minimum edge dominating set $F^{\prime}$ in $H-d$, resp. $H-h$, resp. $H-j$ has vertex $c$, which is not extendable, as an endpoint of a solution edge, but the graph $H$ has a minimum edge dominating set that has $c$ as an endpoint, namely the one containing the wavy edges $\{a, b\},\{h, c\},\{d, j\}$. The vertex $e$, marked with a blue triangle, is uncovered.

The set $\{c, g\}$ is strongly beneficial, whereas the set $\{c, g, i, j\}$ is only beneficial, but not strongly beneficial: The set $\{c, g\}$ is beneficial because $\operatorname{EDS}(H-\{c, g\})=3$ and $\operatorname{EDS}(H-c)=$ $\operatorname{EDS}(H-g)=\operatorname{EDS}(H)=4$, and strongly beneficial because the only possible non-trivial cover of $\{c, g\}$ is $\{c\},\{g\}$ and $\operatorname{cost}(\{c, g\})=1<2=\operatorname{cost}(\{c\})+\operatorname{cost}(\{g\})$. The set $\{c, g, i, j\}$ is beneficial because $\operatorname{EDS}(H-\{c, g, i, j\})=2$ and $\operatorname{EDS}(H-B) \geq 3$ for all $B \subsetneq$ $\{c, g, i, j\}$. But $\{c, g, i, j\}$ is not strongly beneficial because $\operatorname{cost}(\{c, g, i, j\})=2=1+1+0=$ $\operatorname{cost}(\{c, g\})+\operatorname{cost}(\{i\})+\operatorname{cost}(\{j\})$. Observe that the set $\{c, g, i\}$ is not beneficial even though
$\operatorname{EDS}(H-\{c, g, i\})=3<4=\operatorname{EDS}(H)$, because $\{c, g\} \subsetneq\{c, g, i\}$ and $\operatorname{EDS}(H-\{c, g, i\})=3=$ $\operatorname{EDS}(H-\{c, g\})$.

We are now able to give a more detailed version of Theorem 1, which specifies for each finite set $\mathcal{H}$ of connected graphs the kernelization complexity of EDGE DOMINATING SET parameterized by the size of a modulator to $\mathcal{H}$-component graphs.

- Theorem 12. Let $\mathcal{H}$ be any finite set of connected graphs. The Edge dominating set problem parameterized by the size of a modulator to $\mathcal{H}$-component graphs behaves as follows:

1. If $\mathcal{H}$ contains any graph $H$ fulfilling one of the following items then there is no polynomial kernelization unless $\mathrm{NP} \subseteq$ coNP/poly:
a. There is an extendable vertex in $H$ that is not free, i.e., $Q(H) \backslash W(H) \neq \emptyset$.
b. There is a strongly beneficial set $B$ in $H$ that contains an uncovered vertex, i.e., $B \cap U(H) \neq \emptyset$.
c. There is a vertex in $H$ that is neither uncovered, free, nor neighbor of a free vertex, i.e., $V(H) \backslash(N[W(H)] \cup U(H)) \neq \emptyset$.
d. There is a strongly beneficial set $B \subseteq N(W(H))$ in $H$ such that no minimum edge dominating set $F_{B}$ of $H-B$ covers all vertices of $N(W(H)) \backslash B$.
2. Else, if $\mathcal{H}$ contains at least one graph that has a strongly beneficial set, then there is a kernelization to $\mathcal{O}\left(|X|^{d}\right)$ vertices, $\mathcal{O}\left(|X|^{d+1}\right)$ edges, and size $\mathcal{O}\left(|X|^{d+1} \log |X|\right)$, and there is no kernelization to size $\mathcal{O}\left(|X|^{d-\varepsilon}\right)$, for any $\varepsilon>0$, unless $\mathrm{NP} \subseteq$ coNP/poly where $d$ is the size of the largest strongly beneficial set in any $H \in \mathcal{H}$.
3. Else, there is a kernelization to $\mathcal{O}\left(|X|^{2}\right)$ vertices, $\mathcal{O}\left(|X|^{3}\right)$ edges, and size $\mathcal{O}\left(|X|^{3} \log |X|\right)$, and there is no kernelization to size $\mathcal{O}\left(|X|^{2-\varepsilon}\right)$, for any $\varepsilon>0$, unless $\mathrm{NP} \subseteq$ coNP/poly.

Observe, Theorem 1 directly follows from Theorem 12 because disconnected graphs in $\mathcal{H}$ do not affect the resulting class of $\mathcal{H}$-component graphs, i.e., given any finite set $\mathcal{H}$ of graphs we can take the subset $\mathcal{H}^{\prime}$ of connected graphs in $\mathcal{H}$ and apply Theorem 12 to $\mathcal{H}^{\prime}$. As an example for applying the theorem, for $\mathcal{H}=\left\{P_{3}\right\}$ we get Item 1a, for $\mathcal{H}=\left\{P_{4}\right\}$ we get Item 1b, for $\mathcal{H}=\left\{K_{3}\right\}$ and $\mathcal{H}=\left\{K_{5}\right\}$ we get Item 1c, and for $\mathcal{H}=\left\{P_{2}\right\}=\left\{K_{2}\right\}, \mathcal{H}=\left\{K_{4}\right\}$, $\mathcal{H}=\left\{P_{5}\right\}$, as well as $\mathcal{H}=\{E=E\}$ we get Item 3 .

- Remark. We showed that edge dominating set parameterized by the size of a given modulator $X$ to a $P_{5}$-component graph admits a kernelization with $\mathcal{O}(|X|)$ vertices (see Theorem 7). The reason why we the kernelization procedure of Item 3 only reduces to $\mathcal{O}\left(|X|^{2}\right)$ vertices instead of $\mathcal{O}(|X|)$ vertices is that $H$-components can have uncovered vertices. This leads to a different marking argument similar to the case for Edge dominating SET parameterized by solution size. Note that EDS parameterized by solution size is covered by Item 3 .

Proof outline for Theorem 12. We begin by establishing a number of useful properties of the terms introduced in Definition 10, e.g., that each graph $H$ containing a beneficial set $B$ also contains a strongly beneficial set $B^{\prime} \subseteq B$ (Proposition 13 (11)).

The kernelization lower bound of Item 1 is proved by generalizing the lower bound obtained for $P_{3}$-component graphs in Theorem 5. We define so-called control pairs by abstracting properties of $P_{3}$-components used in the proof and show that there is no polynomial kernelization when any graph $H \in \mathcal{H}$ has a control pair (Theorem 15). For a connected graph $H=(V, E)$ the pair $(C, B)$ is called a control pair, if $B \subseteq V$ is strongly beneficial, if $C \subseteq V \backslash(Q(H) \cup B)$ and no vertex $c \in C$ is extendable in $H-B$, if there exists a minimum edge dominating set $F$ in $H$ such that $C \subseteq V(F)$, and if for all minimum edge dominating
sets $F_{B}$ in $H-B$ it holds that $C \nsubseteq V\left(F_{B}\right)$. Observe that for $H=P_{3}=v_{1} v_{2} v_{3}$ the set $B$ is the vertex $v_{2}$ and the set $C$ is the vertex $v_{1}$ (or $v_{2}$ ). Afterwards, we show that graphs $H$ fulfilling Items 1a, 1b, 1c, or 1d have control pairs (Lemmas 17, 18, 19, and 20).

In Item 1d, and in the items below, we (may) use that no graph in $\mathcal{H}$ fulfills Items 1a, 1b, or 1c. Accordingly, each graph $H \in \mathcal{H}$ has $V(H)=N[W(H)] \cup U(H)$, i.e., each vertex of $H$ is uncovered, free, or neighbor of a free vertex. Moreover, every extendable vertex is also free, i.e., $Q(H)=W(H)$, and strongly beneficial sets contain no (uncovered) vertices of $U(H)$. This implies that all strongly beneficial sets are subsets of $N(W) H)$, the neighborhood of the free vertices, as neither uncovered nor free vertices can be contained and no further vertices except those in $N(W(H))$ exist in $H$ (in this case).

For Item 2 we have that no graph in $\mathcal{H}$ fulfills any of the Items 1a through 1d and that at least one graph in $\mathcal{H}$ has a strongly beneficial set. Thus, in addition to the above restrictions on $H \in \mathcal{H}$, we know that for each strongly beneficial set $B$, which here must be a subset of $N(W(H))$, there is a minimum edge dominating set $F_{B}$ of $H-B$ that covers all vertices in $N(W(H)) \backslash B$. We give a general kernelization procedure that reduces the number of components in $G-X$ to $\mathcal{O}\left(|X|^{d}\right)$ where $d$ is the size of the largest strongly beneficial set among graphs $H \in \mathcal{H}$ (Lemma 27). We then rule out kernelizations of size $\mathcal{O}\left(|X|^{d-\varepsilon}\right)$ using only $H$-components, where $H$ is any graph in $\mathcal{H}$ that exhibits the largest size $d$ of strongly beneficial sets (Lemma 31). Note that in the present item $d$ is always at least two because having a strongly beneficial set $B$ of size one would mean that $v \in B$ is an extendable vertex that is not free (because beneficial sets are disjoint from the set $W(H)$ of free vertices), which is handled by Item 1a.

Finally, for Item 3, it remains to consider the case that no graph $H \in \mathcal{H}$ fulfills any of the Items 1a through 1d and that no graph in $H$ has a strongly beneficial set. It follows that no graph in $H$ has any beneficial sets (Proposition 13 (11)) and, as before, we have $V(H)=N[W(H)] \cup U(H)$. We obtain a kernelization to $\mathcal{O}\left(|X|^{2}\right)$ vertices, $\mathcal{O}\left(|X|^{3}\right)$ edges, and size $\mathcal{O}\left(|X|^{3} \log |X|\right)$ (Lemma 23). The lower bound ruling out kernelizations of size $\mathcal{O}\left(|X|^{2-\varepsilon}\right)$ for any $\varepsilon>0$, and in fact for any set $\mathcal{H}$, follows easily by a simple reduction from VERTEX COVER for which a lower bound ruling out size $\mathcal{O}\left(n^{2-\varepsilon}\right)$ is known [6] (Lemma 35).

## 5 Conclusion

As our main result, we have given a complete classification for EDGE DOMINATING SET parameterized by the size of a modulator to $\mathcal{H}$-component graphs for all finite sets $\mathcal{H}$. An obvious follow-up question is to extend this result to infinite sets $\mathcal{H}$. Our lower bounds of course continue to work in this setting, and the upper bounds still permit us to reduce the number of connected components (under the same conditions as before, e.g., that relevant beneficial sets have bounded size). However, for infinite $\mathcal{H}$, polynomial kernels also require us to shrink connected components of $G-X$, and to derive general rules for this. Moreover, even determining beneficial sets etc. for graphs $H \in \mathcal{H}$ could no longer be dismissed as being constant time. It is conceivable that such a classification is doable whenever graphs in $\mathcal{H}$ have bounded treewidth, as this simplifies the required additional steps. Since most known tractable graph classes for EDGE DOMINATING SET have bounded treewidth (and tractability for $G-X$ is required, or else NP-hardness for $|X|=0$ rules out kernels and fixed-parameter tractability), this seems like a reasonable goal. Apart from this, it would be nice to close the gap between size $\mathcal{O}\left(|X|^{d+1} \log |X|\right)$ and the lower bound of $\mathcal{O}\left(|X|^{d-\varepsilon}\right)$.
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#### Abstract

We prove that the compressed word problem and the compressed simultaneous conjugacy problem are solvable in polynomial time in hyperbolic groups. In such problems, group elements are input as words defined by straight-line programs defined over a finite generating set for the group. We prove also that, for any infinite hyperbolic group $G$, the compressed knapsack problem in $G$ is NP-complete.
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## 1 Introduction

Compression techniques in group theory have attracted attention in recent years [9, 10, 30, 36, 37]. Often, algorithms for classical group theoretic problems, such as the word problem or the conjugacy problem, face the problem that huge intermediate words arise during the computation. In some situations, these words are highly compressible; one can then attempt to compute on succinct representatives instead of on the words themselves.

Straight-line programs (SLPs) are a widely-used compression technique for words. An SLP can be seen as a context-free grammar $\mathcal{G}$ that produces a single word denoted val $(\mathcal{G})$; see Section 4 for a precise definition. The size of $\mathcal{G}$ can be defined as the sum of the lengths of the right-hand sides of the productions of $\mathcal{G}$. In fact, the length of $\operatorname{val}(\mathcal{G})$ can be exponential in the size of $\mathcal{G}$, showing that non-trivial compression is possible for SLPs. There are numerous papers in computer science that study the complexity of decision problems for words that are succinctly represented by SLPs; see [29] for a survey. Applications of SLPs in group theory can be traced back to Babai and Szemeredi's reachability theorem for finite groups [2].

In this paper we deal with the so-called compressed word problem for a finitely generated group $G$, which we define as follows. Suppose that $\Sigma$ is a finite generating set for $G$. We assume that $\Sigma$ is symmetric: if $a$ lies in $\Sigma$ then so does $a^{-1}$. The word problem for $G$ asks whether a given word $w \in \Sigma^{*}$ represents the group identity of $G$. This is one of the

LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
fundamental decision problems in group theory as set out by Dehn [8] in 1911. The compressed word problem for $G$ is the same problem except that the input word $w$ is represented by an SLP. We also call such inputs compressed words.

Clearly, the compressed word problem for a group $G$ is decidable if and only if the word problem for $G$ is decidable. It also seems obvious that the computational complexity of the compressed word problem for $G$ should be more difficult than the word problem itself. This is indeed the case if $\mathrm{P} \neq \mathrm{NP}$; see the discussion on the next page. It is also interesting to note that the compressed word problem for a group $G$ is exactly the circuit evaluation problem for $G$ : here the input is a circuit (a directed acyclic graph whose nodes are called gates) where input gates are labelled by generators of $G$ and where internal gates compute the product of their inputs. We then ask if a distinguished output gate evaluates to the identity of $G$. For finite groups, the complexity of the circuit evaluation problem (and hence, the compressed word problem) was clarified in [4]: if $G$ is a finite solvable group, then the compressed word problem for $G$ belongs to the parallel complexity class DET $\subseteq \mathrm{NC}^{2}$. Futher, if $G$ is a finite non-solvable group, then the compressed word problem for $G$ is P -complete. This dichotomy naturally motivates the investigation of compressed word problems for general finitely generated groups.

The compressed word problem also has applications for the ordinary (uncompressed) word problem. From techniques very similar to those used in the proof of [40, Theorem 5.2] we may deduce the following: the word problem for a finitely generated subgroup of the automorphism group $\operatorname{Aut}(G)$ is polynomial time reducible to the compressed word problem for $G$. Similar reductions exist for certain group extensions; see [40, Theorem 4.1] and [30, Theorem 4.8 and 4.9]. This makes groups for which the compressed word problem can be solved in polynomial time interesting. Indeed the class of these groups is quite rich. Let $F_{n}$ be the free group on $n$ generators. The first result for infinite groups was obtained in [28], where the second author showed that the compressed word problem for $F_{n}$ is P -complete. This result was used by the third author to show that the word problem for Aut $\left(F_{n}\right)$ can be solved in polynomial time [40, Theorem 5.2]. This solved an open problem posed by Baumslag [3, Problem (C1)]. Two other important classes of groups in which the compressed word problem can be solved in polynomial time have been found, as follows.

- Virtually special groups; that is, finite extensions of finitely generated subgroups of right-angled Artin groups. Right-angled Artin groups are also known as graph groups or partially commutative groups. Recent work related to three-dimensional topology has shown that the class of virtually special groups is very rich. It contains all Coxeter groups [19], one-relator groups with torsion [43], fully residually free groups [43] (for fully residually free groups, Macdonald [33] independently obtained a polynomial time solution for the compressed word problem), and fundamental groups of hyperbolic 3-manifolds [1].
- Finitely generated nilpotent groups [30]. Here, the compressed word problem even belongs to the parallel complexity class DET [26].

Moreover, for finitely generated linear groups the compressed word problem belongs to the complexity class coRP [30, Theorem 4.15], which implies that there is an efficient randomized polynomial time algorithm that may err with a small probability on negative input instances. On the negative side, it is known that the compressed word problem for every restricted wreath product $G \imath \mathbb{Z}$ with $G$ finitely generated non-abelian is coNP-hard [30, Theorem 4.21]. If $G$ is also finite, then the word problem for $G \imath \mathbb{Z}$ can be easily solved in polynomial time, see also [42]. Assuming $\mathrm{P} \neq \mathrm{NP}$ this gives examples of groups in which the compressed word problem is harder than the word problem. Another interesting result that relates
the compressed word problem to the area of algebraic complexity theory was shown in [30, Theorem 4.16]: The compressed word problem for the linear group $\mathrm{SL}_{3}(\mathbb{Z})$ is equivalent (up to polynomial time reductions) to polynomial identity testing (that is, the problem whether a circuit over a polynomial ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ evaluates to the zero polyomial).

In this paper, we prove that the compressed word problem can be solved in polynomial time in every hyperbolic group. ${ }^{1}$ Hyperbolic groups have a Cayley graph that satisfies a certain hyperbolicity condition, see Section 3 for a precise definition. Hyperbolic groups are of fundamental importance in geometric group theory. In a certain probabilistic sense, almost all finitely presented groups are hyperbolic [16, 38]. Also from a computational viewpoint, hyperbolic groups have nice properties: it is known that the word problem and the conjugacy problem can be solved in linear time [12, 21]. They also have a nice shortlex automatic structure [11]. We show in Theorem 15 that, from a given SLP $\mathcal{G}$ over the generators of a hyperbolic group $G$, one can compute in polynomial time an SLP for the shortlex normal form of the word $\operatorname{val}(\mathcal{G})$ (this is the length lexicographically smallest word that represents the same group element as $\operatorname{val}(\mathcal{G}))$. Since the shortlex normal form for a word $w$ is the empty word if and only if $w={ }_{G} 1$ (here, and in the rest of the paper, we write $u={ }_{G} v$ if the words $u$ and $v$ represent the same element of the group $G$ ), we obtain the following corollary:

- Corollary 1. The compressed word problem for a hyperbolic group can be solved in polynomial time.

A relatively easy consequence of Corollary 1 is that for every hyperbolic group one can compute in polynomial time the order of the group element that is represented by a given SLP (Corollary 16). In Section 6.2 we consider the compressed conjugacy problem: the input consists of SLP-compressed words $u, v$ and it is asked whether there exists a word $x$ with $x^{-1} u x={ }_{G} v$. We prove that the compressed conjugacy problem for a hyperbolic group can be solved in polynomial time. For this, we show that the algorithm from [12], which solves the conjugacy problem for a hyperbolic group in linear time, can be implemented in polynomial time for SLP-compressed input words. Based on this algorithm, we then generalise our result on compressed conjugacy to the compressed simultaneous conjugacy problem, where the input consists of two finite lists $u_{1}, \ldots, u_{n}$ and $v_{1}, \ldots, v_{n}$ of SLP-compressed words over the generators of the group $G$, and it is asked whether there exists a word $x$ with $x^{-1} u_{i} x={ }_{G} v_{i}$ for $1 \leq i \leq n$. This problem was shown to be solvable in polynomial time for finitely generated nilpotent groups in [34]. In the uncompressed setting, the simultaneous conjugacy problem was shown to be solvable in linear time for hyperbolic groups in [5]. Again, we show that the algorithm in [5] can be implemented in polynomial time for SLP-compressed input words, which yields the following.

- Theorem 2. Let $G$ be a hyperbolic group. Then the compressed simultaneous conjugacy problem for $G$ can be solved in polynomial time. Moreover, if the two input lists are conjugate, then we can compute an SLP for a conjugating element in polynomial time.

The (ordinary) simultaneous conjugacy problem has also been studied for classes of groups other than hyperbolic groups; see for example [25] and the references therein. The SLPcompressed version is important because the word problem for finitely generated subgroups of the outer automorphism group $\operatorname{Out}(G)$ of $G$ can be reduced to the compressed simultaneous conjugacy problem for $G$ [20, Proposition 10]. Note that in [7] it is shown that for a hyperbolic group $G$, $\operatorname{Aut}(G)$ and hence $\operatorname{Out}(G)$ are finitely generated. Hence, we get the following corollary from our main results.
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- Corollary 3. For every hyperbolic group $G$, the word problems for $\operatorname{Aut}(G)$ and $\operatorname{Out}(G)$ can be solved in polynomial time.

As a byproduct of our algorithm for the compressed simultaneous conjugacy problem we also show that for every hyperbolic group one can compute in polynomial time from a given finite set $S$ of SLP-compressed group elements a finite generating set for the centraliser of $S$, where every element of this generating set is represented by an SLP. We call this computation problem the compressed centraliser problem.

- Theorem 4. Let $G$ be a hyperbolic group. Then the compressed centraliser problem for $G$ can be solved in polynomial time.

Finally, we consider the compressed knapsack problem for a hyperbolic group. In the (ordinary) knapsack problem for a finitely generated group $G$ the input is a list of words $u_{1}, \ldots, u_{n}, v$ over the generators of $G$, and it is asked whether there exist natural numbers $n_{1}, \ldots, n_{k}$ such that $v={ }_{G} u_{1}^{n_{1}} \cdots u_{k}^{n_{k}}$. This problem has been studied in [13, 14, 27, 32, 35] for various classes of groups. In [35] it was shown that the knapsack problem for a hyperbolic group can be solved in polynomial time. Recently, this complexity bound was improved to LogCFL (the closure of the class of context-free languages under logspace-reductions) [31]. Moreover, for every non-elementary hyperbolic group (meaning that the group contains a free non-abelian subgroup), knapsack is LogCFL-complete, whereas for elementary hyperbolic groups knapsack belongs to NL (nondeterministic logspace) [31]. In the compressed knapsack problem, the words $u_{1}, \ldots, u_{n}, v$ are represented by SLPs. For the special case $G=\mathbb{Z}$ this problem is a variant of the classical knapsack problem for binary encoded integers, which is known to be NP-complete. This makes it interesting to look for groups where the compressed knapsack problem belongs to NP. In [32] it was shown that compressed knapsack for every virtually special group belongs to NP. Here, we prove:

- Theorem 5. If $G$ is an infinite hyperbolic group then the compressed knapsack problem for $G$ is NP-complete.

Full proofs can be found in the arXiv version [22].

## 2 General notations

Zero is included in the set of natural numbers: that is, $\mathbb{N}=\{0,1,2, \ldots\}$. Let $\Sigma$ be a finite alphabet of symbols. The set of all finite words over $\Sigma$ is denoted with $\Sigma^{*}$. We use $\varepsilon \in \Sigma^{*}$ to denote the empty word. Suppose that $w=a_{0} a_{1} \cdots a_{n-1} \in \Sigma^{*}$ with $a_{i} \in \Sigma$. The length of $w$ is $|w|=n$. For $0 \leq i \leq n-1$ we define $w[i]=a_{i}$. For $0 \leq i \leq j \leq n$ we define $w[i: j]=a_{i} \cdots a_{j-1}$. We use $w[: j]$ to mean $w[0: j]$, the prefix of length $j$, and we also use $w[i:]$ to mean $w[i: n]$, the suffix of length $n-i$. Note that $w[i: i]=\varepsilon$ and $w=w[: i] w[i:]$ for all $0 \leq i \leq n$. We say that $u \in \Sigma^{*}$ is a factor of $w \in \Sigma^{*}$ if there exist $x, y \in \Sigma^{*}$ with $w=x u y$.

Fix a strict linear order $<$ on the alphabet $\Sigma$. We extend $<$ to the length-lexicographic order $<_{\text {llex }}$ on $\Sigma^{*}$ : for words $u, v \in \Sigma^{*}$ we have $u<_{\text {llex }} v$ if and only if (i) $|u|<|v|$ or (ii) $|u|=|v|$ and there exist words $x, y, z \in \Sigma^{*}$ and symbols $a, b \in \Sigma$ such that $a<b, u=x a y$, and $v=x b z$. Note that $<_{\text {llex }}$ is a well-order on $\Sigma^{*}$. Hence, every non-empty subset $L \subseteq \Sigma^{*}$ contains a unique smallest element with respect to $<_{\text {llex }}$.


Figure 1 The shape of a geodesic triangle in a hyperbolic group.

## 3 Hyperbolic groups

Let $G$ be a finitely generated group equipped with a finite, symmetric, generating set $\Sigma$. The Cayley graph of $G$ with respect to $\Sigma$ is the directed edge-labelled graph $\Gamma=\Gamma(G)$ with node set $G$ and all edges of the form $(g, g a)$ for $g \in G$ and $a \in \Sigma$. The edge $(g, g a)$ is labelled with the generator $a$. Note that for every $a$-labelled edge $(g, h)$, the reversed edge $(h, g)$ is labelled with $a^{-1}$. We view $\Gamma$ as a geodesic metric space (the precise definition of a geodesic metric space is not needed in this paper), where every edge ( $g, g a$ ) is identified with a unit-length interval. The distance between two nodes $p, q \in \Gamma$ is denoted by $d_{\Gamma}(p, q)$. For $g \in G$ let $|g|:=d_{\Gamma}(1, g)$; so $|g|$ is the length of a shortest word in $\Sigma^{*}$ that represents $g$. For $r \geq 0$, let $\mathcal{B}_{r}(1)=\left\{g \in G: d_{\Gamma}(1, g) \leq r\right\}$.

Given a word $w \in \Sigma^{*}$, one obtains a unique path $\mathcal{P}[w]$ that starts at 1 and is labelled by the word $w$. This path ends in the group element represented by $w$. More generally, for $g \in G$ we denote by $g \cdot \mathcal{P}[w]$ the path that starts at $g$ and is labelled by $w$. We will mostly consider paths of the form $g \cdot \mathcal{P}[w]$. One views $P:=g \cdot \mathcal{P}[w]$ as a continuous mapping $P:[0, n] \rightarrow \Gamma$ from the real interval $[0, n]$ to $\Gamma$, where $n=|w|$. We say that a path $P:[0, n] \rightarrow \Gamma$ is path from $P(0)$ to $P(n)$. A path $P:[0, n] \rightarrow \Gamma$ is geodesic if $d_{\Gamma}(P(0), P(n))=n$. A word $w \in \Sigma^{*}$ is geodesic if the path $\mathcal{P}[w]$ is geodesic, which means that there is no shorter word representing the same group element from $G$. A word $w \in \Sigma^{*}$ is shortlex reduced if it is the length-lexicographically least word that represents the same group element as $w$. For this, we have to fix an arbitrary linear order on $\Sigma$. Note that if $u=x y$ is shortlex reduced then $x$ and $y$ are shortlex reduced too. For a word $u \in \Sigma^{*}$ we denote by shlex $(u)$ the unique shortlex reduced word that represents the same group element as $u$. Whenever appropriate, we identify elements of $\mathcal{B}_{r}(1)$ with geodesic words over $\Sigma$ of length at most $r$.

A geodesic triangle consists of three points $p, q, r \in \Gamma$ and geodesic paths $P_{p, q}, P_{p, r}, P_{q, r}$ (the three sides of the triangle), where $P_{x, y}$ is a path from $x$ to $y$. We call a geodesic triangle $\delta$-slim for $\delta \geq 0$, if every point $p$ on one of the three sides has distance at most $\delta$ from a point $p^{\prime}$ belonging to one of the two sides that are opposite to $p$. The group $G$ is called $\delta$-hyperbolic if every geodesic triangle is $\delta$-slim. Finally, $G$ is hyperbolic, if it is $\delta$-hyperbolic for some $\delta \geq 0$. Figure 1 shows the shape of a geodesic triangle in a hyperbolic group. The property of being hyperbolic is independent of the chosen finite generating set $\Sigma$, but the constant $\delta$ depends in general on the chosen finite generating set. Finitely generated free groups are for instance 0 -hyperbolic, if the generating set is a free basis. The word problem for every hyperbolic group can be decided in real time [21]. Moreover, one can compute shlex $(w)$ from a given word $w$ in linear time; see [12] where the result is attributed to Shapiro.


Figure $2 \mathrm{~A} \delta$-thin triangle in a hyperbolic group. Dotted lines represent geodesic paths of length at most $\delta$.


Figure 3 Splitting a geodesic rectangle according to Lemma 7.

We will need an equivalent definition of hyperbolicity in terms of so-called thin triangles. Again, consider three points $p, q, r \in \Gamma$ and let $P_{x, y}$ for $x, y \in\{p, q, r\}$ be a geodesic path from $x$ to $y$, where $P_{y, x}$ is the path $P_{x, y}$ traversed in the reversed direction. Moreover, let $d_{x, y}=d_{\Gamma}(x, y)$ be the length of $P_{x, y}$. The three lengths $d_{p, q}, d_{p, r}$ and $d_{q, r}$ fulfil the triangle inequality. From this one can deduce real numbers $s_{p}, s_{q}, s_{r} \geq 0$ such that $s_{x}+s_{y}=d_{x, y}$ for all $x, y \in\{p, q, r\}$ with $x \neq y$. The geodesic triangle determined by the three sides $P_{p, q}, P_{p, r}$, $P_{q, r}$ is called $\delta$-thin for $\delta \geq 0$, if for all $x, y, z$ with $x \in\{p, q, r\}$ and $\{y, z\}=\{p, q, r\} \backslash\{x\}$ we have $d_{\Gamma}\left(P_{x, y}(t), P_{x, z}(t)\right) \leq \delta$ for all $t \in\left[0, s_{x}\right]$; see Figure 2. It is well known (see for example [23, Theorem 6.1.3]) that in a $\delta$-hyperbolic group every geodesic triangle is $\delta^{\prime}$-thin for some constant $\delta^{\prime} \geq \delta$.

Let us fix a $\delta$-hyperbolic group $G$ with the finite symmetric generating set $\Sigma$ for the rest of the section, and let $\Gamma$ be the corresponding geodesic metric space. By choosing $\delta$ large enough, we can assume that all geodesic triangles in $\Gamma$ are $\delta$-thin. We need a few well-known results about hyperbolic groups.

Lemma 6 (c.f. [11, Theorem 3.4.5]). The set $\left\{\operatorname{shlex}(u): u \in \Sigma^{*}\right\}$ is a regular language.
The proofs of the following two simple lemmas can be found in [22].

- Lemma 7. Let $a, b, u, v \in \Sigma^{*}$ be geodesic words such that $v={ }_{G}$ aub and consider a factorisation $v=v_{1} v_{2}$ with $\left|v_{1}\right| \geq|a|+2 \delta$ and $\left|v_{2}\right| \geq|b|+2 \delta$. Then there exists a factorisation $u=u_{1} u_{2}$ and a geodesic word $c$ with $|c| \leq 2 \delta$ such that $v_{1}={ }_{G}$ au $u_{1} c$ and $v_{2}={ }_{G} c^{-1} u_{2} b$.

The situation in Lemma 7 is shown in Figure 3.

- Lemma 8. For $i \in\{0,1,2\}$ let $P_{i}:\left[0, n_{i}\right] \rightarrow \Gamma$ be geodesic paths such that $P_{0}(0)=$ $P_{1}(0), P_{0}\left(n_{0}\right)=P_{2}(0)$ and $P_{1}\left(n_{1}\right)=P_{2}\left(n_{2}\right)$ (so $P_{0}, P_{1}, P_{2}$ form a geodesic triangle). Let $j \leq \min \left\{n_{0}, n_{1}\right\}$ be any integer such that $d_{\Gamma}\left(P_{0}(j), P_{1}(j)\right)>\delta$. Then there exist integers $i_{0}, i_{1} \in\left[0, n_{2}\right]$ with $i_{0} \leq i_{1}, d_{\Gamma}\left(P_{0}(j), P_{2}\left(i_{0}\right)\right) \leq \delta$, and $d_{\Gamma}\left(P_{1}(j), P_{2}\left(i_{1}\right)\right) \leq \delta$.


Figure 4 The situation from Lemma 8.

Lemma 8 follows easily from the fact that the geodesic triangle with sides $P_{0}, P_{0}$, and $P_{1}$ is thin. The situation is shown in Figure 4.

## 4 Compressed words and the compressed word problem

A straight-line program (SLP for short) over the alphabet $\Sigma$ is a triple $\mathcal{G}=(V, \rho, S)$, where $V$ is a finite set of variables such that $V \cap \Sigma=\emptyset, S \in V$ is the start variable, and $\rho: V \rightarrow(V \cup \Sigma)^{*}$ is a mapping such that the relation $\{(B, A) \in V \times V: B$ occurs in $\rho(A)\}$ is acyclic. For the reader familiar with context-free grammars, it might be helpful to view the SLP $\mathcal{G}=(V, \rho, S)$ as the context-free grammar $(V, \Sigma, P, S)$, where $P$ contains all productions $A \rightarrow \rho(A)$ for $A \in V$. The definition of an SLP implies that this context-free grammar derives exactly one terminal word, which will be denoted by $\operatorname{val}(\mathcal{G})$. One can define this string inductively as follows. First, for every $A \in V$ we define val $_{\mathcal{G}}(A)$. Assume that $\rho(A)=w_{0} A_{1} w_{1} \cdots A_{k} w_{k}$ with $k \geq 0, w_{i} \in \Sigma^{*}$ and $A_{i} \in V$. Then we define $\operatorname{val}_{\mathcal{G}}(A)=w_{0} \operatorname{val}_{\mathcal{G}}\left(A_{1}\right) w_{1} \cdots \operatorname{val}_{\mathcal{G}}\left(A_{k}\right) w_{k}$. Finally, we define $\operatorname{val}(\mathcal{G})=\operatorname{val}_{\mathcal{G}}(S)$.

The word $\rho(A)$ is also called the right-hand side of $A$. We define the size of the SLP $\mathcal{G}=(V, \rho, S)$ as the total length of all right-hand sides: $|\mathcal{G}|=\sum_{A \in V}|\rho(A)|$. SLPs offer a succinct representation of words that contain many repeated substrings. For instance, the word $(a b)^{2^{n}}$ can be produced by the SLP $\mathcal{G}=\left(\left\{A_{0}, \ldots, A_{n}\right\}, \rho, A_{n}\right)$ with $\rho\left(A_{0}\right)=a b$ and $\rho\left(A_{i+1}\right)=A_{i} A_{i}$ for $0 \leq i \leq n-1$.

Quite often, it is convenient to assume that all right-hand sides are of the form $a \in \Sigma$ or $B C$ with $B, C \in V$. This corresponds to the well-known Chomsky normal form for context-free grammars. There is a simple linear time algorithm that transforms an SLP $\mathcal{G}$ with $\operatorname{val}(\mathcal{G}) \neq \varepsilon$ into an SLP $\mathcal{G}^{\prime}$ in Chomsky normal form with $\operatorname{val}(\mathcal{G})=\operatorname{val}\left(\mathcal{G}^{\prime}\right)$, see for example [30, Proposition 3.8]. We use the fact that the following algorithmic tasks for SLPs can be solved in polynomial time; see also [30, Proposition 3.9].

- Given an $\operatorname{SLP} \mathcal{G}$, compute the length $|\operatorname{val}(\mathcal{G})|$.
- Given an $\operatorname{SLP} \mathcal{G}$ and an integer $0 \leq i<|\operatorname{val}(\mathcal{G})|$, compute the symbol $\operatorname{val}(\mathcal{G})[i]$.
- Given an SLP $\mathcal{G}$ and integers $0 \leq i \leq j \leq|\operatorname{val}(\mathcal{G})|$, compute an $\operatorname{SLP}$ for $\operatorname{val}(\mathcal{G})[i: j]$.

Also the following two propositions are well-known:

- Proposition 9 (c.f. [6, Lemma 2]). For a given $S L P \mathcal{G}$ and $n \in \mathbb{N}$, we can compute an SLP $\mathcal{G}_{n}$ with $\operatorname{val}\left(\mathcal{G}_{n}\right)=\operatorname{val}(\mathcal{G})^{n}$ in time $O(|\mathcal{G}|+\log n)$.
- Proposition 10 (c.f. [30, Theorem 3.11]). Given a deterministic finite state automaton $M$ over the alphabet $\Sigma$ and an SLP $\mathcal{G}$ over the alphabet $\Sigma$, we can determine in polynomial time whether $\operatorname{val}(\mathcal{G})$ is in the language $L(M)$ of $M$.

Finally, we need the following fundamental result:

- Theorem 11 (c.f. [39]). Given two $S L P s \mathcal{G}$ and $\mathcal{H}$, one can check in polynomial time whether $\operatorname{val}(\mathcal{G})=\operatorname{val}(\mathcal{H})$.

The compressed word problem for a finitely generated group $G$ with the finite symmetric generating set $\Sigma$ is the following decision problem:
Input: an SLP $\mathcal{G}$ over the alphabet $\Sigma$.
Question: does $\operatorname{val}(\mathcal{G})$ represent the group identity of $G$ ?
It is an easy observation that the computational complexity of the compressed word problem for $G$ does not depend on the chosen generating set $\Sigma$ in the sense that if $\Sigma^{\prime}$ is another finite symmetric generating set for $G$, then the compressed word problem for $G$ with respect to $\Sigma$ is logspace reducible to the compressed word problem for $G$ with respect to $\Sigma^{\prime}[30$, Lemma 4.2]. Therefore we do not have to specify the generating set.

## 5 The compressed word problem for hyperbolic groups

Fix a $\delta$-hyperbolic group $G$ with the finite symmetric generating set $\Sigma$, where $\delta>0$ is chosen in such a way that all geodesic triangles are $\delta$-thin. We can moreover assume that $\delta$ is an integer (later, we want to cut off from a word its prefix and suffix of length a certain multiple of $\delta$ ). Let us set $\zeta:=2 \delta \geq 1$ for the following.

We need an extension of SLPs by two operators: so-called tether operators and cut operators. A TCSLP (T stands for "tethered", C stands for "cut") over the alphabet $\Sigma$ is a tuple $\mathcal{G}=(V, \rho, S)$, where $V$ is a finite set of variables such that $V \cap \Sigma=\emptyset, S \in V$ is the start variable, and $\rho$ is a mapping with domain $V$ such that for every $A \in V, \rho(A)$ (the right-hand side of $A$ ) is of one of the following forms:
(1) a word $w \in(V \cup \Sigma)^{*}$
(2) an expression $B[: i]$ or $B[i:]$ with $B \in V$ and $i \in \mathbb{N}$ ([: $i]$ and $[i:]$ are called cut operators),
(3) an expression $B\langle a, b\rangle$ with $B \in V$ and $a, b \in \mathcal{B}_{\zeta}(1)$ ( $\langle a, b\rangle$ is called a tether operator).

Moreover, we require that the relation $\{(B, A) \in V \times V: B$ occurs in $\rho(A)\}$ is acyclic. The reflexive and transitive closure of this relation is denoted with $\leq_{\mathcal{G}}$. We evaluate variables of type (1) as for SLPs. If $\rho(A)=B[: i]$ or $\rho(A)=B[i$ :] then we define $\operatorname{val}_{\mathcal{G}}(A)=\operatorname{val}_{\mathcal{G}}(B)[: i]$ or $\operatorname{val}_{\mathcal{G}}(A)=\operatorname{val}_{\mathcal{G}}(B)[i:]$, respectively. Finally, if $\rho(A)=B\langle a, b\rangle$ we define $\operatorname{val}_{\mathcal{G}}(A):=\operatorname{shlex}\left(a \operatorname{val}_{\mathcal{G}}(B) b\right)$. The reader might ask what happens if $i>\left|\operatorname{val}_{\mathcal{G}}(B)\right|$ in case $\rho(A)=B[: i]$ or $\rho(A)=B[i:]$. This will not occur in the TCSLPs constructed in this paper.

For convenience we will also allow more complex right-hand sides $\rho(A)$ such as for instance $(B[: i]\langle a, b\rangle)(C[j:]\langle c, d\rangle)$. We define the size of such a right-hand side as the total number of occurrences of symbols from $\Sigma \cup V$ in the right-hand side. The size of $\mathcal{G}$ is obtained by taking the sum over all variables. Note that the numbers $i \in \mathbb{N}$ in cut operators do not contribute to the size of a TCSLP. This does not cause any problems. If one encodes these numbers in binary notation and adds the lengths of these encodings to the size of an TCSLP, then this would only increase the size by a constant factor.

If right-hand sides of type (2) do not occur, we speak of a TSLP and if right-hand sides of type (3) do not occur, we speak of a CSLP. CSLPs are also known as composition systems and have been studied before, see for example [18]. In [28], CSLPs are used in the polynomial time algorithm for the compressed word problem of a free group.

We say that the TCSLP $\mathcal{G}$ is shortlex, if for every variable $A$, the word $\operatorname{val}_{\mathcal{G}}(A)$ is shortlex reduced. Note that right-hand sides of type (1) may lead to words that are not
shortlex reduced, since the concatenation of two shortlex reduced words is not necessarily shortlex reduced. The goal of this section is to compute from a given shortlex TCSLP $\mathcal{G}$ in polynomial time an $\operatorname{SLP} \mathcal{G}^{\prime}$ such that $\operatorname{val}(\mathcal{G})={ }_{G} \operatorname{val}\left(\mathcal{G}^{\prime}\right)$. In a first step we will present such a transformation only for TSLPs. In a second step, we will transform a shortlex TCSLP into an equivalent TSLP. This second step is inspired by the polynomial time transformation of a CSLP into an equivalent SLP from [18].

For a variable $A$, we define the height, height $(A)$ for short, inductively by
height $(A)=\max \{\operatorname{height}(B)+1: B \in V$ occurs in $\rho(A)\}$,
where $\max \emptyset=0$. Let $\operatorname{height}(\mathcal{G})=\operatorname{height}(S)$; it is the length of a longest chain in the partial order $\leq_{\mathcal{G}}$ that ends in $S$.

- Lemma 12. Given a TSLP $\mathcal{G}$ over the alphabet $\Sigma$, we can check in polynomial time whether $\mathcal{G}$ is shortlex. Moreover, if $\mathcal{G}$ is shortlex, then we can compute in polynomial time an SLP $\mathcal{G}^{\prime}$ over $G$ such that $\operatorname{val}(\mathcal{G})={ }_{G} \operatorname{val}\left(\mathcal{G}^{\prime}\right)$.
Proof. Let $\mathcal{G}=(V, \rho, S)$. In the same way as for SLPs, we can assume that all right-hand sides from $(V \cup \Sigma)^{*}$ are of the form $a \in \Sigma$ or $B C$ with $B, C \in V$ (variables with right-hand side $\varepsilon$ can be eliminated). Let $\mu=\operatorname{height}(\mathcal{G})$. We will transform $\mathcal{G}$ into the desired SLP $\mathcal{G}^{\prime}$. This will be done by a bottom-up process; that is we consider the variables in $\mathcal{G}$ in order of increasing height. If $\mathcal{G}$ is not shortlex, we will detect this during the transformation.

For a variable $A$, we define the tether-height, theight $(A)$ for short, inductively as follows: - if $\rho(A)=a$, then theight $(A)=0$,

- if $\rho(A)=B C$, then theight $(A)=\max \{\operatorname{theight}(B)$, theight $(C)\}$, and
- if $\rho(A)=B\langle s, t\rangle$ then theight $(A)=\operatorname{theight}(B)+1$.

By removing unused variables, we can assume that $S$ has maximal height and maximal tether height among all variables. For a nonterminal $A$ we define $\eta_{A}:=\operatorname{theight}(S)-\operatorname{theight}(A)+1>0$.

Consider a nonterminal $A$. Since we are processing the variables in order of increasing height, we can assume that for all $B<_{\mathcal{G}} A$ the word $\operatorname{val}_{\mathcal{G}}(B)$ is shortlex reduced. Let $w:=\operatorname{val}_{\mathcal{G}}(A)$. If $|w| \leq 16 \zeta \eta_{A}+2 \zeta$ then we will explicitly compute the word $w$ in the process of defining the SLP $\mathcal{G}^{\prime}$. Otherwise, we will compute explicitly words $\ell_{A}, r_{A}$ such that $w=\ell_{A} w^{\prime} r_{A}$ for some word $w^{\prime}$ of length at least $2 \zeta$. The words $\ell_{A}$ and $r_{A}$ will satisfy the length constraints $8 \zeta \eta_{A} \leq\left|\ell_{A}\right|,\left|r_{A}\right| \leq 8 \zeta \eta_{A}+2 \zeta$ height $(A)$. Moreover, in the latter case, the SLP $\mathcal{G}^{\prime}$ will contain variables $A_{a, b}^{\prime}$ for all $a, b \in \mathcal{B}_{\zeta}(1)$ such that $\operatorname{val}_{\mathcal{G}^{\prime}}\left(A_{a, b}^{\prime}\right)=\operatorname{shlex}\left(a w^{\prime} b\right)$. The $A_{a, b}^{\prime}$, together with a start variable $S^{\prime}$, which will be added at the end of the process, will be the only variables that we include in the SLP $\mathcal{G}^{\prime}$. All of the words that we compute and store, such as the $\ell_{A}$ and $r_{A}$, are to enable us to carry out the necessary computations, and are not stored as part of $\mathcal{G}^{\prime}$.

We now make a case distinction on the form of the right-hand side $\rho(A)$. We only consider the most difficult case that $\rho(A)=B\langle a, b\rangle$ for $a, b \in \mathcal{B}_{\zeta}(1)$.

Let $u:=\operatorname{val}_{\mathcal{G}}(B)$ and $v:=\operatorname{val}_{\mathcal{G}}(A)=\operatorname{shlex}(a u b)$. The word $u$ is shortlex reduced by assumption, and $v$ is shortlex reduced by definition. Let $\eta=\eta_{B}$. We have $\eta_{A}=\eta-1 \geq 1$. If $|u| \leq 16 \zeta \eta+2 \zeta$ then we have explicitly computed the word $u$. We explicitly compute the word $v=\operatorname{shlex}(a u b)$, and then distinguish the cases $|v| \leq 16 \zeta \eta+2 \zeta$ and $|v|>16 \zeta \eta+2 \zeta$. In the first case, there is nothing to do. If $|v|>16 \zeta \eta+2 \zeta$, we factorise $v$ as $v=\ell_{A} v^{\prime} r_{A}$ with $\left|\ell_{A}\right|=\left|r_{A}\right|=8 \zeta \eta$, and thus $\left|v^{\prime}\right| \geq 2 \zeta$. We can compute for all $a, b \in \mathcal{B}_{\zeta}(1)$ the word shlex $\left(a v^{\prime} b\right)$ and set $\rho^{\prime}\left(A_{a, b}^{\prime}\right)=\operatorname{shlex}\left(a v^{\prime} b\right)$.

Now assume that $|u|>16 \zeta \eta+2 \zeta$. We have computed words $\ell_{B}, r_{B}$ such that $8 \zeta \eta \leq$ $\left|\ell_{B}\right|,\left|r_{B}\right| \leq 8 \zeta \eta+2 \zeta \operatorname{height}(B)$ and $u=\ell_{B} u^{\prime} r_{B}$ for a word $u^{\prime}$ of length at least $2 \zeta$. Moreover, we have already defined variables $B_{c, d}^{\prime}$ for all $c, d \in \mathcal{B}_{\zeta}(1)$, which produce shlex $\left(c u^{\prime} d\right)$.
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Figure 5 The situation from the proof of Lemma 12. Dotted lines represent words that are given by SLPs.

Using Proposition 10 we check in polynomial time for all $c, d \in \mathcal{B}_{\zeta}(1)$ whether the word

$$
\operatorname{shlex}\left(a \ell_{B} c^{-1}\right) \operatorname{val}_{\mathcal{G}^{\prime}}\left(B_{c, d}^{\prime}\right) \operatorname{shlex}\left(d^{-1} r_{B} b\right)=\operatorname{shlex}\left(a \ell_{B} c^{-1}\right) \operatorname{shlex}\left(c u^{\prime} d\right) \operatorname{shlex}\left(d^{-1} r_{B} b\right)
$$

is shortlex reduced, in which case it is shlex $\left(a \ell_{B} u^{\prime} r_{B} b\right)=\operatorname{shlex}(a u b)=v$; see Figure 5. By Lemma 7, there must exist such $c, d \in \mathcal{B}_{\zeta}(1)$. Let $s=\operatorname{shlex}\left(a \ell_{B} c^{-1}\right)$ and $t=\operatorname{shlex}\left(d^{-1} r_{B} b\right)$. By the triangle inequality, these words have length at least $8 \zeta \eta-2 \zeta$. Hence we can factorise these words as $s=w x$ and $t=y z$ with $|w|=|z|=8 \zeta(\eta-1)=8 \zeta \eta_{A} \geq 8 \zeta$. The words $x$ and $y$ have length at least $6 \zeta$. We set $\ell_{A}:=w$ and $r_{A}:=z$. These words satisfy the required bounds on their lengths. Note that $\operatorname{val}_{\mathcal{G}}(A)=\operatorname{shlex}(a u b)=\ell_{A} x \operatorname{shlex}\left(c u^{\prime} d\right) y r_{A}$ and $\mid x$ shlex $\left(c u^{\prime} d\right) y \mid \geq 12 \zeta \geq 2 \zeta$.

It remains to define the right-hand sides of the variables $A_{g, h}^{\prime}$ for all $g, h \in \mathcal{B}_{\zeta}(1)$. Let us fix $g, h \in \mathcal{B}_{\zeta}(1)$. The lower bounds on the lengths of $w, x, y, z$ allow us to apply Lemma 7 to the geodesic rectangles with sides $a, \ell_{B}, c, w x$ and $d, r_{B}, b, y z$, respectively (all of these words have been computed explicitly). We can compute in polynomial time $e, f \in \mathcal{B}_{\zeta}(1)$ and factorisations $\ell_{B}=w^{\prime} x^{\prime}, r_{B}=y^{\prime} z^{\prime}$ as shown in Figure 5. By the triangle inequality, the words $x^{\prime}$ and $y^{\prime}$ must have length at least $4 \zeta$. Now consider the geodesic rectangle with sides $x^{\prime} u^{\prime} y^{\prime}$, shlex (ge), shlex $(f h)$, and shlex $\left(g e x^{\prime} u^{\prime} y^{\prime} f h\right)$. Since $\left|x^{\prime}\right|,\left|y^{\prime}\right| \geq 4 \zeta$ and $|\operatorname{shlex}(g e)|, \mid$ shlex $(f h) \mid \leq 2 \zeta$, we can apply Lemma 7 again: There must exist $i, j \in \mathcal{B}_{\zeta}(1)$ such that the word

$$
\operatorname{shlex}\left(g e x^{\prime} i^{-1}\right) \operatorname{val}_{\mathcal{G}^{\prime}}\left(B_{i, j}^{\prime}\right) \operatorname{shlex}\left(j^{-1} y^{\prime} f h\right)=\operatorname{shlex}\left(g e x^{\prime} i^{-1}\right) \operatorname{shlex}\left(i u^{\prime} j\right) \text { shlex }\left(j^{-1} y^{\prime} f h\right)
$$

is shortlex reduced, in which case the above word is shlex $\left(g e x^{\prime} u^{\prime} y^{\prime} f h\right)$. Using Proposition 10, we can compute such $i, j \in \mathcal{B}_{\zeta}(1)$ in polynomial time. We finally define the right-hand side of $A_{g, h}^{\prime}$ as $\rho^{\prime}\left(A_{g, h}^{\prime}\right)=\operatorname{shlex}\left(g e x^{\prime} i^{-1}\right) B_{i, j}^{\prime}$ shlex $\left(j^{-1} y^{\prime} f h\right)$.

This concludes the definition of the right-hand sides for the variables $A_{a, b}^{\prime}$. We complete the definition of $\mathcal{G}^{\prime}$ by adding a start variable $S^{\prime}$ to $\mathcal{G}^{\prime}$ and setting $\rho^{\prime}\left(S^{\prime}\right)=\ell_{S} S_{1,1}^{\prime} r_{S}$.

The next lemma generalises Lemma 12 to TCSLPs.

- Lemma 13. Given a TCSLP $\mathcal{G}$ over the alphabet $\Sigma$, we can check in polynomial time whether $\mathcal{G}$ is shortlex. Moreover, if $\mathcal{G}$ is shortlex, then we can compute in polynomial time an $S L P \mathcal{G}^{\prime}$ over $G$ such that $\operatorname{val}(\mathcal{G})={ }_{G} \operatorname{val}\left(\mathcal{G}^{\prime}\right)$.

Proof sketch. The idea of the proof is taken from [18], where it is shown that a CSLP can be transformed in polynomial time into an equivalent SLP. Let $\mathcal{G}=(V, \rho, S)$ be the input TCSLP. We can assume that all right-hand sides from $(V \cup \Sigma)^{*}$ are of the form $a \in \Sigma$ or $B C$ with $B, C \in V$. By Lemma 12 it suffices to transform $\mathcal{G}$ into an equivalent TSLP. Let $\mu=\operatorname{height}(\mathcal{G})$. Consider a variable $A$ such that $\rho(A)=B[: i]$; the case that $\rho(A)=B[i:]$ can be dealt with analogously. We can assume that $i \leq|v a|_{\mathcal{G}}(B) \mid$ (this will be true for the TCSLP constructed in the proof of Theorem 15 below). By considering the variables in order
of increasing height, we can moreover assume that no cut operator occurs in the right-hand side of any variable $C<_{\mathcal{G}} A$. We then push the operator in $\rho(A)$ towards smaller (with respect to $<_{\mathcal{G}}$ ) variables. Thereby we add at most $\mu$ new variables to the TCSLP. Moreover the height of the TCSLP after the cut elimination is still bounded by $\mu$. Hence, the final TSLP has at most $\mu \cdot|V|$ variables. In addition, every right-hand side of the final TSLP will have length at most $2 \zeta+1$, so its size will be polynomially bounded.

- Lemma 14. Given shortlex TCSLPs $\mathcal{G}_{0}$ and $\mathcal{G}_{1}$ such that val $\left(\mathcal{G}_{i}\right)$ represents the group element $g_{i}$, we can check in polynomial time, whether $d_{\Gamma}\left(g_{0}, g_{1}\right) \leq \delta$. Moreover, if this is true, we can compute $a \in \mathcal{B}_{\delta}(1)$ such that $g_{0} a={ }_{G} g_{1}$.

Proof. For all $a \in \mathcal{B}_{\delta}(1)$ we compute, by adding one new variable to $\mathcal{G}_{0}$, a shortlex TCSLP $\mathcal{G}_{0, a}$ for shlex $\left(\operatorname{val}\left(\mathcal{G}_{0}\right) a\right)$. Using Lemma 13 and Theorem 11 we can check in polynomial time whether $\operatorname{val}\left(\mathcal{G}_{0, a}\right)=\operatorname{val}\left(\mathcal{G}_{1}\right)$, which is equivalent to $g_{0} a={ }_{G} g_{1}$.

Finally, we can prove the main technical result of this section:

- Theorem 15. From a given $S L P \mathcal{G}$ over the alphabet $\Sigma$ we can compute in polynomial time an $S L P \mathcal{G}^{\prime}$ for $\operatorname{shlex}(\operatorname{val}(\mathcal{G}))$.

Proof. By Lemma 13 it suffices to compute in polynomial time a shortlex TCSLP $\mathcal{G}^{\prime}$ for $\operatorname{shlex}(\operatorname{val}(\mathcal{G}))$. For this, we process $\mathcal{G}$ bottom-up; that is, we consider the variables in order of increasing height. Assume that $\mathcal{G}=(V, \rho, S)$ and that $\mathcal{G}$ is in Chomsky normal form. The TCSLP $\mathcal{G}^{\prime}$ will contain all variables from $V$ plus some auxiliary variables. Let us write $\mathcal{G}^{\prime}=\left(V^{\prime}, \rho^{\prime}, S\right)$. For every variable $A \in V$ we will have $\operatorname{val}_{\mathcal{G}^{\prime}}(A)=\operatorname{shlex}\left(\operatorname{val}_{\mathcal{G}}(A)\right)$. Consider a variable $A \in V$ and assume that, for all variables $B<_{\mathcal{G}} A$, we have already defined $\rho^{\prime}(B)$ in such a way that $\operatorname{val}_{\mathcal{G}^{\prime}}(B)=\operatorname{shlex}\left(\operatorname{val}_{\mathcal{G}}(B)\right)$.

If $\rho(A)=a \in \Sigma$ then we set $\rho^{\prime}(A):=\operatorname{shlex}(a)$. Now assume that $\rho(A)=B C$. Thus we have already defined TCSLPs for the words $u:=\operatorname{shlex}\left(\operatorname{val}_{\mathcal{G}}(B)\right)$ and $v:=\operatorname{shlex}\left(\operatorname{val}_{\mathcal{G}}(C)\right)$. Moreover, by Lemma 13 we can transform these TCSLPs into SLPs. Using these SLPs, we can compute the lengths $m=|u|$ and $n=|v|$. If $m=0$ or $n=0$, then we set $\rho^{\prime}(A):=C$ or $\rho^{\prime}(A):=B$, respectively. So let us assume that $m$ and $n$ are both non-zero. Moreover, we only consider the case that $m \leq n$; the other case is symmetric. From the SLP for $u$ we can compute an SLP for $u^{-1}$. Consider the geodesic paths $P_{0}:=\mathcal{P}\left[u^{-1}\right]$ and $P_{1}:=\mathcal{P}[v]$. Using Lemma 14 we can check whether $d_{\Gamma}\left(P_{0}(m), P_{1}(m)\right) \leq \delta$.

Case 1. $d_{\Gamma}\left(P_{0}(m), P_{1}(m)\right) \leq \delta$. In this case, we can compute by Lemma 14 a word $a$ of length at most $\delta$ such that $a={ }_{G} u v[: m]$. The situation is shown in Figure 6 on the left. We set $\rho^{\prime}(A):=C[m:]\langle a, 1\rangle$.
Case 2. $d_{\Gamma}\left(P_{0}(m), P_{1}(m)\right)>\delta$. Using binary search, we compute an integer $i \in[0, m-1]$ such that $d_{\Gamma}\left(P_{0}(i), P_{1}(i)\right) \leq \delta$ and $d_{\Gamma}\left(P_{0}(i+1), P_{1}(i+1)\right)>\delta$. For this we store an interval $[p, q] \subseteq[0, m]$ such that $p<q, d_{\Gamma}\left(P_{0}(p), P_{1}(p)\right) \leq \delta$ and $d_{\Gamma}\left(P_{0}(q), P_{1}(q)\right)>\delta$. Initially, we set $p=0$ and $q=m$, and we stop if $q=p+1$. In each iteration, we compute $r=\lceil(p+q) / 2\rceil$ and check, using Lemma 14 , whether $d_{\Gamma}\left(P_{0}(r), P_{1}(r)\right) \leq \delta$ or $d_{\Gamma}\left(P_{0}(r), P_{1}(r)\right)>\delta$. In the first case we set $p:=r$ and do not change $q$, and in the second case we set $q:=r$ and do not change $p$. Hence, in each iteration the size of the interval $[p, q]$ is roughly halved. Therefore, the binary search stops after $\mathcal{O}(\log (m))$ iterations, which is polynomial in the input length. In addition to the position $i$, we can also compute $a \in \mathcal{B}_{\delta}(1)$ that labels a path from $P_{0}(i)$ to $P_{1}(i)$.


Figure 6 Case 1 (left) and 2 (right) from the proof of Theorem 15.

Let $P_{2}$ be the unique geodesic path from $P_{0}(m)$ to $P_{1}(n)$ that is labelled with a shortlex reduced word. Note that this path is labelled with shlex $(u v)$. By Lemma 8 there exist $i_{0} \leq i_{1}$ such that $d_{\Gamma}\left(P_{0}(i+1), P_{2}\left(i_{0}\right)\right) \leq \delta$ and $d_{\Gamma}\left(P_{1}(i+1), P_{2}\left(i_{1}\right)\right) \leq \delta$. We therefore iterate over all $b, c \in \mathcal{B}_{\delta}(1)$, compute the word $s:=\operatorname{shlex}\left(b^{-1} u[m-i-1] a v[i] c^{-1}\right)$ explicitly, and check whether the word

$$
\begin{equation*}
\operatorname{shlex}(u[: m-i-1] b) s \text { shlex }(c v[i+1:]) \tag{1}
\end{equation*}
$$

is shortlex reduced too, in which case it is shlex $(u v)$. This can be done using Proposition 10 and using the fact that SLPs for $u$ and $v$ are available. From these SLPs we can compute TCSLPs for shlex $(u[: m-i-1] b)$ and shlex $(c v[i+1:])$, which can be transformed into SLPs using Lemma 13. It is guaranteed by Lemma 8 that we will find $b, c \in \mathcal{B}_{\delta}(1)$ such that the word in (1) is shortlex reduced. For these $b, c$ we finally set $\rho^{\prime}(A):=(B[: m-i-1]\langle 1, b\rangle) s(C[i+1:]\langle c, 1\rangle)$. This concludes the proof of the theorem.

A word $w \in \Sigma^{*}$ represents the group identity if and only if $\operatorname{shlex}(w)=\varepsilon$. Hence, Corollary 1 from the introduction follows directly from Theorem 15.

## 6 Further compressed decision problems

### 6.1 Computing the order of a compressed group element

An easy consequence of Corollary 1 is the following result:

- Corollary 16. Let $G$ be a hyperbolic group $G$ with the finite symmetric generating set $\Sigma$. From a given SLP $\mathcal{G}$ over the alphabet $\Sigma$ one can compute in polynomial time the order (an element from $\mathbb{N} \cup\{\infty\}$ ) of the group element represented by $\operatorname{val}(\mathcal{G})$.

Proof. Let $\mathcal{G}$ be an SLP over the alphabet $\Sigma$. It is known that every hyperbolic group has a finite number of conjugacy classes of finite subgroups, and hence that there is a bound on the order of its finite subgroups [23, Theorem 6.8.4]. So there exists a constant $c=c(G)$ such that the order of every element $g \in G$ belongs to $\{1, \ldots, c, \infty\}$. Hence, in order to compute the order of (the group element represented by) $\operatorname{val}(\mathcal{G})$, it suffices to check whether $\operatorname{val}(\mathcal{G})^{k}={ }_{G} 1$ for any $1 \leq k \leq c$. By Corollary 1 , this can be done in polynomial time.

### 6.2 Compressed conjugacy and centralisers

Let $G$ be a finitely generated group $G$ with a fixed finite symmetric generating set for $G$. For group elements $g, h \in G$ we use the standard abbreviation $g^{h}=h^{-1} g h$, which is extended to lists $\mathcal{L}=\left(g_{1}, \ldots, g_{k}\right)$ with $g_{i} \in G$ by $\mathcal{L}^{h}=\left(g_{1}^{h}, \ldots, g_{k}^{h}\right)$. We extend these definitions to words over $\Sigma$ in the obvious way. The compressed conjugacy problem for $G$ is the following problem:

Input: $\operatorname{SLPs} \mathcal{G}$ and $\mathcal{H}$ over the alphabet $\Sigma$.
Question: Do $\mathcal{G}$ and $\mathcal{H}$ represent conjugate elements in $G$ ? That is, does there exist $g \in G$ with $\operatorname{val}(\mathcal{G})^{g}={ }_{G} \operatorname{val}(\mathcal{H})$ ?

More generally, we can define the compressed simultaneous conjugacy problem for $G$ :
Input: Finite lists $\mathcal{L}_{\mathcal{G}}:=\left(\mathcal{G}_{1}, \ldots, \mathcal{G}_{k}\right)$ and $\mathcal{L}_{\mathcal{H}}:=\left(\mathcal{H}_{1}, \ldots, \mathcal{H}_{k}\right)$ of SLPs over the alphabet $\Sigma$.
Question: Do $\mathcal{L}_{\mathcal{G}}$ and $\mathcal{L}_{\mathcal{H}}$ represent conjugate lists of elements in $G$ ? That is, does there exist $g \in G$ with $\operatorname{val}\left(\mathcal{G}_{i}\right)^{g}={ }_{G} \operatorname{val}\left(\mathcal{H}_{i}\right)$ for all $1 \leq i \leq k$ ?
In the case when the answer to either of these questions is positive, we might also want to compute an SLP for an element $g \in G$ that conjugates $\operatorname{val}(\mathcal{G})$ to $\operatorname{val}(\mathcal{H})$ or $\mathcal{L}_{\mathcal{G}}$ to $\mathcal{L}_{\mathcal{H}}$.

The compressed centraliser problem for $G$ is the following computation problem:
Input: A finite list $\left(\mathcal{G}_{1}, \ldots, \mathcal{G}_{k}\right)$ of SLPs over $G$.
Output: A finite list of $\operatorname{SLPs}\left(\mathcal{H}_{1}, \ldots, \mathcal{H}_{l}\right)$ such that $\left\{\operatorname{val}\left(\mathcal{H}_{1}\right), \ldots, \operatorname{val}\left(\mathcal{H}_{l}\right)\right\}$ is a generating set for the centraliser of the group elements represented by $\operatorname{val}\left(\mathcal{G}_{1}\right), \ldots, \operatorname{val}\left(\mathcal{G}_{k}\right)$.
The proofs of Theorems 2 and 4 from the introduction can be found in the full version [22]. A linear-time algorithm for solving the conjugacy problem of a hyperbolic group $G$ is described in [12, Section 3]. This was generalised in [5] to a linear-time algorithm for the (uncompressed) simultaneous conjugacy problem and the centraliser problem. We show in [22] that essentially the same algorithms (modulo applications of Theorem 15) can be used to solve the compressed (simultaneous) conjugacy problem for $G$ and the compressed centraliser problem in polynomial time.

### 6.3 Compressed knapsack

Let $G$ be a finitely generated group with the finite symmetric generating set $\Sigma$. A knapsack expression over $G$ is a rational expression of the form $E=v_{0} u_{1}^{*} v_{1} u_{2}^{*} v_{2} \cdots u_{k}^{*} v_{k}$ with $k \geq 0$ and $u_{i}, v_{i} \in \Sigma^{*}$. A solution for $E$ is a tuple $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \in \mathbb{N}^{k}$ of natural numbers such that $v_{0} u_{1}^{n_{1}} v_{1} u_{2}^{n_{2}} v_{2} \cdots u_{k}^{n_{k}} v_{k}={ }_{G} 1$. The length of $E$ is defined as $|E|=\left|v_{0}\right|+\sum_{i=1}^{k}\left|u_{i}\right|+\left|v_{i}\right|$. The knapsack problem for $G$ is the following decision problem:
Input: A knapsack expression $E$ over $G$.
Question: Does $E$ has a solution?
In [35] it was shown that the knapsack problem for a hyperbolic group can be solved in polynomial time. A crucial step in the proof for this fact is the following result, which is of independent interest:

- Theorem 17 (c.f. [35]). For every hyperbolic group $G$ there exists a polynomial $p(x)$ such that the following holds: if a knapsack expression $E=v_{0} u_{1}^{*} v_{1} u_{2}^{*} v_{2} \cdots u_{k}^{*} v_{k}$ over $G$ has a solution then it has a solution $\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{N}^{k}$ such that $n_{i} \leq p(|E|)$ for all $1 \leq i \leq k$.

Let us now consider the compressed knapsack problem for $G$. It is defined in the same way as the knapsack problem, except that the words $u_{i}, v_{i} \in \Sigma^{*}$ are given by SLPs. The compressed knapsack problem for $\mathbb{Z}$ is NP-complete [17, Proposition 4.1.1]. In fact, this problem corresponds to a variant of the classical knapsack problem for binary encoded integers (for an integer $z$, it is easy to construct in polynomial time from the binary encoding of $z$ an SLP over the symmetric generating set $\left\{a, a^{-1}\right\}$ of $\mathbb{Z}$ which evaluates to $a^{z}$ or to $\left.\left(a^{-1}\right)^{-z}\right)$. Using this fact, Corollary 1 and Theorem 17, we can easily deduce Theorem 5 from the introduction, as follows.

Proof of Theorem 5. Consider a knapsack expression $E=v_{0} u_{1}^{*} v_{1} u_{2}^{*} v_{2} \cdots u_{k}^{*} v_{k}$ over $G$, where the $u_{i}$ and $v_{i}$ are given by SLPs $\mathcal{G}_{i}$ and $\mathcal{H}_{i}$, respectively. We then have $\left|u_{i}\right| \leq 3^{\left|\mathcal{G}_{i}\right| / 3}$ and $\left|v_{i}\right| \leq 3^{\left|\mathcal{H}_{i}\right| / 3}$; see the proof of Lemma 1 in [6] (these bounds on the lengths of the $u_{i}$ and $v_{i}$ do
not assume that the $\mathcal{G}_{i}$ and $\mathcal{H}_{i}$ are in Chomsky normal form). Let $N:=\left|\mathcal{H}_{0}\right|+\sum_{i=1}^{k}\left(\left|\mathcal{G}_{i}\right|+\left|\mathcal{H}_{i}\right|\right)$ be the input length. By Theorem 17, there exists a polynomial $p(x)$ such that $E$ has a solution if and only if it has a solution $\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{N}^{k}$ such that $n_{i} \leq p(|E|)$ for all $1 \leq i \leq k$. We obtain a bound of the form $2^{\mathcal{O}(N)}$ on the $n_{i}$. Hence, we can guess a tuple $\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{N}^{k}$ with all $n_{i}$ bounded by $2^{\mathcal{O}(N)}$ and then check whether it is a solution of $E$. The latter can be done in polynomial time by constructing from the SLPs $\mathcal{G}_{i}$ and $\mathcal{H}_{i}$ an SLP $\mathcal{G}$ for $v_{0} u_{1}^{n_{1}} v_{1} u_{2}^{n_{2}} v_{2} \cdots u_{k}^{n_{k}} v_{k}$ using Proposition 9. Finally, we check in polynomial time whether $\operatorname{val}(\mathcal{G})={ }_{G} 1$ using Corollary 1 .

The second statement of Theorem 5 follows from the well known fact that every infinite hyperbolic group contains a copy of $\mathbb{Z}$ together with the above mentioned result for $\mathbb{Z}$.

## 7 Conclusion and open problems

We proved that for every hyperbolic group $G$, several compressed decision problems (where input words are represented by straight-line programs) can be solved in polynomial time, namely the compressed versions of the following problems: the word problem, computing the order of a group element, the simultaneous conjugacy problem, computing the centralizer of a finite set of group elements, and the knapsack problem.

An important open problem is the precise complexity of the compressed word problem for finitely generated linear groups. We mentioned in the introduction that the compressed word problem for every finitely generated linear group belongs to the complexity class coRP. It is open, whether this upper bound can be improved to $P$ for every finitely generated linear group. This is a very difficult question: as mentioned in the introduction, the compressed word problem for the finitely generated linear group $\mathrm{SL}_{3}(\mathbb{Z})$ is equivalent (up to polynomial time reductions) to polynomial identity testing. The precise complexity of the latter problem is an outstanding open problem in algebraic complexity theory that is tightly related to lower bounds in circuit complexity theory [24]. But there are many interesting subclasses of finitely generated linear groups, for which it is open whether a polynomial time algorithm for the compressed word problem exists. Let us mention braid groups and Baumslag-Solitar groups $\mathrm{BS}(1, p)$ (for $p \geq 2$ ) in this context.

Another interesting class of groups, where compressed decision problems have not been considered in depth so far are automaton groups. A concrete open problem is the complexity of the compressed word problem for the Grigorchuk group. The (uncompressed) word problem for the Grigorchuk group can be solved in deterministic logarithmic space [15].

Let us finally mention the compressed variant of the generalized word problem (or subgroup membership problem) for a finitely generated free group $F(\Sigma)$. The input consists of a finite list of SLPs for words $w, w_{1}, \ldots, w_{n} \in\left(\Sigma \cup \Sigma^{-1}\right)^{*}$ and the question is whether the group element represented by $w$ belongs to the subgroup generated by the group elements represented by the words $w_{1}, \ldots, w_{n}$. In the standard (uncompressed) setting this problem can be easily solved in polynomial time using Stalling's folding procedure, see [41] for an efficient implementation. It is open, whether also the compressed generalized word problem for a finitely generated free group can be solved in polynomial time.
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#### Abstract

Suppose we are given a bipartite graph that admits a perfect matching and an adversary may delete any edge from the graph with the intention of destroying all perfect matchings. We consider the task of adding a minimum cost edge-set to the graph, such that the adversary never wins. We show that this problem is equivalent to covering a digraph with non-trivial strongly connected components at minimal cost. We provide efficient exact and approximation algorithms for this task. In particular, for the unit-cost problem, we give a $\log _{2} n$-factor approximation algorithm and a polynomial-time algorithm for chordal-bipartite graphs. Furthermore, we give a fixed parameter algorithm for the problem parameterized by the treewidth of the input graph. For general non-negative weights we give tight upper and lower approximation bounds relative to the Directed Steiner Forest problem. Additionally we prove a dichotomy theorem characterizing minor-closed graph classes which allow for a polynomial-time algorithm. To obtain our results, we exploit a close relation to the classical Strong Connectivity Augmentation problem as well as directed Steiner problems.
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## 1 Introduction

We say that a bipartite graph is robust if it admits a perfect matching after the removal of any single edge. Our goal is to make a bipartite graph robust at minimal cost by adding edges from its bipartite complement and we study the complexity of the corresponding optimization problem. We refer to this problem informally as robust matching augmentation. In general, an augmentation problem asks for a minimum-cost set of edges to be added to a graph in order to establish a certain property. In our context this property is robustness. As a
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motivation, consider some assignment-type application, such as staff or task scheduling. The application requires that we choose a perfect matching that assigns, say, tasks to machines. By buying additional edges, we would like to ensure that after the failure of any single edge the resulting graph has a perfect matching, i.e., we may continue our operation. Buying edges may correspond for example to training staff or upgrading machines. Note that in many situations some kind of infrastructure is already available, so it may make sense to upgrade it instead of designing robust infrastructure from scratch.

A design problem asks for a minimum-cost subgraph with a certain property, for instance a minimum-cost $k$-edge-connected subgraph [12, 22]. Robust matching augmentation can be stated also as a design problem, where the given infrastructure is available at zero cost and the host graph is a complete bipartite graph. In fact, our problem is a special case of the bulk-robust assignment problem, a design problem introduced in [2]. Bulk-robustness is a redundancy-based robustness concept proposed by Adjiashvili, Stiller, and Zenklusen [3]. Roughly speaking, the input of a bulk-robust design problem is a host graph and a list of sets of edges, the failure scenarios. If a failure scenario emerges then the corresponding edges are deleted from the host graph. The task is to select a minimum-cost subgraph of the host graph that has a certain property (e.g., it contains an assignment [2], a spanning tree [3], or an st-path [4]), no matter which failure scenario emerges. Bulk-robust design problems are notoriously hard. For example, the bulk-robust assignment problem is known to be NP-hard even if only one of two fixed edges may fail [2]. Here, we consider the setting that any single edge of the host graph may fail.

We provide a detailed study of the complexity of the robust matching augmentation problem. For the unweighted problem we give a tight $\log n$-factor approximation algorithm as well as polynomial-time algorithms for chordal-bipartite graphs and graphs of bounded treewidth. For the weighted problem we give a characterization of minor-closed graph classes for which the problem admits a polynomial-time algorithm. Our algorithmic results are based on the following reformulation of the robust matching augmentation problem: Given a digraph, find a minimum-cost superset of its arcs, such that each vertex is contained in some non-trivial strongly connected component. In contrast, the classical strong connectivity augmentation problem asks for the minimal number of arcs that are needed to have all vertices covered by a single strongly connected component. It was shown by Eswaran and Tarjan that this problem admits a polynomial-time algorithm, but its edge-weighted variant is NP-hard [16]. It turns out that the classical algorithm for strong connectivity augmentation is useful in order to satisfy our more relaxed strong connectivity requirements at minimal cost.

## Our Contribution

Recall that we call a bipartite graph robust if it admits a perfect matching after the removal of any single edge. For a bipartite graph $(V, E)$, we denote by $\bar{E}$ the edge-set of its bipartite complement. We provide algorithms and hardness results for variants of the following problem.

## Robust Matching Augmentation

instance: Undirected bipartite graph $G=(U+W, E)$ that admits a perfect matching. task: Find a set $L \subseteq \bar{E}$ of minimum cardinality, such that the graph $G+L$ is robust.

Based on a characterization of robustness in terms of strong connectivity, we provide a deterministic $\log _{2} n$-factor approximation for Robust Matching Augmentation, as well as a fixed parameter tractable (FPT) algorithm for the same problem parameterized by the
treewidth of the input graph. We also give a polynomial-time algorithm for instances on chordal-bipartite graphs, which are bipartite graphs without induced cycles of length at least six. Furthermore, we show that Robust Matching Augmentation admits no polynomialtime sublogarithmic-factor approximation algorithm unless $P=N P$, so our approximation guarantee is essentially tight. We also consider the following more general setting. Let us call a bipartite graph $k$-robust, if it admits a matching of cardinality $k$ after the removal of any single edge. By a simple reduction we show that our algorithmic results carry over to the task of making a bipartite graph $k$-robust.

We refer by Weighted Robust Matching Augmentation to the generalization of Robust Matching Augmentation, where each edge $e \in \bar{E}$ has a non-negative cost $c_{e}$. The task is to find a minimum-cost set $L \subseteq \bar{E}$, such that $G+L$ is robust. First, we show that the approximability of Weighted Robust Matching Augmentation is closely linked to that of Directed Steiner Forest. In particular we show that an $f(n)$-factor approximation algorithm for Weighted Robust Matching Augmentation implies an $f(n+k)$-factor approximation algorithm for Directed Steiner Forest, where $k$ is the number of terminal pairs. By a result of Halperin and Krauthgamer [23] it follows that there is no $\log ^{2-\varepsilon}(n)$ factor approximation for Weighted Robust Matching Augmentation, unless NP $\subseteq$ ZTIME ( $\left.n^{\text {polylog }(n)}\right)$. On the positive side, we show that an $f(k)$-factor approximation for the Directed Steiner Forest problem yields an $(f(k)+1)$-factor approximation for Weighted Robust Matching Augmentation. Hence, the algorithms from [10, 18] give an approximation guarantee of $1+n^{\frac{1}{2}+\varepsilon}$ for Weighted Robust Matching Augmentation, for every $\varepsilon>0$.

Second, we prove a complexity dichotomy based on graph minors. Let $\mathcal{T}$ be a class of connected graphs closed under connected minors. We show that Weighted Robust Matching Augmentation restricted to input graphs from $\mathcal{T}$ is NP-complete if $\mathcal{T}$ contains at least one of two simple graph classes, which will be defined in Section 5 , and admits a polynomial-time algorithm otherwise. The polynomial-time algorithm for the remaining instance classes uses a reduction to the Directed Steiner Forest problem with a constant number of terminal pairs, which in turn admits a (slice-wise) polynomial-time algorithm due to a result by Feldman and Ruhl [17]. The terminal pairs of the instance are computed by the Eswaran-Tarjan algorithm.

## Summary of Algorithmic Techniques

By close inspection, it turns out that in order to make some bipartite graph $G$ robust at minimum cost, we may restrict our attention to failures of single edges from any fixed perfect matching $M$ of $G$. We then show that the resulting problem is equivalent to augmenting a minimum-cost set $A$ of arcs to a given digraph $D$, such that in the graph $D+A$, each vertex is contained in a strongly connected component and each strongly connected component contains at least two vertices. In order to satisfy these connectivity requirements, we select certain sources and sinks of the condensation of the digraph and add a minimum-cardinality set of arcs, such that the selected sources and sinks are contained in a single strongly connected component. For this purpose, we use the classical Eswaran-Tarjan algorithm. From the arcs we added we obtain an optimal set $L$ of edges such that $G+L$ is robust, provided that the selection of sources and sinks was optimal.

We model the task of selecting sources and sinks as a variant of the SET Cover problem with some additional structure. Given an acyclic digraph, the task is to select a minimumcardinality subset of the sources, such that each sink is reachable from at least one of the selected sources. We refer to this problem as Source Cover and remark that its complexity may be of independent interest, since it generalizes SET Cover but is a special case of
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Directed Steiner Tree. We give an FPT algorithm for the Source Cover problem parameterized by the treewidth of the input graph and a polynomial-time algorithm for chordal-bipartite graphs (ignoring orientations). The FPT algorithm is single exponential in the treewidth. Our reductions from Robust Matching Augmentation to Source Cover preserve chordal-bipartiteness and bounded treewidth, so efficient algorithms for Source Cover on these graph classes imply efficient algorithms for Robust Matching Augmentation on the same classes.

As a by-product of our analysis of the Source Cover problem, we obtain FPT algorithms for the node-weighted and arc-weighted versions of the Directed Steiner Tree problem on acyclic digraphs, which are exponential in the treewidth and linear in the number of nodes of the input graph.

## Related work

In [2], Adjiashvili, Bindewald and Michaels proposed an LP-based randomized algorithm for the bulk-robust assignment problem. They claim an $O(\log n)$-factor approximation guarantee for their algorithm. Since the robust assignment problem generalizes Weighted Robust Matching Augmentation, an $O(\log n)$-factor approximation for our problem is implied. However, due to our inapproximability result for Weighted Robust Matching Augmentation, this can not be true, unless NP $\subseteq \operatorname{ZTIME}\left(n^{\text {polylog }(n)}\right)$. The authors of [2] agree that their analysis is incorrect.

A connectivity augmentation problem related to strong connectivity, but of a different flavor, is the tree augmentation problem (TAP). The TAP asks for a minimum-cost edge-set that increases the edge-connectivity of a given tree from one to two. In contrast to robust matching augmentation, the TAP admits a constant-factor approximation [21]. The constant has recently been lowered to $3 / 2+\varepsilon$ for bounded-weight instances [1, 19]. Similar to robust matching augmentation, the input graph is available at zero cost. Let us briefly remark that there is more conceptual similarity. The matching preclusion number of a graph is the minimal number of edges to be removed, such that the remaining graph has no perfect matching. Robust matching augmentation can be stated as the task of finding a minimum-cost edge-set that increases the matching preclusion number of a bipartite graph from one to two, while the TAP aims to increase connectivity from one to two. The matching preclusion number is considered to be a measure of robustness of interconnect networks [9, 11]. Determining the matching preclusion number of a graph is NP-hard [14, 25].

In our reduction from robust matching augmentation problem to a connectivity augmentation problem, we construct a digraph from the input graph and a fixed perfect matching. This construction is closely related to the classical Dulmage-Mendelsohn decomposition (DMdecomposition) introduced in [15]. In fact the digraph from our reduction can be obtained from the auxiliary digraph that is used for computing the DM-decomposition of a graph by contracting the edges of the perfect matching. In [5], the authors consider the problem of making a bipartite graph DM-irreducible, which means that its DM-decomposition consists of a single component. They show that the unweighted variant of this problem admits a polynomial-time algorithm. For balanced bipartite graphs that admit a perfect matching, the problem reduces to the strong connectivity augmentation problem. Hence, DM-irreducibility of such graphs implies robustness, but not vice versa.

Robust perfect matchings with a given recovery budget were studied by Dourado et al. in [14]. Our notion of robustness corresponds to 1 -robust $\infty$-recoverable in their terminology. They provide hardness results and structural insights mainly for fixed recovery budgets, which bound the number of edges that can be changed in order to repair a matching, after a certain number of edges has been removed from the graph.

## Notation

Undirected and directed graphs considered here are simple. For sets $U$, $W$, we denote by $U+W$ their disjoint union. For an undirected bipartite graph $G=(U+W, E)$ with bipartition $(U, W)$, we denote by $\bar{E}$ the edge-set of its bipartite complement. Let $D=(V, A)$ be a directed graph. We refer by $\bar{A}$ to the arcs not present in $D$. That is, we let $\bar{A} \subseteq(V \times V) \backslash A$. By $\mathcal{U}(D)$ we refer to the underlying undirected graph of $D$. For $L \subseteq \bar{E}$, we write $G+L$ for the graph $G^{\prime}=(V(G), E(G) \cup L)$. Simple paths in graphs are given by a sequence of vertices. For graphs $G, H$ we write $H \subseteq G$ if $H$ is a subgraph of $G$. Recall that a graph $H$ is an induced minor of a graph $G$ if it arises from $G$ by a sequence of vertex deletions and edge contractions. Similarly, the graph $H$ is a minor of $G$ if we additionally allow edge deletion. Furthermore, the graph $H$ is a connected minor of $G$ if $H$ is connected and a minor of $G$. In general, contractions may result in parallel edges or loops, which we simply discard in order to keep our graphs simple. Let $\mathcal{G}$ be a class of graphs. We will refer to the restriction of (Weighted) Robust Matching Augmentation to instances where the graph $G$ is bipartite, admits a perfect matching, and belongs to the class $\mathcal{G}$ as (Weighted) Robust Matching Augmentation on $\mathcal{G}$. Given a set of items $X$ and sets $\mathcal{S} \subseteq 2^{X}$, the Set Cover problems asks for a minimum-cardinality subset $C \subseteq \mathcal{S}$, such that each $x \in X$ is contained in some $s \in C$. The incidence graph $G(\mathrm{I})$ of a Set Cover instance $\mathrm{I}=(X, \mathcal{S})$ is an undirected bipartite graph on the vertex set $X+\mathcal{S}$ that has an edge $x s$ if and only if the item $x \in X$ is contained in the set $s \in \mathcal{S}$.

## Organization of the Paper

The remainder of the paper is organized as follows. We illustrate the relation between robust matching augmentation and strong connectivity augmentation in Section 2. In Section 3 we show an even closer relation of Robust Matching Augmentation to the Source Cover problem. Algorithms for the Source Cover problem are given in Section 4 as well as our results on robust matching augmentation with unit costs. In Section 5 we give the complexity classification for the weighted version of the problem and Section 6 concludes the paper.

## 2 Robust Matchings and Strong Connectivity Augmentation

In this section we give some preliminary observations on the close relationship between robust matching augmentation with unit costs and strong connectivity augmentation. For this purpose, we fix an arbitrary perfect matching and construct an auxiliary digraph that is somewhat similar to the alternating tree used in Edmond's blossom algorithm. We show that the original graph is robust if the auxiliary graph is strongly connected (but not vice versa). Furthermore, we show that there is an optimal edge-set making the given graph robust, that corresponds to a set of arcs connecting sources and sinks in the auxiliary digraph. Finally, if no source or sink of the auxiliary digraph corresponds to a non-trivial robust part of the original graph, then we may use the algorithm for strong connectivity augmentation by Eswaran and Tarjan [16] to make the original graph robust. As a consequence, we have that Robust Matching Augmentation on trees can be solved efficiently by using the Eswaran-Tarjan algorithm. In Section 3, we will generalize this result.

Let $G=(U+W, E)$ be a bipartite graph that admits a perfect matching and let $M$ be an arbitrary but fixed perfect matching $M$ of $G$. We call an edge $e \in M$ critical if $G-e$ admits no perfect matching. Observe that an edge $e \in M$ is critical if and only if it is not

(a) Graph $G$ and matching $M$ (wiggly edges).

(b) Digraph $D(G, M)$.

Figure 1 Illustration of the correspondence between the dotted edges of $G$ and dotted arcs of $D(G, M)$.
contained in an $M$-alternating cycle. Furthermore, no edge in $E \backslash M$ is critical. Since $M$ is perfect, each edge $e \in M$ is incident to a unique vertex $u_{e}$ of $U$. We consider the following auxiliary digraph $D(G, M)=(U, A)$, whose arc-set $A$ is given by
$A:=\left\{u u^{\prime} \mid u, u^{\prime} \in U:\right.$ there is a vertex $w \in W$ such that $u w \in M$ and $\left.w u^{\prime} \in E \backslash M\right\}$.
We first note that the choice of the bipartition of $G$ is irrelevant.

- Fact 1. Let $G^{\prime}=\left(U^{\prime}+W^{\prime}, E\right)$, where $\left(U^{\prime}, W^{\prime}\right)$ is a bipartition of $G$. Then $D(G, M)$ is isomorphic to $D\left(G^{\prime}, M\right)$.

Note that we may perform the reverse construction as well. That is, from any digraph $D^{\prime}$ we may obtain a corresponding undirected graph $G$ and a perfect matching $M$ of $G$ such that $D(G, M)=D^{\prime}$. In fact, augmenting edges to $G$ is equivalent to augmenting arcs to $D(G, M)$.

- Fact 2. Let $\bar{A}$ be the set of arcs that are not present in $D(G, M)$. Then there is a 1-to-1 correspondence between $\bar{E}$ and $\bar{A}$.

An example of the correspondence mentioned in Fact 2 is shown in Figure 1. In order to keep our notation tidy, we will make implicit use of Fact 2 and refer to $\bar{A}$ and $\bar{E}$ interchangeably. Observe that for edges $e, f \in M$ there is an $M$-alternating path containing $e$ and $f$ in $G$ if and only if $u_{e}$ is connected to $u_{f}$ in $D(G, M)$. This implies the following characterization of robustness.

- Fact 3. $G$ is robust if and only if each strongly connected component of $D(G, M)$ is non-trivial, that is, it contains at least two vertices.

Let $D^{\prime}$ be a digraph. A vertex of $D^{\prime}$ is called a source (sink) if it has no incoming (outgoing) arc. We refer to the set of sources (sinks) of $D^{\prime}$ by $V^{+}\left(D^{\prime}\right)\left(V^{-}\left(D^{\prime}\right)\right)$. Furthermore, we denote by $C\left(D^{\prime}\right)$ the condensation of $D^{\prime}$, that is, the directed acyclic graph of strongly connected components of $D^{\prime}$. We call a source or sink of $C\left(D^{\prime}\right)$ strong if the corresponding strongly connected component of $D^{\prime}$ is non-trivial. From Fact 3 it follows that a subgraph of $G$ that corresponds to a strong source or a strong sink is robust against the failure of a single edge. Furthermore, observe that the choice of the perfect matching $M$ of $G$ is irrelevant in the following sense.

- Fact 4. Let $M$ and $M^{\prime}$ be perfect matchings of $G$. Then $C(D(G, M))$ is isomorphic to $C\left(D\left(G, M^{\prime}\right)\right)$.

Fact 4 is of key importance for our algorithmic results, for which we generally assume that some fixed perfect matching is given. Next, we observe that for unit costs we may restrict our attention to connecting sources and sinks of $C(D)$ in order to make $G$ robust. It is easy to check that this does not hold for general non-negative costs.

- Fact 5. Let $L \subseteq \bar{E}$ such that $G+L$ is robust. Then there is some $L^{\prime} \subseteq \bar{E}$ of cardinality at most $|L|$, such that $G+L^{\prime}$ is robust and $L^{\prime}$ connects only sinks to sources of $C(D(G, M))$.
We remark that the construction of $L^{\prime}$ given in the proof of Fact 5 can be performed in polynomial time.

We denote by $\gamma\left(D^{\prime}\right)$ the minimal number of arcs to be added to a digraph $D^{\prime}$ in order to make it strongly connected. Eswaran an Tarjan have proved the following min-max relation [16].

- Fact 6. Let $D^{\prime}$ be a digraph. Then $\gamma\left(D^{\prime}\right)=\max \left\{\left|V^{+}\left(D^{\prime}\right)\right|,\left|V^{-}\left(D^{\prime}\right)\right|\right\}$.

From the proof of Fact 6 it is easy to obtain a polynomial-time algorithm that, given a digraph $D^{\prime}$, computes an arc-set $L$ of cardinality $\gamma\left(D^{\prime}\right)$ such that $D^{\prime}+L$ is strongly connected [20]. We will refer to this algorithm by Eswaran-Tarjan. The following proposition illustrates the usefulness of the algorithm Eswaran-Tarjan for Robust Matching Augmentation, and at the same time its limitations.

- Fact 7. Suppose that $C(D(G, M))$ contains no strong sources or sinks. Then EswaranTARJAN computes a set $L \subseteq \bar{E}$ of minimum cardinality such that $G+L$ is robust.

Fact 7 implies that Eswaran-Tarjan solves Robust Matching Augmentation on trees. If strong sources or sinks are present in $D(G, M)$, then we may or may not need to consider them in order to make $G$ robust. This is precisely what makes the problem Robust Matching Augmentation hard. This close connection will be presented in Section 3. We will formalize the task of selecting strong sources and sinks in terms of the Source Cover problem, which is discussed in Section 4.

## 3 Robust Matching Augmentation

In this section we present our main technical tool for solving the problem Robust Matching Augmentation. By combining it with the results in Section 4 we obtain our algorithmic results. Let us first restate the problem in a slightly different way.

## Robust Matching Augmentation

instance: Bipartite graph $G=(U+W, E)$ and perfect matching $M$ of $G$.
task: Find a minimum-cardinality set $L \subseteq \bar{E}$ such that $G+L$ is robust.
Fixing the perfect matching $M$ in the instance is just for notational convenience, since we can compute a perfect matching in polynomial time and our results do not depend on the exact choice of $M$, according to the discussion in Section 2. For the main theorem of this section we need to introduce the Source Cover problem. Given an acyclic digraph, the Source Cover problem asks for a minimum-cardinality subset of its sources, such that each sink is reachable from at least one selected source. The Source Cover problem is formally defined as follows.

Source Cover
instance: Weakly connected acyclic digraph $D=(V, A)$.
task: Find a minimum-cardinality subset $S$ of the sources $V^{+}(D)$ of $D$, such that for each $\operatorname{sink} t \in V^{-}(D)$ there is an $S$ - $t$-path in $D$.

Note that the assumption that $D$ is connected is needed only for technical reasons. Our main technical result is the following.

- Theorem 8. There is a polynomial-time algorithm that, given an instance $\mathrm{I}=(G, M)$ of Robust Matching Augmentation, computes two instances $\mathcal{A}_{1}=\left(S_{1}\right)$ and $\mathcal{A}_{2}=\left(S_{2}\right)$ of Source Cover such that the following holds.

1. $\mathcal{U}\left(S_{1}\right)$ and $\mathcal{U}\left(S_{2}\right)$ are induced minors of $\mathcal{U}(D(G, M))$.
2. $\operatorname{OPT}(\mathrm{I})=\max \left\{\operatorname{OPT}\left(\mathcal{A}_{1}\right), \operatorname{OPT}\left(\mathcal{A}_{2}\right)\right\}$
3. From a solution $C_{1}$ of $\mathcal{A}_{1}$ and a solution $C_{2}$ of $\mathcal{A}_{2}$ we can construct in polynomial time a solution $L$ of I of cardinality $\max \left\{\left|C_{1}\right|,\left|C_{2}\right|\right\}$.

Proof. Let I $=(G, M)$ be an instance of Robust Matching Augmentation, where $G=(U+W, E)$. Our goal is to obtain from solutions of the Source Cover instances a suitable selection of sources and sinks of $C(D(G, M)$ ), such that we can make $M$ robust by connecting the selected sources and sinks, using the algorithm Eswaran-Tarjan. Let us denote by $u_{e}$ the vertex in $U$ that is incident to an edge $e \in M$. Furthermore, let $D:=D(G, M)$. We construct the Source Cover instance $\mathcal{A}_{1}$ as follows. For each critical edge $e \in M$, we remove from $D$ each vertex $v \in U-u_{e}$, such that $v$ is reachable from $u_{e}$ in $D$. Let $D^{\prime}$ be the resulting graph and let the Source Cover instance $\mathcal{A}_{1}$ be given by $\mathcal{A}_{1}:=\left(C\left(D^{\prime}\right)\right)$. The construction of $\mathcal{A}_{2}$ is as for $\mathcal{A}_{1}$, but with the arcs of $D$ reversed. This turns the sources of $D$ into sinks. Clearly, the acyclic digraphs of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are induced minors of $\mathcal{U}(D)$, since they were constructed by deleting vertices of $\mathcal{U}(D)$ and contracting strong components. By Fact 3, the set of critical edges can be obtained efficiently by Tarjan's classical algorithm for computing strongly connected components. In order to generate $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, observe that $D^{\prime}$ and $C\left(D^{\prime}\right)$ can both be obtained by applying a breadth-first search starting at each vertex of $D$ or $D^{\prime}$, respectively. So it remains to prove Statement 2 and 3.

Let $C_{1}\left(C_{2}\right)$ be a solution to $\mathcal{A}_{1}\left(\mathcal{A}_{2}\right)$. We show how to construct in polynomial time a solution $L$ of I of cardinality $\max \left\{\left|C_{1}\right|,\left|C_{2}\right|\right\}$. Let $X \subseteq V(\widehat{D})$ be the set of vertices incident to critical edges. Moreover, let $\widehat{D} \subseteq C(D)$ be the graph induced by the vertices of $C(D)$ that are on $C_{1} X$-paths or on $X C_{2}$-paths in $C(D)$. Note that $\widehat{D}$ can be computed by a depth-first search applied on each source and sink. By running Eswaran-TarJan on $\widehat{D}$ we obtain an arc-set $L^{*}$ such that $\widehat{D}+L^{*}$ is strongly connected. Hence, each $u \in X$ is on some directed cycle in $\widehat{D}+L^{*}$. From $L^{*}$ we can obtain in a straight-forward way an $\operatorname{arc-set} L$ of the same cardinality, such that each $u \in X$ is on some directed cycle of $D+L$. For each $s s^{\prime} \in L^{*}$, we add to $L$ an arc $u u^{\prime}$, where $u\left(u^{\prime}\right)$ is some vertex in the strong component $s\left(s^{\prime}\right)$ of $D$. By the construction of $L$, each $u \in X$ is on some directed cycle of $D$. By Fact 2 and 6 we have constructed a solution $L$ of I of cardinality $|L|=\left|L^{*}\right|=\max \left\{\left|C_{1}\right|,\left|C_{2}\right|\right\}$. This completes the proof of Statement 3.

It remains to prove that $\mathrm{OPT}(\mathrm{I}) \geq \max \left\{\operatorname{OPT}\left(\mathcal{A}_{1}\right), \operatorname{OPT}\left(\mathcal{A}_{2}\right)\right\}$. Suppose for a contradiction that $\operatorname{OPT}(\mathrm{I})<\max \left\{\operatorname{OPT}\left(\mathcal{A}_{1}\right), \operatorname{OPT}\left(\mathcal{A}_{2}\right)\right\}$. Without loss of generality, let $\operatorname{OPT}\left(\mathcal{A}_{1}\right)$ attain the maximum. Due to Fact 5, we may assume that an optimal solution $L$ of I connects sources and sinks of $C(D)$. Let $R \subseteq V(C(D))$ be the corresponding sources of $C(D)$. Then for each critical edge $e \in M$, the vertex $u_{e}$ must be reachable from some source $s \in R$. But then $R$ is a solution of $\mathcal{A}_{1}$ of cardinality $|R|=\operatorname{OPT}(\mathrm{I})<\operatorname{OPT}\left(\mathcal{A}_{1}\right)$, a contradiction.

By Theorem 8, in order to solve Robust Matching Augmentation, is suffices to solve two instances of Source Cover. Due to Statement 1 of the theorem, structural features of the input graph, such as bounded treewidth and chordal-bipartiteness, are passed on to the digraphs of the source cover instances. We now consider the following more general setting.

We call a bipartite graph $k$-robust if it admits a matching of cardinality $k$ after the removal of any single edge.

Robust $k$-Matching Augmentation
instance: Bipartite graph $G=(U+W, E)$ that admits a matching of size $k$.
task: Find a minimum-cardinality set $L \subseteq \bar{E}$ such the graph $G+L$ is $k$-robust.
Note that if $k$ is less than the size of a maximum matching then $L=\emptyset$ is optimal due to the existence of a larger matching. We give a polynomial-time reduction from Robust $k$-Matching Augmentation to Robust Matching Augmentation. Let ( $G, M$ ) be an instance of Robust $k$-Matching Augmentation, where the input graph $G$ is given by $G=(V, E)$. Without loss of generality, we assume that $M$ is $U$-perfect, so $|U| \leq|W|$. Otherwise, adding an edge joining two unmatched vertices solves the problem. We construct an instance $\left(G^{\prime}, M^{\prime}\right)$ of Robust Matching Augmentation as follows. Let $G^{\prime}$ be a copy of $G$ to which we add a leaf to each unmatched vertex of $W$. We then add a vertex $z$ to $U$ joined to each vertex of the other part of the bipartition. Finally, we add a vertex $z^{\prime}$ joined to $z$ and each leaf added in the previous step. Furthermore, we extend the matching $M$ of $G$ to a perfect matching $M^{\prime}$ of $G^{\prime}$ by adding the edges between the leaves and the previously unmatched vertices to $M^{\prime}$. Note that by construction, if $e$ is a critical edge of $G^{\prime}$ then $G-e$ does not admit a matching of cardinality $|M|$.

Note that the construction increases the treewidth by at most two, but does not preserve chordal-bipartiteness of the input graph. However, the corresponding digraph contains no induced cycle of length at least six, so all our algorithmic results for Robust Matching Augmentation carry over to Robust $k$-Matching Augmentation.

- Proposition 9. There is a polynomial-time reduction from Robust $k$-Matching Augmentation to Robust Matching Augmentation, such that the following holds. Let $\mathrm{I}:=(G)$ be an instance of Robust $k$-Matching Augmentation and let $f(\mathrm{I})=\left(G^{\prime}\right)$. Then

1. $\operatorname{OPT}(f(\mathrm{I}))=\operatorname{OPT}(\mathrm{I})$ and from a solution $L^{\prime}$ of $f(\mathrm{I})$ we can construct in polynomial time a solution $L$ of I such that $|L| \leq\left|L^{\prime}\right|$.
2. $t w\left(G^{\prime}\right) \leq t w(G)+2$
3. If $G$ is chordal-bipartite then $\mathcal{U}\left(D\left(G^{\prime}, M^{\prime}\right)\right)$ has no induced cycle of length at least six.

## 4 The Source Cover Problem

In Section 3 we made precise the close relation between Robust Matching Augmentation and the Source Cover problem. In this section we present our algorithmic results for the Source Cover problem as well as their consequences consequences for Robust $k$ Matching Augmentation. Recall that the Source Cover problem asks for a minimumcardinality subset of the source of a given digraph, such that each sink is reachable from at least one selected source. It is easy to see that Source Cover is a special case of the Directed Steiner Tree problem and that it generalizes Set Cover. We give a simple polynomial-time algorithm for Source Cover if the input graph is chordal-bipartite (ignoring orientations). Furthermore, we show that Source Cover parameterized by treewidth (again ignoring orientations) is FPT. As a by-product, we obtain a simple FPT algorithm for the arc-weighted and node-weighted versions of the Directed Steiner Tree problem on acyclic digraphs, whose running time is linear in the size of the input graph and exponential in the treewidth of the underlying undirected graph. To the best of our knowledge, the parameterized complexity of the general Directed Steiner Tree problem with respect to treewidth is open. For the corresponding undirected Steiner Tree problem, an FPT algorithm was given by Bodlaender et al. in [8].

(a) A digraph $D$ such that $\mathcal{U}(D)$ is balanced, but $\mathcal{U}(F(D))$ is not.

(b) Digraphs $D$ such that $\mathcal{U}(D)$ has treewidth one, but the treewidth of $\mathcal{U}(F(D))$ is unbounded.

Figure 2 Examples showing that flattening does not preserve balancedness or bounded treewidth.

By "flattening" the input digraph, we can transform an instance $\mathrm{I}=(D)$ of Source Cover into a Set Cover instance as follows. Let $F(D)=\left(V^{+}(D) \cup V^{-}(D), A^{\prime}\right)$ be an acyclic digraph, where $A^{\prime}$ is given by

$$
A^{\prime}:=\left\{s t \mid s \in V^{+}(D), t \in V^{-}(D), t \text { is reachable from } s \text { in } D\right\}
$$

Then $\mathcal{U}(F(D))$ is the incidence graph of a Set Cover instance $\mathcal{A}$ on $V^{-}(F(D))$, such that the feasible solutions of I and $\mathcal{A}$ are in 1-to-1 correspondence.

As a first consequence of Theorem 8, Proposition 9, and this "flattening" we may use the classic Greedy-Algorithm for SET COVER obtain a simple $\log _{2} n$-factor approximation algorithm for Robust $k$-Matching Augmentation.

## - Corollary 10. Robust $k$-Matching Augmentation admits a polynomial-time $\log _{2} n$ -

 factor approximation algorithm, where $n$ is the number of vertices of the input graph.However, as illustrated in Figure 2, some useful properties of the input digraph may not be preserved by the "flattening" operation. In particular, if $\mathcal{U}(D)$ has treewidth at most $r$, then the treewidth of $\mathcal{U}(F(D))$ cannot be bounded by a constant in general. Furthermore, the graph $\mathcal{U}(F(D))$ is not necessarily balanced ${ }^{1}$ (or planar) if $\mathcal{U}(D)$ is. Therefore, we cannot take advantage of polynomial-time algorithms for SET COVER on balanced incidence graphs or incidence graphs of bounded treewidth. Motivated by the example in Figure 2b we leave as an open question, whether Source Cover on balanced graphs admits a polynomial-time algorithm. By Theorem 8, the existence of such an algorithm implies a polynomial-time algorithm for Robust Matching Augmentation on balanced graphs.

### 4.1 Source Cover on Chordal Bipartite Graphs

We show that in contrast to the treewidth and balancedness, chordal-bipartiteness is indeed preserved by the flattening operation introduced above. From this we obtain the following result.

- Theorem 11. Source Cover on chordal-bipartite graphs admits a polynomial-time algorithm.

[^56]To prove the theorem, we show that if $\mathcal{U}(D)$ is chordal-bipartite, so is $\mathcal{U}(F(D))$. The graph $\mathcal{U}(F(D))$ is the incidence graph of a SET Cover instance, whose optimal solutions correspond canonically to the optimal solutions of the Source Cover instance $(D)$. It is known that SET Cover on chordal-bipartite incidence graphs (and more generally, balanced graphs) admits a polynomial-time algorithm: It is possible to use LP-methods and the fact that covering polyhedra of balanced matrices are integral, see [26, pp. 562-573]. Alternatively we can use a combinatorial algorithm by Hoffman et al. [24]. By combining Theorem 8, Proposition 9, and Theorem 11 we obtain the following result.

- Corollary 12. Robust $k$-Matching Augmentation admits a polynomial-time algorithm on chordal-bipartite graphs.


### 4.2 Source Cover on Graphs of Bounded Treewidth

We provide a fixed-parameter algorithm for Node Weighted Directed Steiner Tree on acyclic digraphs that is single-exponential in the treewidth of the underlying undirected graph and linear in the instance size. Since Source Cover is a restriction of Node Weighted Directed Steiner Tree on acyclic graphs, this implies a polynomial-time algorithm for Source Cover parameterized by the treewidth of the underlying undirected graph. Let us first recall some definitions related to Steiner problems and tree decompositions.

## Node Weighted Directed Steiner Tree

instance: Acyclic digraph $D=(V, A)$, costs $c \in \mathbb{R}_{\geq 0}^{V}$, terminals $T \subseteq V$, root $r \in V$. task: Find a minimum-cost subset $F \subseteq V$, such that $r$ is connected to each terminal in $(F, E(F))$.

Arc Weighted Directed Steiner Tree is the corresponding problem, where the costs are on the arcs of the graph. A tree decomposition of a graph $G=(V, E)$ is a tree $T$ as follows. Each node $x \in V(T)$ of $T$ has a bag $B_{x} \subseteq V$ of vertices of $G$ such that the following properties hold.

- $\bigcup_{x \in V(T)} B_{x}=V$.
- If $B_{x}$ and $B_{y}$ both contain a vertex $v \in V$, then the bags of all nodes of $T$ in the path between $x$ and $y$ contain $v$ as well. Equivalently, the tree nodes containing vertex $v$ form a connected subtree of $T$.
- For each edge $v w$ in $G$ there is some bag that contains both $v$ and $w$. That is, for vertices adjacent in $G$, the corresponding subtrees have a node in common.
The width of a tree decomposition is the size of its largest bag minus one. The treewidth $t w(G)$ of $G$ is the minimum width among all possible tree decompositions of $G$.

To solve the Node Weighted Directed Steiner Tree on acyclic digraphs, we use a simple dynamic-programming algorithm over the tree decomposition of the underlying undirected graph of the input digraph $D$ with $n$ vertices.

- Theorem 13. Node Weighted Directed Steiner Tree on acyclic digraphs can be solved in time $O\left(5^{w} \cdot w \cdot n\right)$ if a tree decomposition of $\mathcal{U}(D)$ of width $w$ is provided.

Note that an optimal tree-decomposition of a graph $G$ can be computed in time $O\left(2^{O\left(t w(G)^{3}\right)} \cdot n\right)$ by Bodlaender's famous theorem [7]. Our algorithm intuitively works in the following way and is similar to the dynamic programming algorithm for Dominating SEt (see, e.g., [13, Section 7.3.2]). We interpret a solution to Node Weighted Directed Steiner Tree as follows: each vertex of $D$ may be active or not. Each active vertex needs a predecessor that is also active, unless it is the root. The cost to activate a vertex is given
by the cost function of the Node Weighted Directed Steiner Tree instance. Starting with all terminals active, it is easy to see that Node Weighted Directed Steiner Tree on acyclic graphs is equivalent to the problem of finding a minimum cost active vertex set satisfying the above conditions. We compute an optimal solution in a bottom-up fashion using a so-called nice tree decomposition of the input graph.

By a simple reduction, we also obtain an FPT-time algorithm for Arc Weighted Directed Steiner Tree on acyclic digraphs. We just subdivide each arc and assign the cost of the arc to the corresponding new vertex. Each old vertex receives cost zero. This transformation does not increase the treewidth.

Furthermore, we can reduce Source Cover to Node Weighted Directed Steiner Tree by adding a new vertex $r$ and connecting $r$ to each source by an arc. The sources have cost one, while all other vertices have cost zero. The root vertex is $r$ and the set of terminals is the set of sinks. Adding a single new vertex increases the treewidth by at most one. As a consequence of this reduction and Theorem 13, we obtain the following result.

- Corollary 14. Source Cover can be solved in time $O\left(5^{w} \cdot w \cdot n\right)$ if a tree-decomposition of $\mathcal{U}(D)$ of width $w$ is provided.

By combining Theorem 8, Proposition 9, Corollary 14, and the observation that treewidth is monotone under taking minors, we have:

- Corollary 15. Robust $k$-Matching Augmentation parameterized by the treewidth of the input graph is FPT.


## 5 Weighted Robust Matching Augmentation

We first demonstrate that the edge-weighted version of Robust Matching Augmentation is substantially more involved than the unit-cost version. To this end, we show that the approximability of Weighted Robust Matching Augmentation essentially corresponds to the approximability of Directed Steiner Forest. The latter problem is defined as follows:

## Directed Steiner Forest

instance: Directed graph $G=(V, A), k$ terminal pairs $\left(s_{i}, t_{i}\right)_{1 \leq i \leq k}$, costs $w \in \mathbf{Z}_{\geq 0}^{A}$.
task: Find a minimum-cost subgraph $G^{\prime} \subseteq G$ such that for each $1 \leq i \leq k$, the vertex $s_{i}$ is connected to $t_{i}$ in $G^{\prime}$.

- Proposition 16. Let $n^{\prime}$ be the number of vertices of a Weighted Robust Matching Augmentation instance and $n$ and $k$ be the number of vertices and terminal pairs of a Directed Steiner Forest instance, respectively.

A polynomial-time $f\left(n^{\prime}\right)$-factor approximation algorithm for Weighted Robust Matching Augmentation implies a polynomial-time $f(n+k)$-factor approximation algorithm for Directed Steiner Forest. Furthermore, a polynomial-time $f(n)$-factor (resp., $f(k)$ factor) approximation algorithm for Directed Steiner Forest implies a polynomial-time $(f(n)+1)$-factor (resp., $(f(k)+1)$-factor) approximation algorithm for Weighted Robust Matching Augmentation.

On the one hand, Proposition 16 implies an $\left(n^{1 / 2+\varepsilon}+1\right)$-factor approximation algorithm for Weighted Robust Matching Augmentation for every $\varepsilon>0$, due to the results in $[10,18]$. On the other hand, an algorithm achieving a guarantee of $n^{1 / 3}$ or better for Weighted Robust Matching Augmentation would imply a better approximation


Figure 3 The graphs $K_{1,3}^{*}$ and $P_{3}^{*}$, each with its unique perfect matching.
algorithm for Directed Steiner Forest, as the number $k$ of distinct terminal pairs is at most $O\left(n^{2}\right)$ and the current best approximation factor for Directed Steiner Forest in terms of $n$ is $n^{2 / 3+\varepsilon}$ due to a result of Berman et al. [6]. Additionally, by a result of Halperin and Krauthgamer [23], Proposition 16 implies the following lower bound.

- Corollary 17. For every $\varepsilon>0$ Weighted Robust Matching Augmentation does not admit $a \log ^{2-\varepsilon}(n)$-factor approximation algorithm unless $\mathrm{NP} \subseteq$ ZTIME $\left(n^{\text {polylog }(n)}\right)$.

Given this negative result we proceed to identify structural features that lead to polynomialtime algorithms for Weighted Robust Matching Augmentation. The main result of this section is a classification of the complexity of the problem Weighted Robust Matching Augmentation on minor-closed graph classes. In particular we show that the problem is NP-hard on a minor-closed class $\mathcal{G}$ of graphs if and only if $\mathcal{G}$ contains at least one of the two graph classes $\mathcal{K}^{*}$ and $\mathcal{P}^{*}$, which are defined as follows. Let $K_{1, r}$ be the star graph with $r$ leaves and let $P_{r}$ be the path on $r$ vertices. For any graph $H$ let $H^{*}$ be the graph obtained by attaching a leaf to each vertex of $H$. Then $\mathcal{K}^{*}:=\left\{K_{1, r}^{*} \mid r \in \mathbb{N}\right\}$ and $\mathcal{P}^{*}:=\left\{P_{r}^{*} \mid r \in \mathbb{N}\right\}$. Note that each graph in $\mathcal{K}^{*}$ and $\mathcal{P}^{*}$ has a unique perfect matching. See Figure 3 for an illustration of the graphs $K_{1,3}^{*}$ and $P_{3}^{*}$.

- Lemma 18. Weighted Robust Matching Augmentation is NP-hard on each of the classes $\mathcal{K}^{*}$ and $\mathcal{P}^{*}$.

We complement Lemma 18 by showing that Weighted Robust Matching AugmenTATION on a class $\mathcal{G}$ of graphs admits a polynomial-time algorithm if $\mathcal{G}$ contains neither $\mathcal{K}^{*}$ nor $\mathcal{P}^{*}$.

- Theorem 19. Let $\mathcal{G}$ be a class of connected graphs that is closed under connected minors. Then Weighted Robust Matching Augmentation on $\mathcal{G}$ admits a polynomial-time algorithm if and only if there is some $r \in \mathbb{N}$ such that $\mathcal{G}$ contains neither the graph $K_{1, r}^{*}$ nor $P_{r}^{*}$. The only if part holds under the assumption that $\mathrm{P} \neq \mathrm{NP}$.

In order to prove Lemma 18, we first show that Weighted Robust Matching Augmentation is NP-hard for graphs consisting only of a perfect matching by a reduction from Robust Matching Augmentation. The hardness of Weighted Robust Matching Augmentation on $\mathcal{K}^{*}$ and $\mathcal{P}^{*}$ follows from this result.

Before we give the proof of Theorem 19, we need the following key lemma. The polynomialtime algorithm described in the proof of the lemma uses the fact that Directed Steiner Forest can be solved in polynomial time if the number of terminal pairs is constant [17].

- Lemma 20. Let $r \in \mathbb{N}$ be constant and let $\mathcal{T}$ be a class of perfectly matchable trees, each with at most $r$ leaves. Then Weighted Robust Matching Augmentation on $\mathcal{T}$ admits a polynomial-time algorithm.
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We remark that the running time of the algorithm given in Lemma 20 is slicewise polynomial in the number of leaves of the input graph. We can now state the proof of our main result.

Proof of Theorem 19. According to Lemma 18, Weighted Robust Matching AugmenTATION is NP-hard if $\mathcal{G}$ completely contains the class $\mathcal{K}=\left\{K_{1, r}^{*} \mid r \in \mathbb{N}\right\}$ or the class $\mathcal{P}=\left\{P_{r}^{*} \mid r \in \mathbb{N}\right\}$. Assuming $\mathrm{P} \neq \mathrm{NP}$, this proves the only if statement of the theorem.

To see the if statement, let us consider $r \in \mathbb{N}$ such that $\mathcal{G}$ does not contain $K_{1, r}^{*}$ or $P_{r}^{*}$. First we will reduce the problem to the case when $\mathcal{G}$ contains only trees. For this, let $\mathcal{T}$ be the class of all trees in $\mathcal{G}$ that admit a perfect matching.
$\triangleright$ Claim 1. There is a polynomial time reduction of Weighted Robust Matching Augmentation on $\mathcal{G}$ to Weighted Robust Matching Augmentation on $\mathcal{T}$.

The key idea for the proof is to define an equivalent instance on an arbitrary tree of $G$ on an adapted cost function. We may hence restrict our attention to Weighted Robust Matching Augmentation on the class $\mathcal{T}$. As the next claim shows, the relevant trees contained in $\mathcal{T}$ have a bounded number of leaves.
$\triangleright$ Claim 2. There is some number $f(r)$ depending only on $r$ such that every tree in $\mathcal{T}$ has at most $f(r)$ many leaves.

According to the above claims, there is a polynomial reduction of Weighted Robust Matching Augmentation on $\mathcal{G}$ to Weighted Robust Matching Augmentation on a class of trees with a bounded number of leaves. Hence, Lemma 20 implies that Weighted Robust Matching Augmentation on $\mathcal{G}$ can be solved in polynomial time.

## 6 Conclusion

We presented algorithms for the task of securing matchings of a graph against the failure of a single edge. For this, we established a connection to the classical strong connectivity augmentation problem. Not surprisingly, the unit weight case is more accessible, and we were able to give a $\log _{2} n$-factor approximation algorithm, as well as polynomial-time algorithms for graphs of bounded treewidth and chordal-bipartite graphs. For general non-negative weights, we showed a close relation to Directed Steiner Forest in terms of approximability and gave a dichotomy theorem characterizing minor-closed graph classes which allow a polynomial-time algorithm.

In our opinion, the case of a single edge failure is well understood now and so one might go for the case of a constant number of edge failures next. Let us remark that if the number of edge failures is a part of the input, even checking feasibility is NP-hard [14, 25].
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#### Abstract

We show that Odd Cycle Transversal and Vertex Multiway Cut admit deterministic polynomial kernels when restricted to planar graphs and parameterized by the solution size. This answers a question of Saurabh. On the way to these results, we provide an efficient sparsification routine in the flavor of the sparsification routine used for the Steiner Tree problem in planar graphs (FOCS 2014). It differs from the previous work because it preserves the existence of low-cost subgraphs that are not necessarily Steiner trees in the original plane graph, but structures that turn into (supergraphs of) Steiner trees after adding all edges between pairs of vertices that lie on a common face. We also show connections between Vertex Multiway Cut and the Vertex Planarization problem, where the existence of a polynomial kernel remains an important open problem.
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## 1 Introduction

Kernelization provides a rigorous framework within the paradigm of parameterized complexity to analyze preprocessing routines for various combinatorial problems. A kernel of size $g$ for a parameterized problem $\Pi$ and a computable function $g$ is a polynomial-time algorithm that reduces an input instance $x$ with parameter $k$ of problem $\Pi$ to an equivalent one with size and parameter value bounded by $g(k)$. Of particular importance are polynomial kernels, where the function $g$ is required to be a polynomial, that are interpreted as theoretical tractability of preprocessing for the considered problem $\Pi$. Since a kernel (of any size) for a decidable problem implies fixed-parameter tractability (FPT) of the problem at hand, the question whether a polynomial kernel exists became a "standard" tractability question one asks about a problem already known to be FPT, and serves as a further finer-grained distinction criterion between FPT problems.
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In the recent years, a number of kernelization techniques emerged, including the bidimensionality framework for sparse graph classes [10] and the use of representative sets for graph separation problems [20]. On the hardness side, a lower bound framework against polynomial kernels has been developed and successfully applied to a multitude of problems [1, 5, 7, 11]. For more on kernelization, we refer to the survey [22] for background and to the appropriate chapters of the textbook [3] for basic definitions and examples.

For this work, of particular importance are polynomial kernels for graph separation problems. The framework for such kernels developed by Kratsch and Wahlström in [20, 21], relies on the notion of representative sets in linear matroids, especially in gammoids. Among other results, the framework provided a polynomial kernel for Odd Cycle Transversal and for Multiway Cut with a constant number of terminals. However, all kernels for graph separation problems based on representative sets are randomized, due to the randomized nature of all known polynomial-time algorithms that obtain a linear representation of a gammoid. As a corollary, all such kernels have exponentially small probability of turning an input yes-instance into a no-instance.

The question of deterministic polynomial kernels for the cut problems that have randomized kernels due to the representative sets framework remains widely open. Saket Saurabh, at the open problem session during the Recent Advances in Parameterized Complexity school (Dec 2017, Tel Aviv) [27], asked whether a deterministic polynomial kernel for Odd Cycle Transversal exists when the input graph is planar. In this paper, we answer this question affirmatively, and prove an analogous result for the Multiway Cut problem.

- Theorem 1.1. Odd Cycle Transversal and Vertex Multiway Cut, when restricted to planar graphs and parameterized by the solution size, admit deterministic polynomial kernels.

Recall that the Odd Cycle Transversal problem, given a graph $G$ and an integer $k$, asks for a set $X \subseteq V(G)$ of size at most $k$ such that $G \backslash X$ is bipartite. For the Multiway Cut problem, we consider the Vertex Multiway Cut variant where, given a graph $G$, a set of terminals $T \subseteq V(G)$, and an integer $k$, we ask for a set $X \subseteq V(G) \backslash T$ of size at most $k$ such that every connected component of $G \backslash X$ contains at most one terminal. In other words, we focus on the vertex-deletion variant of Multiway Cut with undeletable terminals. In both cases, the allowed deletion budget, $k$, is our parameter. (A deterministic polynomial kernel for Edge Multiway Cut in planar graphs is known [25, Theorem 1.4].)

Note that in general graphs, Vertex Multiway Cut admits a randomized polynomial kernel with $\mathcal{O}\left(k^{|T|+1}\right)$ terminals [20], and whether one can remove the dependency on $|T|$ from the exponent is a major open question in the area. Theorem 1.1 answers this question affirmatively in the special case of planar graphs.

Our motivation stems not only from the aforementioned question of Saurabh [27], but also from a second, more challenging question of a polynomial kernel for the Vertex Planarization problem. Here, given a graph $G$ and an integer $k$, one asks for a set $X \subseteq V(G)$ of size at most $k$ such that $G \backslash X$ is planar. For this problem, an involved $2^{\mathcal{O}(k \log k)} \cdot n$-time fixed-parameter algorithm is known [17], culminating a longer line of research [17, 19, 23]. The question of a polynomial kernel for the problem has not only been posed by Saurabh during the same open problem session [27], but also comes out naturally in another line of research concerning vertex-deletion problems to minor-closed graph classes.

Consider a minor-closed graph class $\mathcal{G}$. By the celebrated Robertson-Seymour theorem, the list of minimal forbidden minors $\mathcal{F}$ of $\mathcal{G}$ is finite, i.e., there is a finite set $\mathcal{F}$ of graphs such that a graph $G$ belongs to $\mathcal{G}$ if and only if $G$ does not contain any graph from $\mathcal{F}$ as a minor. The $\mathcal{F}$-Deletion problem, given a graph $G$ and an integer $k$, asks to find a set


Figure 1 When all terminals (blue squares) lie on the infinite face, a solution to VERTEX Multiway Cut (black circles) is a Steiner forest (red dashed connections) in the overlay graph.
$X \subseteq V(G)$ of size at most $k$ such that $G \backslash X$ has no minor belonging to $\mathcal{F}$, i.e., $G \backslash X \in \mathcal{G}$. If $\mathcal{F}$ contains a planar graph or, equivalently, $\mathcal{G}$ has bounded treewidth, then the parameterized and kernelization complexity of the $\mathcal{F}$-Deletion problem is well understood [9]. However, our knowledge is very partial in the other case, when $\mathcal{G}$ contains all planar graphs. The understanding of this general problem has been laid out as one of the future research directions in a monograph of Downey and Fellows [6]. The simplest not fully understood case is when $\mathcal{G}$ is exactly the set of planar graphs, that is, $\mathcal{F}=\left\{K_{3,3}, K_{5}\right\}$, and the $\mathcal{F}$-Deletion becomes the Vertex Planarization problem. The question of a polynomial kernel or a $2^{\mathcal{O}(k)} \cdot n^{\mathcal{O}(1)}$-time FPT algorithm for Vertex Planarization remains open [13, 27].

In Section 6, we observe that there is a simple polynomial-time reduction from Planar Vertex Multiway Cut to Vertex Planarization that keeps the parameter $k$ unchanged. If Vertex Planarization would admit a polynomial kernel, then our reduction would transfer the polynomial kernel back to Planar Vertex Multiway Cut. In the presence of Theorem 1.1, such an implication is trivial, but the reduction itself serves as a motivation: a polynomial kernel for Planar Vertex Multiway Cut should be easier than for Vertex Planarization, and one should begin with the first before proceeding to the latter. Furthermore, we believe the techniques developed in this work can be of use for the more general Vertex Planarization case.

Techniques On the technical side, our starting point is the toolbox of [25] that provides a polynomial kernel for Steiner Tree in planar graphs, parameterized by the number of edges of the solution. The main technical result of [25] is a sparsification routine that, given a connected plane graph $G$ with infinite face surrounded by a simple cycle $\partial G$, provides a subgraph of $G$ of size polynomial in the length of $\partial G$ that, for every $A \subseteq V(\partial G)$, preserves an optimal Steiner tree connecting $A$.

Both Odd Cycle Transversal and Vertex Multiway Cut in a plane graph $G$ translate into Steiner forest-like questions in the overlay graph $\mathcal{L}(G)$ of $G$ : a supergraph of $G$ that has a vertex $v_{f}$ for every face of $G$, adjacent to every vertex of $G$ incident with $f$. To see this, consider a special case of Planar Vertex Multiway Cut where all terminals lie on the infinite face of the input embedded graph. Then, an optimal solution is a Steiner forest between some tuples of vertices on the outer face lying between the terminals, cf. Figure 1. Following [25], this suggest the following approach to kernelization of vertex-deletion cut problems in planar graphs:

1. By problem-specific reductions, reduce to the case of a graph of bounded radial diameter.
2. Using the diameter assumption, find a tree in the overlay graph that has size bounded polynomially in the solution size, and that spans all "important" objects in the graph (e.g., neighbors of the terminals in the case of Multiway Cut or odd faces in the case of Odd Cycle Transversal).
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3. Cut the graph open along the tree. Using the Steiner forest-like structure of the problem at hand, argue that an optimal solution becomes an optimal Steiner forest for some choice of tuples of terminals on the outer face of the cut-open graph.
4. Sparsify the cut-open graph with a generic sparsification routine that preserves optimal Steiner forests, glue the resulting graph back, and return it as a kernel.
However, contrary to the Steiner tree problem [25], these Steiner forest-like questions optimize a different cost function than merely number of edges, namely the number of vertices of $G$, with the "face" vertices $v_{f} \in V(\mathcal{L}(G)) \backslash V(G)$ being for free. This cost function is closely related to (half of) the number of edges in case of paths and trees with constant number of leaves, but may diverge significantly in case of trees with high-degree vertices.

For this reason, we need an analog of the main technical sparsification routine of [25] suited for our cost function. To this end, we re-use most of the intermediate results of [25], changing significantly only the final divide\&conquer argument. We provide a statement and an overview of the proof of such routine in Section 3. A full proof can be found on arXiv [18].

The application of the obtained sparsification routine to the case of Odd Cycle Transversal, presented in Section 4, follows the phrasing of the problem as a $T$-joinlike problem in the overlay graph due to Fiorini et al [8]. For the sake of reducing the number of odd faces, we adapt the arguments of Suchý [28] for Steiner tree.

The arguments for Vertex Multiway Cut are somewhat more involved and sketched in Section 5. A full version can be found on arXiv [18]. Here, we first use known LP-based rules $[4,12,14,26]$ to reduce the number of terminals and neighbors of terminals to $\mathcal{O}(k)$ and then use an argument based on outerplanarity layers to reduce the diameter.

## 2 Preliminaries

A finite undirected graph $G$ consists of a vertex set $V(G)$ and edge set $E(G) \subseteq\binom{V(G)}{2}$. We denote the open neighborhood of a vertex $v$ in $G$ by $N_{G}(v)$. For a vertex set $S \subseteq V(G)$ we define its open neighborhood as $N_{G}(S):=\bigcup_{v \in S} N_{G}(v) \backslash S$. For all standard but undefined here terms related to planar graph we refer to [25].

For vertex subsets $X, Y$ of a graph $G$, we define an $(X, Y)$-cut as a vertex set $Z \subseteq$ $V(G) \backslash(X \cup Y)$ such that no connected component of $G \backslash Z$ contains both a vertex of $X$ and a vertex of $Y$. An $(X, Y)$ cut $Z$ is minimal if no proper subset of $Z$ is an $(X, Y)$-cut, and minimum if it has minimum possible size.

### 2.1 Planar graphs

In a connected embedded planar (i.e. plane) graph $G$, the boundary walk of a face $f$ is the unique closed walk in $G$ obtained by going along the face in counter-clockwise direction. Note that a single vertex can appear multiple times on the boundary walk of $f$ and an edge can appear twice if it is a bridge. We denote the number of edges of this walk by $|f|$; note that bridges are counted twice in this definition. The parity of a face $f$ is the parity of $|f|$. Then a face is odd (even) if its parity is odd (even). The boundary walk of the outer face of $G$ is called the outer face walk and denoted $\partial G$.

We define the radial distance in plane graphs, based on a measure that allows to hop between vertices incident on a common face in a single step. Formally speaking, a radial path between vertices $p$ and $q$ in a plane graph $G$ is a sequence of vertices $\left(p=v_{0}, v_{1}, \ldots, v_{\ell}=q\right)$ such that for each $i \in[\ell]$, the vertices $v_{i-1}$ and $v_{i}$ are incident on a common face. The length of the radial path equals $\ell$, so that a trivial radial path from $v$ to itself has length 0 . The radial distance in plane graph $G$ between $p$ and $q$, denoted $d_{G}^{\mathcal{R}}(u, v)$, is defined as the minimum length of a radial $p q$-path.

For a plane graph $G$, let $F(G)$ denote the set of faces of $G$. For a plane (multi)graph $G$, an overlay graph $G^{\prime}$ of $G$ is a graph with vertex set $V(G) \cup F(G)$ obtained from $G$ as follows. For each face $f \in F(G)$, draw a vertex with identity $f$ in the interior of $f$. For each connected component $C$ of edges incident on the face $f$, traverse the boundary walk of $C$ starting at an arbitrary vertex. Every time a vertex $v$ is visited by the boundary walk, draw a new edge between $v$ and the vertex representing $f$, without crossing previously drawn edges. Doing this independently for all faces of $G$ yields an overlay graph $G^{\prime}$. Observe that an overlay graph may have multiple edges between some $f \in F(G)$ and $v \in V(G)$, which occurs for example when $v$ is incident on a bridge that lies on $f$. The resulting plane multigraph $G^{\prime}$ is in general not unique, due to different homotopies for how edge bundles may be routed around different connected components inside a face. For our purposes, these distinctions are never important. We therefore write $\mathcal{L}(G)$ to denote an arbitrary fixed overlay graph of $G$. Observe that $F(G)$ forms an independent set in $\mathcal{L}(G)$.

Apart from the overlay graph, we will also use the related notion of radial graph (also known as face-vertex incidence graph). A radial graph of a connected plane graph $G$ is a plane multigraph $\mathcal{R}(G)$ obtained from $\mathcal{L}(G)$ by removing all edges with both endpoints in $V(G)$. Hence a radial graph of $G$ is bipartite with vertex set $V(G) \cup F(G)$, where vertices are connected to the representations of their incident faces. From these definitions it follows that $\mathcal{L}(G)$ is the union of $G$ and $\mathcal{R}(G)$, which explains the terminology.

We need also the following simple but useful lemma.

- Lemma 2.1. Let $G$ be a connected graph, let $T \subseteq V(G)$ and assume that for each vertex $v \in V(G)$, there is a terminal $t \in T$ that can reach $v$ by a path of at most $K$ edges. Then $G$ contains a Steiner tree of at most $(2 K+1)(|T|-1)$ edges on terminal set $T$, which can be computed in linear time.

Proof. Observe that there exists a spanning forest in $G$ where each tree is rooted at a vertex of $T$, and each tree has depth at most $K$. Such a spanning forest can be computed in linear time by a breadth-first search in $G$, initializing the BFS-queue to contain all vertices of $T$ with a distance label of 0 . Consider the graph $H$ obtained from $G$ by contracting each tree into the terminal forming its root. Since $G$ is connected, $H$ is connected as well. An edge $t_{1} t_{2}$ between two terminals in $H$ implies that in $G$ there is a vertex in the tree of $t_{1}$ adjacent to a vertex of the tree of $t_{2}$. So for each edge in $H$, there is a path between the corresponding terminals in $G$ consisting of at most $2 K+1$ edges.

Compute an arbitrary spanning tree of the graph $H$, which has $|T|-1$ edges since $H$ has $|T|$ vertices. As each edge of the tree expands to a path in $G$ between the corresponding terminals of length at most $2 K+1$, it follows that $G$ has a connected subgraph $F$ of at most $(2 K+1)(|T|-1)$ edges that spans all terminals $T$. To eliminate potential cycles in $F$, take a spanning subtree of $F$ as the desired Steiner tree.

- Lemma 2.2 ([16, Lemma 1]). Let $G$ be a planar bipartite graph with bipartition $V(G)=$ $X \uplus Y$ for $X \neq \emptyset$. If all distinct $u, v \in Y$ satisfy $N_{G}(u) \nsubseteq N_{G}(v)$, then $|Y| \leq 5|X|$.


## 3 Sparsification

A plane partitioned graph is an undirected multigraph $G$, together with a fixed embedding in the plane and a fixed partition $V(G)=\mathbf{A}(G) \uplus \mathbf{B}(G)$ where $\mathbf{A}(G)$ is an independent set. Consider a subgraph $H$ of a plane partitioned graph $G$. The cost of $H$ is defined as $\operatorname{cost}(H):=|V(H) \cap \mathbf{B}(G)|$, that is, we pay for each vertex of $H$ in the part $\mathbf{B}(G)$. We say that $H$ connects a subset $A \subseteq V(G)$ if $A \subseteq V(H)$ and $A$ is contained in a single connected component of $H$.
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Our main sparsification routine is the following.

- Theorem 3.1. Given a connected plane partitioned graph $G$, one can in time $|\partial G|^{\mathcal{O}(1)}$. $\mathcal{O}(|G|)$ find a subgraph $\widehat{G}$ in $G$, with the following properties:

1. $\widehat{G}$ contains all edges and vertices of $\partial G$,
2. $\widehat{G}$ contains $\mathcal{O}\left(|\partial G|^{212}\right)$ edges,
3. for every set $A \subseteq V(\partial G)$ there exists a subgraph $H$ of $\widehat{G}$ that connects $A$ and has minimum possible cost among all subgraphs of $G$ that connect $A$.

In the subsequent sections, given a connected plane graph $G$, we will apply Theorem 3.1 to a graph $G^{\prime}$ that is either the overlay graph of $G$ without the vertex corresponding to the outer face, or the radial graph of $G$. In either case, $\mathbf{A}\left(G^{\prime}\right)=V\left(G^{\prime}\right) \backslash V(G)$ is the set of face vertices and $\mathbf{B}\left(G^{\prime}\right)=V(G)$, i.e., we pay for each "real" vertex, not a face one. If the studied vertex-deletion graph separation problem in $G$ turns into some Steiner problem in $G^{\prime}$, then we may hope to apply the sparsification routine of Theorem 3.1.

After this brief explanation of the motivation of the statement of Theorem 3.1, we proceed with an overview of its proof. We closely follow the divide\&conquer approach of the polynomial kernel for Steiner Tree in planar graphs [25].

We adopt the notation of (strictly) enclosing from [25]. For a closed curve $\gamma$ on a plane, a point $p \notin \gamma$ is strictly enclosed by $\gamma$ if $\gamma$ is not continuously retractable to a single point in the plane punctured at $p$. A point $p$ is enclosed by $\gamma$ if it is strictly enclosed or lies on $\gamma$. The notion of (strict) enclosure naturally extends to vertices, edges, and faces of a plane graph $G$ being (strictly) enclosed by $\gamma$; here a face (an edge) is strictly enclosed by $\gamma$ if every interior point of a face (every point on an edge except for the endpoints, respectively) is strictly enclosed. We also extend this notion to (strict) enclosure by a closed walk $W$ in a plane graph $G$ in a natural manner. Note that this corresponds to the natural notion of (strict) enclosure if $W$ is a cycle or, more generally, a closed walk without self-intersections.

We start with restricting the setting to $G$ being bipartite and $\partial G$ being a simple cycle. Theorem 3.1 follows from Lemma 3.2 by simple manipulations, and its proof can be found on arXiv [18].

- Lemma 3.2. The statement of Theorem 3.1 is true in the restricted setting with $G$ being a connected bipartite simple graph with $\partial G$ being a simple cycle and $\mathbf{A}(G)$ being one of the bipartite color classes (so that $\mathbf{B}(G)$ is an independent set as well).

We now sketch the proof of Lemma 3.2. The full proof can be found on arXiv [18].
First observe that the statement of Lemma 3.2 is well suited for a recursive divide\&conquer algorithm. As long as $|\partial G|$ is large enough, we can identify a subgraph $S$ of $G$ such that:

1. The number of edges of $S$ is $\mathcal{O}(|\partial G|)$;
2. For every set $A \subseteq V(\partial G)$ there exists a subgraph $H$ of $G$ that connects $A$, has minimum possible cost among all subgraphs of $G$ that connect $A$, and for every finite face $f$ of $S \cup \partial G$, if $G_{f}$ is the subgraph of $G$ consisting of the edges and vertices embedded within the closure of $f$, then one of the following holds:
a. $\left|\partial G_{f}\right| \leq(1-\delta)|\partial G|$ for some universal constant $\delta>0$;
b. $H$ does not contain any vertex of degree more than 2 that is strictly inside $f$.

Similarly as in the case of [25], we show that such a subgraph $S$ is good for recursion. First, we insert $S$ into the constructed sparsifier $\widehat{G}$. Second, we recurse on $G_{f}$ for every finite face $f$ of $S \cup \partial G$ that satisfies Point 2a. Third, for every other finite face $f$ (i.e., one satisfying Point 2b), we insert into $\widehat{G}$ a naive shortest-paths sparsifier: for every two vertices $u_{1}, u_{2} \in V\left(\partial G_{f}\right)$, we insert into $\widehat{G}$ a minimum-cost path between $u_{1}$ and $u_{2}$ in $G_{f}$.

Property 1 together with the multiplicative progress on $|\partial G|$ in Point 2a ensure that the final size of $\widehat{G}$ is polynomial in $|\partial G|$, with the exponent of the polynomial bound depending on $\delta$ and the constant hidden in the big- $\mathcal{O}$ notation in Property 1.

The main steps of constructing $S$ are the same as in [25]. First, we try minimum-size (i.e., with minimum number of edges, as opposed to minimum-cost) Steiner trees for a constant number of terminals on $\partial G$. If no such trees are found, the main technical result of [25] shows that one can identify a cycle $C$ in $G$ of length $\mathcal{O}(|\partial G|)$ with the guarantee that for any choice of $A \subseteq V(\partial G)$, there exists a minimum-size Steiner tree connecting $A$ that does not contain any Steiner point strictly inside $C$. In [25] such a cycle is used to construct a desired subgraph $S$ with the inside of $C$ being a face satisfying the Steiner tree analog of Point 2 b . In the case of Lemma 3.2, we need to perform some extra work here to show that - by some shortcutting tricks and adding some slack to the constants - one can construct such a cycle $C^{\prime}$ with the guarantee that the face $f$ inside $C^{\prime}$ satisfies exactly the statement of Point 2 b : that is, no "Steiner points" with regards to minimum-cost trees, not minimum-size ones.

In other words, the extra work is needed to at some point switch from "minimum-size" subgraphs (treated by [25]) to "minimum-cost" ones (being the main focus of Lemma 3.2). In our proof, we do it as late as possible, trying to re-use as much of the technical details of [25] as possible. Observe that for a path $H$ in $G$, the cost of $H$ equals $|E(H)| / 2$ up to an additive $\pm \frac{1}{2}$ error. Similarly, for a tree $H$ with a constant number of leaves, the cost of $H$ is $|E(H)| / 2$ up to an additive error bounded by a constant. Hence, as long as we focus on paths and trees with bounded number of leaves, the "size" and "cost" measures are roughly equivalent. However, if a tree $H$ in $G$ contains a high-degree vertex $v \in \mathbf{B}(G)$, the cost of $H$ may be much smaller than half of the number of edges of $H$ : a star with a center in $\mathbf{B}(G)$ has cost one and arbitrary number of edges. For this reason, the final argument of the proof of Lemma 3.2 that constructs the aforementioned cycle $C^{\prime}$ using the toolbox of [25] needs to be performed with extra care (and some sacrifice on the constants, as compared to [25]).

## 4 Odd Cycle Transversal

To understand the Odd Cycle Transversal problem, we rely on the correspondence between odd cycle transversals and $T$-joins. This correspondence was originally developed by Hadlock [15] for the edge version of Odd Cycle Transversal on planar graphs; for the vertex version discussed here, we build on the work of Fiorini et al. [8]. Given a graph $H$ and set $T \subseteq V(H)$, a $T$-join in $H$ is a set $J \subseteq E(H)$ such that $T$ equals the set of odd-degree vertices in the subgraph of $H$ induced by $J$. It is known that a connected graph contains a $T$-join if and only if $|T|$ is even.

- Lemma 4.1 ([8, Lemma 1.1]). Let $T$ be the set of odd faces of a connected plane graph $G$. Then $C \subseteq V(G)$ is an odd cycle transversal of $G$ if and only if $\mathcal{R}(G)[C \cup F(G)]$ contains a $T$-join, that is, each connected component of $\mathcal{R}(G)[C \cup F(G)]$ contains an even number of vertices of $T$.
This leads to the following problem :


## Bipartite Steiner $T$-Join <br> Parameter: k

Input: A connected bipartite graph $G$, a fixed partition $V(G)=\mathbf{A}(G) \uplus \mathbf{B}(G), T \subseteq \mathbf{A}(G)$, and an integer $k$.
Question: Does there exist a set $C \subseteq \mathbf{B}(G)$ of size at most $k$ such that $G[C \cup \mathbf{A}(G)]$ contains a $T$-join, that is, each connected component of $G[C \cup \mathbf{A}(G)]$ contains an even number of vertices of $T$ ?

In particular, we are interested in the problem when $G$ is a plane graph, which we call Plane Bipartite Steiner $T$-doin. We call $T$ the set of terminals of the instance; $\mathbf{A}(G) \backslash T$ is the set of non-terminals. We call $C \subseteq \mathbf{B}(G)$ a solution to an instance of Bipartite Steiner $T$-Join if $|C| \leq k$ and $G[C \cup \mathbf{A}(G)]$ contains a $T$-join.

- Lemma 4.2. If Plane Bipartite Steiner T-join has a polynomial kernel, then Plane Odd Cycle Transversal has a polynomial kernel.

Proof. By Lemma 4.1, the answer to a plane instance ( $G, T, k$ ) of Odd Cycle Transversal is equivalent to the answer of the Plane Bipartite Steiner $T$-join instance on the graph $\mathcal{R}(G)$, with the face vertices $F(G)$ taking the role of $\mathbf{A}, V(G)$ taking the role of $\mathbf{B}$, and $T \subseteq F(G)$ being the odd faces. So if Plane Bipartite Steiner $T$-join has a polynomial kernel, then an instance of Plane Odd Cycle Transversal can be compressed to size polynomial in $k$ by transforming it into an instance of Plane Bipartite Steiner $T$-join and applying the kernel to it. Since Plane Bipartite Steiner $T$-join is in NP and Plane Odd Cycle Transversal is NP-hard, by standard arguments (cf. [2]) the $T$-join instance can be reduced back to an instance of the original problem of size polynomial in $k$, which forms the kernel.

Below, we will give a polynomial kernel for Plane Bipartite Steiner T-join. Combined with Lemma 4.2, this implies a polynomial kernel for Plane Odd Cycle Transversal.

### 4.1 Reducing the number of terminals

Let $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ be an instance of Plane Bipartite Steiner $T$-join. As a first step, we show that the graph can be reduced so that there remain at most $6 k^{2}$ terminals. To this end, we adapt the rules that Suchý [28] developed for Plane Steiner Tree parameterized by the number of Steiner vertices of the solution tree. Each of the rules is applied exhaustively before a next rule will be applied.

- Observation 4.3. Let $C$ be a solution for the instance. Then each vertex of $T$ has a neighbor in $C$.

This is the analogue of $[28$, Lemma 2] and is immediate from the bipartiteness of $G$.

- Observation 4.4. If $k<0$ or there is a connected component containing exactly one terminal $t \in T$, then we can safely answer NO.
- Lemma 4.5. Let $X \subseteq T$ be a maximal set such that $N_{G}(x)=N_{G}(y)$ for all $x, y \in X$. Remove all but $2-(|X| \bmod 2)$ vertices of $X$ from the graph and $T$. The resulting instance $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T^{\prime}, k\right)$ has a solution if and only if $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ has a solution.

Proof. Let $Y \subseteq X$ be the set of remaining vertices of $X$. Observe that $|X| \equiv|Y|(\bmod 2)$ and that $|Y| \geq 1$. The equivalence is now immediate.

- Lemma 4.6. Let $u, v \in \mathbf{B}(G)$ and let $L=N_{G}(u) \cap N_{G}(v) \cap T$ with $L \neq \emptyset$. If a connected component $X$ of $G \backslash(L \cup\{u, v\})$ exists that contains no terminals, then remove $X$ from the graph. The resulting instance $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T, k\right)$ has a solution if and only if $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ has a solution.

Proof. If $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T, k\right)$ has a solution $C$, then $C$ is a solution for the instance $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$, as $G^{\prime}$ is an induced subgraph of $G$ with the same terminal set.

Suppose that $C$ is a minimal solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. We construct a solution for $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T, k\right)$ such that $C^{\prime} \cap X=\emptyset$. Suppose that $C \cap X \neq \emptyset$; otherwise, let $C^{\prime}=C$. Let $C^{\prime}=(C \backslash X) \cup\{v\}$. In either case, $\left|C^{\prime}\right| \leq|C| \leq k$. We claim that $C^{\prime}$ is still a solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. To this end, first consider $C \cup\{v\}$. All connected components of $G[C \cup \mathbf{A}(G)]$ that neighbor $v$ will then be unified into a single connected component $Z$ of $G[C \cup\{v\} \cup \mathbf{A}(G)]$. The parity of $|Z \cap T|$ is equal to the sum $(\bmod 2)$ of the parities of $\left|Z^{\prime} \cap T\right|$ of the connected components $Z^{\prime}$ of $G[C \cup \mathbf{A}(G)]$ neighboring $v$. Since these parities are 0 , their sum is 0 , and $|Z \cap T|$ is even. Now consider the connected component $Z Z$ of $G\left[C^{\prime} \cup \mathbf{A}(G)\right]$ that contains $v$. Clearly, $Z Z \cap T=Z \cap T$, because $X \cap T=\emptyset$ and any path in $G[C \cup\{v\} \cup \mathbf{A}(G)]$ that intersects $X$ can be re-routed through $v$ and the vertices of $L \subseteq \mathbf{A}(G)$. The claim follows, and thus the lemma as well.

We now present the final two reduction rules. Each relies on the following operation.

- Lemma 4.7. Let $v \in \mathbf{B}(G)$. Let $G^{\prime}$ be obtained from $G$ by contracting all edges between $v$ and its neighbors in $G$. Let $v^{\prime}$ be the resulting vertex, and let $\mathbf{A}\left(G^{\prime}\right)$ and $\mathbf{B}\left(G^{\prime}\right)$ be the resulting color classes, where $v^{\prime} \in \mathbf{A}\left(G^{\prime}\right)$. Let $T^{\prime}$ be obtained from $T$ by removing $N_{G}(v) \cap T$, and adding $v^{\prime}$ to $T^{\prime}$ if and only if $\left|N_{G}(v) \cap T\right| \equiv 1(\bmod 2)$.
- If $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ has a solution $C$ with $v \in C$, then $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T^{\prime}, k-1\right)$ has a solution;
- if $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T^{\prime}, k-1\right)$ has a solution, then $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ has a solution.

Proof. Suppose there is a solution $C$ to $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ such that $v \in C$. Then the vertices of $T \cap N_{G}(v)$ are in the same connected component $Z$ of $G[C \cup \mathbf{A}(G)]$. Let $C^{\prime}=C \backslash\{v\}$ and let $Z^{\prime}$ be obtained from $Z$ by contracting all edges between $v$ and $N_{G}(v)$. Then $Z^{\prime}$ is a connected component of $G^{\prime}\left[C^{\prime} \cup \mathbf{A}\left(G^{\prime}\right)\right]$. By the construction of $T^{\prime}, Z^{\prime}$ contains an even number of vertices of $T^{\prime}$. Moreover, $\left|C^{\prime}\right|=|C|-1 \leq k-1$. Hence, $C^{\prime}$ is a solution to $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T^{\prime}, k-1\right)$.

Suppose there is a solution $C^{\prime}$ to $\left(G^{\prime}, \mathbf{A}\left(G^{\prime}\right), \mathbf{B}\left(G^{\prime}\right), T^{\prime}, k-1\right)$. Let $C=C^{\prime} \cup\{v\}$. Let $Z^{\prime}$ be the connected component of $G^{\prime}\left[C^{\prime} \cup \mathbf{A}\left(G^{\prime}\right)\right]$ that contains $v^{\prime}$, and let $Z$ be obtained from $Z^{\prime}$ by adding $N_{G}[v]$ and removing $v^{\prime}$. Then $Z$ is a connected component of $G[C \cup \mathbf{A}(G)]$. Moreover, by the construction of $T^{\prime}, Z$ contains an even number of vertices of $T$. Finally, $|C|=\left|C^{\prime}\right|+1 \leq k$. Hence, $C$ is a solution to $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$.

- Lemma 4.8. Let $u, v \in \mathbf{B}(G)$ and let $L=N_{G}(u) \cap N_{G}(v) \cap T$ with $L \neq \emptyset$. If a connected component $X$ of $G \backslash(L \cup\{u, v\})$ exists for which all terminals in $X \cap T$ neighbor $v$ and there $i s$ a solution $C$ to the instance $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$, then there is a solution that contains $v$.

Proof. Assume that $v \notin C$, or the lemma would already follow. Since the rule of Lemma 4.6 is inapplicable, there is a terminal in $X$. Moreover, no terminal in $X \cap T$ neighbors $u$, because any such terminal would be in $L$ and thus not in $X$. Since every terminal has to have a neighbor in $C$, it follows that $C \cap X \neq \emptyset$. Therefore, $C^{\prime}=(C \backslash X) \cup\{v\}$ is not larger than $C$. We claim that $C^{\prime}$ is still a solution. To this end, first consider $C \cup\{v\}$. All connected components of $G[C \cup \mathbf{A}(G)]$ that neighbor $v$ will then be unified into a single connected component $Z$ of $G[C \cup\{v\} \cup \mathbf{A}(G)]$. In particular, $Z$ contains $X \cap T$. The parity of $|Z \cap T|$ is equal to the sum $(\bmod 2)$ of the parities of $\left|Z^{\prime} \cap T\right|$ of the connected components $Z^{\prime}$ of $G[C \cup \mathbf{A}(G)]$ that neighbor $v$. Since these parities are 0 , their sum is 0 , and $|Z \cap T|$ is even. Now consider the connected component $Z Z$ of $G\left[C^{\prime} \cup \mathbf{A}(G)\right]$ that contains $v$. Clearly, $Z Z \cap T=Z \cap T$, because any path in $G[C \cup\{v\} \cup \mathbf{A}(G)]$ that intersects $X$ can be re-routed through $v$ and the vertices of $L$. The claim follows, and thus the lemma as well.

- Lemma 4.9. If there is a vertex $v \in \mathbf{B}(G)$ adjacent to more than $6 k$ terminals and there is a solution $C$ to the instance $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$, then there is a solution that contains $v$.

Proof. The proof is completely analogous to the proof of [28, Lemma 11]. If $v \in C$, then we are done. So assume that $v \notin C$. Let $B \subseteq C$ be the set of vertices in $C$ adjacent to at least two terminals in $N_{G}(v)$. Given $b \in B$, let $x, y$ be any two terminals in $N_{G}(b) \cap N_{G}(v)$ and consider the region $R$ that is enclosed by the cycle $x, b, y, v$ and that does not contain the outer face. If $R$ does not contain any other terminal of $N_{G}(b) \cap N_{G}(v)$, then $R$ is called the (internal) eye of $x, b, y, v$. The support of $b \in B$, denoted $\operatorname{supp}(b)$, is the set of vertices $a \in B$ such that $a$ is contained inside an eye $R$ of $b$, but not inside an eye of any $b^{\prime} \in B \backslash\{b\}$ for which $b^{\prime}$ is inside $R$. The bound of $6 k$ (instead of $5 k$ ) ensures that the proof of $[28$, Lemma 16] can be modified (straightforwardly) to yield a vertex $b \in \mathbf{B}(G)$ adjacent to more than $2|\operatorname{supp}(b)|+4$ vertices of $T$. The further arguments then imply the existence of a twin set in $T$ of size at least 3, thus contradicting the exhaustive execution of the rule of Lemma 4.5.

Lemma 4.8 and 4.9, when combined with Lemma 4.7, naturally lead to two reduction rules. After exhaustively applying all the reduction rules in this section, each vertex of $\mathbf{B}(G)$ neighbors at most $6 k$ terminals.

- Observation 4.10. If $|T|>6 k^{2}$, then we can safely answer $N O$.

This rule is immediate from Observation 4.3 and the fact that any solution contains at most $k$ vertices that are each adjacent to at most $6 k$ terminals by Lemma 4.9.

### 4.2 Reducing the diameter and obtaining the kernel

We now reduce the diameter of the graph. Our arguments here are a generalization of the arguments of Fiorini et al. [8] in their FPT-algorithm for Plane Odd Cycle Transversal.

- Lemma 4.11. Suppose there is a solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. Let $C$ be a minimal solution. Then each vertex $v \in C$ has distance at most $k+1$ in $G[C \cup \mathbf{A}(G)]$ to a vertex of $T$.

Proof. Suppose for sake of contradiction that $v \in C$ has distance at least $k+1$ to each vertex of $T$ in $G[C \cup \mathbf{A}(G)]$. Since $C$ is minimal, there are two connected components $X$ and $Y$ of $G[(C \backslash\{v\}) \cup \mathbf{A}(G)]$ with an odd number of terminals. Let $x \in X \cap T$ and $y \in Y \cap T$. Consider a shortest path in $G[C \cup \mathbf{A}(G)]$ from $x$ to $v$. This path $P$ is fully contained in $G[V(X) \cup\{v\}]$ and has length at least $k+1$. As $P$ connects vertices on opposite sides of the bipartite graph, $|V(P) \cap C| \geq 1+k / 2$. Hence, $|V(X) \cap C| \geq k / 2$. Similarly, $|V(Y) \cap C| \geq k / 2$. Since $X$ and $Y$ are vertex disjoint, it follows that $|C| \geq 2 k / 2+1>k$, a contradiction.

- Corollary 4.12. Suppose there is a solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. Let $C$ be a minimal solution. Then every vertex of $C \cup T$ has distance at most $k+2$ to $T$ in $G[C \cup \mathbf{A}(G)]$.
- Lemma 4.13. We can safely answer $N O$, or we can compute, in polynomial time, disjoint subgraphs $G_{1}, \ldots, G_{\ell}$ of $G$ for some $\ell \leq k$ such that:

1. the graphs $G_{i}$ jointly contain all terminals;
2. for each $i$ and for each vertex $v \in V\left(G_{i}\right)$, there is a terminal $t \in T \cap V\left(G_{i}\right)$ that can reach $v$ by a path of at most $k+2$ edges;
3. for any solution $C$ for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k), C \cap V\left(G_{i}\right)$ is a solution for $\left(G_{i}, \mathbf{A}\left(G_{i}\right)\right.$, $\left.\mathbf{B}\left(G_{i}\right), T \cap V\left(G_{i}\right), k_{i}\right)$ for each $i$, where $k_{i}=\left|C \cap V\left(G_{i}\right)\right|$;
4. if $\left(G_{i}, \mathbf{A}\left(G_{i}\right), \mathbf{B}\left(G_{i}\right), T \cap V\left(G_{i}\right), k_{i}\right)$ has a solution for each $i$ for some $k_{1}, \ldots, k_{\ell} \geq 0$ that sum up to at most $k$, then $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$ has a solution.

Proof. For each terminal $t \in T$, let $B(t)$ be the set of all vertices within distance $k+2$ of $t$. Let $G_{1}, \ldots, G_{\ell}$ be the connected components of $G\left[\bigcup_{t \in T} B(t)\right]$. If $\ell>k$, then $G$ has more than $k$ terminals with disjoint neighborhoods in $\mathbf{B}(G)$, and we can safely answer NO. We now consider the properties set forth in the lemma statement:

1. True by construction and the definition of the function $B$.
2. True by construction and the definition of the function $B$.
3. True by construction, the definition of the function $B$, and Corollary 4.12.
4. We take the union $C$ of the solutions $C_{i}$ of the sub-instances. Note that the subgraphs $G_{i}$ are disjoint and thus contain disjoint sets of terminals. Hence, any connected component of $G[C \cup \mathbf{A}(G)]$ that contains connected components of $G\left[C_{i} \cup \mathbf{A}(G)\right]$ for multiple $i$, still contains an even number of terminals.
This finishes the proof.
Property 2 of Lemma 4.13 implies that each constructed subgraph $G_{i}$ has diameter $\mathcal{O}(k$. $\left.\left|T \cap V\left(G_{i}\right)\right|\right)$, which is $\mathcal{O}\left(k^{3}\right)$ using Observation 4.10. The proof of Theorem 4.14 employs an additional argument to obtain a quadratic-size Steiner tree to cut open.

- Theorem 4.14. Plane Bipartite Steiner T-join has a kernel of size $\mathcal{O}\left(k^{425}\right)$.

Proof. We first exhaustively apply the reduction rules of Subsection 4.1 until each vertex of $\mathbf{B}(G)$ neighbors at most $6 k$ terminals. The rules can clearly be executed exhaustively in polynomial time. As per Observation 4.10, we may assume that $|T| \leq 6 k^{2}$. Then we apply Lemma 4.13 and consider each of the $\ell$ subgraphs $G_{i}$ separately. Let $T_{i}=T \cap V\left(G_{i}\right)$; note that $\left|T_{i}\right| \leq 6 k^{2}$. Moreover, we can assume that $\left|T_{i}\right|$ is even, or we can safely answer NO.

We construct a small set $A_{i} \subseteq V\left(G_{i}\right)$ such that $G\left[A_{i}\right]$ is connected and contains $T_{i}$. Start by adding $T_{i}$ to $A_{i}$. Then, we find a subset $T_{i}^{\prime}$ of $T_{i}$ such that the sets $N_{G_{i}}(t)$ are pairwise disjoint for $t \in T_{i}^{\prime}$ by the following iterative marking procedure: add any unmarked $t \in T_{i}$ to $T_{i}^{\prime}$ and then mark all terminals in $N_{G_{i}}\left(N_{G_{i}}(t)\right)$. It follows from Observation 4.3 that $\left|T_{i}^{\prime}\right| \leq k$, or we can safely answer NO. Now apply Lemma 2.1 to find a Steiner tree of at most $(2(k+2)+1)\left(\left|T_{i}^{\prime}\right|-1\right)$ edges (and vertices) on $T_{i}^{\prime}$. Add these vertices to $A_{i}$. Finally, for each $t \in T_{i}$, let $t^{\prime} \in T_{i}^{\prime}$ be a terminal such that $t \in N_{G_{i}}\left(N_{G_{i}}\left(t^{\prime}\right)\right) \cup\left\{t^{\prime}\right\}$ and add an arbitrary vertex of $N(t) \cap N\left(t^{\prime}\right)$ to $A_{i}$. Then $\left|A_{i}\right| \leq 6 k^{2}+6 k^{2}+(2 k+5)\left|T_{i}^{\prime}\right|=\mathcal{O}\left(k^{2}\right)$. Moreover, by construction, $G_{i}\left[A_{i}\right]$ is connected and contains $T_{i}$.

Let $S_{i}$ be a spanning tree of $G_{i}\left[A_{i}\right]$. Note that $S_{i}$ has size $\mathcal{O}\left(k^{2}\right)$ by the construction of $A_{i}$ and contains $T_{i}$. We cut the plane open along $S_{i}$ and make the resulting face the outer face. Let $\hat{G}_{i}$ denote the resulting plane graph. That is, we create a walk $W_{i}$ on the edges of $S_{i}$ that visits each edge of $S_{i}$ exactly twice. This walk has $\mathcal{O}\left(k^{2}\right)$ edges. Then we duplicate the edges of $S_{i}$ and duplicate each vertex $v$ of $S_{i}$ exactly $d_{S_{i}}(v)-1$ times, where $d_{S_{i}}(v)$ is the degree of $v$ in $S_{i}$. We can then create a face in the embedding that has $W_{i}$ as boundary. Then we obtain $\hat{G}_{i}$ by creating an embedding in which this new face is the outer face. See Figure 2. This also yields a natural mapping $\pi$ from $E\left(\hat{G}_{i}\right)$ to $E\left(G_{i}\right)$ and from $V\left(\hat{G}_{i}\right)$ to $V\left(G_{i}\right)$. Finally, we observe that the terminals $T_{i}$ are all on the outer face of $\hat{G}_{i}$ and that $\hat{G}_{i}$ is a connected plane partitioned graph.

Now apply Theorem 3.1 to $\hat{G}_{i}$ and let $\tilde{G}_{i}$ be the resulting graph. Let $F_{i}=\pi\left(\tilde{G}_{i}\right)$. Note that $\tilde{G}_{i}$ has $\mathcal{O}\left(\left|\partial \hat{G}_{i}\right|^{212}\right)=\mathcal{O}\left(\left|W_{i}\right|^{212}\right)=\mathcal{O}\left(k^{424}\right)$ edges, and thus so has $F_{i}$. Finally, let $F=\bigcup_{i=1}^{\ell} F_{i}$. Clearly, $|F|=\mathcal{O}\left(k^{425}\right)$, as $\ell<k$. Also note that each of the reduction rules, the above marking procedures, and $F$ itself can be computed in polynomial time.

We claim that $(F, \mathbf{A}(F), \mathbf{B}(F), T, k)$ is a kernel. Since $F$ is a subgraph of $G$, it follows that if $(F, \mathbf{A}(F), \mathbf{B}(F), T, k)$ has a solution, then so does $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. Now let $C$ be a minimum solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. Then $C_{i}=C \cap V\left(G_{i}\right)$ is a solution for
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Figure 2 The process of cutting open the graph $G_{i}$ along the tree $S_{i}$. Adapted from [24] with permission.
$\left(G_{i}, \mathbf{A}\left(G_{i}\right), \mathbf{B}\left(G_{i}\right), T \cap V\left(G_{i}\right), k_{i}\right)$ for each $i$, where $k_{i}=\left|C \cap V\left(G_{i}\right)\right|$. Consider some $i$ and let $J_{i}$ be a $T$-join of $G_{i}\left[C_{i} \cup \mathbf{A}\left(G_{i}\right)\right]$.

Let $Z$ be a connected component of $G_{i}\left[J_{i}\right]$. We show how to find a connected subgraph $Z^{\prime}$ of $F_{i}$ (and thus of $G_{i}$ ) such that $V\left(Z^{\prime}\right) \cap T_{i} \supseteq V(Z) \cap T_{i}$ and $\left|V\left(Z^{\prime}\right) \cap \mathbf{B}\left(G_{i}\right)\right| \leq\left|V(Z) \cap \mathbf{B}\left(G_{i}\right)\right|$. Consider the subgraph $\hat{Z}$ of $\hat{G}_{i}$ formed by $\pi^{-1}(V(Z) \cup E(Z))$. Note that any connected component $Y$ of $\hat{Z}$ connects $A=V(Y) \cap \partial \hat{G}_{i}$. Then by Theorem 3.1, there is a subgraph $H(Y)$ of $\tilde{G}_{i}$ that connects $A$ and has minimum possible cost among all subgraphs of $G_{i}$ that connect $A$. Hence, $\left|V(H(Y)) \cap \mathbf{B}\left(G_{i}\right)\right| \leq\left|V(Y) \cap \mathbf{B}\left(G_{i}\right)\right|$. Now let $H$ be the union of $H(Y)$ over all connected components $Y$ of $\hat{Z}$. Observe that $H$ is a subgraph of $\tilde{G}_{i}$. Let $Z^{\prime}=(\pi(V(H)), \pi(E(H)))$. Observe that, by construction, $Z^{\prime}$ is a subgraph of $F_{i}$ with the claimed properties. In particular, observe that although $\hat{Z}$ can be much larger than $Z$ due to the duplication of vertices of $Z \cap S_{i}$ when $G_{i}$ was cut open along $S_{i}$, we de-duplicate these vertices when using $\pi(V(H))$.

Consider the union $J_{i}^{\prime}$ of all these connected subgraphs $Z^{\prime}$ over all connected components $Z$ of $G_{i}\left[J_{i}\right]$. Then $\left|V\left(G_{i}\left[J_{i}^{\prime}\right]\right) \cap \mathbf{B}\left(G_{i}\right)\right| \leq\left|V\left(G_{i}\left[J_{i}\right]\right) \cap \mathbf{B}\left(G_{i}\right)\right|=\left|C_{i}\right|$. Moreover, by construction, for each connected component $Z Z$ of $G_{i}\left[J_{i}^{\prime}\right]$ there exists a set $\mathcal{Z}(Z Z)$ of connected components $Z$ of $G_{i}\left[J_{i}\right]$ such that $Z Z \cap T$ is the union of $Z \cap T$ over all these connected components $Z$. We note that the sets $\mathcal{Z}(Z Z)$ induce a partition of the connected components of $G_{i}\left[J_{i}\right]$. Observe that the parity of $|Z Z \cap T|$ is equal to the sum (mod 2) of the parities of the corresponding connected components of $G_{i}\left[J_{i}\right]$, and thus, equal to 0 . It follows that $G_{i}\left[J_{i}^{\prime}\right]$ contains a $T_{i}$-join. Hence, $V\left(G_{i}\left[J_{i}^{\prime}\right]\right) \cap \mathbf{B}\left(G_{i}\right)$ is a solution for $\left(G_{i}, \mathbf{A}\left(G_{i}\right), \mathbf{B}\left(G_{i}\right), T_{i}, k_{i}\right)$. By repeating this procedure for all $i$, it follows from the proof of Lemma 4.13 that the union of these solutions is a solution for $(G, \mathbf{A}(G), \mathbf{B}(G), T, k)$. Moreover, any $T$-join that is contained in this solution is fully contained in $F$. Hence, $(F, \mathbf{A}(F), \mathbf{B}(F), T, k)$ has a solution.

- Corollary 4.15. Plane Odd Cycle Transversal has a polynomial kernel.


## 5 Vertex Multiway Cut

In this section we sketch our polynomial kernel for Planar Vertex Multiway Cut. Many important details are omitted in this presentation, but the full version can be found on arXiv [18]. Now, let $(G, T, k)$ be an input of Planar Vertex Multiway Cut.

The first step towards the kernel is a preprocessing routine that ostensibly aims to reduce the diameter of $G$. Recall that for Odd Cycle Transversal, we could reduce the diameter of the radial graph to $\mathcal{O}\left(k^{3}\right)$ by Lemma 4.13, which enabled us to find a small tree connecting the terminals in Theorem 4.14 along which we could cut open the graph. For Planar Vertex Multiway Cut, we use a much more involved argument to find this small tree.

To be more precise, we partition the vertices of the input plane graph $G$ using its outerplanarity layers. A vertex belongs to outerplanarity layer $k \geq 1$ if it is on the outer face after $k-1$ times simultaneously removing all vertices on the outer face. We then obtain a
tree, denoted $\mathbb{T}(G)$, by simultaneously contracting all edges whose endpoints belong to the same layer; note that this operation shrinks each connected component induced by each layer to a node of the tree, and each node $u$ of the tree corresponds to a set $\kappa(u)$ of vertices of $G$. We call a node $u$ in $\mathbb{T}(G)$ important if $\kappa(u)$ contains a terminal or if two distinct children of $u$ have a descendant $v$ in $\mathbb{T}(G)$ for which $\kappa(v)$ contains a terminal. We then argue that if the unique path of $P$ in $\mathbb{T}(G)$ between two important nodes has length more than $2(k+1)$, then any optimal $T$-multiway cut will only use vertices corresponding to the first $k+1$ nodes (call this set $Q$ ), to the last $k+1$ nodes (call this set $R$ ), or to a $(\kappa(x), \kappa(y))$-cut of size at most $k$ for some $x \in Q, y \in R$. This means that only $\mathcal{O}\left(k^{3}\right)$ nodes along $P$ are relevant, which combined with the definition of important nodes leads to $\mathcal{O}\left(k^{3}|T|\right)$ relevant nodes in $\mathbb{T}(G)$.

The intuition behind relevant nodes is that we are only interested in the part of the graph induced by relevant nodes, and thus we simultaneously contract all edges of $G$ whose endpoints both belong to a non-relevant node of $\mathbb{T}(G)$. We denote by $Z$ the set of vertices that arise due to this contraction. We must forbid that $Z$ belongs to the solution of the kernel, a detail later dealt with by replacing each vertex of $Z$ by a suitably chosen grid. We now use the LP-based reduction rules of Cygan et al. [4] to reduce the number of terminals to $2 k$, so that there are only $\mathcal{O}\left(k^{4}\right)$ relevant nodes. The definition of $\mathbb{T}(G)$ combined with the contraction we described earlier implies that the radial distance of each terminal to the outer face is $\mathcal{O}\left(k^{4}\right)$. This enables us to find a tree $H$ of size $\mathcal{O}\left(k^{5}\right)$ in the overlay graph of $G$ along which we cut it open (cf. Figure 2). Call the resulting graph $\hat{G}$.

The second step of the kernel is to establish a correspondence between vertex cuts $X$ in $G$ and Steiner trees in $\hat{G}$ that connect vertices along $\partial \hat{G}$. To this end, observe that each connected component of $G \backslash X$ can be bounded by a closed curve $\gamma$ that intersects the drawing of $G$ only in vertices of $X$. This curve corresponds to a closed curve $\gamma^{*}$ in the overlay graph of $G$ that intersects its drawing only in vertices of $X$ or $F(G)$. This set of intersected vertices $X^{\prime}$ will contain vertices of $H$ such that in $\hat{G}, X^{\prime}$ can be decomposed to induce several Steiner trees that connect vertices along $\partial \hat{G}$. Then it suffices to note that the cost of each Steiner tree only depends on the number of vertices of $V(G)$ it contains and that vertices of $F(G)$ are free. By picking $\mathbf{A}(\hat{G})=V(G)$ and $\mathbf{B}(\hat{G})=F(G)$, we can then apply Theorem 3.1.

Note that the kernel contains, for each cut $X \subseteq V(G)$, a set $X^{\prime} \subseteq V(G)$ that mimics the set $X$ in the following way: for each $Y \subseteq X \cap V(\partial \hat{G})$ which is contained in a single connected component of $\hat{G}[X \cup F]$, the set $Y$ is contained in a single connected component of $\hat{G}\left[X^{\prime} \cup F\right]$. Then for every pair of vertices $u, v \in T$, if $X$ is a $(u, v)$-cut in $G$ then $X^{\prime}$ is also a $(u, v)$-cut in $G$. Hence by preserving minimum connectors for subsets of $V(\partial \hat{G})$, we preserve minimum solutions to Planar Vertex Multiway Cut.

## 6 Reductions to Vertex Planarization

In this section we show two reductions from Planar Vertex Multiway Cut: one to the disjoint version of Vertex Planarization, and one to the regular one. We start with recalling formal problem definitions.

## Vertex Planarization

Parameter: $k$
Input: A graph $G$ and an integer $k$.
Question: Does there exist a set $X \subseteq V(G)$ such that $G \backslash X$ is planar?


Figure 3 The graph $H_{0}$ of Observation 6.1 with the $K_{5}$ minor model on the right.



Figure 4 Embedding neighbors of a terminal (blue square) into a hole cut out in a large grid. Every neighbor of a terminal is connected to $k+1$ vertices of the $\operatorname{grid}(k+1=4$ in the figure).

Disjoint Vertex Planarization
Parameter: $k+|S|$
Input: A graph $G$, a set $S \subseteq V(G)$ such that $G \backslash S$ is planar, and an integer $k$.
Question: Does there exist a set $X \subseteq V(G) \backslash S$ of size at most $k$ such that $G \backslash X$ is planar?

Lemma 6.2 and 6.3 below give polynomial-parameter transformations from Planar Vertex Multiway Cut to Disjoint Vertex Planarization and Vertex Planarization.

Both reductions rely on the same idea: if a Vertex Planarization instance contains a large grid, the budget of $k$ deletions is not able to effectively break it, and there is essentially only one way to embed it in the plane. If some parts of the graph are attached to vertices of the grid incident to faces far away from each other, a solution to Vertex Planarization needs to separate such parts from each other. This allows to embed a Planar Vertex Multiway Cut instance. Formally, we rely on the following observation (see Figure 3).

- Observation 6.1. Consider the following graph $H_{0}$ : we start with $H_{0}$ being a $4 \times 4$ grid with vertices $x_{a, b}, 1 \leq a, b \leq 4$ (i.e., the vertex $x_{a, b}$ lies in $a$-th row and $b$-th column of the grid) and then add an edge $x_{2,2} x_{2,4}$ but delete edges $x_{1,2} x_{2,2}$ and $x_{1,4} x_{2,4}$. Then $H_{0}$ contains a $K_{5}$ minor and is therefore not planar.
- Lemma 6.2. Given a Planar Vertex Multiway Cut instance ( $G, T, k$ ), one can in linear time compute an equivalent Disjoint Vertex Planarization instance $\left(G^{\prime}, S, k\right)$ with $|S| \leq 8|T|$.

Proof. If $|T| \leq 1$, then the input instance is trivial, and we can output $G^{\prime}=S=\emptyset$. Otherwise, let $T=\left\{t_{1}, t_{2}, \ldots, t_{|T|}\right\}$. We start by constructing a $4 \times 2|T|$ grid $H$. Denote $S=V(H)$; note that $|S|=8|T|$ as promised. For $1 \leq i \leq|T|$, let $x_{i}$ be the (2i)-th vertex in
the second row of $H$. We construct the graph $G^{\prime}$ from $G \uplus H$ by identifying $t_{i}$ with $x_{i}$ for every $1 \leq i \leq|T|$. We claim that the resulting Disjoint Vertex Planarization instance $\left(G^{\prime}, S, k\right)$ is equivalent to the input Planar Vertex Multiway Cut instance $(G, T, k)$. Note that $V(G) \backslash T=V\left(G^{\prime}\right) \backslash S$.

In one direction, let $X \subseteq V(G) \backslash T$ be a solution to Planar Vertex Multiway Cut on $(G, T, k)$. We show that $X$ is also a solution to Disjoint Vertex Planarization on $\left(G^{\prime}, S, k\right)$ by showing a planar embedding of $G^{\prime} \backslash X$. First, embed $H$ in the natural way. Second, for every connected component $C$ of $G \backslash X$, proceed as follows. If $C$ contains a terminal $t_{i}$, then fix a planar embedding of $C$ that keeps $t_{i}$ incident to the infinite face, and embed $C$ in one of the faces of $H$ incident with $x_{i}$. Otherwise, if $C$ does not contain any terminal, embed $C$ in the infinite face of $H$. Since every connected component $C$ contains at most one terminal, this is a valid planar embedding of $G^{\prime} \backslash X$.

In the other direction, let $X \subseteq V\left(G^{\prime}\right) \backslash S$ be a solution to Disjoint Vertex Planarization on $\left(G^{\prime}, S, k\right)$. We claim that $X$ is also a solution to Planar Vertex Multiway Cut on $(G, T, k)$. Assume the contrary; since $|X| \leq k$ and $X \subseteq V\left(G^{\prime}\right) \backslash S=V(G) \backslash T$ by assumption, we have two terminals $t_{i}, t_{j} \in T$ and a $t_{i}-t_{j}$ path $P$ in $G \backslash X$. Consider the subgraph $H \cup P$ of $G^{\prime} \backslash X$ and contract $P$ to a single edge $t_{i} t_{j}$. Then, this minor of $G^{\prime} \backslash X$ contains $H_{0}$ from Observation 6.1 as a minor. By Observation 6.1, $G^{\prime} \backslash X$ contains $K_{5}$ as a minor, contradicting its planarity.

Lemma 6.3. Given a Planar Vertex Multiway Cut instance ( $G, T, k$ ) one can in polynomial time compute an equivalent Vertex Planarization instance $\left(G^{\prime}, k\right)$ with $\left|E\left(G^{\prime}\right)\right|+\left|V\left(G^{\prime}\right)\right| \leq \mathcal{O}(k(|E(G)|+|V(G)|))$.

Proof. We proceed as in the proof of Lemma 6.2, but we need to make $H$ thicker in order not to allow any tampering.

If $|T| \leq 1$, then the input instance is trivial, and we can output $G^{\prime}=\emptyset$. Similarly, we output a trivial no-instance if two terminals of $T$ are adjacent. Otherwise, fix a planar embedding $\phi$ of $G$ and let $T=\left\{t_{1}, t_{2}, \ldots, t_{|T|}\right\}$. For every $1 \leq i \leq|T|$, let $d_{i}$ be the degree of $t_{i}$ in $G$ and let $v_{i}^{1}, \ldots, v_{i}^{d_{i}}$ be the neighbors of $t_{i}$ in $G$ in clockwise order around $t_{i}$ in $\phi$. Let $D=\sum_{i=1}^{|T|} d_{i}$.

We define a graph $H$ as follows. We start with $H$ being a $4(k+1) \times(D+|T|)(k+1)$-grid with vertices $x_{a, b}, 1 \leq a \leq 4(k+1), 1 \leq b \leq(D+|T|)(k+1)$ (i.e., the vertex $x_{a, b}$ lies in $a$-th row and $b$-th column). For every $1 \leq i \leq|T|$, let $b_{i}^{\leftarrow}=\left(i+\sum_{j<i} d_{j}\right)(k+1)$ and $b_{i}^{\vec{i}}=b_{i}^{\leftarrow}+d_{i}(k+1)$; additionally, let $b_{0}^{\overrightarrow{ }}=0$. For every $1 \leq i \leq|T|$ and every $b_{i}^{\leftarrow}<b \leq b_{i} \overrightarrow{ }$, we delete from $H$ the edge $x_{k+1, b} x_{k+2, b}$; see Figure 4.

We now define the graph $G^{\prime}$ as follows. We start with $G^{\prime}=H \uplus(G \backslash T)$. Then, for every $1 \leq i \leq|T|$ and every $1 \leq j \leq d_{i}$, we make $v_{i}^{j}$ adjacent to $x_{k+2, b}$ for every $b_{i}^{\leftarrow}+(j-1)(k+1)<b \leq b_{i}^{\leftarrow}+j(k+1)$. This finishes the construction of the VERTEX Planarization instance $\left(G^{\prime}, k\right)$. We now show that it is equivalent to Planar Vertex Multiway Cut on $(G, T, k)$.

In one direction, let $X$ be a solution to Planar Vertex Multiway Cut on $(G, T, k)$. We show that $X$ is also a solution to Vertex Planarization on $\left(G^{\prime}, k\right)$ by constructing a planar embedding of $G^{\prime} \backslash X$. First, we embed $H$ naturally and for every $1 \leq i \leq|T|$ let $f_{i}$ be the face of the embedding that is incident with vertices $x_{k+2, b}$ for every $b_{i}^{\leftarrow}<b \leq b_{i}$. Then, for every connected component $C$ of $G \backslash X$ we proceed as follows. If $C$ does not contain a terminal, then since $X \cap T=\emptyset$, component $C$ contains no neighbors of terminals either; hence the vertices of $C$ are not adjacent to $H$ in $G^{\prime}$. We embed $C$ in the infinite face of $H$. Otherwise, assume that the only terminal of $C$ is $t_{i}$. We take the embedding of
$C$ induced by $\phi$, change the infinite face so that $t_{i}$ is incident with the infinite face, and embed $C \backslash t_{i}$ with the induced embedding into $f_{i}$. The fact that $v_{i}^{1}, \ldots, v_{i}^{d_{i}}$ are embedded around $t_{i}$ in $\phi$ in this order allows us now to draw all edges between vertices of $N_{G}\left(t_{i}\right)$ and $\left\{x_{k+2, b} \mid b_{i}^{\leftarrow}<b \leq b_{i}\right\}$ in a planar fashion.

In the other direction, let $X^{\prime}$ be a solution to Vertex Planarization on $\left(G^{\prime}, k\right)$. We claim that $X:=X^{\prime} \cap(V(G) \backslash T)$ is a solution to Planar Vertex Multiway Cut on $(G, T, k)$. If this is not the case, then there exist two terminals $t_{i_{1}}, t_{i_{2}}, 1 \leq i_{1}<i_{2} \leq|T|$ and a path $P$ from $t_{i_{1}}$ to $t_{i_{2}}$ in $G \backslash X$. Let $v_{i_{1}}^{j_{1}}$ be the neighbor of $t_{i_{1}}$ on $P$ and $v_{i_{2}}^{j_{2}}$ be the neighbor of $t_{i_{2}}$ on $P$. Since $\left|X^{\prime}\right| \leq k$, there exist:

- indices $1 \leq a_{1} \leq k+1, k+2 \leq a_{2} \leq 2 k+2,2 k+3 \leq a_{3} \leq 3 k+3,3 k+4 \leq a_{4} \leq 4 k+4$ such that no vertex of $X^{\prime}$ is in rows numbered $a_{1}, a_{2}, a_{3}$, nor $a_{4}$ of $H$;
- for every $1 \leq i \leq|T|$, an index $b_{i-1}^{\rightarrow}<b_{i} \leq b_{i}^{\leftarrow}$ with no vertex of $X^{\prime}$ in the $b_{i}$-th column of $H$; and
- for every $1 \leq i \leq|T|$ and every $1 \leq j \leq d_{i}$ an index $b_{i}^{\leftarrow}+(j-1)(k+1)<b_{i}^{j} \leq b_{i}^{\leftarrow}+j(k+1)$ with no vertex of $X^{\prime}$ in the $b_{i}^{j}$-th column of $H$.
We conclude by observing that the graph $H_{0}$ from Observation 6.1 is a minor of a subgraph of $G^{\prime} \backslash X$ induced by $P$, the $a_{1}$-th, $a_{2}$-th, $a_{3}$-th, and $a_{4}$-th rows of $H$, and columns of $H$ with numbers $b_{i_{1}}, b_{i_{1}}^{j_{1}}, b_{i_{2}}, b_{i_{2}}^{j_{2}}$.


## 7 Conclusions

We conclude with several open problems. First, the exponents in the polynomial bounds of our kernel sizes are enormous, similarly as for planar Steiner tree [25]. Thus, we reiterate the question of reducing the bound of the main sparsification routine of [25] to quadratic. Second, we hope that our tools can pave the way to a polynomial kernel for Vertex Planarization, which remains an important open problem. Third, nothing is known about the kernelization of Multiway Cut parameterized above the LP lower bound [4], even in the case of planar graphs and edge deletions.
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#### Abstract

Subshifts are sets of colorings of $\mathbb{Z}^{d}$ by a finite alphabet that avoid some family of forbidden patterns. We investigate here some analogies with group theory that were first noticed by the first author. In particular we prove several theorems on subshifts inspired by Higman's embedding theorems of group theory, among which, the fact that subshifts with a computable language can be obtained as restrictions of minimal subshifts of finite type.
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## 1 Introduction

Subshifts are colorings of $\mathbb{Z}^{d}$ by some finite alphabet $\Sigma$ avoiding some family of forbidden patterns. They are closed shift invariant subsets of $\Sigma^{\mathbb{Z}^{d}}$. The most commonly studied family of subshifts are the subshifts of finite type (SFTs), those that can be defined via a finite family of forbidden patterns, which correspond to the sets of colorings by Wang tilesets.

It is well known since the work of Berger [5] that many problems or invariants in tiling theory, and therefore for subshifts of finite type, are not computable. A recent trend in multidimensional symbolic dynamics initiated by Hochman $[16,17]$ shows that computability is not a fluke but an integral part of the study of subshifts. Indeed, many recent results show precise correspondences between computability notions and invariants for subshifts [25, 19]. This has led to the study of another class of subshift, effective (or effectively closed) subshifts: subshifts which are defined by a recursively enumerable family of forbidden patterns.

Of particular interest is the embedding (simulation) theorem by Hochman [16], extended by Aubrun-Sablik and Durand-Romashchenko-Shen [2, 10], that characterizes effectively closed subshifts, as projections of higher dimensional subshifts of finite type,

This theorem is strikingly similar to theorems in combinatorial group theory and first order logic. The Higman embedding theorem [14] characterizes recursively presented groups, i.e. groups given by a computable set of relators, as subgroups of finitely presented groups, i.e. groups given by a finite set of relators. The Kleene-Craig-Vaught $[21,8]$ theorem characterizes recursively axiomatisable theories, i.e. theories given by a computable set of axioms, as syntactic restrictions of finitely axiomatisable theories, i.e. theories given by a finite set of axioms.


Based on this analogy, the first author described a general theory [18] in which many theorems of these three fields can be formulated using an unified framework, and a dictionary between similar notions can be established. The framework is quite abstract and it cannot be used to prove the embedding theorems above for all these theories at once: they rely after all in each case on properties of an encoding of Turing machines, and this encoding heavily depends on the theory under consideration. It suggests nonetheless that there is more than a similarity between these theorems, and that something deeper is to be found.

In this article, we study this by providing analogues in symbolic dynamics of the other embedding theorems of Higman:

- The relative Higman theorem [15] which, as its name indicates, is a relativized version of the classic Higman theorem
- The Boone-Higman-Thompson $[6,26]$ theorem that characterizes groups with computable word problem as subgroups of simple recursively presented groups.

The first theorem is presented in section 3.2. It is very similar to a theorem in a previous article by Aubrun and Sablik [1]. As we will explain, their article suffers however from unfortunate mistakes and the theorem they proved is regrettably wrong.

The second theorem is presented in section 3.3. The Boone-Higman-Theorem in our context, becomes: "A subshift has a computable language iff it is the restriction of a minimal subshift, itself a restriction of a subshift of finite type". Using recent results from Durand and Romashchenko [11], this can be simplified to "A subshift has a computable language iff it is the restriction of a minimal subshift of finite type". Whether such a simplification is possible for groups (i.e. whether any group with a computable word problem is a subgroup of a finitely presented simple group) is a long standing open question.

The article is organized as follows. We first start with defining the relevant notions from symbolic dynamics, computability theory, and group theory. We will then explain how concepts from group theory translate into notions of symbolic dynamics. The remaining part is devoted to the proof of the three Higman theorems for subshifts: the classic Higman theorem (a slight reformulation of the Hochman-Aubrun-Sablik-Durand-Romashchenko-Shen theorem), the relative Higman theorem and the Boone-Higman-Thompson theorem.

## 2 Preliminary definitions

### 2.1 Subshifts

The $d$-dimensional full shift is the set $\Sigma^{\mathbb{Z}^{d}}$ where $\Sigma$ is a finite alphabet whose elements are called letters or symbols. Each element of the full shift may be seen as a coloring of $\mathbb{Z}^{d}$ with the letters of $\Sigma$. For $v \in \mathbb{Z}^{d}$, the shift function $\sigma_{v}: \Sigma^{\mathbb{Z}^{d}} \rightarrow \Sigma^{\mathbb{Z}^{d}}$ is defined by $\sigma_{v}\left(x_{z}\right)=x_{z+v}$. The full shift equipped with the distance $\left.d(x, y)=2^{-\min \{\|v\|} \mid v \in \mathbb{Z}^{d}, x_{v} \neq y_{v}\right\}$ forms a compact metric space on which the shift functions act as homeomorphisms. A closed shift invariant subset $X$ of $\Sigma^{\mathbb{Z}^{d}}$ is called a subshift or shift. An element of a subshift $X$ is called a configuration or point.

Subshifts are exactly the subsets of $\Sigma^{\mathbb{Z}^{d}}$ that avoid some family of forbidden patterns. A pattern of shape $P$, where $P$ is a 4 -connected ${ }^{1}$ finite subset of $\mathbb{Z}^{d}$, is an element of $\Sigma^{P}$ or alternatively a function $p: P \rightarrow \Sigma$. A configuration $x$ avoids a pattern $p$ of shape $P$ if $\forall z \in \mathbb{Z}^{d}, p \neq \sigma_{z}(x)_{\mid P}$.

[^57]Subshifts can thus be defined by some family of patterns they avoid. When a subshift can be defined this way by a finite family, it is called a subshift of finite type. When a subshift can be defined by a recursively enumerable family of forbidden patterns, it is called an effectively closed subshift.

If $X$ is a subshift, we denote by $\mathcal{L}(X)$ its language, i.e. the set of patterns that appear somewhere in one of its points.

- Example 1. The set $X_{1}$ of all biinfinite words over the alphabet $\{a, b\}$ that do not contain the word $a a$ is, by definition, a subshift. It is defined by the set of forbidden patterns $\mathcal{F}=\{a a\}$. Another possible defining set of forbidden patterns is $\mathcal{F}=\{a a b, a a a\}$
- Example 2. The set $X_{2}$ of all biinfinite words over the alphabet $\{a, b\}$ where the letter $a$ appears at most once is a subshift. It is defined e.g. by the set of forbidden patterns $\mathcal{F}=\left\{a b^{n} a, n \in \mathbb{N}\right\}$. It can be proven that it is not a subshift of finite type, although it is certainly an effectively closed subshift.

We denote by $\Sigma^{d \star}$ the set of $d$-dimensional patterns over the alphabet $\Sigma$. For $d=1$, we write this $\Sigma^{\star}$. As an abuse of notation, we consider a $d$-dimensional pattern to be also a $k$-dimensional pattern for $k>d$ along the $d$ first dimensions: as an example if $X$ is a $d$-dimensional subshift, $\mathcal{L}(X) \cap A^{\star}$ is the set of one dimensional patterns (i.e. horizontal words) over the alphabet $A$ that appear in $X$.

Example 3. Let $X_{3}$ be the two-dimensional subshift over the alphabet $\{0,1\}$ defined with the set of forbidden patterns $\mathcal{F}=\left\{\binom{1}{1},\left(\begin{array}{ll}1 & 1\end{array}\right)\right\} . X_{3}$ is therefore the set of colorings of the plane with 0 and 1 s.t. no two symbols 1 can be put next to each other. It is easy to see that $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \in \mathcal{L}\left(X_{3}\right)$ but $\left(\begin{array}{cc}1 & 0 \\ 1 & 0\end{array}\right) \notin \mathcal{L}\left(X_{3}\right)$.

Notice that any subshift $X$ can always be defined by its set $\mathcal{L}(X)^{c}$. In particular $X$ is an effectively closed subshift iff $\mathcal{L}(X)^{c}$ is recursively enumerable.

### 2.2 Combinatorial Group Theory

We assume the reader has a passing familiarity with group theory, and will focus this brief description to the specifics of combinatorial group theory.

A good introduction to this particular aspect may be found in [22, 24]. The book by Higman and Scott [15] contains invaluable information about the interplay between group theory and computability.

A set of generators for a group $G$ is a set $S$ s.t. for any $g \in G$, there exist $s_{1}^{ \pm 1}, \ldots, s_{n}^{ \pm 1} \in S$ such that $g=s_{1} \cdots s_{n}$. A group is finitely generated if there exists a finite such $S$.

Let $a_{1} \ldots a_{k}$ be a set of generators for some finitely generated group $G$. The word problem for $G$, denoted $\mathcal{W P}\left(G,\left\{a_{1} \ldots a_{k}\right\}\right)$ is the language of all formal words over the alphabet $\left\{a_{1}^{ \pm 1} \ldots a_{k}^{ \pm 1}\right\}$ that evaluates to 1 (the identity element) in $G$. The computability properties of $\mathcal{W P}\left(G,\left\{a_{1} \ldots a_{k}\right\}\right)$ do not depend on the set of generators (as long as it is finite), so that we will usually speak of the word problem as $\mathcal{W P}(G)$ without specifying the generators.

There is (up to isomorphism) a unique largest group generated by $n$ elements, which is called the free group $F_{n}$ on $n$ generators. If the generators are written $a_{1} \ldots a_{n}, F_{n}$ can be thought of as the set of all irreducible words over the alphabet $\left\{a_{1}^{ \pm 1} \ldots a_{n}^{ \pm 1}\right\}$, i.e. all words that do not contain $a_{i} a_{i}^{-1}$ or $a_{i}^{-1} a_{i}$ as factors, with the obvious product operation.
$F_{n}$ is the largest group with $n$ generators $a_{1} \ldots a_{n}$ in the sense that if $G$ is a group with $n$ generators $s_{1} \ldots s_{n}$, then there is a unique onto morphism $\phi$ s.t. $\phi\left(a_{i}\right)=s_{i}$.

In particular any group with $n$ generators can be seen as a quotient of a free group. This gives rise to the notion of groups given by generators and relations.

If $\mathcal{R}$ is a set of formal words over $\left\{a_{1}^{ \pm 1} \ldots a_{n}^{ \pm 1}\right\}$, we denote by $\left\langle a_{1}, a_{2}, \ldots a_{n} \mid \mathcal{R}\right\rangle$ the largest group $G$ generated by $n$ elements $a_{1} \ldots a_{n}$ s.t. all relations in $\mathcal{R}$ evaluate to 1 in the group $G$. Formally, $G$ is the quotient of the free group $F_{n}$ by the smallest normal subgroup $N$ of $F_{n}$ that contains all relations $\mathcal{R}$.

A finitely generated group $G$ is finitely presented if $G=\langle S \mid \mathcal{R}\rangle$ for some finite $S$ and $\mathcal{R}$, or more generally if $G$ is isomorphic to such a group. $G$ is recursively presented if $G=\langle S \mid \mathcal{R}\rangle$ for some finite ${ }^{2} S$ and recursively enumerable set $\mathcal{R}$.

- Example 4. The group $G=\mathbb{Z} \times \mathbb{Z} / 3 \mathbb{Z}$ is finitely presented. A possible finite presentation is $G=\left\langle a_{1}, a_{2} \mid a_{1} a_{2} a_{1}^{-1} a_{2}^{-1}, a_{2}^{3}\right\rangle$. There are of course other presentations with the same generators, for example $G=\left\langle a_{1}, a_{2} \mid a_{2} a_{1} a_{2} a_{1}^{-1} a_{2}, a_{2}^{3}\right\rangle$.

For this group $G$, we have $a_{1} a_{2} a_{1} a_{2} \notin \mathcal{W P}\left(G,\left\{a_{1}, a_{2}\right\}\right)$ and $a_{1}^{2} a_{2} a_{1}^{-1} a_{2} a_{1}^{-1} a_{2} \in \mathcal{W} \mathcal{P}\left(G,\left\{a_{1}, a_{2}\right\}\right)$.

Notice that for all groups $G$ with generators $S$, we have that $G=\langle S \mid \mathcal{W P}(G, S)\rangle$ and that $G$ is recursively presented iff $\mathcal{W P}(G)$ is recursively enumerable.

### 2.3 Subshifts as analogs of subgroups

There is a natural analogy between subshifts and subgroups, which is obtained in the following way: the alphabet plays the role of the generators and the forbidden patterns play the role of the relations.

If $X$ is a $d$-dimensional subshift over the alphabet $\Sigma$ given by the forbidden patterns $\mathcal{F}$, we will write $X=\langle\Sigma \mid \mathcal{F}\rangle^{d}$ to further stress the analogy between groups and subshifts.

Continuing the analogy, the word problem $\mathcal{W P}(G)$ of $G$ correspond naturally to the complement of the language of $X, \mathcal{L}(X)^{c}$. In particular, if $S$ is a set of generators, $G=$ $\langle S \mid \mathcal{W} \mathcal{P}(G, S)\rangle$. If $X$ is a subshift over alphabet $\Sigma$, then $X=\left\langle\Sigma \mid \mathcal{L}(X)^{c}\right\rangle^{d}$.

To further the correspondence, we need an analogy in subshifts of the operations of adding/removing generators and relations. In terms of groups, $H$ is obtained from $G$ by adding relations iff $H$ is a quotient of $G$. In terms of subshifts, $Y$ is obtained from $X$ by adding forbidden patterns iff $X \subseteq Y$. So taking a quotient corresponds to subshift containment.

If $H$ is obtained from $G$ by removing generators, it means that $H$ is a subgroup of $G$ (of course not all subgroups can be obtained this way). What the operations of removing symbols means for subshifts is discussed in the following section.

### 2.3.1 Removing symbols and dimensions

Removing symbols, or removing dimensions, is intuitively easy:

- Definition 5. Let $X^{\prime}$ be a subshift over an alphabet $\Sigma^{\prime}$ of dimension $d^{\prime}$ and let $\Sigma \subseteq \Sigma^{\prime}$ and $d<d^{\prime}$, the $\left(\Sigma^{k}, d\right)$ restriction $X$ of $X^{\prime}$ is the set of $d$-dimensional configurations of width $k$ over the alphabet $\Sigma$ that appear in $X^{\prime}$. We write $X \prec X^{\prime}$ if $X$ is some restriction of $X^{\prime}$.

By compactness $X$ is exactly the subshift of dimension d over the alphabet $\Sigma^{k}$ that forbids all patterns in $\mathcal{L}\left(X^{\prime}\right)^{c} \cap\left(\Sigma^{k}\right)^{\star d}$.

[^58]- Example 6. Let $X^{\prime}=\left\langle a, b \left\lvert\,\left(\begin{array}{ll}a & a\end{array}\right)\right.,\left(\begin{array}{l}b\end{array}\right),\binom{a}{b},\binom{b}{a}\right\rangle^{2}$, it is easy to see that $X^{\prime}$ contains only two configurations: $a$ and $b$ alternate on every row, and columns are uniform. That is every configuration locally look like figure 1 .

```
#.a
\ldots.}a|\mp@code{b
\ldots.}a|\mp@code{b
\ldots
```



```
... ... ... ... ... ... ... ...
```

Figure 1 Configurations of $X^{\prime}$.

The $(\{a, b\}, 1)$ restriction of $X^{\prime}$ is therefore the one-dimensional subshift that contains all two configurations, that alternate $a$ and $b$. The ( $\{a\}, 1$ ) restriction of $X^{\prime}$ is the empty subshift, and the $\left(\{a, b\}^{2}, 1\right)$ restriction contains exactly the two configurations that alternate $\binom{a}{a}$ and $\binom{b}{b}$.

In terms of computability, the restriction is significant : If $X \prec X^{\prime}$ then $X$ can be more complicated than $X^{\prime}$ :

- Proposition 7. If $X \prec X^{\prime}$ then $\mathcal{L}(X)$ is corecursively enumerable in $\mathcal{L}\left(X^{\prime}\right)$.

Indeed $P \in \mathcal{L}(X)$ iff for all $n$ there exists a $d^{\prime}$ dimensional pattern of size $n$ in $\mathcal{L}\left(X^{\prime}\right)$ with $P$ at its center. (More precisely, $\mathcal{L}(X)^{c}$ is enumeration-reducible to $\mathcal{L}\left(X^{\prime}\right)^{c}$, see below for the definition.)

Proposition 8. There exist two subshifts $X \prec X^{\prime}$ s.t. $\mathcal{L}\left(X^{\prime}\right)$ is computable and $\mathcal{L}(X)$ is not computable.

Proof. Let $X$ be any one-dimensional effectively closed subshift over the alphabet $\{a, b\}$ with a noncomputable language. It is well known that $X$ can be given by a computable family of forbidden patterns $\mathcal{F}$ (see e.g. [3]).

Now let $X^{\prime}$ be the subshift over the alphabet $\{a, b, \#\}$ given by the same family of forbidden patterns. It is clear that $\mathcal{L}\left(X^{\prime}\right)$ is computable. Indeed, let $w \in\{a, b, \#\}^{\star}$ and write $w=\# u_{1} \# u_{2} \ldots \# u_{k} \#$ with $u_{i} \in\{a, b\}^{\star}$, with the $\#$ symbols at the ends possibly missing. Then $w \in \mathcal{L}\left(X^{\prime}\right)$ iff each $u_{i}$ does not contain any element of $\mathcal{F}$. For the nontrivial direction, observe that in this case the biinfinite word ${ }^{\omega} \# w \#^{\omega}$ does not contain any forbidden word of $\mathcal{F}$. As $\mathcal{F}$ is computable, we can test whether each $u_{i}$ contains any element of $\mathcal{F}$, and therefore $\mathcal{L}\left(X^{\prime}\right)$ is computable.

On the other hand, the restriction of $X^{\prime}$ to the alphabet $\{a, b\}$ is our initial subshift $X$, which has an uncomputable language.

This is in contrast with combinatorial group theory, where a (f.g.) subgroup of a group with a computable word problem has immediately a computable word problem. This is due to the fact that looking at subshifts makes us look at infinite objects given by finite words. To obtain theorems similar to Higman's, we will have to force an additional restriction:

- Definition 9. Let $X^{\prime}$ be a subshift over an alphabet $\Sigma^{\prime}$ of dimension $d^{\prime}$ and $X$ be a subshift over an alphabet $\Sigma \subseteq \Sigma^{\prime}$ of dimension $d<d^{\prime}$. We say that $X$ is a full restriction of $X^{\prime}$, in symbols $X \sqsubseteq X^{\prime}$ if $\mathcal{L}(X)=\mathcal{L}\left(X^{\prime}\right) \cap \Sigma^{\star d}$

In other words, if $X$ the $(\Sigma, d)$ restriction of $X^{\prime}$, then every $d$-dimensional infinite word over $\Sigma$ that can be found in $X^{\prime}$ is in $X$. Here we also ask that every finite word over $\Sigma$ that can be found in $X^{\prime}$ is already in $X$. In this case:

- Proposition 10. If $X \prec X^{\prime}$ then $\mathcal{L}(X)$ is many-one reducible to $\mathcal{L}\left(X^{\prime}\right)$. In particular if $\mathcal{L}\left(X^{\prime}\right)$ is computable, then $\mathcal{L}(X)$ is computable.

Proof. Obvious by definition: $\mathcal{L}(X)=\mathcal{L}\left(X^{\prime}\right) \cap \Sigma^{\star d}$.

In this paper we will not be using restrictions of width more than 1.

### 2.3.2 Adding symbols and dimensions

The operation of adding a dimension is quite obvious.

- Definition 11. Let $X$ be a subshift of dimension d over the alphabet $\Sigma$. The extension $X^{\prime}$ of $X$ to dimension $d^{\prime}$ is the subshift of dimension $d^{\prime}$ that avoids all patterns of $\mathcal{L}(X)^{c}$.

A point of $X^{\prime}$ therefore looks like elements of $X$ stacked in the additional dimensions ${ }^{3}$. Notice that by definition $X \sqsubseteq X^{\prime}$.

Adding symbols is also easy to define:

- Definition 12. Let $X$ be a subshift of dimension d over the alphabet $\Sigma$. The extension $X^{\prime}$ of $X$ to alphabet $\Gamma \supset \Sigma$ is the subshift over the alphabet $\Gamma$ that avoid all patterns of $\mathcal{L}(X)^{c}$.

Notice that $X^{\prime}$ is defined using all patterns of $\mathcal{L}(X)^{c}$, not only a defining set of forbidden patterns. Notice also that $X \sqsubseteq X^{\prime}$.

To understand what the points of $X^{\prime}$ look like, we will first look at an example where $\Gamma=\Sigma \cup\{\#\}$ and $X$ is one-dimensional. In this case, a typical element of $X^{\prime}$ is of the form $\ldots \# u_{-1} \# u_{0} \# u_{1} \# u_{2} \ldots$ where each $u_{i}$ is a finite word in $\mathcal{L}(X)$. Notice in particular that there is no relation between the word $u_{i}$ and the word $u_{i+1}$.

If we look at a similar construction in dimension 2 , we would see patterns of $\mathcal{L}(X)$ that are separated by \# symbols, see Figure 2. The \# symbol in the example is what is typically called a safe symbol $[7,20]$ in symbolic dynamics, and is one of the typical conditions needed to obtain good mixing properties on subshifts.

More generally, we could define in the same way the free product of two subshifts:

- Definition 13. Let $X$ and $Y$ be two subshifts of the same dimension on disjoint alphabets $A$ and $B$ respectively. The free product $X * Y$ is the subshift $Z$ on $A \cup B$ with forbidden patterns $\mathcal{L}(X)^{c} \cup \mathcal{L}(Y)^{c}$

A typical example of a point in $Z$ is depicted in Figure 3. The discrete plane is divided into 4 -connected zones that each correspond to a valid pattern of $X$ or a valid pattern of $Y$.

We note that, for this construction to work, we need the language of a subshift to be defined in terms of connected patterns. If we took as the language of a subshift to be all patterns, connected or not, then the extension of $X$ to alphabet $\Sigma \cup\{\#\}$ would merely consist in points of $X$ with some symbols changed to $\#$, which is a different beast altogether.


Figure 2 A configuration of $X^{\prime}$, the extension of $X \subseteq \Sigma^{\mathbb{Z}^{2}}$ to alphabet $\Gamma=\Sigma \cup\{\#\}$ : any (connected) pattern of $X$ can appear anywhere, as long as there are some \# separating it from other patterns of $X$. The (unconnected) pattern consisting of $u_{1}, u_{2}, u_{3}$ and $u_{4}$ may not appear in a valid configuration of $X$.

| $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ | $d$ |
| $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $a$ | $d$ |
| $b$ | $c$ | $b$ | $c$ | $b$ | $c$ | $c$ | $b$ | $a$ | $b$ | $a$ | $c$ | $b$ | $d$ |
| $a$ | $b$ | $a$ | $b$ | $a$ | $c$ | $c$ | $a$ | $b$ | $a$ | $b$ | $c$ | $a$ | $d$ |
| $b$ | $a$ | $b$ | $a$ | $b$ | $c$ | $c$ | $b$ | $a$ | $b$ | $a$ | $c$ | $b$ | $d$ |
| $a$ | $b$ | $a$ | $b$ | $a$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $a$ | $d$ |
| $b$ | $a$ | $b$ | $a$ | $b$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $b$ | $d$ |
| $a$ | $b$ | $a$ | $b$ | $a$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $c$ | $a$ | $d$ |

Figure 3 A portion of a valid configuration of the free product of $X=\left\langle a, b \left\lvert\,\left(\begin{array}{ll}a & a\end{array}\right)\right.,\left(\begin{array}{ll}b & b\end{array}\right),\binom{a}{a},\binom{b}{b}\right\rangle^{2} \quad$ and $Y=\left\langle c, d \left\lvert\,\left(\begin{array}{ll}c & d\end{array}\right)\right.,(d, c),\binom{c}{d}\right\rangle^{2}$, the 4 -connected components of $X$ and $Y$ are gray and blue respectively.

Table 1 Dictionary between groups and subshifts.

| Group $G$ | Subshift $X$ |
| :--- | :--- |
| Group with $n$ generators | Subshift on $n$ symbols |
| Free group with $n$ generators | Full shift on $n$ symbols |
| Word problem $\mathcal{W P}(G)$ | co-language $\mathcal{L}(X)^{c}$ |
| Finitely presented group | SFT |
| Recursively presented group | Effectively closed subshift |
| Simple group | Minimal subshift |
| $G_{1}$ is a quotient of $G_{2}$ | $X_{1} \subseteq X_{2}$ |
| $G_{1} \subseteq G_{2}$ | $X_{1} \sqsubseteq X_{2}$ (Definition 9$)$ |

## 3 The three embedding theorems

In this section we prove the equivalent versions of the Higman embedding and Higman relative embedding theorems. To make the article easier to read, we will take some liberties when stating the theorems of Higman. To obtain more exact statements, " $G$ is a subgroup of $H$ " should be replaced by " $G$ is isomorphic to a subgroup of $H$ ".

Table 1 gives the correspondence we will use between the vocabulary of groups and the vocabulary of subshifts. It is based on the previous discussion and on the article [18]. The correspondence is not exact, but serves as an intuition for the theorems.

[^59]

Figure 4 In $[16,2,9]$ some layer contains a vertically repeated sequence $\left(x_{i}\right)_{i \in \mathbb{Z}}$ that is checked by some other layers which are superimposed as on the left. It is quite straigtforward to tranform a construction which has layers to an interleaving of the layers as seen on the right.

### 3.1 The Higman embedding theorem

We start with the first Higman embedding theorem:

- Theorem 14 (Higman embedding theorem [14]). A f.g. group $G$ is recursively presented iff there exists a finitely presented group $H$ s.t. $G \subseteq H$.
- Theorem 15 (Higman embedding theorem for subshifts). A d-dimensional subshift $X$ over an alphabet $\Sigma$ is effectively closed iff there exists a $d+1$ dimensional SFT $X^{\prime}$ over an alphabet $\Gamma \supseteq \Sigma$ s.t. $X \sqsubseteq X^{\prime}$

As stated in the introduction, this theorem corresponds very closely to a result on subactions of subshifts first discovered by Hochman [16] and then improved by Aubrun-Sablik-Durand-Romashchenko-Shen. We first restate the theorem in a suitable form:

- Theorem 16 ([2, 9]). A d-dimensional subshift $X$ over an alphabet $\Sigma$ is effectively closed iff there exists a $(d+1)$-dimensional SFT $X^{\prime} \subseteq(\Sigma \times \Gamma)^{Z^{d+1}}$ such that

$$
X=\left\{x \mid\left(x^{\uparrow}, y\right) \in X^{\prime}\right\}
$$

where $x^{\uparrow}$ is the configuration where for any $z \in \mathbb{Z}^{d}$ and $j \in \mathbb{Z}, x_{z, j}^{\uparrow}=x_{z}$.
Proof of Theorem 15. All these constructions have one or several computation layers that check a layer on which the effectively closed subshift is written. In our case instead of superimposing the computation layer and the verified layer, we interleave them : if $c=$ $(x, y) \in X \times Y$ in the original construction, the new configuration $c^{\prime}$ would be formed by $c_{(i, 2 j)}^{\prime}=x_{(i, j)}$ and $c_{(i, 2 j+1)}^{\prime}=y_{(i, j)}$. This remains an SFT.

We may further assume that the alphabet for the computation is disjoint from the alphabet of the checked subshift. Thus, by restricting the language to the words belonging to the alphabet of the checked layer, only this layer remains.

Note that Higman's original theorem is valid non only for finitely generated groups but for general groups. To obtain a similar statement for subshifts, one would need to deal with subshifts over an infinite alphabet. We think that Hochman's original result [16] on effective dynamical systems provides such a generalization.

### 3.2 Higman's relative embedding theorem

The relative Higman theorem is, as its name indicates, the relativized version of the Higman embedding theorem, and states conditions on when a group $G$ can be obtained as a subgroup of an extension of a group $H$. We first need a definition:

- Definition 17 ([15]). A group $K$ is finitely presented over $G$ if $K$ can be obtained from $G$ by adding finitely many generators and finitely many relations

See [15, Definition 6.1] for the exact definition. The Higman relative embedding theorem then characterizes when a group $G$ can be obtained as a subgroup of a group finitely presented in $H$. The classical relative embedding theorem correspond to the case where $H$ is trivial. It turns out that the necessary computability criterion has to do with enumeration-reducibility, that we now define:

- Definition 18 ([13]). If $L$ and $M$ are two sets we say that $L$ is enumeration-reducible to $M$, in symbols $L \leq_{e} M$ if there exists a partial computable function $f: \mathbb{N} \times \mathbb{N} \rightarrow P_{f}(\mathbb{N})$ where $P_{f}(\mathbb{N})$ is (a computable representation of) the set of all finite subsets of $\mathbb{N}$ s.t.

$$
x \in L \Longleftrightarrow \exists n, f(n, x) \subseteq M
$$

The definition might seem quite obtuse at first. Intuitively, $L \leq_{e} M$ if there is a computable procedure that can enumerate $L$ from any enumeration of $M$.

The relative embedding theorem is then as follows:

- Theorem 19 (The relative Higman embedding theorem [15]). $K$ is a subgroup of a group that is finitely presented over $G$ iff $\mathcal{W P}(K) \leq_{e} \mathcal{W} \mathcal{P}(G)$.

We will now prove our version of the theorem. We first need an analog of "finitely presented over" in terms of subshift:

- Definition 20. Let $Y$ be a subshift over an alphabet $\Sigma$. $U$ is of finite type over $Y$ if $U$ is obtained from $Y$ by adding finitely many new symbols, dimensions, and finitely many new forbidden patterns.

That is, $U=Y_{1} \cap Y_{2}$, where $Y_{1}$ is an extension to a larger alphabet and higher dimension (in the sense of Definitions 11 and 12) of $Y$, and $Y_{2}$ is a subshift of finite type. To be consistent with the exact definition for groups, we also need that $Y \sqsubseteq U$, that is for none of the new forbidden patterns to contain only symbols of $\Sigma$.

This definition is straightforwardly extendable to effective subshifts:

- Definition 21. Let $Y$ be a subshift over an alphabet $\Sigma$. $U$ is effectively closed over $Y$ if $U$ is obtained from $Y$ by adding finitely many new symbols, dimensions and a recursively enumerable set of new forbidden patterns. As before, it is required that $Y \sqsubseteq U$.

A straightforward corollary of Theorem 15 is the following:

- Corollary 22. If $Y$ is effectively closed over $X$, then there exists a subshift $Z$ of finite type over $Y$ such that $X \sqsubseteq Y \sqsubseteq Z$.

We can now formulate our theorem.

- Theorem 23 (The relative Higman embedding theorem for subshifts). Let $X$ be a subshift over an alphabet $A$ and $Y$ be a subshift over an alphabet $B$ disjoint from $A$.

Then $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$ iff there exists a subshift $U$ of finite type over $Y$ such that $X \sqsubseteq U$.
Let $Y=\emptyset$ be the empty subshift over the alphabet $\{0\}$. Then a subshift of finite type over $Y$ is exactly the same as a subshift of finite type. Furthermore $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$ means that $\mathcal{L}(X)^{c}$ is enumeration reducible over the full set, which is equivalent to saying that $\mathcal{L}(X)^{c}$ is recursively enumerable. In the case $Y=\emptyset$ this theorem is therefore equivalent to Theorem 15. Before going into the proof, we will give a few remarks.

First we want to state that this result is very similar, but incompatible with a result of Aubrun and Sablik[1]. The result of Aubrun and Sablik states that $X$ can be obtained from $Y$ using some operations (very similar to ours) iff $\mathcal{L}(X)^{c} \leq_{s} \mathcal{L}(Y)^{c}$ where $\leq_{s}$ is strong enumeration reducibility [13]. It turns out that there are many mistakes in the proofs so that the result as stated in their paper is actually provably wrong (the authors have been contacted and a corrigendum is being worked on). Problems arise in both directions in the proof. First, if $X$ can be obtained from $Y$, then it is not true that $\mathcal{L}(X)^{c} \leq_{s} \mathcal{L}(Y)^{c}$. The authors use in their proof a lot of dovetailing arguments, but dovetailing arguments cannot be used for their reduction $\leq_{s}$. As an example, $A \leq_{s} B$ does not imply $A \times A \leq_{s} B$ or $A^{\star} \leq_{s} B[23]$. In fact, the smallest reducibility relation that contains $\leq_{s}$ and that satisfy these statements is the reduction $\leq_{e}$ we used [23]. There are also some mistakes in the reverse direction that have been patched in Aubrun's PhD thesis, but only for the case of mixing subshifts. In fact, the set of operations the authors were taking is not sufficient to do the operations for general subshifts.

Proof. For simplicity, we focus on the case where the two subshifts are one-dimensional. Let $X \subseteq A^{\mathbb{Z}}$ and $Y \subseteq B^{\mathbb{Z}}$ be subshifts.
$\Leftarrow$ : It is clear that if there exists $U$ of finite type over $Y$ with alphabet $C \subseteq A \cup B$ such that $\mathcal{L}(X)=\mathcal{L}(U) \cap A^{\star}$ then $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$ : it is clear that $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(U)^{c}$, so we only need to prove that $\mathcal{L}(U)^{c} \leq_{e} \mathcal{L}(Y)^{c}$. Take an enumeration of $\mathcal{L}(Y)^{c}$ since $U$ is of finite type over $Y$, any pattern not in $\mathcal{L}(Y)$ is not in $\mathcal{L}(U)$ and furthermore, to determine that a pattern $p$ is in $\mathcal{L}(U)^{c}$, by compactness, one only needs to find some size at which it is impossible to form a valid pattern with $p$ in its center. The procedure is the following: for every $k$, enumerate the $k$ first patterns of $\mathcal{L}(Y)^{c}$ and check for all radiuses smaller than $k$ whether each extension of $p$ to this radius contains either some forbidden pattern enumerated this far or one of the patterns defining $U$ from $Y$ (which are in finite number). If there exists such a radius, it will be found at some step, $p$ is then added to the enumeration. Thus $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$.
$\Rightarrow$ : Assume $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$, we will construct a 2 D subshift $U$ effectively closed over $Y$ such that $\mathcal{L}(X)=\mathcal{L}(U) \cap A^{\star}$, the result then follows by applying Corollary 22. In order to achieve this, from $Y$ we will construct two intermediary subshifts:

- First we will construct $Y_{L}$ : a $2 D$ subshift in which the language of $Y$ will be arranged in a dyadic like fashion. This subshift will be effective in $Y$. This subshift will serve as an
"oracle" allowing to know whether a pattern is or is not in $Y$ in a bounded manner: one configuration at least will contain all the patterns appearing in $Y$ in bounded windows with computable sizes.
- From $Y_{L}$ we can then construct $U$, in which one row out of two will be identical and belong to $X$ and one row out of two will be in $Y_{L}$. This subshift is obtained by adding a recursively enumerable set of forbidden patterns and is thus effective over $Y$. By restricting the alphabet of this subshift we obtain $X$.

Let us now describe more precisely the different intermediate subshifts and how they are constructed, starting with $Y_{L}$ :

- While $Y$ is one dimensional, $Y_{L}$ consists of two dimensions, its alphabet is $\Sigma_{Y_{L}}=B \cup\{\#\}$, with \# a special symbol not belonging to $B$.
$Y_{L}$ will consist of rows, each of which will have a type: an integer $n \in \mathbb{N} \cup\{\infty\}$. A row of type $i \neq \infty$ has to be periodic. One row out of two will be of type 1 , one row out of two in the remaining ones will be of type 2 and so on.

Let us define inductively a row of type $i$ : a row of type $i$ consists of a sequence of $|B|^{2^{i}-1}$ words of length $2^{i}-1$ each, separated by \# and repeated periodically. All rows of some type in a configuration must be identical and a word appearing in a row of type $i$ must be a subword of some word of a row of type $(i+1)$, see Figure 5 . Thus, a word of some type $i$ must appear as a subword of some word in a line of type $k$ for any $k>i$ which does not contain a forbidden pattern of $Y$ and thus appears in some configuration of $Y$.


Figure 5 A typical point of $Y_{L}$ : each line of type $i$ is periodic of period $|B|^{2^{i-1}} \cdot 2^{i}$ and each word $w_{k}^{i}$ in included in some word $w_{k^{\prime}}^{j}$ for all $j>i$.

Thus $Y_{L}$ is a 2 D arrangement of words of $\mathcal{L}(Y)$ in a uniformly recurrent way, and there exists at least one configuration containing all of $\mathcal{L}(Y)$. Furthermore, $Y_{L}$ is effective over $Y$.

- We describe how to construct $U$ from $Y_{L}$ : we know that $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$. Thus, there exists a computable $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathfrak{P}_{\text {finite }}(\mathbb{N})$ such that:

$$
x \in \mathcal{L}(X)^{c} \text { iff } \exists n \in \mathbb{N}, f(x, n) \subseteq \mathcal{L}(Y)^{c}
$$

In other words, some word $w$ is in $\mathcal{L}(X)$ iff for any $n \in \mathbb{N}$, there is some word of $f(x, n)$ in $\mathcal{L}(Y)$. That is to say, supposing $\mathcal{L}(Y)$ is given as an oracle, we have an enumerable way to check that a word $w$ belongs to $\mathcal{L}(X)$ : enumerate the $n \in \mathbb{N}$ and compute $f(w, n)$ and check that at least one element belongs to $\mathcal{L}(Y)$, if not halt. The computations that do not halt are the ones where $w$ belongs to $\mathcal{L}(X)$.
Given $Y_{L}$, this can be implemented in an effective way: take $x \in A^{\mathbb{Z}}$ and $y \in Y_{L}$. We interleave $x$ in $y$ by using the same technique as in figure 4: we insert a copy of $x$ between each pair of lines of $y$.
We now need to ensure that all words on the lines with alphabet $A$ belong to $\mathcal{L}(X)$. This may also be done by adding a recursively enumerable set of forbidden patterns: in order to check that some subword $w$ of $x$ is in $\mathcal{L}(X)$, one needs to check that for each $n$,
$f(w, n)$ appears in some line of type $i>|w|$ : for every pattern $w$ we forbid all patterns that contain $w$ but no pattern of $f(w, n)$, since rows of type $i$ appear every $2^{i+2}$ rows, for each $w$ this constitutes a finite number of forbidden patterns for each $n$. Thus we may recursively enumerate the forbidden patterns for each $w \in A^{\star}$.

### 3.3 The Boone-Higman-Thompson theorem

The Boone-Higman-Thompson theorem is a theorem that characterizes groups with a computable word problem. It turns out that the characterization is obtained with the notions of a simple group:

- Theorem 24 (The Boone-Higman-Thompson theorem [6, 26]). A group G has a computable word problem iff it is a subgroup of a simple recursively presented group.

Recall that a simple group is a group with no proper (nontrivial) quotient. By Dictionary 1, the equivalent should be a subshift with no proper (nontrivial) subshift, i.e. what is called in the literature a minimal subshift. This seems to be indeed, the good analogy, as argued for in [18], and we will prove:

- Theorem 25. Let $X$ be a 1 dimensional subshift over an alphabet $\Sigma$. Then $X$ has a computable language iff there exists a two dimensional minimal effective subshift $Y$ over an alphabet $\Gamma \supset \Sigma$ such that $X \sqsubseteq Y$.

Recently, Durand and Romashchenko [11] have proved that given a $d$-dimensional minimal effectively closed subshift, it can be realized as a subaction of a $(d+1)$-dimensional minimal SFT:

- Theorem 26 ([11]). Let $X$ be a minimal effectively closed subshift. There exists a minimal SFT $Y$ such that $X$ is a subaction of $Y: X$ is the projection by a letter to letter map of the lines of $Y$.

This together with Theorem 25 gives us the subshift counterpart to the Boone-HigmanThompson theorem:

- Corollary 27 (The Boone-Higman-Thompson theorem for subshifts). Let $X$ be a 1 dimensional subshift over an alphabet $\Sigma$. Then $X$ has a computable language iff there exists a three dimensional minimal subshift of finite type $Y$ over an alphabet $\Gamma \supset \Sigma$ s.t. $X \sqsubseteq Y$.

Both Theorem 25 and Corollary 27 translate to higher dimensions, the details of the proofs are left to the reader.

Before proving the Theorem 25, one needs a good intuition on what a minimal subshift looks like. Minimal subshifts are defined as subshifts that do not contain any nontrivial subshifts, but an equivalent, more palatable definition, is that minimal subshifts are uniformly recurrent subshifts, that is subshifts $X$ where, for every pattern $u \in \mathcal{L}(X)$, there exists a size $n$ s.t. the pattern $u$ occurs in every pattern of $X$ of size $n$. In particular, all configurations $x$ of $X$ have the same patterns, and every pattern that appear should appears everywhere, i.e. in any sufficiently large part of $x$.

We now proceed to the proof of the theorem. One direction is well known: A minimal effectively closed subshift has a computable language, see [4] for example. Therefore $\mathcal{L}(Y)$ is computable and therefore $\mathcal{L}(Y) \cap \Sigma^{\star}$ is computable.

The other direction essentially amounts to the following: Given a set of patterns $L$ on an alphabet $A$, find a minimal subshift $X$ that contains all patterns of $L$ (and other patterns). Before reading the proof, the reader should try by itself as an exercise to find a twodimensional minimal subshift $X$ over an alphabet $\{a, b, c\}$ that contains all one-dimensional words over the alphabet $\{a, b\}$.

## E. Jeandel and P. Vanier

Our proof is quite similar to a construction by Elek and Monod [12] of a subshift with a non-amenable topological full group. Our construction is done however with more care to ensure that everything we are doing remains computable and that our subshift is already minimal, but the idea is essentially the same.

Let us now start with a 1 dimensional subshift $X$ over an alphabet $\Sigma$ with a computable language.

We define recursively a set $\left(w^{i}\right)_{i \in \mathbb{N}}$ of biinfinite rows. Each row will be periodic. We will denote by $p_{i}$ the period of the row and by $v_{i}$ the word that repeats, so that $v_{i}$ is of length $p_{i}$ and for all $k \in \mathbb{Z},\left(w^{i}\right)_{k}=v_{k} \bmod p_{i}$.

The row $w^{0}$ is the row of period $p_{1}=1$ corresponding to the word $v_{0}=\#$. Suppose the row $w^{n}$ is given, of period $p_{n}$.

Let $\left\{u_{1}, u_{2} \ldots u_{k_{n+1}}\right\}$ be the (computable) list of all words of length $2 p_{n}-1$ that appear in $X$. We define $v_{n+1}$ to be the word consisting of all possible pairs of words of size $2 p_{n}-1$, separated by the \# symbol

$$
\# u_{1} \# u_{1} \# u_{1} \# u_{2} \# u_{1} \# u_{3} \ldots u_{k_{n+1}} \# u_{k_{n+1}-1} \# u_{k_{n+1}} \# u_{k_{n+1}}
$$

and $w_{n+1}$ is the biinfinite word where $v_{n+1}$ repeats periodically. Notice that $v_{n+1}$ is of size $p_{n+1}=2 k_{n+1}^{2} p_{n}$ so that $p_{n+1}$ is strictly greater than $p_{n}$ and $p_{n}$ divides $p_{n+1}$.

We repeat some properties of our set of rows:

- The row $w^{n}$ is periodic of period $p_{n}$. Furthermore the symbol \# appears in $w^{n}$ only in positions multiple of $2 p_{n-1}$.
- $p_{i}$ divides $p_{j}$ if $i<j$.
- $p_{n}>n$.
- Lemma 28. Let $u$ be a word of length $k$ that appears in $w^{n}$ for $n \geq k$ in position $i$. Then $u$ appears in position $i+t p_{k-1}$ in $w^{k}$ for some integer $t$.

Proof. The result is clear for $n=k$. Now suppose that $n>k$. There are two cases for $u$ : either $u=s_{1} \# s_{2}$ for two words $s_{1}, s_{2} \in \Sigma^{\star}$ or $u=s$ for some word $s \in \Sigma^{\star}$.

We start with the first case, $u=s_{1} \# s_{2}$. The words $s_{1}$ and $s_{2}$ are words of size $<k$ that are factors of some word of size $2 p_{(n-1)}-1$ that appears in $X$. Therefore there are also respectively suffix and prefix of some words $t_{1}, t_{2}$ that appear in $X$, each of size $2 p_{(k-1)}-1$. By definition $t_{1} \# t_{2}$ appears in $w^{k}$ therefore $u$ appears in $w^{k}$. As every symbol \# inside $w^{k}$ appears at positions that are multiples of $2 p_{k-1}$ and that it is also the case inside $w^{n}$ (as $p_{k}$ divides $p_{n-1}$ ), the position where $u$ appears in $w^{k}$ must be of the form $i+t p_{k-1}$ for some $t$.

Now the second case. Suppose that $u=s$ for some word $s$ that appears in $X$ of size $k$. $u$ appears from position $i$ to position $i+k-1$ in $w^{n}$. Let $0 \leq j<p_{k-1}$ so that $j=i-1$ $\bmod p_{k-1} . u$ is a word of size $k$ that appears in $X$ and therefore can be completed as a word $v$ of size $2 p_{k-1}-1$ that appears in $X$ by adding $j$ letters at the beginning and $2 p_{k-1}-1-(j+k)$ letters at the end. This word $v$ appears at position $t p_{k-1}+1$ in $w^{k}$ for some $t$ and therefore $u$ appears in position $t p_{k-1}+1+j=t^{\prime} p_{k-1}+i$ in $w^{k}$.

- Definition 29. If $i$ is an integer, the level of $i$, denoted by $l v l(i)$ is the greatest power of 2 that divides $i$, i.e. $i=k \times 2^{\text {lvl(i) }}$ with $k$ odd. The level of 0 is $+\infty$ by convention.

The two following lemmas are clear.

- Lemma 30. Let $n>k$, then $\operatorname{lvl}\left(i+2^{n}\right)=\operatorname{lvl}(i)$.
- Lemma 31. Let $i \neq j$ s.t. $\operatorname{lvl}(i) \geq k$ and $\operatorname{lvl}(j) \geq k$. Then $|i-j| \geq 2^{k}>k$.

We now define a configuration $y$ in the following way: the $i$-th row of $y$ is the row $w^{j}$ where $j$ is the level of $i$.

For $i=0$, we take any word $w$ that is a limit point of $\left\{w^{j}, j \in \mathbb{N}\right\}$.
Notice that $y$ is likely not computable, as the row 0 might be arbitrarily complex. However all other rows are computable.

To simplify notations, we will denote the rows of $y$ in exponent, so that the symbol in the $i$-th row and $j$-th column of $y$ is $y_{j}^{i}$ and the $i^{\text {th }}$ row of $y$ is $y^{i}$. By definition, we therefore have $y_{j}^{i}=w_{j}^{l v l(i)}$ for $i \neq 0$.

- Lemma 32. Let $u$ be a pattern defined over $[1, k] \times[1, k]$ that appears in $y$.

Then $u$ also appears inside $y$ at position $(i+1, j+1)$ with $i \in\left[0,2^{k}-1\right]$ and therefore $u$ appears inside the first $2^{k+1}-1$ rows of $y$ (in the rows labeled 1 to $2^{k+1}-1$ ).

Proof. Let $u$ be a pattern defined on the square $[1, k] \times[1, k]$.
Suppose that $u$ appears inside $y$ at position $(i+1, j+1)$. That is: for all $(l, m) \in$ $[1, k]^{2}, u_{l}^{m}=y_{j+l}^{i+m}$.

There are two cases. First, suppose that all of the integers $i+1, i+2, \ldots i+k$ are of level strictly less than $k$. Then for all $l \in[i+1, i+k]$ and all integers $t, y^{l+2^{k} t}=y^{l}$. We can therefore suppose wlog that $i \in\left[0,2^{k-1}\right]$ and the result is proven.

Otherwise some of the integers $i+1, \ldots i+k$ is of level at least $k$. By Lemma 31, this happens only for one of the integers, say the integer $i+r=z \times 2^{n}$ for $n \geq k$.

The word $u^{r}$ appears by definition in $y^{i+r}$ which is of level at least $k$. By Lemma 28, it also appears in $w^{k}$ at position $j+1+t p_{k-1}$ and therefore in $y^{2^{k}}$ at position $j+1+t p_{k-1}$. (Lemma 28 also applies if $i+r=0$, as the row 0 of $u$ is the limit of rows of arbitrary large level). In other words for all $l \in[1, k], u_{l}^{r}=y_{j+t p_{k-1}+l}^{2^{k}}$.

We now claim that the word $u$ appears in position $\left[2^{k}-r+1, j+1+t p_{k-1}\right]$ inside $y$. That is, for all $l, m \in[1, k]^{2}, u_{l}^{m}=y_{j+t p_{k-1}+l}^{2^{k}-r+m}$. The result is clear for $m=r$. Now let $m \in[1, k], m \neq r$. As $i+m$ is of level strictly less than $k, y^{i+m+t 2^{k}}=y^{i+m}$ for all $t$ by Lemma 30. In particular as $i+r$ is dividible by $2^{k}$, we get that $y^{i+m}=y^{i+m+2^{k}-(i+r)}=y^{2^{k}-r+m}$. Furthermore the row $y^{i+m}$ is periodic of period $p_{s}$ for some $s<k$ and in particular it is periodic of period $p_{k-1}$. Therefore

$$
u_{l}^{m}=y_{j+l}^{i+m}=y_{k+l+t p_{k-1}}^{i+m}=y_{k+l+t p_{k-1}}^{2^{k}-r+m}
$$

- Corollary 33. Let $u$ be a pattern of size $k \times k$ inside $y$. Then $u$ appears in any window of size $2^{k+2} \times 2 p_{k}$.

Proof. Indeed, by the previous lemma, $u$ appears inside $y$ in position $(i, j)$ for some $i \in\left[1,2^{k}\right]$ However the rows from 1 to $2^{k+1}-1$ are all periodic of period $p_{k}$, and repeat vertically with period $2^{k+1}$ by Lemma 30. Therefore the pattern $u$ itself repeats horizontally with period $p_{k}$ and repeats vertically with period $2^{k+1}$ and consequently appears in any window of size $2^{k+2} \times 2 p_{k}$.

- Corollary 34. Let $Y$ be the subshift that forbids all patterns of size $k \times k$ that do not appear in the square $\left[1,2^{k+2}\right] \times\left[1,2 p_{k}\right]$ of $y$.

Then $Y$ is minimal, effectively closed, and $\mathcal{L}(X)=\mathcal{L}(Y) \cap \Sigma^{\star}$.
Proof. The first conclusions are immediate from the previous corollary. The second one comes from the fact that $y$ (apart from the row 0 ) is computable. The third one is by definition of $y$.

## 4 Discussion

In this article, we have introduced the analogues of the three Higman theorems, originally for groups, in terms of subshifts. This reinforces the convictions of the authors that symbolic dynamics has a deep connection with objects from combinatorial algebra. To obtain these theorems, we had to introduce the following concepts:

- An equivalent of the notion of free product for groups (Definitions 12 and 13).
- An equivalent of the notion of subgroup containement (Definition 9).

Compared to existing constructions, these two new ideas are rather combinatorial rather than dynamic. In particular, they cannot be defined easily in terms of the infinite words in the subshifts; they are defined in terms of the finite words that constitute the language of the subshift. This could be seen as a drawback of the construction, so we will give some arguments explaining why more "dynamical" constructions cannot work.

The concept of the free product of subshifts is used for the relativized Higman theorem. This operation does not appear in the work of Aubrun and Sablik [1] (which was flawed as we saw) and is probably mandatory; Suppose that a minimal subshift $X$ is defined from a subshift $Y$ by various dynamical constructions (cartesian product, factor, subactions, etc) as in [1]. Let $Y^{\prime}$ be the smallest subshift of $Y$ that contains all uniformly recurrent points of $Y$. Then it is easy to see that $Y^{\prime}$ also defines $X$ using the same constructions. However $Y^{\prime}$ may have very different computability properties than $Y$. In particular it is possible to have $\mathcal{L}(X)^{c} \leq_{e} \mathcal{L}(Y)^{c}$ but $\mathcal{L}(X)^{c} \not Z_{e} \mathcal{L}\left(Y^{\prime}\right)^{c}$.

In fact, when looking at our whole construction (and the construction of [1]), we see that it is important to start with a subshift $X$ with the property that, for every finite collection of words $u \in \mathcal{L}(X)$, there exists a uniformly recurrent point of $X$ that contains all of them. So we either have to assume that our subshift has this property (this is what Aubrun did in her PhD thesis, by assuming some mixing properties), or use a free product: The free product of $X$ with any (nonempty) subshift always has this property.

The full restriction operator $\sqsubseteq$, the analogue of subgroup containment, is mostly used in the equivalent of the Boone-Higman-Thompson theorem. In fact, it can be replaced in the other theorems by more traditional dynamical operators, like factor maps (the original Hochman theorem was indeed stated in terms of factor maps). It is not clear if we could obtain a analogue of Boone-Higman-Thompson theorem in terms of factor map. It is certainly true that factors of minimal subshifts of finite type have a computable language; However, they also have the additional property that the set of their uniformly recurrent points is dense, and therefore not all subshifts with computable language can be obtained this way.
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#### Abstract

We consider Boolean circuits over $\{\vee, \wedge, \neg\}$ with negations applied only to input variables. To measure the "amount of negation" in such circuits, we introduce the concept of their "negation width." In particular, a circuit computing a monotone Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ has negation width $w$ if no nonzero term produced (purely syntactically) by the circuit contains more than $w$ distinct negated variables. Circuits of negation width $w=0$ are equivalent to monotone Boolean circuits, while those of negation width $w=n$ have no restrictions. Our motivation is that already circuits of moderate negation width $w=n^{\epsilon}$ for an arbitrarily small constant $\epsilon>0$ can be even exponentially stronger than monotone circuits.

We show that the size of any circuit of negation width $w$ computing $f$ is roughly at least the minimum size of a monotone circuit computing $f$ divided by $K=\min \left\{w^{m}, m^{w}\right\}$, where $m$ is the maximum length of a prime implicant of $f$. We also show that the depth of any circuit of negation width $w$ computing $f$ is roughly at least the minimum depth of a monotone circuit computing $f$ minus $\log K$. Finally, we show that formulas of bounded negation width can be balanced to achieve a logarithmic (in their size) depth without increasing their negation width.
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## 1 Introduction

Understanding the power of negations in computations is one of the most basic objectives in computational complexity. While strong, even exponential, lower bounds for explicit monotone Boolean functions are already known for monotone Boolean $\{\vee, \wedge\}$ circuits, we can currently prove only depressingly small (linear) lower bounds on the size of $\{\vee, \wedge, \neg\}$ circuits when there are no restrictions on the number or the usage of negation gates.

In this paper, we concentrate on DeMorgan circuits, that is, on $\{\vee, \wedge, \neg\}$ circuits with fanin-2 OR and AND gates, and with negation applied only to input variables. In other words, a DeMorgan circuit is a circuit with fanin-2 OR and AND gates, while inputs are variables $x_{1}, \ldots, x_{n}$ and their negations $\bar{x}_{1}, \ldots, \bar{x}_{n}$; to simplify notation, we will write $\bar{x}_{i}$ instead of $\neg x_{i}$. DeMorgan circuits are sometimes called normalized circuits [17], standard circuits [31, Section 6.13] or circuits with tight negations [25]. A circuit is a formula if its underlying graph is a tree. A monotone circuit is a DeMorgan circuit with no negated input

© Stasys Jukna and Andrzej Lingas;
licensed under Creative Commons License CC-BY
36th International Symposium on Theoretical Aspects of Computer Science (STACS 2019).
Editors: Rolf Niedermeier and Christophe Paul; Article No. 41; pp. 41:1-41:17
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

variables at all. By just doubling the circuit size and using DeMorgan rules, any circuit over $\{\vee, \wedge, \neg\}$ of size $s$ can be converted to a DeMorgan circuit computing the same function and having size at most $2 s$ (see, for example, [6, Theorem 3.1]).

The effect of negations on the size or depth of $\{\vee, \wedge, \neg\}$ circuits was mainly considered by either restricting the total number of used negation gates, or by restricting the usage of negations. There is an extensive literature on the research in the first direction, when the total number of NOT gates is bounded; here negations can be applied not only to input variables. We refer to [13, Chapter 10] and the papers cited therein for this line of research; see also $[26,3,9]$ for more recent developments in this direction.

Another line of research (which attracted much less attention, and which we follow in this paper) was to restrict the "amount of negation" in circuits. One of the first results in this direction was proved by Raz and Wigderson [21, Theorem 4.1]: if $w \leq n^{2-\epsilon}$ for a constant $\epsilon>0$, then any DeMorgan circuit with at most $w$ negated input variables computing the $s$ - $t$ connectivity function of $n$-vertex graphs must have depth $\Omega\left(\log ^{2} n\right)$. Guo et al. [9] have proved that any DeMorgan circuit with at most $w$ negated input variables computing a monotone Boolean function $f$ must have depth at least the monotone circuit depth of $f$ minus $w$. Koroth and Sarma [16] relax this restriction (on the total number of allowed negated input variables), and say that a (not necessarily DeMorgan) circuit over $\{\vee, \wedge, \neg\}$ has orientation weight $w$ if the function computed at each gate is monotone in all but at most $w$ variables. They prove that the depth of any circuit over $\{\vee, \wedge, \neg\}$ of orientation weight $w$ computing a monotone function $f$ is at least the minimum depth of a monotone circuit computing $f$ divided by $4 w+1$.

In this paper, as the measure of the "amount of negation" in DeMorgan circuits, we consider their "negation width" (see Definition 1.2 below). This measure (without calling it the negation width) was already considered by Amano and Maruoka [2, Sect. 4]. They used a modification of Razborov's Method of Approximation [23, 24] to show that DeMorgan circuits of small negation width for the Clique function must still be large (we recall their result right before Corollary 6.2). Our main results (Theorems 1.6 and 1.8) give a general reduction of DeMorgan circuits of bounded negation width to monotone circuits, from which the bound of [2], as well as new lower bounds, follow (see Section 6).

- Notation. We use standard terminology regarding Boolean functions (see, for example, [31]). In particular, a term is an AND of literals, each being a variable or its negation. The length of a term is the number of distinct literals in it. A term is a zero term if it contains a variable and its negation. An implicant of a Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ is a nonzero term $p$ such that $p \leq f$ holds, that is, $p(a) \leq f(a)$ holds for all $a \in\{0,1\}^{n}$. An implicant of $f$ is a prime implicant of $f$ if after the removal of all occurrences of any single literal in $p$ the resulting term is not an implicant of $f$ anymore. The set of all prime implicants of $f$ will be denoted by $P I(f)$. A Boolean function $f$ is monotone if $a \leq b$ implies $f(a) \leq f(b)$. Note that if $f$ is monotone, then all prime implicants of $f$ are positive, that is, consist solely of not negated variables.


### 1.1 Negation width of circuits

Our goal is to understand to what extent the usage of negated input variables can decrease the size or the depth of DeMorgan circuits computing monotone Boolean functions. As a measure of the "amount of negation" in DeMorgan circuits, we will use their "negation width." This measure is motivated by a trivial fact that every DeMorgan circuit not only computes a particular Boolean function but also produces (purely syntactically) some set of terms in a natural way.

- Definition 1.1 (Terms produced by circuits). The set of terms produced at an input gate holding a literal $z$ is a singleton-set $\{z\}$. The set of terms produced at an OR gate is a union of sets of terms produced at its two inputs, while the set produced at the AND gate is obtained by taking the AND of every term produced at one of its inputs with every term produced at the other input.

The set $T(C)$ of terms produced by the entire circuit $C$ is the set of terms produced at the output gate of $C$. During the production of terms, we use the "shortening" axiom $x \wedge x=x$, but do not use the "annihilation" axiom $x \wedge \bar{x}=0$. So, $T(C)$ can contain also zero terms, those having a variable and its negation. ${ }^{1}$ Easy induction on the circuit size shows that the Boolean function $f$ computed by a circuit $C$ is the function computed by the OR of all terms produced by $C$.

If the circuit $C$ is monotone (has no negated inputs at all), then we clearly have $P I(f) \subseteq$ $T(C)$, that is, every prime implicant of $f$ must then be produced by the circuit. But even then, the equality $T(C)=P I(f)$ does not need to hold: already in 1981, Okol'nishnikova [18] exhibited an explicit monotone Boolean function $f$ of $n$ variables which can be computed by a monotone circuit of size $O(n)$, but any monotone circuit $C$ satisfying $T(C)=P I(f)$ must have $2^{\Omega\left(n^{1 / 4}\right)}$ gates.

The situation when the computed by the circuit $C$ function $f$ is monotone, but the circuit $C$ itself is not necessarily monotone, is even more subtle: then even the inclusion $P I(f) \subseteq T(C)$ does not need to hold. For example, the function $f=x \vee y$ is computed by a circuit $C=x \bar{y} \vee y$, but $T(C)=\{x \bar{y}, y\}$ whereas $P I(f)=\{x, y\}$.

However, we have the following simple and well-known property of (not necessarily monotone) DNFs computing monotone Boolean functions (see, for example, [5, Theorem 1.24 on p. 37]): if $D$ is a (not necessarily monotone) DNF computing a monotone Boolean function $f$, then the monotone DNF obtained from $D$ by first removing all zero terms, and then removing all occurrences of negated variables from the remaining terms, also computes $f$. This, in particular, implies that the obtained monotone DNF must contain all prime implicants of $f$.

If $C$ is a DeMorgan circuit computing $f$, then the OR of terms in $T(C)$ computes $f$. So, by the aforementioned fact [ 5 , Theorem 1.24 on p .37 ], for every prime implicant $p$ of $f$, the set $T(C)$ must contain either $p$ itself or at least one extension of $p$, that is, a nonzero term of the form $p \cdot r$, where the term $r=\bar{x}_{i_{1}} \cdots \bar{x}_{i_{l}}$ consists solely of negated variables. This motivates the following measure of DeMorgan circuits computing monotone Boolean functions.

- Definition 1.2 (Negation width). A DeMorgan circuit computing a monotone Boolean function $f$ has negation width $w$ if for every prime implicant $p$ of $f$, the circuit produces either $p$ itself or some its extension containing at most $w$ negated variables.

There are no other restrictions on the remaining produced terms, except the trivial one that the function computed by the OR of all produced terms must coincide with $f$. Note that the negation width $w$ of any DeMorgan circuit computing $f$ satisfies $0 \leq w \leq n-m$, where $m$ is the minimum length of a prime implicant of $f$. Also, minimal circuits of negation width $w=0$ are monotone circuits: just replace each negated input gate $\bar{x}_{i}$ by constant 0 .
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Examples of sufficient conditions for a circuit to have negation width at most $w$ are any of the following.

- The circuit has at most $w$ negated input variables; such circuits were considered, for example, by Raz and Wigderson [21], and Guo et al.[9].
- No input-output path has more than ${ }^{2} \log w$ AND gates; such circuits computing quadratic forms (multi-output functions) were considered in [17].
- No nonzero term produced by the circuit contains more than $w$ distinct negated variables. Note that this restriction is a relaxation of both two previous restrictions.
None of these sufficient conditions is necessary. In particular, the negation width puts no restrictions on the length of produced zero terms. So, at intermediate gates, the circuit can produce very long terms, and then cancel them (turn them into zero terms). At this point, it is worth to mention that DeMorgan circuits computing monotone Boolean functions $f$ more efficiently than monotone circuits must use cancellations (must produce zero terms): otherwise, we could just replace all negated input variables by constants 1 , and the resulting monotone circuit would still compute $f$.

We shall also consider DeMorgan circuits of bounded average negation width. Let $C$ be a DeMorgan circuit computing a monotone Boolean function $f$.

- Definition 1.3 (Average negation width). The negation width of a prime implicant $p \in P I(f)$ in the circuit $C$ is the minimum number $w$ such that $T(C)$ contains an extension of $p$ with at most $w$ negated variables. The average negation width of the circuit $C$ is the average, over all prime implicants $p \in P I(f)$, of the negation width of $p$ in $C$.

Note that a circuit $C$ computing $f$ has negation width $w$ if every prime implicant of $f$ has negation width at most $w$ in $C$. Average negation width relaxes this "every" requirement.

### 1.2 Motivation

Our motivation to consider circuits of bounded negation width $w$ is that allowance of even moderately large negation width $w=n^{\epsilon}$ for an arbitrarily small constant $\epsilon>0$ can substantially reduce the size of monotone circuits.

- Example 1.4. The triangle function $\operatorname{CLIQUE}(n, 3)$ has one variable for every edge of the complete graph $K_{n}$ on $\{1, \ldots, n\}$, and accepts a subgraph $G$ of $K_{n}$ if and only if $G$ contains a triangle. It is known that this function requires monotone circuits of almost cubic size $n^{3-o(1)}[23,1]$. According to Claim A. 3 in Appendix A, the function can be computed in already sub-cubic size $n^{3-\epsilon / 4}$ if negation width $w=n^{\epsilon}$ is allowed.
- Example 1.5. The threshold- $k$ function $\mathrm{Th}_{k}^{n}$ accepts a Boolean input of length $n$ if and only if it contains at least $k$ ones. The smallest known monotone circuits for $\mathrm{Th}_{k}^{n}$ have size of order $n \log k$ (see, for example, [15]). On the other hand, for $k \leq n^{1 / 3}$, the function $\operatorname{Th}_{k}^{n}$ can be computed by a DeMorgan circuit of linear size $O(n)$ if negation width $w=k^{3}$ is allowed (see Claim A. 5 in Appendix A.3).

Using monotone circuit lower bounds of Razborov [24] and Tardos [29], one can show that, on some monotone Boolean functions, super-polynomial, and even exponential gaps between the size of monotone circuits and circuits of moderate negation width can be achieved; see Examples A. 1 and A. 2 in Appendix A. We are not aware of any similar separating examples for restrictions on the use of negations considered in [21, 16, 9]: restricted number of allowed negated input variables, or restricted orientation weight.
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### 1.3 Our contributions

Our first general result relates (non-monotone) DeMorgan circuits and formulas of bounded negation width to monotone circuits and formulas.

- Theorem 1.6. Let $f$ be a monotone Boolean function with all prime implicants of length at most $m$. Let $s$ be the minimum size of a monotone circuit computing $f$, and $d$ the minimum depth of such a circuit. Then any DeMorgan circuit of negation width $w$ computing $f$ must have size at least $s / K-1$ and depth at least $d-\log K$, where $K=8 \min \left\{m^{w}, w^{m}\right\} \cdot \log |P I(f)|$.

This theorem allows to extend known lower bounds for monotone circuits to lower bounds for (non-monotone) DeMorgan circuits of bounded negation width. We provide several such extensions for specific monotone Boolean functions following from Theorem 1.6 in Section 6 (see Corollaries 6.1-6.5). In particular, Theorem 1.6 implies that any DeMorgan circuit of negation with $w \leq n^{\epsilon}$ computing the triangle function $\operatorname{CLIQUE}(n, 3)$ must have $\Omega\left(n^{3-4 \epsilon}\right)$ gates (see Corollary 6.1). This bound is not very far from the truth because for $w=n^{\epsilon}$, $O\left(n^{3-\epsilon / 4}\right)$ gates are also sufficient (Claim A. 3 in Appendix A).

Our second general result concerns circuits of bounded average width. It complements the general framework for converting lower bounds for monotone circuits to those for DeMorgan circuits of bounded negation width given in Theorem 1.6.

- Definition 1.7. A monotone Boolean function $h K$-approximates a monotone Boolean function $f$ if there is an $O R g$ of at least $a 1 / K$ portion of prime implicants of $f$ such that $g \leq h \leq f$ holds.
- Theorem 1.8. Let $f$ be a monotone Boolean function with all prime implicants of length at most $m$. Let $w \geq 0$ and $K=8 \cdot \min \left\{m^{2 w},(2 w)^{m}\right\}$. If every monotone circuit $K$ approximating $f$ requires at least $t$ gates, then every DeMorgan circuit of average negation width $w$ computing $f$ must also have at least $t$ gates.

Let us note the difference between Theorems 1.6 and 1.8. The advantage of Theorem 1.6 is that one can directly use known lower bounds on the monotone circuit complexity of the function $f$ themselves. Theorem 1.8 is more general: it applies to circuits when only the average negation width is bounded, and we do not have the additional $\log |P I(f)|$ factor in the "blow down" parameter $K$. However, in order to apply Theorem 1.8, one has to show that not only the function $f$ itself but also any sufficiently close approximation of $f$ requires large monotone circuits. So, one has to analyze the monotone lower bound proofs to ensure this latter property. We will demonstrate this by proving that every DeMorgan circuit of average negation width $w=o(\sqrt{k} / \log k)$ computing the clique function $\operatorname{CLIQUE}(n, k)$ must have $2^{\Omega(\sqrt{k})}$ gates (see Corollary 6.8 in Section 6 ).

Our third general result extends the well-known Spira's depth reduction theorem [27] to DeMorgan formulas of bounded negation width: it shows that such formulas can also be balanced without increasing their negation width.

- Theorem 1.9. If a monotone Boolean function $f$ can be computed by a DeMorgan formula of size $s$ and negation width $w$, then $f$ can be also computed by a DeMorgan formula of depth at most $3 \cdot \log s$ and the same negation width $w$.

The rest of the paper is organized as follows. In Section 2, a special type of "random subcircuits" is introduced. Sections 3-5 are devoted to the proof of our main results (Theorems 1.6-1.9). In Section 6, we give several applications of our general results to specific Boolean functions. Appendix A contains proofs of the upper bounds claimed in our motivating examples (Examples 1.4-A.1).

## 2 Random subcircuits

Let $f\left(x_{1}, \ldots, x_{n}\right)$ be a monotone Boolean function, and $C$ be a DeMorgan circuit computing $f$. For a subset $Y=\left\{x_{i}: i \in I\right\}$ of variables, the monotone $Y$-subcircuit of $C$ is obtained as follows.

1. First, set to 0 all variables in $Y$; so, for every $i \in I$, the input gate $x_{i}$ is set to 0 , while the negated input gate $\bar{x}_{i}$ is set to 1
2. Then replace by constant 0 each of the remaining negated input gates $\bar{x}_{j}$ for $j \notin I$.
3. Finally, eliminate constant input gates through repeated replacements of $0 \wedge u$ by $0,1 \vee u$ by 1 , and $0 \vee u, 1 \wedge u$ by $u$.
Schematically:

$$
C(x, y, \bar{x}, \bar{y}) \stackrel{\text { Step }}{\mapsto} C(x, 0, \bar{x}, 1) \stackrel{\text { Step }}{\mapsto}{ }^{2} C(x, 0,0,1) \stackrel{\text { Step } 3}{\mapsto} C_{+}(x) .
$$

- Example 2.1. Consider the DeMorgan formula $C=\left(x_{1} \vee x_{2} \vee \bar{x}_{3}\right)\left(\bar{x}_{1} \vee \bar{x}_{2} \vee x_{5}\right)\left(x_{3} \vee x_{4} \vee \bar{x}_{5}\right)$, and $Y=\left\{x_{1}, x_{4}\right\}$. After the first step, we obtain the formula $\left(0 \vee x_{2} \vee \bar{x}_{3}\right)\left(1 \vee \bar{x}_{2} \vee x_{5}\right)\left(x_{3} \vee 0 \vee \bar{x}_{5}\right)$. After the second step, we obtain the formula $\left(0 \vee x_{2} \vee 0\right)\left(1 \vee 0 \vee x_{5}\right)\left(x_{3} \vee 0 \vee 0\right)$ and, after the elimination of constants, the resulting monotone sub-formula of $C$ is $x_{2} x_{3}$.

The following lemma is just a simple observation.

- Lemma 2.2. If a DeMorgan circuit $C$ computes a monotone Boolean function $f$, then the monotone Boolean function $h$ computed by any monotone subcircuit of $C$ satisfies $h \leq f$.

Proof. Take an arbitrary subset $Y=\left\{x_{i}: i \in I\right\}$ of variables, and let $C_{+}$be a monotone $Y$-subcircuit of $C$. Let $h$ be the monotone Boolean function computed by $C_{+}$. We have to show that $h \leq f$ holds.

Let $g$ be a monotone Boolean function computed by the circuit $C^{\prime}$ obtained from $C$ by setting all variables in $Y$ to 0 . Since the function $f$ is monotone, we have $g \leq f$, and even $P I(g) \subseteq P I(f)$. Now, the circuit $C_{+}$is obtained from $C^{\prime}$ by replacing by zeroes all remaining (not yet set to constant 1) negated input variables. So, the set $T\left(C_{+}\right)$of terms produced by $C_{+}$is obtained from $T\left(C^{\prime}\right)$ by removing all terms with at least one negated variable (including all zero terms). Since $g$ is the OR of all terms in $T\left(C^{\prime}\right)$, and $h$ is the OR of all terms in $T\left(C_{+}\right)$, the inclusion $T\left(C_{+}\right) \subseteq T\left(C^{\prime}\right)$ yields $h \leq g$. So, $h \leq g \leq f$, as desired.

Let $m \geq 3$ and $w \geq 1$ be integers. A random $(m, w)$-subcircuit $\boldsymbol{C}$ of $C$ is a monotone $\boldsymbol{Y}$-subcircuit of $C$ for $\boldsymbol{Y} \subseteq\left\{x_{1}, \ldots, x_{n}\right\}$ being a random subset of variables with each variable included in $\boldsymbol{Y}$ independently with probability $1-\epsilon$, where

$$
\epsilon:= \begin{cases}\frac{1}{w} & \text { if } w \geq m \\ 1-\frac{1}{m} & \text { if } w<m\end{cases}
$$

The next lemma is just a refinement of [17, Lemma 3].

- Lemma 2.3. Let $C$ be a DeMorgan circuit computing a monotone Boolean function $f$, and $\boldsymbol{C}$ be a random $(m, w)$-subcircuit of $C$ for $m \geq 3$ and $w \geq 1$. If a prime implicant $p$ of $f$ has length at most $m$, and has negation width at most $w$ in $C$, then $p$ is produced by $\boldsymbol{C}$ with probability at least $1 / K$, where $K \leq 4 m^{w}$ for $w=1,2$, and $K \leq 4 \cdot \min \left\{m^{w}, w^{m}\right\}$ for $w \geq 3$.

Proof. Since the negation width of the prime implicant $p$ in the (deterministic) circuit $C$ is at most $w$, the set $T(C)$ of terms produced by $C$ must contain a nonzero term $p \cdot r$, where term $r$ consists solely of $l \leq w$ negated variables. The probability that all these negated $l$
variables are set to 0 (and hence, that the term $r$ is set to 1 ) is at least $(1-\epsilon)^{l} \geq(1-\epsilon)^{w}$. The probability that none of the $t \leq m$ variables of $p$ is set to 0 is $\epsilon^{t} \geq \epsilon^{m}$. So, the prime implicant $p$ is produced by $\boldsymbol{C}$ with probability at least $\alpha:=\epsilon^{m}(1-\epsilon)^{w}$. So, it remains to show that $\alpha \geq 1 / K$. When doing this, we will use two simple facts: $(1-1 / t)^{t} \geq 1 / 4$ holds for all integers $t \geq 2$, and $t^{s} \geq s^{t}$ holds for all integers $3 \leq t \leq s$.

Now, if $w \geq m$, then $\epsilon=1 / w$, and we obtain $\alpha=(1 / w)^{m}(1-1 / w)^{w} \geq \frac{1}{4} w^{-m} \geq \frac{1}{4} m^{-w}$, where the last inequality holds because $m \geq 3$. If $w<m$, then $\epsilon=1-1 / m$, and we obtain $\alpha=(1-1 / m)^{m}(1 / m)^{w} \geq \frac{1}{4} m^{-w} \geq \frac{1}{4} w^{-m}$, where the last inequality holds, as long as $w \geq 3$. In both cases, we have that $\alpha$ is at least $\frac{1}{4} \cdot \max \left\{m^{-w}, w^{-m}\right\} \geq 1 / K$, as desired. If $w=1$ or $w=2$, then $w<m$, and we have $\alpha \geq \frac{1}{4} m^{-w}$.

## 3 Proof of Theorem 1.6

Theorem 1.6 is a direct consequence of the following lemma.

- Lemma 3.1 (Reduction lemma). Let $f$ be a monotone Boolean function with all prime implicants of length at most $m$. If $C$ is a DeMorgan circuit of negation width $w$ computing $f$, then there exist at most $K=8 \cdot \min \left\{m^{w}, w^{m}\right\} \cdot \log |P I(f)|$ monotone sub-circuits of $C$ whose $O R$ also computes $f$.

In particular, if $C$ has size $s$ and depth $d$, then the resulting monotone circuit has size $s_{+} \leq(s+1) K$ and depth $d_{+} \leq d+\log K$. Hence, the lower bounds $s \geq s_{+} / K-1$ and $d \geq d_{+}-\log K$ claimed in Theorem 1.6 follow.

Proof. Let $\boldsymbol{C}$ be a random $(m, w)$-subcircuit of $C$, and take $K$ independent copies $\boldsymbol{C}_{1}, \ldots$, $\boldsymbol{C}_{K}$ of $\boldsymbol{C}$. Since the circuit $C$ has negation width $w$, every prime implicant of $f$ must have negation width at most $w$ in $C$. By Lemma 2.3, we have $\operatorname{Pr}\{p \in T(\boldsymbol{C})\} \geq 1 / t$ for every prime implicant $p \in P I(f)$ of $f$, where $t:=4 \cdot \min \left\{w^{m}, m^{w}\right\}$. Note that $K / t=2 \cdot \log |P I(f)|$. Hence, for every prime implicant $p \in P I(f)$, we have

$$
\operatorname{Pr}\left\{p \notin T\left(\boldsymbol{C}_{i}\right) \text { for all } i=1, \ldots, K\right\} \leq(1-1 / t)^{K} \leq \mathrm{e}^{-K / t} \leq|P I(f)|^{-2}
$$

By the union bound, the probability that some prime implicant of $f$ is produced by none of the circuits $\boldsymbol{C}_{1}, \ldots, \boldsymbol{C}_{K}$ is strictly smaller than 1 . Consequently, there must be a sequence $C_{1}, \ldots, C_{K}$ of realizations of these circuits such that every prime implicant of $f$ is produced by at least one of these circuits. Consider the monotone Boolean function $h=h_{1} \vee \cdots \vee h_{K}$, where $h_{i}$ is the (monotone) Boolean function computed by $C_{i}$. By Lemma 2.2, we have $h \leq f$. On the other hand, the inclusion $P I(f) \subseteq T\left(C_{1}\right) \cup \cdots \cup T\left(C_{K}\right)$ yields the converse inequality $f \leq h$. So, the OR of the circuits $C_{1}, \ldots, C_{K}$ computes $h=f$, as desired.

## 4 Proof of Theorem 1.8

Let $f$ be a monotone Boolean function with all prime implicants of length at most $m$. Let $C$ be a DeMorgan circuit of average negation width $w$ computing $f$. Recall that a monotone Boolean function $h K$-approximates a monotone Boolean function $f$ if there is an $\operatorname{OR} g$ of at least a $1 / K$ portion of prime implicants of $f$ such that $g \leq h \leq f$ holds. Now suppose that every monotone circuit $K$-approximating $f$ for $K=8 \cdot \min \left\{m^{2 w},(2 w)^{m}\right\}$ requires $t$ gates. Our goal is to show that then the circuit $C$ must have at least $t$ gates.

Since the average negation width of $C$ is $w$, some set $P \subseteq P I(f)$ of $|P| \geq \frac{1}{2}|P I(f)|$ prime implicants of $f$ have negation width at most $2 w$ in $C$. Let $\boldsymbol{C}$ be a random $(m, w)$-subcircuit of $C$. By Lemma 2.3, we have $\operatorname{Pr}\{p \in T(\boldsymbol{C})\} \geq 2 / K$ for every prime implicant $p \in P$. So, the expected number of prime implicants $p \in P$ produced by $\boldsymbol{C}$ is at least $2|P| / K \geq|P I(f)| / K$.

There must therefore be a realization $C_{+}$of $\boldsymbol{C}$ such that the set $P^{\prime}=P \cap T\left(C_{+}\right)$has $\left|P^{\prime}\right| \geq|P I(f)| / K$ terms. Let $g$ be the OR of the terms in $P^{\prime}$, and $h$ be the monotone Boolean function computed by $C_{+}$. Since $P^{\prime} \subseteq T\left(C_{+}\right)$, we have $g \leq h$, while the second inequality $h \leq f$ follows from Lemma 2.2. This means that the circuit $C_{+} K$-approximates $f$ and, by our assumption about the function $f$, the monotone circuit $C_{+}$and, hence, also the original (non-monotone) circuit $C$ must have at least $t$ gates, as desired.

## 5 Proof of Theorem 1.9

It is long known that DeMorgan formulas can be balanced: every DeMorgan formula of size $s$ can be simulated by a DeMorgan formula of depth at most $c \log s$. This was first proved by Spira [27] with $c<3.42$, while the best currently known constant $c<1.73$ is due to Khrapchenko [14].

In our context (when the negation width of formulas is bounded), the following natural question arises: can also DeMorgan formulas of bounded negation width be balanced without increasing the negation width of the resulting (balanced) formulas? The question is nontrivial because Spira's argument, as well as subsequent ones introduce negation gates applied to sub-formulas (not just to input variables), which may result in a much larger negation width.

We therefore will argue a bit differently: we first show that monotone formulas can be turned into balanced formulas with an additional property that all terms produced by the original formula are also produced by the balanced formula. As before, for a DeMorgan circuit or formula $F, T(F)$ denotes the set of terms produced by $F$. Two formulas are equivalent if they compute the same function.

- Lemma 5.1. For every monotone formula $F$ of size $s$, there is an equivalent monotone formula $F^{\prime}$ of depth at most $3 \log s$ such that $T(F) \subseteq T\left(F^{\prime}\right)$.

Proof. Let $F$ be a monotone formula of size $s$. Our goal is to show that there is an equivalent monotone formula $F^{\prime}$ of depth at most $3 \log s$ such that $T\left(F^{\prime}\right) \supseteq T(F)$. That is, the balanced formula $F^{\prime}$ produces all terms produced by the original formula $F$.

We argue by induction on $s$. The claim is trivially true for $s=2$ (just take $F^{\prime}=F$ ). Now assume that the claim holds for all formulas with fewer than $s$ leaves, and prove it for formulas with $s$ leaves. Take an arbitrary monotone formula $F$ with $s$ leaves. By walking from the output-gate of $F$ we can find a sub-formula $H$ such that $H$ has $\geq s / 2$ leaves but its left and right sub-formulas each have $<s / 2$ leaves. Now replace the sub-formula $H$ of $F$ by constants 0 and 1, and let $F_{0}$ and $F_{1}$ be the resulting formulas. The key observation (already made by Brent, Kuck and Maruyama [4], and Wegener [30]) is that, due to the monotonicity, $F_{1}(x)=0$ implies $F_{0}(x)=0$. Thus the formula $\left(H \wedge F_{1}\right) \vee F_{0}$ is equivalent to $F$.

The formulas $F_{0}$ and $F_{1}$ as well as the left and right sub-formulas of $H$ each have at most $s / 2$ leaves. By the induction hypothesis, $F_{0}$ and $F_{1}$ can be replaced by formulas $F_{0}^{\prime}$ and $F_{1}^{\prime}$ of depth at most $3 \log (s / 2)$, and the formula $H$ can be replaced by a formula $H^{\prime}$ of depth at most $1+3 \log (s / 2)$ such that

$$
\begin{equation*}
T\left(F_{1}\right) \subseteq T\left(F_{1}^{\prime}\right), \quad T\left(F_{0}\right) \subseteq T\left(F_{0}^{\prime}\right) \quad \text { and } \quad T(H) \subseteq T\left(H^{\prime}\right) . \tag{1}
\end{equation*}
$$

Thus, the resulting entire formula

$$
\begin{equation*}
F^{\prime}=\left(H^{\prime} \wedge F_{1}^{\prime}\right) \vee F_{0}^{\prime} \tag{2}
\end{equation*}
$$

is equivalent to $F$ and has depth at most $2+1+3 \log (s / 2)=3 \log s$.
It remains to show that the set $T\left(F^{\prime}\right)$ of terms produced by the (balanced) formula $F^{\prime}$ satisfies $T\left(F^{\prime}\right) \supseteq T(F)$. Let $F_{z}$ be the formula obtained from $F$ by replacing the subformula $H$ by a new variable $z$. Then the set of terms produced by $F_{z}$ has the form $T\left(F_{z}\right)=(\{z\} * Q) \cup R$, where $Q$ is some set of terms, $R$ consists of all terms in $T\left(F_{z}\right)$ with no occurrences of the variable $z$, and $T_{1} * T_{2}$ stands for the set of terms $\left\{t_{1} \wedge t_{2}: t_{1} \in T_{1}, t_{2} \in T_{2}\right\}$. This yields

$$
\begin{equation*}
T(F)=[T(H) * Q] \cup R, \quad T\left(F_{1}\right)=Q \cup R \quad \text { and } \quad T\left(F_{0}\right)=R . \tag{3}
\end{equation*}
$$

So,

$$
\begin{aligned}
T\left(F^{\prime}\right) & \stackrel{(2)}{=}\left[T\left(H^{\prime}\right) * T\left(F_{1}^{\prime}\right)\right] \cup T\left(F_{0}^{\prime}\right) \stackrel{(1)}{\supseteq}\left[T(H) * T\left(F_{1}\right)\right] \cup T\left(F_{0}\right) \\
& \stackrel{(3)}{=}[T(H) *(Q \cup R)] \cup R \supseteq[T(H) * Q] \cup R \stackrel{(3)}{=} T(F) .
\end{aligned}
$$

Proof of Theorem 1.9. Let $f$ be a monotone Boolean function, and $w \geq 0$. Suppose that $f$ can be computed by a DeMorgan formula $G=G(x, \bar{x})$ of size $s$ and negation width $w$. Our goal is to show that then $f$ can be computed by a DeMorgan formula of negation width at most $w$ and depth at most $3 \cdot \log s$.

Replace all negated input variables $\bar{x}_{i}$ in $G$ by new variables $y_{i}$, and consider the monotone formula $F=G(x, y)$. Since the formula $G$ has negation width $w$, we know that the monotone formula $F$ has the following property:
(a) for every prime implicant $p=\bigwedge_{i \in S} x_{i}$ of $f$ there is a term $p \cdot r \in T(F)$ with $r=\bigwedge_{j \in T} y_{j}$, $T \cap S=\emptyset$ and $|T| \leq w$.

Apply Lemma 5.1 to the formula $F(x, y)$. This gives us a monotone formula $F^{\prime}(x, y)$ of depth at most $3 \log s$ whose set $T\left(F^{\prime}\right)$ of produced terms contains all terms produced by the formula $F$. This latter property implies that the (balanced) formula $F^{\prime}$ also has property (a). So, if we replace back in $F^{\prime}(x, y)$ the input variables $y_{i}$ by negated variables $\bar{x}_{i}$, the obtained (also balanced) DeMorgan formula $F^{\prime \prime}(x, \bar{x})$ computes our function $f$ and has negation width $w$, as desired.

## 6 Explicit lower bounds

For a monotone Boolean function $f\left(x_{1}, \ldots, x_{n}\right), \mathrm{C}_{w}(f)$ will denote the minimum size of a DeMorgan circuit of negation width $w$ computing $f$, while $\mathrm{C}_{+}(f)$ will denote the minimum size of a monotone circuit computing $f$. In the case of DeMorgan formulas, these measures are denoted by $\mathrm{L}_{w}(f)$ and $\mathrm{L}_{+}(f)$; in this case, the size of a formula is the number of leaves of the underlying tree. Let also $\mathrm{D}_{w}(f)$ denote the minimum depth of a DeMorgan circuit of negation width $w$ computing $f$, and let $\mathrm{D}_{+}(f)$ denote the minimum depth of a monotone circuit computing $f$.

Theorem 1.6 directly yields the following lower bounds on the size and depth of DeMorgan circuits of bounded negation width. Let $f\left(x_{1}, \ldots, x_{n}\right)$ be a monotone Boolean function with $M$ prime implicants, each of length at most $m$. Then for any $w \geq 0$, we have

$$
\begin{equation*}
\mathrm{C}_{w}(f) \geq \frac{\mathrm{C}_{+}(f)}{K}-1, \quad \mathrm{~L}_{w}(f) \geq \frac{\mathrm{L}_{+}(f)}{K}-1 \quad \text { and } \quad \mathrm{D}_{w}(f) \geq \mathrm{D}_{+}(f)-\log K \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
K=8 \cdot \min \left\{m^{w}, w^{m}\right\} \cdot \log M \tag{5}
\end{equation*}
$$

The $k$-clique function $\operatorname{CLIQUE}(n, k)$ has $\binom{n}{2}$ variables, one for each edge of the complete graph $K_{n}$ on $[n]=\{1, \ldots, n\}$. Every assignment of Boolean values to these variables specifies a subgraph of $K_{n}$, and the function accepts the assignment if and only if the specified graph contains a complete graph on $k$ or more vertices; note that we do not require $k$ to be an integer.

- Corollary 6.1 (Small cliques). There are absolute constants $c_{1}, c_{2}>0$ such that, if $f=$ $\operatorname{CLIQUE}(n, 3)$, and $w \leq n^{\epsilon}$ for $\epsilon>0$, then

$$
c_{1} n^{3-4 \epsilon} \leq \mathrm{C}_{w}(f) \leq c_{2} n^{3-\epsilon / 4}
$$

Proof. Here we only show the lower bound; the proof of the upper bound $\mathrm{C}_{w}(f)=O\left(n^{3-\epsilon / 4}\right)$ is given in Appendix A. 2 (see Claim A.4). As shown by Alon and Boppana [1, Lemma 3.14], $\mathrm{C}_{+}(f)=\Omega\left(n^{3} / \log ^{3} n\right)$ holds. Since $f$ has $M=\binom{n}{3} \leq n^{3}$ prime implicants, each of length $m=3$, the parameter $K$ in Equation (5) is at most a constant times $w^{m} \cdot \log M \leq 3 n^{3 \epsilon} \log n$, and Equation (4) yields the desired lower bound $\mathrm{C}_{w}(f) \geq \mathrm{C}_{+}(f) / K-1=\Omega\left(n^{3-4 \epsilon}\right)$.

Amano and Maruoka [2, Theorem 4.2] proved that, for any $3 \leq k \leq n^{2 / 3}$, DeMorgan circuits of negation width $w=o(\sqrt{k})$ computing $f=\operatorname{CLIQUE}(n, k)$ require $2^{\Omega(\sqrt{k})}$ gates. (In their definition of the negation width [2, Definition 4.1], they use different terminology, but it is not difficult to see that their measure coincides with that given in our Definition 1.2.) Note, however, that here the allowed negation width $w=o(\sqrt{k})$ is much smaller than the clique size $k$. When combined with the lower bound of Alon and Boppana [1] for cliques of moderate (logarithmic) size, Equation (4) directly yields super-polynomial lower bounds also when the allowed negation width is much larger, even exponential, in the cliques size.

- Corollary 6.2 (Moderate cliques). Let $f=\operatorname{CLIQUE}(n, k)$ with $k=\log ^{1 / 3} n$. Then $\mathrm{C}_{w}(f)=$ $n^{\Omega(k)}$ holds for $w=2^{k}$.

Proof. It is shown in [1, Theorem 3.16] that $\mathrm{C}_{+}(f) \geq n^{k} /\left(8 k^{2} \mathrm{e}^{k} \log n\right)^{k}$ holds for any $3 \leq k \leq \frac{1}{4} \log n$. In particular, for $k=\log ^{1 / 3} n$, we have $\mathrm{C}_{+}(f)=n^{\Omega(k)}$. On the other hand, since $f$ has $|P I(f)|=\binom{n}{k} \leq n^{k}$ prime implicants, each of length $m=\binom{k}{2} \leq k^{2}$, the parameter $K$ in Equation (5) is at most a constant times $w^{m} \cdot \log M \leq 2^{k^{3}} k \log n \leq n \log ^{2} n$, and Equation (4) yields $\mathrm{C}_{w}(f) \geq \mathrm{C}_{+}(f) / K-1=n^{\Omega(k)}$.

- Corollary 6.3 (Large cliques). Let $f=\operatorname{CLIQUE}(n, n / 2)$. If $w \leq \epsilon n / \log n$ for a sufficiently small constant $\epsilon>0$, then $\mathrm{D}_{w}(f)=\Omega(n)$.

Proof. Raz and Wigderson [22, Corollary 4.1] have proved that $\mathrm{D}_{+}(f)=\Omega(n)$. Since $f$ has $M=\binom{n}{n / 2} \leq 2^{n}$ prime implicants, each of length $m=\binom{n / 2}{2} \leq n^{2}$, the logarithm of the parameter $K$ in Equation (5) is at most a constant times $w \log m+\log \log M=O(w \log n)$. Equation (4) yields $\mathrm{D}_{w}(f) \geq \mathrm{D}_{+}(f)-\log K=\mathrm{D}_{+}(f)-O(w \log n)=\Omega(n)$, as desired.

- Corollary 6.4. If $f=\operatorname{CLIQUE}(n, n / 2)$, then $\mathrm{L}_{w}(f)=2^{\Omega(n)}$ holds for DeMorgan formulas of negation width $w=o(n / \log n)$.

Proof. The desired lower bound follows directly from Corollary 6.3 and our refinement of Spira's depth-reduction given in Theorem 1.9.

- Corollary 6.5 (Tardos' function). There is a monotone Boolean function $T_{n}$ of $n$ variables such that $T_{n}$ can be computed by a DeMorgan circuit of polynomial in $n$ size, but $\mathrm{C}_{w}\left(T_{n}\right)=$ $2^{\Omega\left(n^{1 / 7}\right)}$ holds when the allowed negation width is $w \leq n^{1 / 7}$.

Proof. Tardos [29] observed that an efficient algorithm for computing the Lovász theta function, designed by Grötschel, Lovász and Schrijver [8], gives us a monotone Boolean function $T_{n}$ of $n=\binom{v}{2}$ variables which is computable by DeMorgan circuits of polynomial in $n$ size, and shares common properties with Clique functions sufficient for Alon and Boppana [1] to yield a lower bound $\mathrm{C}_{+}\left(T_{n}\right)=2^{\Omega(v / \log v)^{1 / 3}}=2^{\Omega(n / \log n)^{1 / 6}}$. On the other hand, the parameter $K$ in Equation (5) is exponential in at most a constant times $w \log n \leq$ $n^{1 / 7} \log n \ll(n / \log n)^{1 / 6}$. So, Equation (4) immediately yields the claimed lower bound $\mathrm{C}_{w}\left(T_{n}\right) \geq \mathrm{C}_{+}\left(T_{n}\right) / K-1=2^{\Omega\left(n^{1 / 7}\right)}$ for circuits of negation width $w=n^{1 / 7}$.

Remark 6.6. Note that the total number $N$ of variables in each clique function $\operatorname{CLIQUE}(n, k)$ is $N=\binom{n}{2}=\Theta\left(n^{2}\right)$. The highest known lower bound on the monotone circuit complexity of an explicit Boolean function of $N$ variables was proved by Harnik and Raz [10], and is exponential in $(N / \log N)^{1 / 3}$ Recently, Pitassi and Robere [19] gave an explicit monotone Boolean function $f$ of $N$ variables such that $\mathrm{D}_{+}(f)=\Omega(N)$. The lower bound in Equation (4) implies that any (non-monotone) DeMorgan circuit of negation width $w=\epsilon N$ for a sufficiently small constant $\epsilon>0$ must have linear depth $\Omega(N)$. Together with Theorem 1.9, this result implies a truly exponential lower bound $\mathrm{L}_{w}(f)=2^{\Omega(N)}$ on the size of DeMorgan formulas of negation width $w=\epsilon N$. Note that the ultimate goal is to prove lower bounds for DeMorgan circuits of negation width $w=N$ (or only $w=N-m$, where $m$ is the minimum length of a prime implicant): these bounds then would hold for unrestricted circuits.

Finally, let us give an application of our Theorem 1.8 concerning DeMorgan circuits of bounded average negation width. As we already mentioned in Section 1.3, in order to apply this theorem, we need lower bounds on the size of monotone circuits that only approximate a given monotone Boolean function (see Definition 1.7).

Fortunately, known lower bound arguments for monotone circuits (see, for example, [13, Chapter 9] and the literature cited herein) work also when the monotone circuits are only required to produce a large enough subset of prime implicants (not necessarily all prime implicants). Just to give an example, let us show the following simple consequence of $[12$, Theorem 3.4].

- Lemma 6.7. Let $3 \leq k \leq \sqrt{n}$, and let $f$ be a monotone Boolean function which rejects all graphs of chromatic number at most $k-1$, and accepts a $1 / K$-fraction of all $k$-cliques. Then $\mathrm{C}_{+}(f) \geq 2^{\Omega(\sqrt{k})} / K$.

Proof. Every $q$-coloring $h:[n] \rightarrow[q]$ of the vertices of $K_{n}$ defines the graph $G_{h}$ whose edges are pairs of vertices receiving the same color. Note that the chromatic number of the complement of every $G_{h}$ does not exceed $q$; so, for $q:=k-1$, the complements of graphs $G_{h}$ must be rejected by $f$. An $s$-forest is a forest with $s$ edges.

As shown in [12, Theorem 3.4], if $f$ can be computed by a monotone circuit of size $t$, then for any integer parameters $1 \leq r, s \leq n-1$ there exist a family of $t \cdot(2 s)^{2 r} r$-cliques, a family of $t \cdot(2 r)^{2 s} s$-forests, and a set $E$ of $r^{2}$ edges such that at least one of the following two assertions holds:
(1) every $k$-clique accepted by $f$ contains at least one of the given $r$-cliques;
(2) for every $q$-coloring $h$, the graph $G_{h}$ either intersects $E$ or contains at least one of the given $s$-forests.

Every $r$-clique is contained in exactly $\binom{n-r}{k-r} k$-cliques. So, under the first alternative (1), the size $t$ of the circuit must be at least $\binom{n}{k} / K$ divided by $(2 s)^{2 r}\binom{n-r}{k-r}$, which is at least $\left(n / 4 k s^{2}\right)^{r} / K$. On the other hand, out of all $q^{n}$ possible $q$-colorings $h$ of the vertices of $K_{n}$, at most $q^{n-l}$ of the graphs $G_{h}$ can contain a fixed forest with $l$ edges. This is directly shown in the proof of Theorem 3.4 in [12], but also follows from the fact that random $q$-coloring colors two vertices by the same color with probability $1 / q$, and these events are independent for edges in a forest. So, under the second alternative (2), the size $t$ of the circuit must be at least $q^{n}-r^{2} \cdot q^{n-1}=q^{n}\left(1-r^{2} / q\right)$ divided by $(2 r)^{2 s} q^{n-s}$ which, for any $r \leq \sqrt{q / 2}$, is at least $\frac{1}{2}\left(k / 4 r^{2}\right)^{s}$.

By taking the parameters $r:=\lfloor\sqrt{k / 16}\lfloor$ and $s:=\lfloor\sqrt{n / 8 k}\rfloor$, the first alternative yields a lower bound $t \geq 2^{r} / K$, while the second one yields $t \geq \frac{1}{2} 4^{s} \geq 2^{s}$. Since our assumption $k \leq \sqrt{n}$ yields $s \geq r$, the desired lower bound $t \geq 2^{r} / K \geq 2^{\Omega(\sqrt{k})} / K$ follows.

- Corollary 6.8. Let $f=\operatorname{CLIQUE}(n, k)$ for $k \leq \sqrt{n}$. Then every DeMorgan circuit of average negation width $w=o(\sqrt{k} / \log k)$ computing $f$ must have $2^{\Omega(\sqrt{k})}$ gates.

Proof. Lemma 6.7 implies that, for every $K \geq 1$, every monotone circuit $K$-approximating $f$ requires at least $t=2^{\Omega(\sqrt{k})} / K$ gates. The length of prime implicants of $f$ is $m=\binom{k}{2}$. So, by taking $K:=8 m^{2 w}=2^{o(\sqrt{k})}$, Theorem 1.8 yields the desired lower bound on the size $t$ of any DeMorgan circuit of average negation width $w$ computing $f$.

The aforementioned result [12, Theorem 3.4] holds also for monotone circuits with unbounded fanin AND and OR gates. The reduction lemma (Lemma 3.1) also holds for DeMorgan circuits with unbounded fanin AND and OR gates. So, Corollary 6.8 holds for DeMorgan circuits with unbounded fanin gates.

## 7 Final remarks

The measure of the orientation weight of a circuit over $\{\vee, \wedge, \neg\}$, considered by Koroth and Sarma [16], is the minimum number $w$ such that, for every gate $u$, the function $f_{u}$ computed at $u$ is monotone in at least $n-w$ variables. In circuits of nonzero orientation $w$, negations are allowed to be applied to inner gates (not only to input variables). On the other hand, the (functional) use of such NOT gates is severely restricted: the function computed at each NOT gate in such a circuit cannot depend on more than $2 w$ variables.

To see this, let $g=\neg h$ be the function computed at some NOT gate, and $h$ the function computed at its input. Let $X$ be the set of variables on which $g$ depends. We know that neither $g$ nor $h$ can be non-monotone in more than $w$ variables. If $g$ is monotone in a variable $x_{i} \in X$, then $h$ is non-monotone in $x_{i}$. So, $g$ cannot be monotone in more than $w$ variables of $X$. Since, due to the orientation width restriction, the function $g$ itself cannot be non-monotone in more than $w$ variables, the desired upper bound $|X| \leq 2 w$ follows.

Our relaxation (the negation width, see Definition 1.2) is of a more "syntactic" nature than that of the orientation weight in Koroth and Sarma [16], but is also of a similar spirit. Instead of requiring that the produced extensions of prime implicants can only use negated variables from one fixed subset of $\leq w$ negated variables (as in [21, 9]), we now allow the extensions to use different subsets of $\leq w$ negated variables for different prime implicants. But, in contrast to [16], we have no restrictions on functions computed at intermediate gates: only terms produced at the end do matter. And only nonzero terms do matter: produced zero terms do not contribute to the negation width at all. The question of how (if at all) the orientation width of DeMorgan circuits is related to their negation width remains open.

Finally, let us note that our reduction to monotone circuits works also for switching-andrectifier networks. Recall that such a network (known also as a nondeterministic branching program) is a directed acyclic graph with one distinguished source node $s$ of zero indegree, and one distinguished target node $t$ of zero outdegree. Every edge is either labeled by a literal or is unlabeled. Every $s$ - $t$ path defines a (not necessarily nonzero) term: just take the AND of all labels of edges along this path. So, the set of terms produced by the network is now just the set of terms defined by the $s$ - $t$ paths. The function $f$ computed by the network is the OR of terms defined by all $s$ - $t$ paths. A network is monotone if it has no negated variables as labels. In a switching network (or contact scheme) the underlying graph is undirected.

The negation width of the network can be analogously defined as the minimal number $w$ such that for every prime implicant $p$ of $f$ there is an $s$ - $t$ path defining an extension of $p$ by at most $w$ negated variables. This means that for every input $a \in f^{-1}(1)$ with a minimal number of 1 s , there must be an $s$ - $t$ path along which all 1-positions and at most $w$ 0 -positions of $a$ are tested. It is easy to see that the reduction lemma (Lemma 3.1) can be immediately adapted (by just replacing the term "sub-circuit" by "sub-network") to hold also for switching networks as well as for switching-and-rectifier networks with the same blow-up parameter $K$.

Potechin [20] has proved an interesting tradeoff between monotone switching networks and monotone switching-and-rectifier networks computing the $s$ - $t$ connectivity function $\operatorname{STCON}(n)$ on directed $n$-vertex graphs: every monotone switching network computing this function must have at least $n^{\Omega(\log n)}$ nodes. On the other hand, although this was not mentioned in [20], the well-known dynamic programming algorithm of Bellman and Ford gives a monotone switching-and-rectifier network for $\operatorname{STCON}(n)$ with only $O\left(n^{2}\right)$ nodes and $O\left(n^{3}\right)$ edges. Lemma 3.1 (adapted to switching networks) extends Potechin's lower bound to non-monotone switching networks of negation width $w=o(\log n)$ : the blow-up parameter $K$ is in this case at most $n^{o(\log n)}$.
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## A Motivating examples

We want explicit examples of monotone Boolean functions $f(X)$ of $|X|=n$ variables such that $f$ requires large monotone circuits, but has small circuits when a moderate negation width $w=n^{\epsilon}$ for an arbitrarily small constant $\epsilon>0$ is allowed. Such functions can be constructed using the following two simple observations: (1) negation width is always at most the total number of input variables, and (2) OR gates cannot increase the negation width.

## A. 1 Super-polynomial gaps

- Example A. 1 (Logical permanent). The logical permanent function $\mathrm{Per}_{m}$ is a monotone Boolean function of $m^{2}$ variables which takes a Boolean $m \times m$ matrix $Y$ as input, and outputs 1 if and only if $Y$ contains $m$ 1-entries no two of which lie in the same row or the same column. Let $0<\epsilon<1 / 2$ be an arbitrarily small constant, and assume for simplicity that both $m=n^{\epsilon}$ and $r=n^{1-\epsilon}$ are integers. Consider the monotone Boolean function $f(X)$ whose variables are arranged into an $n \times n$ matrix $X$. Split $X$ into $r^{2}$ disjoint $m \times m$ submatrices. The function $f$ accepts $X$ if and only if $\operatorname{Per}_{m}(Y)=1$ holds for at least one of these submatrices $Y$. The monotone circuit complexity of $f$ is at least the monotone circuit complexity of $\operatorname{Per}_{m}$ which, as shown by Razborov [24], is $m^{\Omega(\log m)}=n^{\Omega(\log n)}$.

On the other hand, it is well known that $\mathrm{Per}_{m}$ can be computed by a DeMorgan circuit of size polynomial in $m$; see, for example, Hopcroft and Karp [11]. The negation width of such a circuit is clearly at most the number $m^{2}$ of its input variables. So, since at OR gates the negation width is not increased, we obtain a DeMorgan circuit for $f$ of size $r^{2} \cdot m^{O(1)}=n^{O(1)}$ and negation width $w \leq m^{2}=n^{2 \epsilon}$.

- Example A. 2 (Tardos' function). Let $0<\epsilon<1$ be an arbitrarily small constant, and assume for simplicity that both $m=n^{\epsilon}$ and $r=n^{1-\epsilon}$ are integers. As we already mentioned in the proof of Corollary 6.5, Tardos [29] exhibited a monotone Boolean function $T_{m}$ of $m=\binom{v}{2}$ variables which can be computed by a DeMorgan circuit of polynomial in $m$ size, but the monotone circuit complexity of $T_{m}$ is exponential in $(v / \log v)^{1 / 3}=m^{\Omega(1)}$. Let $f_{n}$ be a monotone Boolean function of $n=r \cdot m$ variables defined as the OR of $r$ copies of $T_{m}$ on disjoint $m$-element sets of variables. Then the monotone circuit complexity of $f_{n}$ is also exponential in $m^{\Omega(1)}=n^{\Omega(1)}$, but the function $f_{n}$ can be computed by a DeMorgan circuit of size $r \cdot n^{O(1)}=n^{O(1)}$ if the negation width $w=m\left(=n^{\epsilon}\right)$ is allowed.

These two examples show that the size of monotone circuits (DeMorgan circuits of negation width $w=0$ ) can be substantially (even super-polynomially) reduced by allowing moderate negation width $w=n^{\epsilon}$. Our next two examples (of the triangle function and threshold functions) show that non-trivial savings are also possible for monotone Boolean functions that have small (polynomial) monotone circuits.

## A. 2 The triangle function

Our goal is to show that for every constant $\epsilon>0$, the triangle function CLIQUE $(n, 3)$ can be computed by a DeMorgan circuit of negation width $w=n^{\epsilon}$ using a sub-cubic number $O\left(n^{3-\epsilon / 4}\right)$ of gates. The multi-output "cousin" of the triangle function is the Boolean matrix multiplication operator $\operatorname{BMM}(n):\{0,1\}^{2 n^{2}} \rightarrow\{0,1\}^{n^{2}}$. This operator takes two $n \times n$ Boolean matrices $X=\left(x_{i, j}\right)$ and $Y=\left(y_{i, j}\right)$ as inputs, and computes $n^{2}$ monotone Boolean functions $f_{i, j}=\bigvee_{k=1}^{n} x_{i, k} y_{k, j}$. Note that now, instead of just one output gate, every circuit computing $\operatorname{BMM}(n)$ has $n^{2}$ output gates. The negation width of such a (multi-output) circuit is just the maximum negation width of its sub-circuits computing the functions $f_{i, j}$.

Fast algebraic algorithms for arithmetic matrix multiplication [28, 7, 32] yield circuits over $\{\vee, \wedge, \neg\}$ for the $n \times n$ Boolean matrix product with $O\left(n^{\omega}\right)$ gates, where $\omega$ is the so-called matrix multiplication exponent; after the Strassen [28] breakthrough algorithm showed that $\omega<2.807$, this exponent was pushed down by Vassilevska Williams [32] and Le Gall [7] to $\omega<2.373$. This can be used to show that the circuit complexity of $\operatorname{BMM}(n)$ remains sub-cubic also when the negation width of circuits is lowered from the trivial $w=2 n$ (unrestricted circuits) to $w=n^{\epsilon}$ for an arbitrarily small constant $\epsilon>0$.
$\triangleright$ Claim A.3. For every $0<\epsilon \leq 1$, the operator $\operatorname{BMM}(n)$ can be computed by a DeMorgan circuit of negation width $w=n^{2 \epsilon}$ and size $O\left(n^{3-\epsilon / 2}\right)$.

Proof. We will use essentially the same argument as was used in [17, Proposition 12] to show an upper bound $O\left(n^{3-c}\right)$ for an unspecified constant $c=c_{\epsilon}>0$.

Set $m:=\frac{1}{2} n^{\epsilon}$, and assume (for the sake of simplicity) that both $m$ and $r:=n / m$ are integers. Partition each of the given $n \times n$ matrices $X$ and $Y$ into $r^{2}$ disjoint $m \times m$ submatrices. The product of each pair of such submatrices can be computed by a DeMorgan circuit of size $O\left(m^{\omega}\right)$; the negation width of each of these circuits is trivially at most $2 m^{2}=n^{2 \epsilon}$. So, it is enough to compute $r^{3}$ products of $m \times m$ submatrices, and to use additional $r n^{2}$ OR gates to compute all $n^{2}$ entries of the product matrix $X \cdot Y$. Since the negation width can only increase at AND gates, the negation width of the resulting circuit remains the same, that is, remains at most $w=n^{2 \epsilon}$. Since $r=n / m$ with $m=\frac{1}{2} n^{\epsilon}$, and since $3-\omega \geq 1 / 2$, the size of the resulting circuit is at most a constant times $r^{3} m^{\omega}+r n^{2}=n^{3} / m^{3-\omega}+n^{3} / m \leq 2 n^{3} / \sqrt{m} \leq 3 n^{3-\epsilon / 2}$, as desired.
$\triangleright$ Claim A.4. For every $0<\epsilon \leq 1$, the triangle function $f=\operatorname{CLIQUE}(n, 3)$ can be computed by a DeMorgan circuit of negation width $w=n^{2 \epsilon}$ and size $O\left(n^{3-\epsilon / 2}\right)$.

Proof. By Claim A.3, all $n^{2}$ entries $Y=\left(y_{i, j}\right)$ of the Boolean matrix product $Y=X \cdot X$ of the adjacency $n \times n$ matrix of a given graph $G$ can be simultaneously computed by a DeMorgan circuit of negation width $w=n^{2 \epsilon}$ and size $O\left(n^{3-\epsilon / 2}\right)$. So, the function $f=\bigvee_{i<j} y_{i, j} \wedge x_{i, j}$ can be computed by taking a componentwise AND of $Y$ and $X$, and computing the OR of all entries of the resulting matrix.

## A. 3 Threshold functions

Recall that the threshold- $k$ function $\mathrm{Th}_{k}^{n}$ accepts a Boolean input of length $n$ if and only if it contains at least $k$ ones. The smallest known monotone circuits for $\operatorname{Th}_{k}^{n}$ have size of order $n \log k$ (see, for example, [15]). On the other hand, we will now show that $\mathrm{Th}_{k}^{n}$ can be computed by a DeMorgan circuit of linear size $O(n)$ if negation width $w=k^{3}$ is allowed.
$\triangleright$ Claim A.5. If $w=k^{3}$, then $\mathrm{C}_{w}\left(\operatorname{Th}_{k}^{n}\right)=O(n)$.
Proof. For the sake of simplicity of argumentation, assume that the number of variables $n$ is divisible by the parameter $s \geq k$ (to be chosen latter). Divide the sequence $X$ of $|X|=n$ Boolean variables into $m:=n / s$ consecutive segments $X_{1}, \ldots, X_{m}$ of length $s$, and let $Q_{l}^{j}=\operatorname{Th}_{l}^{s}\left(X_{j}\right)$ be the threshold-l function on the $s$ variables in the $j$ th segment.

It is well known (see, for example, [31, Sect. 3.4]) that all functions $\operatorname{Th}_{1}^{n}, \operatorname{Th}_{2}^{n}, \ldots, \mathrm{Th}_{n}^{n}$ can be simultaneously computed by a (non-monotone) DeMorgan circuit of size $O(n)$. So, for every $j=1, \ldots, m$, all the functions $Q_{0}^{j}, Q_{1}^{j}, \ldots, Q_{k}^{j}$ can be simultaneously computed by a DeMorgan circuit of size $O(s)$. It follows that all functions $Q_{l}^{j}$ for $j=1, \ldots, m$ and $l=1, \ldots, k$ can be simultaneously computed by a DeMorgan circuit of size at most a constant
times $s \cdot(n / s)=n$. We now use a simple dynamic program to compute all the Boolean functions $P_{l}^{j}$ such that $P_{l}^{j}=1$ if and only if there are at least $l$ ones in the first $j$ segments.

As basis functions we take $P_{0}^{j}=Q_{0}^{j}=1$ (constant 1 functions) for all $j=1, \ldots, m$, $P_{l}^{1}=Q_{l}^{1}$ for all $l=1, \ldots, k$, and construct a DeMorgan circuit $C$ using the recurrences

$$
\begin{equation*}
P_{l}^{j}=\bigvee_{r=0}^{l} P_{l-r}^{j-1} \wedge Q_{r}^{j} \tag{6}
\end{equation*}
$$

It is easy to see that the whole input sequence contains at least $k$ ones iff $P_{k}^{m}=1$. For the $j$ th segment, we account $O\left(k^{2}\right)$ additional gates implementing the recurrences for $P_{l}^{j}$. Hence, the size of the DeMorgan circuit $C$ computing $P_{k}^{m}$ is at most a constant times $m k^{2}=(n / s) k^{2}$.

To upper-bound the negation width of the resulting circuit, just expand the recursion (6). We then see that $P_{k}^{m}$ is computed as the OR of ANDs $Q_{r_{1}}^{1}\left(X_{1}\right) \wedge Q_{r_{2}}^{2}\left(X_{2}\right) \wedge \cdots \wedge Q_{r_{m}}^{m}\left(X_{m}\right)$ over all sequences $r_{1}, \ldots, r_{m}$ of nonnegative integers satisfying $r_{1}+\cdots+r_{m}=k$; recall that $Q_{0}^{j}=1$ for all $j$. Since at most $k$ of the $r_{j}$ s in each such sequence can be nonzero, at most $k$ of the functions $Q_{r_{j}}^{j}$ can be not constant 1 functions. So, every term produced by the circuit $C$ is of the form $q=\bigwedge_{j \in J} q_{j}$ for some subset $J \subseteq[m]$ of size $|J| \leq k$, where each $q_{j}$ is a (not necessarily nonzero) term containing variables or their negations only from the $j$ th segment $X_{j}$. So, if $q$ is a nonzero term, then it can have at most $\sum_{j \in J}\left|X_{j}\right| \leq k s$ distinct literals and, hence also at most $k s$ distinct negated variables. In particular, this means that all nonzero terms produced by the circuit $C$ including the extensions of prime implicants of the computed by $C$ function $P_{k}^{m}$, have at most $k s$ distinct negated variables.

So, the constructed circuit $C$ for the threshold- $k$ function $\mathrm{Th}_{k}^{n}$ has negation width $w \leq k s$ and size of order $(n / s) k^{2}$. It remains to take the segment-length $s=k^{2}$. This gives us a circuit of linear size $O(n)$ and negation width at most $k^{3}$, as desired.
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#### Abstract

Depth first search (DFS) tree is a fundamental data structure for solving various graph problems. The classical algorithm for building a DFS tree requires $O(m+n)$ time for a given undirected graph $G$ having $n$ vertices and $m$ edges. In the streaming model, an algorithm is allowed several passes (preferably single) over the input graph having a restriction on the size of local space used.

Now, a DFS tree of a graph can be trivially computed using a single pass if $O(m)$ space is allowed. In the semi-streaming model allowing $O(n)$ space, it can be computed in $O(n)$ passes over the input stream, where each pass adds one vertex to the DFS tree. However, it remains an open problem to compute a DFS tree using $o(n)$ passes using $o(m)$ space even in any relaxed streaming environment.

We present the first semi-streaming algorithms that compute a DFS tree of an undirected graph in $o(n)$ passes using $o(m)$ space. We first describe an extremely simple algorithm that requires at most $\lceil n / k\rceil$ passes to compute a DFS tree using $O(n k)$ space, where $k$ is any positive integer. For example using $k=\sqrt{n}$, we can compute a DFS tree in $\sqrt{n}$ passes using $O(n \sqrt{n})$ space. We then improve this algorithm by using more involved techniques to reduce the number of passes to $\lceil h / k\rceil$ under similar space constraints, where $h$ is the height of the computed DFS tree. In particular, this algorithm improves the bounds for the case where the computed DFS tree is shallow (having o(n) height). Moreover, this algorithm is presented in form of a framework that allows the flexibility of using any algorithm to maintain a DFS tree of a stored sparser subgraph as a black box, which may be of an independent interest. Both these algorithms essentially demonstrate the existence of a trade-off between the space and number of passes required for computing a DFS tree. Furthermore, we evaluate these algorithms experimentally which reveals their exceptional performance in practice. For both random and real graphs, they require merely a few passes even when allowed just $O(n)$ space.
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## 1 Introduction

Depth first search (DFS) is a well known graph traversal technique. Right from the seminal work of Tarjan [35], DFS traversal has played an important role in the design of efficient algorithms for many fundamental graph problems, namely, bi-connected components, strongly connected components, topological sorting [38], dominators in directed graph [36], etc. Even
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in undirected graphs, DFS traversal have various applications including computing connected components, cycle detection, edge and vertex connectivity [13] (via articulation points and bridges), bipartite matching [23], planarity testing [24] etc. In this paper, we address the problem of computing a DFS tree in the semi-streaming environment.

The streaming model $[2,17,19]$ is a popular model for computation on large data sets wherein a lot of algorithms have been developed [18, 22, 19, 25] to address significant problems in this model. The model requires the entire input data to be accessed as a stream, typically in a single pass over the input, allowing very small amount of storage (poly $\log$ in input size). A streaming algorithm must judiciously choose the data to be saved in the small space, so that the computation can be completed successfully. In the context of graph problems, this model is adopted in the following fashion. For a given graph $G=(V, E)$ having $n$ vertices, an input stream sends the graph edges in $E$ using an arbitrary order only once, and the allowed size of local storage is $O($ poly $\log n)$. The algorithm iteratively asks for the next edge and performs some computation. After the stream is over, the final computation is performed and the result is reported. At no time during the entire process should the total size of stored data exceed $O($ poly $\log n)$.

In general only statistical properties of the graph are computable under this model, making it impractical for use in more complicated graph problems [15, 20]. A prominent exception for the above claim is the problem of counting triangles (3-cycles) in a graph [5]. Consequently, several relaxed models have been proposed with a goal to solve more complex graph problems. One such model is called semi-streaming model $[32,16]$ which relaxes the storage size to $O(n$ poly $\log n)$. Several significant problems have been studied under this model (surveys in [33, 41, 31]). Moreover, even though it is preferred to allow only a single pass over the input stream, several hardness results [22, 10, 16, 9, 21] have reported the limitations of using a single pass (or even $O(1)$ passes). This has led to the development of various multi-pass algorithms $[16,15,30,1,27,26]$ in this model. Further, several streaming algorithms maintaining approximate distances $[15,6,11]$ are also known to require $O\left(n^{1+\epsilon}\right)$ space (for some constant $\epsilon>0$ ) relaxing the requirement of $O(n$ poly $\log n)$ space.

Now, a DFS tree of a graph can be computed in a single pass if $O(m)$ space is allowed. If the space is restricted to $O(n)$, it can be trivially computed using $O(n)$ passes over the input stream, where each pass adds one vertex to the tree. This can also be easily improved to $O(h)$ passes, where $h$ is the height of the computed DFS tree. Despite most applications of DFS trees in undirected graphs being efficiently solved in the semi-streaming environment $[40,16,15,3,4,14,29]$, due to its fundamental nature DFS is considered a long standing open problem [14, 33, 34] even for undirected graphs. Moreover, computing a DFS tree in $O(p o l y \log n)$ passes is considered hard [14]. To the best of our knowledge, it remains an open problem to compute a DFS tree using $o(n)$ passes even in any relaxed streaming environment.

In our results, we borrow some key ideas from recent sequential algorithms [8, 7] for maintaining dynamic DFS of undirected graphs. Recently, similar ideas were also used by Khan [28] who presented a semi-streaming algorithm that uses using $O(n)$ space for maintaining dynamic DFS of an undirected graph, requiring $O\left(\log ^{2} n\right)$ passes per update.

### 1.1 Our Results

We present the first semi-streaming algorithms to compute a DFS tree on an undirected graph in $o(n)$ passes. Our first result can be described using the following theorem.

- Theorem 1. Given an undirected graph $G=(V, E)$, the DFS tree of the graph can be computed by a semi-streaming algorithm in at most $n / k$ passes using $O(n k)$ space, requiring $O(m \alpha(m, n))$ time per pass.

As described earlier, a simple algorithm can compute the DFS tree in $O(h)$ passes, where $h$ is the height of the DFS tree. Thus, for the graphs having a DFS tree with height $h=o(n)$ (see full paper for details), we improve our result for such graphs in the following theorem.

- Theorem 2. Given an undirected graph $G$, a DFS tree of $G$ can be computed by a semistreaming algorithm using $\lceil h / k\rceil$ passes using $O(n k)$ space requiring amortized $O(m+n k)$ time per pass for any integer $k \leq h$, where $h$ is the height of the computed DFS tree. ${ }^{1}$

Since typically the space allowed in the semi-streaming model is $O(n$ poly $\log n)$, the improvement in upper bounds of the problem by our results is considerably small (upto poly $\log n$ factors). Recently, Elkin [12] presented the first $o(n)$ pass algorithm for computing Shortest Paths Trees. Using $O(n k)$ local space, it computes the shortest path tree from a given source in $O(n / k)$ passes for unweighted graphs, and in $O(n \log n / k)$ passes for weighted graphs. The significance of such results, despite improving the upper bounds by only small factors, is substantial because they address fundamental problems. The lack of any progress for such fundamental problems despite several decades of research on streaming algorithms further highlights the significance of such results. Moreover, allowing $O\left(n^{1+\epsilon}\right)$ space (as in $[15,6,11]$ ) such results improves the upper bound significantly by $O\left(n^{\epsilon}\right)$ factors. Furthermore, they demonstrate the existence of a trade-off between the space and number of passes required for computing such fundamental structures.

Our final algorithm is presented in form of a framework, which can use any algorithm for maintaining a DFS tree of a stored sparser subgraph, provided that it satisfies the property of monotonic fall. Such a framework allows more flexibility and is hopefully much easier to extend to better algorithms for computing a DFS tree or other problems requiring a computation of DFS tree. Hence we believe our framework would be of independent interest.

We also augment our theoretical analysis with the experimental evaluation of our proposed algorithms. For both random and real graphs, the algorithms require merely a few passes even when the allowed space is just $O(n)$. The exceptional performance and surprising observations of our experiments on random graphs might also be of independent interest.

### 1.2 Overview

We now briefly describe the outline of our paper. In Section 2 we establish the terminology and notations used in the remainder of the paper. In order to present the main ideas behind our approach in a simple and comprehensible manner, we present the algorithm in four stages. Firstly in Section 3, we describe the basic algorithm to build a DFS tree in $n$ passes, which adds a new vertex to the DFS tree in every pass over the input stream. Secondly in Section 3.1, we improve this algorithm to compute a DFS tree in $h$ passes, where $h$ is the height of the final DFS tree. This algorithm essentially computes all the vertices in the next level of the currently built DFS tree simultaneously, building the DFS tree by one level in each pass over the input stream. Thus, in the $i^{t h}$ pass every vertex on the $i^{t h}$ level of the DFS tree is computed. Thirdly in Section 4, we describe an advanced algorithm which uses
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$O(n k)$ space to add a path of length at least $k$ to the DFS tree in every pass over the input stream. Thus, the complete DFS tree can be computed in $\lceil n / k\rceil$ passes. Finally, in Section 5 , we improve the algorithm to simultaneously add all the subtrees constituting the next $k$ levels of the final DFS tree starting from the leaves of the current tree $T$. Thus, $k$ levels are added to the DFS tree in each pass over the input stream, computing the DFS tree in $\lceil h / k\rceil$ passes. As described earlier, our final algorithm is presented in form of a framework which uses as a black box, any algorithm to maintain a DFS tree of a stored sparser subgraph, satisfying certain properties. In the interest of completeness, one such algorithm is described in the full paper. Lastly in Section 6, we present the results of the experimental evaluation of these algorithms. The details of this evaluation are deferred to the full version of the paper.

In our advanced algorithms, we employ two interesting properties of a DFS tree, namely, the components property [7] and the min-height property. These simple properties of any DFS tree prove crucial in building the DFS efficiently in the streaming environment.

## 2 Preliminaries

Let $G=(V, E)$ be an undirected connected graph having $n$ vertices and $m$ edges. The DFS traversal of $G$ starting from any vertex $r \in V$ produces a spanning tree rooted at $r$ called a DFS tree, in $O(m+n)$ time. For any rooted spanning tree of $G$, a non-tree edge of the graph is called a back edge if one of its endpoints is an ancestor of the other in the tree, else it is called a cross edge. A necessary and sufficient condition for any rooted spanning tree to be a DFS tree is that every non-tree edge is a back edge.

In order to handle disconnected graphs, we add a dummy vertex $r$ to the graph and connect it to all vertices. Our algorithm computes a DFS tree rooted at $r$ in this augmented graph, where each child subtree of $r$ is a DFS tree of a connected component in the DFS forest of the original graph. The following notations will be used throughout the paper.

- $T$ : The DFS tree of $G$ incrementally computed by our algorithm.
- $\operatorname{par}(w)$ : Parent of $w$ in $T$.
- $T(x)$ : The subtree of $T$ rooted at vertex $x$.
- $\operatorname{root}\left(T^{\prime}\right):$ Root of a subtree $T^{\prime}$ of $T$, i.e., $\operatorname{root}(T(x))=x$.
- $\operatorname{level}(v): \operatorname{Level}$ of vertex $v$ in $T$, where $\operatorname{level}(\operatorname{root}(T))=0$ and $\operatorname{level}(v)=\operatorname{level}(\operatorname{par}(v))+1$.

In this paper we will discuss algorithms to compute a DFS tree $T$ for the input graph $G$ in the semi-streaming model. In all the cases $T$ will be built iteratively starting from an empty tree. At any time during the algorithm, we shall refer to the vertices that are not a part of the DFS tree $T$ as unvisited and denote them by $V^{\prime}$, i.e., $V^{\prime}=V \backslash T$. Similarly, we refer to the subgraph induced by the unvisited vertices, $G^{\prime}=G\left(V^{\prime}\right)$, as the unvisited graph. Unless stated otherwise, we shall refer to a connected component of the unvisited graph $G^{\prime}$ as simply a component. For any component $C$, the set of edges and vertices in the component will be denoted by $E_{C}$ and $V_{C}$. Further, each component $C$ maintains a spanning tree of the component that shall be referred as $T_{C}$. We refer to a path $p$ in a DFS tree $T$ as an ancestor-descendant path if one of its endpoints is an ancestor of the other in $T$. Since the DFS tree grows downwards from the root, a vertex $u$ is said to be higher than vertex $v$ if level $(u)<\operatorname{level}(v)$. Similarly, among two edges incident on an ancestor-descendant path $p$, an edge $(x, y)$ is higher than edge $(u, v)$ if $y, v \in p$ and level $(y)<\operatorname{level}(v)$.

We shall now describe two invariants such that any algorithm computing DFS tree incrementally satisfying these invariants at every stage of the algorithm, ensures the absence of cross edges in $T$ and hence the correctness of the final DFS tree $T$.

## Invariants:

$$
\begin{aligned}
\mathcal{I}_{1}: & \text { All non-tree edges among vertices in } T \text { are back edges, and } \\
\mathcal{I}_{2}: & \text { For any component } C \text { of the unvisited graph, all the edges from } C \text { to the } \\
& \text { partially built DFS tree } T \text { are incident on a single ancestor-descendant } \\
& \text { path of } T \text {. }
\end{aligned}
$$

We shall also use the components property by Baswana et al. [7], described as follows.


Figure 1 Edges $e_{1}^{\prime}$ and $e_{2}^{\prime}$ can be ignored during the DFS traversal (reproduced from [7]).

- Lemma 3 (Components Property [7]). Consider a partially completed DFS traversal where $T$ is the partially built DFS tree. Let the connected components of $G^{\prime}$ be $C_{1}, . ., C_{k}$. Consider any two edges $e_{i}$ and $e_{i}^{\prime}$ from $C_{i}$ that are incident respectively on a vertex $x_{i}$ and some ancestor (not necessarily proper) $w$ of $x_{i}$ in $T$. Then it is sufficient to consider only $e_{i}$ during the DFS traversal, i.e., the edge $e_{i}^{\prime}$ can be safely ignored.

Ignoring $e_{i}^{\prime}$ during the DFS traversal, as stated in the components property, is justified because $e_{i}^{\prime}$ will appear as a back edge in the resulting DFS tree (refer to Figure 1). For each component $C_{i}$, the edge $e_{i}$ can be found using a single pass over all the graph edges.

## 3 Simple Algorithms

We shall first briefly describe the trivial algorithm to compute a DFS tree of a (directed) graph using $n$ passes. Since we are limited to have only $O(n$ poly $\log n)$ space, we cannot store the adjacency list of the vertices in the graph. Recall that in the standard DFS algorithm [35], after visiting a vertex $v$, we choose any unvisited neighbour of $v$ and visit it. If no neighbour of $v$ is unvisited, the traversal retreats back to the parent of $v$ and look for its unvisited neighbour, and so on.

In the streaming model, we can use the same algorithm. However, we do not store the adjacency list of a vertex. To find the unvisited neighbour of each vertex, we perform a complete pass over the edges in $E$. The algorithm only stores the partially built DFS tree and the status of each vertex (whether it is visited/added to $T$ ). Thus, for each vertex $v$ (except $r$ ) one pass is performed to add $v$ to $T$ and another is performed before retreating to the parent of $v$. Hence, it takes $2(n-1)$ passes to complete the algorithm since $T$ is initialized with the root $r$. Since, this procedure essentially simulates the standard DFS algorithm [35], it clearly satisfies the invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$.

This procedure can be easily transformed to require only $n-1$ passes by avoiding an extra pass for retreating from each vertex $v$. In each pass we find an edge $e$ (from the stream) from the unvisited vertices, $V^{\prime}$, to the lowest vertex on the ancestor-descendant path connecting $r$ and $v$, i.e., closest to $v$. Hence $e$ would be an edge from the lowest (maximum level) ancestor of $v$ (not necessarily proper) having at least one unvisited neighbour. Recall that if $v$ does
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not have an unvisited neighbour we move to processing its parent, and so on until we find an ancestor having an unvisited neighbour. We can thus directly add the edge $e$ to $T$. Hence, retreating from a vertex would not require an additional pass and the overall procedure can be completed in $n-1$ passes, each pass adding a new vertex to $T$. Moreover, this also requires $O(1)$ processing time per edge and extra $O(n)$ time at the end of the pass, to find the relevant ancestor. Refer to the full paper for the pseudocode of the procedure. Thus, we get the following result.

- Theorem 4. Given a directed/undirected graph $G$, a DFS tree of $G$ can be computed by a semi-streaming algorithm in $n$ passes using $O(n)$ space, using $O(m)$ time per pass.


### 3.1 Improved algorithm

We shall now describe how this simple algorithm can be improved to compute a DFS tree of an undirected graph in $h$ passes, where $h$ is the height of the computed DFS tree. The main idea behind this approach is that each component of the unvisited graph $G^{\prime}$ will constitute a separate subtree of the final DFS tree. Hence each such subtree can be computed independent of each other in parallel (this idea was also used by [28]).

Using one pass over edges in $E$, the components of the unvisited graph $G^{\prime}$ can be found by using Union-Find algorithm [37, 39] on the edges $E^{\prime}$ of $G^{\prime}$. Now, using the components property we know that it is sufficient to add the lowest edge from each component to the DFS tree $T$. At the end of the pass, for each component $C$ we find the edge ( $x_{C}, y_{C}$ ) incident from the lowest vertex $x_{C} \in T$ to some vertex $y_{C} \in V_{C}$ and add it to $T$. Note that in the next pass, for each component of $C \backslash\left\{y_{C}\right\}$ the lowest edge connecting it to $T$ would necessarily be incident on $y_{C}$ as $C$ was connected. Hence, instead of lowest edge incident on $T$, we store $e_{y}$ from $y \in V^{\prime}$ only if $e_{y}$ is incident on some leaf of $T$. Refer to the full paper for the pseudocode of the algorithm.

To prove the correctness of the algorithm, we shall prove using induction that the invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ hold over the passes performed on $E$. Since $T$ is initialized as an isolated vertex $r$, both invariants trivially hold. Now, let the invariants hold at the beginning of a pass. Using $\mathcal{I}_{2}$, each component $C$ can have edges to a single ancestor-descendant path from $r$ to $x_{C}$. Thus, adding the edge $\left(x_{C}, y_{C}\right)$ for each component $C$, would not violate $\mathcal{I}_{1}$ at the end of the pass, given that $\mathcal{I}_{1}$ holds at the beginning of the pass. Additionally, from each component $C$ we add a single vertex $y_{C}$ as a child of $x_{C}$ to $T$. Hence for any component of $C \backslash\left\{y_{C}\right\}$, the edges to $T$ can only be to ancestors of $y_{C}$ (using $\mathcal{I}_{2}$ of previous pass), and an edge necessarily to $y_{C}$, satisfying $\mathcal{I}_{2}$ at the end of the pass. Hence, using induction both $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are satisfied proving the correctness of our algorithm.

Further, since each component $C$ in any $i^{t h}$ pass necessarily has an edge to a leaf $x_{C}$ of $T$, the new vertex $y_{C}$ is added to the $i^{t h}$ level of $T$. This also implies that every vertex at $i^{\text {th }}$ level of the final DFS tree is added during the $i^{t h}$ pass. Hence, after $h$ passes we get a DFS tree of the whole graph as $h$ is the height of the computed DFS tree.

Now, the total time ${ }^{2}$ required to compute the connected components is $O(m \alpha(m, n))$. And computing an edge from each unvisited vertex to a leaf in $T$ requires $O(1)$ time using $O(n)$ space. Thus, we have the following theorem.

[^63]- Theorem 5. Given an undirected graph $G$, a DFS tree of $G$ can be computed by a semistreaming algorithm in $h$ passes using $O(n)$ space, where $h$ is the height of the computed DFS tree, using $O(m \alpha(m, n))$ time per pass.


## 4 Computing DFS in sublinear number of passes

Since a DFS tree may have $O(n)$ height, we cannot hope to compute a DFS tree in sublinear number of passes using the previously described simple algorithms. The main difference between the advanced approaches and the simple algorithms is that, in each pass instead of adding a single vertex (say $y$ ) to the DFS tree, we shall be adding an entire path (starting from $y$ ) to the DFS tree. The DFS traversal gives the flexibility to chose the next vertex to be visited as long as the DFS property is satisfied, i.e., invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are maintained.

Hence in each pass we do the following for every component $C$ in $G^{\prime}$. Instead of finding a single edge $\left(x_{C}, y_{C}\right)$ (see Section 3.1), we find a path $P$ starting from $y_{C}$ in $C$ and attach this entire path $P$ to $T$ (instead of only $y_{C}$ ). Suppose this splits the component $C$ into components $C_{1}, C_{2}, \ldots$ of $C \backslash P$. Now, each $C_{i}$ would have an edge to at least one vertex on $P$ (instead of necessarily the leaf $x_{C}$ in Section 3.1) since $C$ was a connected component. Hence in this algorithm for each $C_{i}$, we find the vertex $y_{i}$ which is the lowest vertex of $T$ (or $P)$ to which an edge from $C_{i}$ is incident. Observe that $y_{i}$ is unique since all the neighbours of $C_{i}$ in $T$ are along one path from the root to a leaf. Using the components property, the selection of $y_{i}$ as the parent of the root of the subtree to be computed for $C_{i}$ ensures that invariant $\mathcal{I}_{2}$ continues to hold. Thus, in each pass from every component of the unvisited graph, we shall extract a path and add it to the DFS tree $T$.

This approach thus allows $T$ to grow by more than one vertex in each pass which is essential for completing the tree in $o(n)$ passes. If in each pass we add a path of length at least $k$ from each component of $G^{\prime}$, then the tree will grow by at least $k$ vertices in each pass, requiring overall $\lceil n / k\rceil$ passes to completely build the DFS tree. We shall now present an important property of any DFS tree of an undirected graph, which ensures that in each pass we can find a path of length at least $k \geq m / n$.

- Lemma 6 (Min-Height Property). Given a connected undirected graph $G$ having $m$ edges, any DFS tree of $G$ from any root vertex necessarily has a height $h \geq m / n$.

Proof. We know that each non-tree edge in a DFS tree of an undirected graph is a back edge. We shall associate each edge to its lower endpoint. Thus, in a DFS tree each vertex will be associated to a tree edge to its parent and back edges only to its ancestors. Now, each vertex can have only $h$ ancestors as the height of the DFS tree is $h$, Hence each vertex has only $h$ edges associated to it resulting in less than $n h$ edges, i.e. $m \leq n h$ or $h \geq m / n$. Note that it is important for the graph to be connected otherwise from some root the corresponding component and hence its DFS tree can be much smaller.

### 4.1 Algorithm

We shall now describe our algorithm to compute a DFS tree of the input graph in $o(n)$ passes. Let the maximum space allowed for computation in the semi-streaming model be $O(n k)$. The algorithm is a recursive procedure that computes a DFS tree of a component $C$ from a root $r_{C}$. For each component $C$ we maintain a spanning tree $T_{C}$ of $C$. Initially we can perform a single pass over $E$ to compute a spanning tree of the connected graph $G$ (recall the assumption in Section 2) using the Union-Find algorithm. For the remaining components, its spanning tree would already have been computed and passed as an input to the algorithm.

We initiate a pass over the edge in $E$ and store the first $\left|V_{C}\right| \cdot k$ edges (if possible) from the component $C$ in the memory as the subgraph $E_{C}^{\prime}$. Before proceeding with the remaining stream, we use any algorithm for computing a DFS tree $T_{C}^{\prime}$ rooted at $r_{C}$ in the subgraph containing edges from $T_{C}$ and $E_{C}^{\prime}$. Note that adding $T_{C}$ to $E_{C}^{\prime}$ is important to ensure that subgraph induced by $T_{C} \cup E_{C}^{\prime}$ is connected. In case the pass was completed before $E_{C}^{\prime}$ exceeded storing $\left|V_{C}\right| \cdot k$ edges, $T_{C}^{\prime}$ is indeed a DFS tree of $C$ and we directly add it to $T$. Otherwise, we find the longest path $P$ from $T_{C}^{\prime}$ starting from $r_{C}$, i.e., path from $r_{C}$ to the farthest leaf. The path $P$ is then added to $T$.

Now, we need to compute the connected components of $C \backslash P$ and the new corresponding root for each such component. We use the Union-Find algorithm to compute these components, say $C_{1}, \ldots, C_{f}$, and compute the lowest edge $e_{i}$ from each $C_{i}$ on the path $P$. Clearly, there exist such an edge as $C$ was connected. In order to find these components and edges, we need to consider all the edges in $E_{C}$, which can be done by first considering $E_{C}^{\prime}$ and then each edge from $C$ in the remainder of input stream of the pass. Refer to the full paper for the pseudocode of the algorithm.

Using the components property, choosing the new root $y_{i}$ corresponding to the lowest edge $e_{i}$ ensures that the invariant $\mathcal{I}_{2}$ and hence $\mathcal{I}_{1}$ is satisfied. Now, in case $\left|E_{C}\right|<\left|V_{C}\right| \cdot k$, the entire DFS tree of $C$ is constructed and added to $T$ in a single pass. Otherwise, in each pass we add the longest path $P$ from $T_{C}^{\prime}$ to the final DFS tree $T$. Since $\left|E_{C}^{\prime}\right|=\left|V_{C}\right| \cdot k$ and $E_{C}^{\prime} \cup T_{C}$ is a single connected component, the min-height property ensures that the height of any such $T_{C}^{\prime}$ (and hence $P$ ) is at least $k$. Since in each pass, except the last, we add at least $k$ new vertices to $T$, this algorithm terminates in at most $\lceil n / k\rceil$ passes. Now, the total time required to find the components of the unvisited graph is again $O(m \alpha(m, n))$. The remaining operations clearly require $O\left(\left|E_{C}\right|\right)$ time for a component $C$, requiring overall $O(m)$ time. Thus, we get the following theorem.

- Theorem 1. Given an undirected graph $G$, a DFS tree of $G$ can be computed by a semistreaming algorithm in at most $\lceil n / k\rceil$ passes using $O(n k)$ space, requiring $O(m \alpha(m, n))$ time per pass.

Remark 7. Since, the algorithm adds an ancestor-descendant path for each component of $G^{\prime}$, it might seem that the analysis of the algorithm is not tight for computing DFS trees with $o(n)$ height. However, there exist a sequence of input edges where the algorithm indeed takes $\Theta(n / k)$ passes for computing a DFS tree with height $o(n)$. The details of the sequence are described in the full version of the paper.

## 5 Final algorithm

We shall now further improve the algorithm so that the required number of passes reduces to $\lceil h / k\rceil$ while it continues to use $O(n k)$ space, where $h$ is the height of the computed DFS tree and $k$ is any positive integer. To understand the main intuition behind our approach, let us recall the previously described algorithms. We first described a simple algorithm (in Section 3) in which every pass over the input stream adds one new vertex as the child of some leaf of $T$, which was improved (in Section 3.1) to simultaneously adding all vertices which are children of the leaves of $T$ in the final DFS tree. We then presented another algorithm (in Section 4) in which every pass over the input stream adds one ancestor-descendant path of length $k$ or more, from each component of $G^{\prime}$ to $T$. We shall now improve it by adding all the subtrees constituting the next $k$ levels of the final DFS tree starting from the leaves of the current tree $T$ (or fewer than $k$ levels if the corresponding component of $G^{\prime}$ is exhausted).

Now, consider any component $C$ of $G^{\prime}$. Let $r_{C} \in C$ be a vertex having an edge $e$ to a leaf of the partially built DFS tree $T$. The computation of $T$ can be completed by computing a DFS tree of $C$ from the root $r_{C}$, which can be directly attached to $T$ using $e$. However, computing the entire DFS tree of $C$ may not be possible in a single pass over the input stream, due to the limited storage space available. Thus, using $O(n \cdot k)$ space we compute a special spanning tree $T_{C}$ for each component $C$ of $G^{\prime}$ in parallel, such that the top $k$ levels of $T_{C}$ is same as the top $k$ levels of some DFS tree of $C$. As a result, in the $i^{t h}$ pass all vertices on the levels $(i-1) \cdot k+1$ to $i \cdot k$ of the final DFS tree are added to $T$. This essentially adds a tree $T_{C}^{\prime}$ representing the top $k$ levels of $T_{C}$ for each component $C$ of $G^{\prime}$. This ensures that our algorithm will terminate in $\lceil h / k\rceil$ passes, where $h$ is the height of the final DFS tree. Further, this special tree $T_{C}$ also ensures an additional property, i.e., there is a one to one correspondence between the set of trees of $T_{C} \backslash T_{C}^{\prime}$ and the components of $C \backslash T_{C}^{\prime}$. In fact, each tree of $T_{C} \backslash T_{C}^{\prime}$ is a spanning tree of the corresponding component. This property directly provides the spanning trees of the components of $G^{\prime}$ in the next pass.

## Special spanning tree $T_{C}$

We shall now describe the properties of this special tree $T_{C}$ (and hence $T_{C}^{\prime}$ ) which is computed in a single pass over the input stream. For $T_{C}^{\prime}$ to be added to the DFS tree $T$ of the graph, a necessary and sufficient condition is that $T_{C}^{\prime}$ satisfies the invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ at the end of the pass. To achieve this we maintain $T_{C}$ to be a spanning tree of $C$, such that these invariants are maintained by the corresponding $T_{C}^{\prime}$ throughout the pass as the edges are processed. Let $S_{C}$ be the set of edges already visited during the current pass, which have both endpoints in $C$. In order to satisfy $\mathcal{I}_{1}$, no edge in $S_{C}$ should be a cross edge in $T_{C}^{\prime}$, i.e., no edge having both endpoints in the top $k$ levels of $T_{C}$ is a cross edge. In order to satisfy $\mathcal{I}_{2}$, no edge in $S_{C}$ from any component $C^{\prime} \in C \backslash T_{C}^{\prime}$ to $C \backslash C^{\prime}$ should be a cross edge in $T_{C}$. Hence, using the additional property of $T_{C}$, each edge from a tree $\tau$ in $T_{C} \backslash T_{C}^{\prime}$ to $T_{C} \backslash \tau$ is necessarily a back edge. This is captured by the two conditions of invariant $\mathcal{I}_{T}$ given below. Hence $\mathcal{I}_{T}$ should hold after processing each edge in the pass. Observe that any spanning tree, $T_{C}$, trivially satisfies $\mathcal{I}_{T}$ at the beginning of the pass as $S_{C}=\emptyset$.

## Invariant $\mathcal{I}_{T}$ :

$T_{C}$ is a spanning tree of $C$ with the top $k$ levels being $T_{C}^{\prime}$ such that:
$\mathcal{I}_{T_{1}}$ : All non-tree edges of $S_{C}$ having both endpoints in $T_{C}^{\prime}$, are back edges.
$\mathcal{I}_{T_{2}}$ : For each tree $\tau$ in $T_{C} \backslash T_{C}^{\prime}$, all the edges of $S_{C}$ from $\tau$ to $T_{C} \backslash \tau$ are back edges.

Thus, $\mathcal{I}_{T}$ is the local invariant maintained by $T_{C}$ during the pass, so that the global invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are maintained throughout the algorithm. Now, in order to compute $T_{C}$ (and hence $T_{C}^{\prime}$ ) satisfying the above invariant, we store a subset of $S_{C}$ along with $T_{C}$. Let $H_{C}$ denote the (spanning) subgraph of $G$ formed by $T_{C}$ along with these additional edges. Note that all the edges of $S_{C}$ cannot be stored in $H_{C}$ due to space limitation of $O(n k)$. Since each pass starts with the spanning tree $T_{C}$ of $C$ and $S_{C}=\emptyset$, initially $H_{C}=T_{C}$. As the successive edges of the stream are processed, $H_{C}$ is updated if the input edge belongs to the component $C$. We now formally describe $H_{C}$ and its properties.

## Spanning subgraph $\boldsymbol{H}_{C}$

As described earlier, at the beginning of a pass for every component $C$ of $G^{\prime}, H_{C}=T_{C}$. Now, the role of $H_{C}$ is to facilitate the maintenance of the invariant $\mathcal{I}_{T}$. In order to satisfy $\mathcal{I}_{T_{1}}$ and $\mathcal{I}_{T_{2}}$, we store in $H_{C}$ all the edges in $S_{C}$ that are incident on at least one vertex of
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$T_{C}^{\prime}$. Therefore, $H_{C}$ is the spanning tree $T_{C}$ along with every edge in $S_{C}$ which has at least one endpoint in $T_{C}^{\prime}$. Thus, $H_{C}$ satisfies the following invariant throughout the algorithm.

```
Invariant }\mp@subsup{\mathcal{I}}{H}{}\mathrm{ :
HC
```

We shall now describe a few properties of $H_{C}$ and then in the following section show that maintaining $\mathcal{I}_{H}$ for $H_{C}$ is indeed sufficient to maintain the invariant $\mathcal{I}_{T}$ as the stream is processed. The following properties of $H_{C}$ are crucial to establish the correctness of our procedure to maintain $T_{C}$ and $H_{C}$ and establish a bound on total space required by $H_{C}$.

- Lemma 8. $T_{C}$ is a valid DFS tree of $H_{C}$.

Proof. In order to prove this claim it is sufficient to prove that all the non-tree edges stored in $H_{C}$ are back edges in $T_{C}$, i.e., the endpoints of every such edge share an ancestor-descendant relationship. Now, invariant $\mathcal{I}_{T_{1}}$ ensures that any edge in $S_{C}$ having both endpoints in $T_{C}^{\prime}$ is a back edge. And invariant $\mathcal{I}_{T_{2}}$ ensures that any edge between a vertex in $T_{C}^{\prime}$ and $T_{C} \backslash T_{C}^{\prime}$ is a back edge. Hence, all the non-tree edges incident on $T_{C}^{\prime}$ (and hence all non-tree edges in $H_{C}$ ) are back edges, proving our lemma.

- Lemma 9. The total number of edges in $H_{C}$, for all the components $C$ of $G^{\prime}$, is $O(n k)$.

Proof. The size of $H_{C}$ can be analysed using invariant $\mathcal{I}_{H}$ as follows. The number of tree edges in $T_{C}$ (and hence in $H_{C}$ ) is $O\left(\left|V_{C}\right|\right)$. The non-tree edges stored by $H_{C}$ have at least one endpoint in $T_{C}^{\prime}$. Using Lemma 8 we know that all these edges are back edges. To bound the number of such edges let us associate each non-tree edge to its lower endpoint. Hence each vertex will be associated to at most $k$ non-tree edges to its $k$ ancestors in $T_{C}^{\prime}$ (recall that $T_{C}^{\prime}$ is the top $k$ levels of $\left.T_{C}\right)$. Thus, $H_{C}$ stores $O\left(\left|V_{C}\right|\right)$ tree edges and $O\left(\left|V_{C}\right| \cdot k\right)$ non-tree edges, i.e., total $O\left(\left|V_{C}\right| \cdot k\right)$ edges. Since $\sum_{C \in G^{\prime}}\left|V_{C}\right| \leq n$, the total number of edges in $H_{C}$ is $O(n k)$.

### 5.1 Processing of Edges

We now describe how $T_{C}$ and $H_{C}$ are maintained while processing the edges of the input stream such that $\mathcal{I}_{T}$ and $\mathcal{I}_{H}$ are satisfied. Since our algorithm maintains the invariants $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ (because of $\mathcal{I}_{T}$ ), we know that any edge whose both endpoints are not in some component $C$ of $G^{\prime}$, is either a back edge or already a tree edge in $T$. Thus, we shall only discuss the processing of an edge $(x, y)$ having both endpoints in $C$ (now added to $S_{C}$ ), where $\operatorname{level}(x) \leq \operatorname{level}(y)$.

1. If $x \in T_{C}^{\prime}$ then the edge is added to $H_{C}$ to ensure $\mathcal{I}_{H}$. In addition, if $(x, y)$ is a cross edge in $T_{C}$ it violates either $\mathcal{I}_{T_{1}}$ (if $y \in T_{C}^{\prime}$ ) or $\mathcal{I}_{T_{2}}$ (if $y \notin T_{C}^{\prime}$ ). Thus, $T_{C}$ is required to be restructured to ensure that $\mathcal{I}_{T}$ is satisfied.
2. If $x \notin T_{C}^{\prime}$ and if $x$ and $y$ belong to different trees in $T_{C} \backslash T_{C}^{\prime}$, then it violates $\mathcal{I}_{T_{2}}$. Again in such a case, $T_{C}$ is required to be restructured to ensure that $\mathcal{I}_{T}$ is satisfied.

Note that after restructuring $T_{C}$ we need to update $H_{C}$ such that $\mathcal{I}_{H}$ is satisfied. Consequently any non-tree edge in $H_{C}$ that was incident on a vertex in original $T_{C}^{\prime}$, has to be removed from $H_{C}$ if none of its endpoints are in $T_{C}^{\prime}$ after restructuring $T_{C}$, i.e., one or both of its endpoints have moved out of $T_{C}^{\prime}$. But the problem arises if a vertex moves into $T_{C}^{\prime}$ during restructuring. There might have been edges incident on such a vertex in $S_{C}$ and which were not stored in $H_{C}$. In this case we need these edges in $H_{C}$ to satisfy $\mathcal{I}_{H}$, which is
not possible without visiting $S_{C}$ again. This problem can be avoided if our restructuring procedure ensures that no new vertex enters $T_{C}^{\prime}$. This can be ensured if the restructuring procedure follows the property of monotonic fall, i.e., the level of a vertex is never decreased by the procedure. Let $e$ be the new edge of component $C$ in the input stream. We shall show that in order to preserve the invariants $\mathcal{I}_{T}$ and $\mathcal{I}_{H}$ it is sufficient that the restructuring procedure maintains the property of monotonic fall and ensures that the restructured $T_{C}$ is a DFS tree of $H_{C}+e$.

- Lemma 10. On insertion of an edge e, any restructuring procedure which updates $T_{C}$ to be a valid DFS tree of $H_{C}+e$ ensuring monotonic fall, satisfies the invariants $\mathcal{I}_{T}$ and $\mathcal{I}_{H}$.

Proof. The property of monotonic fall ensures that the vertex set of new $T_{C}^{\prime}$ is a subset of the vertex set of the previous $T_{C}^{\prime}$. Using $\mathcal{I}_{H}$ we know that any edge of $S_{C}$ which is not present in $H_{C}$ must have both its endpoints outside $T_{C}^{\prime}$. Hence, monotonic fall guarantees that $\mathcal{I}_{H}$ continues to hold with respect to the new $T_{C}^{\prime}$ for the edges in $S_{C} \backslash\{e\}$. Additionally, we save $e$ in the new $H_{C}$ if at least one of its endpoints belong to the new $T_{C}^{\prime}$, ensuring that $\mathcal{I}_{H}$ holds for the entire $S_{C}$.

Since the restructuring procedure ensures that the updated $T_{C}$ is a DFS tree of $H_{C}$, the invariant $\mathcal{I}_{T_{1}}$ trivially holds as a result of $\mathcal{I}_{H}$. In order to prove the invariant $\mathcal{I}_{T_{2}}$, consider any edge $e^{\prime} \in S_{C}$ from a tree $\tau \in T_{C} \backslash T_{C}^{\prime}$ to $T_{C} \backslash \tau$. Clearly, it will satisfy $\mathcal{I}_{T_{2}}$ if $e^{\prime} \in H_{C}$, as $T_{C}$ is a DFS tree of $H_{C}+e$. In case $e^{\prime} \notin H_{C}$, it must be internal to some tree $\tau^{\prime}$ in the original $T_{C} \backslash T_{C}^{\prime}$ (using $\mathcal{I}_{T_{2}}$ in the original $T_{C}$ ). We shall now show that such an edge will remain internal to some tree in the updated $T_{C} \backslash T_{C}^{\prime}$ as well, thereby not violating $\mathcal{I}_{T_{2}}$. Clearly the endpoints of $e^{\prime}$ cannot be in the updated $T_{C}^{\prime}$ due to the property of monotonic fall.

Assume that the endpoints of $e^{\prime}$ belong to different trees of updated $T_{C} \backslash T_{C}^{\prime}$. Now, consider the edges $e_{1}, \ldots, e_{t}$ on the tree path in $\tau^{\prime}$ connecting the endpoints of $e^{\prime}$. Since the entire tree path is in $\tau^{\prime}$, the endpoints of each $e_{i}$ are not in original $T_{C}^{\prime}$, ensuring that they are also not in the updated $T_{C}^{\prime}$ (by monotonic fall). Since the endpoints of $e^{\prime}$ (and hence the endpoints of the path $e_{1}, \ldots, e_{t}$ ) are in different trees in updated $T_{C} \backslash T_{C}^{\prime}$, there must exist some $e_{i}$ which also has endpoints belonging to different trees of updated $T_{C} \backslash T_{C}^{\prime}$. This makes $e_{i}$ a cross edge of the updated $T_{C}$. Since $e_{i}$ is a tree edge of original $T_{C}$, it belongs to $H_{C}$ and hence $e_{i}$ being a cross edge implies that the updated $T_{C}$ is not a DFS tree of $H_{C}+e$, which is a contradiction. Hence $e^{\prime}$ has both its endpoints in the same tree of the updated $T_{c} \backslash T_{C}^{\prime}$, ensuring that $\mathcal{I}_{T_{2}}$ holds after the restructuring procedure.

Hence, any procedure to restructure a DFS tree $T_{C}$ of the subgraph $H_{C}$ on insertion of a cross edge $e$, that upholds the property of monotonic fall and returns a new $T_{C}$ which is a DFS tree of $H_{C}+e$, can be used as a black box in our algorithm. One such algorithm is the incremental DFS algorithm by Baswana and Khan [8], which precisely fulfils our requirement. They proved the total update time of the algorithm to be $O\left(n^{2}\right)$. They also showed that any algorithm maintaining incremental DFS abiding monotonic fall would require $\Omega\left(n^{2}\right)$ time even for sparse graphs, if it explicitly maintains the DFS tree. If the height of the DFS tree is known to be $h$, these bounds reduces to $O\left(n h+n_{e}\right)$ and $\Omega\left(n h+n_{e}\right)$ respectively, where $n_{e}$ is the number of edges processed by the algorithm. Refer to the full paper for a brief description of the algorithm.

### 5.2 Algorithm

We now describe the details of our final algorithm which uses an incremental DFS algorithm [8] for restructuring the DFS tree when a cross edge is inserted. Similar to the algorithm in Section 4, for each component $C$ of $G^{\prime}$, a rooted spanning tree $T_{C}$ of the component is required as an input to the procedure having the root $r_{C}$.

Initially $T=\emptyset$ and $G^{\prime}=G$ has a single component $C$, as $G$ is connected (recall the assumption in Section 2). Hence for the first pass, we compute a spanning tree $T_{C}$ of $G$ using the Union-Find algorithm. Subsequently in each pass we directly get a spanning tree $T_{C^{\prime}}$ for each component $C^{\prime}$ of the new $G^{\prime}$, which is the corresponding tree in $T_{C} \backslash T_{C}^{\prime}$, where $C$ is the component containing $C^{\prime}$ in the previous pass. Also, observe that the use of these trees as the new $T_{C}$ ensures that the level of no vertex ever rises in the context of the entire tree $T$. This implies that the level of any vertex starting with the initial spanning tree $T_{G}$ never rises, i.e., the entire algorithm satisfies the property of monotonic fall. We will use this fact crucially in the analysis of the time complexity.

As described earlier, we process the edges of the stream by updating the $T_{C}$ and $H_{C}$ maintaining $\mathcal{I}_{T}$ and $\mathcal{I}_{H}$ respectively. In case the edge is internal to some tree in $T_{C} \backslash T_{C}^{\prime}$ (i.e., have both endpoint in the same tree in $T_{C} \backslash T_{C}^{\prime}$ ), we simply ignore the edge. Otherwise, we add it to $H_{C}$ to satisfy $\mathcal{I}_{H}$. Further, the incremental DFS algorithm [8] maintains $T_{C}$ to be a DFS tree of $H_{C}$, which restructures $T_{C}$ if the processed edge is added to $H_{C}$ and is a cross edge in $T_{C}$. Now, in case $T_{C}$ is updated we also update the subgraph $H_{C}$, by removing the extra non-tree edges having both endpoints in $T_{C} \backslash T_{C}^{\prime}$. After the pass is completed, we attach $T_{C}^{\prime}$ (the top $k$ levels of $T_{C}$ ) to $T$. Now, $\mathcal{I}_{T_{2}}$ ensures that each tree of $T_{C} \backslash T_{C}^{\prime}$ forms the (rooted) spanning tree of the components of the new $G^{\prime}$, and hence can be used for the next pass. Refer to the full paper for the pseudocode of the algorithm.

### 5.3 Correctness and Analysis

The correctness of our algorithm follows from Lemma 10, which ensures that invariants $\mathcal{I}_{H}$ and $\mathcal{I}_{T}$ (and hence $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ ) are maintained as a result of using the incremental DFS algorithm which ensures monotonic fall of vertices. The total space used by our algorithm and the restructuring procedure is dominated by the cumulative size of $H_{C}$ for all components $C$ of $G^{\prime}$, which is $O(n k)$ using Lemma 9 . Now, in every pass of the algorithm, a DFS tree for each component $C$ of height $k$ is attached to $T$. These trees collectively constitute the next $k$ levels of the final DFS tree $T$. Therefore, the entire tree $T$ is computed in $\lceil h / k\rceil$ passes.

Let us now analyse the time complexity of our algorithm. In the first pass $O(m \alpha(m, n))$ time is required to compute the spanning tree $T_{C}$ using the Union-Find algorithm. Also, in each pass $O(m)$ time is required to process the input stream. Further, in order to update $H_{C}$ we are required to delete edges having both endpoints out of $T_{C}^{\prime}$. Hence, whenever a vertex falls below the $k^{t h}$ level, the edges incident on it are checked for deletion from $H_{C}$ (if the other endpoint is also not in $\left.T_{C}^{\prime}\right)$. Total time required for this is $O\left(\sum_{v \in V} \operatorname{deg}(v)\right)=O(m)$ per pass. In the full paper we describe the details of an incremental DFS algorithm which maintains the DFS tree in total $O\left(n h+n_{e}\right)$ time, where $n_{e}=O(m h / k)$, for processing the entire input stream in each pass.

Finally, we need to efficiently answer the query whether an edge is internal to some tree in $T_{C} \backslash T_{C}^{\prime}$. For this we maintain for each vertex $x$ its ancestor at level $k$ as rep $[x]$, i.e., rep $[x]$ is the root of the tree in $T_{C} \backslash T_{C}^{\prime}$ that contains $x$. If level $(x)<k$, then $\operatorname{rep}[x]=x$. For an edge ( $x, y$ ) comparing the $r e p[x]$ and $r e p[y]$ efficiently answers the required query in $O(1)$ time. However, whenever $T_{C}$ is updated we need to update rep $[v]$ for each vertex $v$ in the
modified part of $T_{C}$, requiring $O(1)$ time per vertex in the modified part of $T_{C}$. We shall bound the total work done to update $r e p[x]$ of such a vertex $x$ throughout the algorithm to $O(n h)$ as follows.

Consider the potential function $\Phi=\sum_{v \in V} \operatorname{level}(v)$. Whenever some part of $T_{C}$ is updated, each vertex $x$ in the modified $T_{C}$ necessarily incurs a fall in its level (due to monotonic fall). Thus, the cost of updating $r e p[x]$ throughout the algorithm is proportional to the number of times $x$ descends in the tree, hence increases the value of $\Phi$ by at least one unit. Hence, updating $r e p[x]$ for all $x$ in the modified part of $T_{C}$ can be accounted by the corresponding increase in the value of $\Phi$. Clearly, the maximum value of $\Phi$ is $O(n h)$, since the level of each vertex is always less than $h$, where $h$ is the height of the computed DFS tree. Thus, the total work done to update $\operatorname{rep}[x]$ for all $x \in V$ is $O(n h)$. This proves our main theorem described in Section 1.1 which is stated as follows.

- Theorem 2. Given an undirected graph $G$, a DFS tree of $G$ can be computed by a semistreaming algorithm using $\lceil h / k\rceil$ passes using $O(n k)$ space requiring amortized $O(m+n k)$ time per pass for any integer $k \leq h$, where $h$ is the height of the computed DFS tree.
- Remark 11. Note that the time complexity of our algorithm is indeed tight for our framework. Since our algorithm requires $\lceil h / k\rceil$ passes and any restructuring procedure following monotonic fall requires $\Omega\left(n h+n_{e}\right)$ time, each pass would require $\Omega(m+n k)$ time.


## 6 Experimental Evaluation

Most streaming algorithms deal with only $O(n)$ space, for which our advanced algorithms improve over the simple algorithms theoretically by just constant factors. However, their empirical performance demonstrates their significance in the real world applications. The evaluation of our algorithms on random and real graphs shows that in practice these algorithms require merely a few passes even when allowed to store just $5 n$ edges. The results of our analysis can be summarized as follows (for details refer to the full paper).

The two advanced algorithms kPath (algorithmin Section 4) and kLev (algorithm in Section 5 with an additional heuristic) perform much better than the rest even when $O(n)$ space is allowed. For both random and real graphs, kPath performs slightly worse as the density of the graph increases. On the other hand $k L e v$ performs slightly better only in random graphs with the increasing density. The effect of the space parameter is very large on $k P a t h$ from $k=1$ to small constants, requiring very few passes even for $k=5$ and $k=10$. However, $k L e v$ seems to work very well even for $k=1$ and has a negligible effect of increasing the value of $k$. Overall, the results suggest using $k P a t h$ if $n k$ space is allowed for $k$ being a small constant such as 5 or 10 . However, if the space restrictions are extremely tight it is better to use $k L e v$.

## 7 Conclusion

We presented the first $o(n)$ pass semi-streaming algorithm for computing a DFS tree for an undirected graph, breaking the long standing presumed barrier of $n$ passes. In our streaming model we assume that $O(n k)$ local space is available for computation, where $k$ is any natural number. Our algorithm computes a DFS tree in $\lceil n / k\rceil$ passes. We improve our algorithm to require only $\lceil h / k\rceil$ passes without any additional space requirement, where $h$ is the height of the final tree. This improvement becomes significant for graphs having shallow DFS trees. Moreover, our algorithm is described as a framework using a restructuring algorithm as a
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black box. This allows more flexibility to extend our algorithm for solving other problems requiring a computation of DFS tree in the streaming environment.

Recently, in a major breakthrough Elkin [12] presented the first $o(n)$ pass algorithm for computing Shortest Paths Tree from a single source. Using $O(n k)$ local space, it computes the shortest path tree from a given source in $O(n / k)$ passes for unweighted graphs and in $O(n \log n / k)$ passes for weighted graphs.

Despite the fact that these breakthroughs provide only minor improvements (typically poly $\log n$ factors), they are significant steps to pave a path in better understanding of such fundamental problems in the streaming environment. These simple improvements come after decades of the emergence of streaming algorithms for graph problems, where such problems were considered implicitly hard in the semi-streaming environment. We thus believe that our result is a significant improvement over the known algorithm for computing a DFS tree in the streaming environment, and it can be a useful step in more involved algorithms that require the computation of a DFS tree.

Moreover, the experimental evaluation of our algorithms revealed exceptional performance of the advanced algorithms kPath and kLev (greatly affected by the additional heuristic). Thus, it would be interesting to further study these algorithms theoretically which seem to work extremely well in practice.
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#### Abstract

Let $n$ be a natural number and $\mathcal{M}$ a set of $n \times n$-matrices over the nonnegative integers such that $\mathcal{M}$ generates a finite multiplicative monoid. We show that if the zero matrix 0 is a product of matrices in $\mathcal{M}$, then there are $M_{1}, \ldots, M_{n^{5}} \in \mathcal{M}$ with $M_{1} \cdots M_{n^{5}}=0$. This result has applications in automata theory and the theory of codes. Specifically, if $X \subset \Sigma^{*}$ is a finite incomplete code, then there exists a word $w \in \Sigma^{*}$ of length polynomial in $\sum_{x \in X}|x|$ such that $w$ is not a factor of any word in $X^{*}$. This proves a weak version of Restivo's conjecture.
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## 1 Introduction

Let $\mathbb{N}=\{0,1,2, \ldots\}$. In this paper we show the following theorem:

- Theorem 1. Let $n \in \mathbb{N}$ and $\mathcal{M} \subseteq \mathbb{N}^{n \times n}$ be a finite set of nonnegative integer matrices. Denote by $\overline{\mathcal{M}}$ the monoid generated by $\mathcal{M}$ under matrix multiplication. If $\overline{\mathcal{M}}$ is finite then there are $M_{1}, \ldots, M_{\ell} \in \mathcal{M}$ with $\ell \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ such that the matrix product $M_{1} \cdots M_{\ell}$ has minimum rank in $\overline{\mathcal{M}}$. Further, $M_{1}, \ldots, M_{\ell}$ can be computed in time polynomial in the description size of $\mathcal{M}$.

The mortality problem. Theorem 1 is related to the mortality problem for matrices: given a finite set $\mathcal{M}$ of matrices, can the zero matrix (which is defined to have rank 0 ) be expressed as a finite product of matrices in $\mathcal{M}$ ? Paterson [14] showed that the mortality problem is undecidable for $3 \times 3$ integer matrices, i.e., $\mathcal{M} \subset \mathbb{Z}^{3 \times 3}$. It remains undecidable for $\mathcal{M} \subset \mathbb{Z}^{3 \times 3}$ with $|\mathcal{M}|=7$ and for $\mathcal{M} \subset \mathbb{Z}^{21 \times 21}$ with $|\mathcal{M}|=2$, see [8]. Mortality for $2 \times 2$ integer matrices is NP-hard [1] and not known to be decidable, see [15] for recent work on the $2 \times 2$ case.

The mortality problem for nonnegative matrices is much easier, as for each matrix entry it only matters whether it is zero or nonzero, so one can assume $\mathcal{M} \subseteq\{0,1\}^{n \times n}$. This version is naturally phrased in terms of automata. Let $\mathcal{A}=(\Sigma, Q, \delta)$ be a nondeterministic finite automaton (NFA) over a finite alphabet $\Sigma$, a finite set $Q$ of states, and with transition function $\delta: Q \times \Sigma \rightarrow 2^{Q}$ (initial and final states do not play a role here). A word $w \in \Sigma^{*}$ is called killing word for $\mathcal{A}$ if $w$ does not label any path in $\mathcal{A}$. Associate to $\mathcal{A}$ the monoid morphism $M_{\mathcal{A}}: \Sigma^{*} \rightarrow \mathbb{N}^{Q \times Q}$ where for all $a \in \Sigma$ we define $M_{\mathcal{A}}(a)(p, q)=1$ if $\delta(p, a) \ni q$ and 0 otherwise. Then, for any word $w \in \Sigma^{*}$ we have that $M_{\mathcal{A}}(w)(p, q)$ is the number of $w$-labelled paths from $p$ to $q$. It follows that the mortality problem for nonnegative matrices is equivalent to the problem whether an NFA has a killing word. The problem is PSPACE-complete [12], and there are examples where the shortest killing word has exponential length in the number of states of the automaton $[6,12]$. This implies that the assumption in Theorem 1 that the
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generated monoid $\overline{\mathcal{M}}$ be finite cannot be dropped. Whether $\overline{\mathcal{M}}$ is finite can be checked in polynomial time [11], see also [21] and the references therein. If $\overline{\mathcal{M}}$ is finite then the mortality problem for nonnegative integer matrices is solvable in polynomial time:

- Proposition 2. Let $\mathcal{M} \subseteq \mathbb{N}^{n \times n}$ be a finite set of nonnegative integer matrices, generating a finite monoid $\overline{\mathcal{M}}$. One can decide in polynomial time if $0 \in \overline{\mathcal{M}}$.

Short killing words for unambiguous finite automata. In the central proofs of this paper, the finiteness assumption can be further strengthened so that it corresponds to unambiguousness of NFAs. More precisely, an NFA $\mathcal{A}=(\Sigma, Q, \delta)$ is called an unambiguous finite automaton (UFA) if for all states $p, q$ all paths from $p$ to $q$ are labelled by different words, i.e., for each word $w \in \Sigma^{*}$ there is at most one $w$-labelled path from $p$ to $q$. Call a monoid $\overline{\mathcal{M}} \subseteq \mathbb{N}^{n \times n}$ an unambiguous monoid of relations if $\overline{\mathcal{M}} \subseteq\{0,1\}^{n \times n}$. For any UFA $\mathcal{A}$ the image $M_{\mathcal{A}}\left(\Sigma^{*}\right)$ of the monoid morphism $M_{\mathcal{A}}$ is an unambiguous monoid of relations, and any unambiguous monoid of relations can be viewed in this way.

Proposition 2 provides a polynomial-time procedure for checking whether a UFA has a killing word. Define $\rho$ as the spectral radius of the rational matrix $\frac{1}{|\Sigma|} \sum_{a \in \Sigma} M(a)$. One can show that $\mathcal{A}$ has a killing word if $\rho<1$, and otherwise $\rho=1$. Proposition 2 then follows from the fact that one can compare $\rho$ with 1 in polynomial time. Thus the spectral radius tells whether there exists a killing word, but does not provide a killing word. Neither does this method imply a polynomial bound on the length of a minimal killing word, let alone a polynomial-time algorithm for computing a killing word. Theorem 1, which is proved purely combinatorially, fills this gap: if there is a killing word, then one can compute a killing word of length $O\left(|Q|^{5}\right)$ in polynomial time. NP-hardness results for approximating the length of a shortest killing word were proved in [17], even for the case $|\Sigma|=2$ and for partial DFAs, which are UFAs with $|\delta(p, a)| \leq 1$ for all $p \in Q$ and all $a \in \Sigma$.

Short minimum-rank words. Define the rank of a UFA $\mathcal{A}=(\Sigma, Q, \delta)$ as the minimum rank of the matrices $M_{\mathcal{A}}(w)$ for $w \in \Sigma^{*}$. A word $w$ such that the rank of $M_{\mathcal{A}}(w)$ attains that minimum is called a minimum-rank word. Minimum-rank words have been very well studied for deterministic finite automata (DFAs). DFAs are UFAs with $|\delta(p, a)|=1$ for all $p \in Q$ and all $a \in \Sigma$. In DFAs of rank 1, minimum-rank words are called synchronizing because $\delta(Q, w)$ is a singleton when $w$ is a minimum-rank word. It is the famous Černý conjecture that whenever a DFA has a synchronizing word then it has a synchronizing word of length at most $(n-1)^{2}$ where $n:=|Q|$. There are DFAs whose shortest synchronizing words have that length, but the best known upper bound is cubic in $n$, see [20] for a survey on the Černý conjecture.

In 1986 Berstel and Perrin generalized the Černý conjecture from DFAs to UFAs by conjecturing [2] that in any UFA a shortest minimum-rank word has length $O\left(n^{2}\right)$. They remarked that no polynomial upper bound was known. Then Carpi [4] showed the following:

- Theorem 3 (Carpi [4]). Let $\mathcal{A}=(\Sigma, Q, \delta)$ be a UFA of rank $r \geq 1$ such that the state transition graph of $\mathcal{A}$ is strongly connected. Let $n:=|Q| \geq 1$. Then $\mathcal{A}$ has a minimum-rank word of length at most $\frac{1}{2} r n(n-1)^{2}+(2 r-1)(n-1)$.
This implies an $O\left(n^{4}\right)$ bound for the case where $r \geq 1$. Carpi left open the case $r=0$, i.e., when a killing word exists. The main technical contribution of our paper concerns the case $r=0$. Combined with Carpi's Theorem 3 we then obtain Theorem 1. Theorem 1 provides, to the best of the authors' knowledge, the first polynomial bound, $O\left(n^{5}\right)$, on the length of shortest minimum-rank words for UFAs.


Figure 1 Given a finite language $X \subseteq \Sigma^{*}$, the flower automaton $\mathcal{A}_{X}$ has one "petal" for each word $x \in X$. Thus $\delta(q, w) \ni q$ holds if and only if $w \in X^{*}$. If $X$ is a code then $\mathcal{A}_{X}$ is unambiguous.

Restivo's conjecture. Let $X \subseteq \Sigma^{*}$ be a finite set of words over a finite alphabet $\Sigma$, and define $k:=\max _{x \in X}|x|$. A word $v \in \Sigma^{*}$ is called uncompletable in $X$ if there are no words $u, w \in \Sigma^{*}$ such that $u v w \in X^{*}$, i.e., $v$ is not a factor of any word in $X^{*}$. In 1981 Restivo [16] conjectured that if there exists an uncompletable word then there is an uncompletable word of length at most $2 k^{2}$. This strong form of Restivo's conjecture has been refuted, with a lower bound of $5 k^{2}-O(k)$, see [7]. A recent article [10] describes a sophisticated computer-assisted search for sets $X$ with long shortest uncompletable words. While these experiments do not formally disprove a quadratic upper bound in $k$, they seem to hint at an exponential behaviour in $k$. See also [5] for recent work and open problems related to Restivo's conjecture.

A set $X \subseteq \Sigma^{*}$ is called a code if every word $w \in X^{*}$ has at most one decomposition $w=x_{1} \cdots x_{\ell}$ with $x_{1}, \ldots, x_{\ell} \in X$. See [3] for a comprehensive reference on codes. For a finite code $X \subseteq \Sigma^{*}$ define $m:=\sum_{x \in X}|x|$. Given $X$ one can construct a flower automaton [3, Chapter 4.2], which is a UFA $\mathcal{A}_{X}=(\Sigma, Q, \delta)$ with $m-|X|+1$ states, see Figure 1. In this UFA any word is killing if and only if it is uncompletable in $X$. Hence Theorem 1 implies an $O\left(m^{5}\right)$ bound on the length of the shortest uncompletable word in a finite code. This proves a weak (note that $m^{5}$ may be much larger than $k^{2}$ ) version of Restivo's conjecture for finite codes.

Is any product a short product? It was shown in [21] that if $\overline{\mathcal{M}} \subseteq \mathbb{N}^{n \times n}$ is finite then for every matrix $M \in \overline{\mathcal{M}}$ there are $M_{1}, \ldots, M_{\ell} \in \mathcal{M}$ with $\ell \leq\left\lceil e^{2} n!\right\rceil-2$ such that $M=M_{1} \cdots M_{\ell}$. It was also shown in [21] that such a bound on $\ell$ cannot be smaller than $2^{n-2}$. In view of Theorem 1 one may ask if a polynomial bound on $\ell$ exists for low-rank matrices $M$. The answer is no, even for unambiguous monoids of relations and even when $M$ has rank 1 and when 1 is the minimum rank in $\overline{\mathcal{M}}$ :

- Theorem 4. There is no polynomial p such that the following holds:

Let $n \in \mathbb{N}$, let $\mathcal{M} \subseteq\{0,1\}^{n \times n}$ generate an unambiguous monoid of relations $\overline{\mathcal{M}} \subseteq$ $\{0,1\}^{n \times n}$. Let $M \in \overline{\mathcal{M}}$ have rank 1 , and let 1 be the minimum rank in $\overline{\mathcal{M}}$. Then there are $M_{1}, \ldots, M_{\ell} \in \mathcal{M}$ with $\ell \leq p(n)$ such that $M=M_{1} \cdots M_{\ell}$.

Thus, while Theorem 1 guarantees that some minimum-rank matrix in the monoid is a short product, this is not the case for every minimum-rank matrix in the monoid.

By how much can the $\boldsymbol{O}\left(\boldsymbol{n}^{\mathbf{5}}\right)$ upper bound be improved? A synchronizing 0-automaton is a DFA $\mathcal{A}=(\Sigma, Q, \delta)$ that has a state $0 \in Q$ and a word $w \in \Sigma^{*}$ such that $\delta(Q, w x)=\{0\}$ holds for all $x \in \Sigma^{*}$. The shortest such synchronizing words $w$ are exactly the shortest killing words in the partial DFA obtained from $\mathcal{A}$ by omitting all transitions into the state 0 . There exist synchronizing 0 -automata with $n$ states where the shortest synchronizing word has length $n(n-1) / 2$, and an $\frac{n^{2}}{4}-4$ lower bound exists even for synchronizing 0 -automata
with $|\Sigma|=2[13]$. This implies that the $O\left(n^{5}\right)$ upper bound from Theorem 1 cannot be improved to $o\left(n^{2}\right)$, not even in the case that a killing word exists. One might generalize the Černý conjecture by claiming Theorem 1 with an upper bound of $(n-1)^{2}$ (note that such a conjecture would concern minimum-rank words, not minimum nonzero-rank words). To the best of the authors' knowledge, this vast generalization of the Černý conjecture has not yet been refuted.

Organization of the paper. In the remaining three sections we prove Proposition 2, Theorem 1, and Theorem 4, respectively.

## 2 Proof of Proposition 2

Let $\mathcal{M} \subseteq \mathbb{N}^{n \times n}$ be a finite set of nonnegative integer matrices, generating a finite monoid $\overline{\mathcal{M}}$. For notational convenience, throughout the paper, we associate to $\mathcal{M}$ a bijection $M: \Sigma \rightarrow \mathcal{M}$ and extend it to the monoid morphism $M: \Sigma^{*} \rightarrow \overline{\mathcal{M}}$. Thus we may write $M\left(\Sigma^{*}\right)$ for $\overline{\mathcal{M}}$.

Towards a proof of Proposition 2, define the rational nonnegative matrix $A \in \mathbb{Q}^{n \times n}$ by $A:=\frac{1}{|\Sigma|} \sum_{a \in \Sigma} M(a)$. Observe that for $k \in \mathbb{N}$ we have $A^{k}=\frac{1}{\left|\Sigma^{k}\right|} \sum_{w \in \Sigma^{k}} M(w)$, i.e., $A^{k}$ is the average of the $M(w)$, where $w$ ranges over all words of length $k$. Define $\rho \geq 0$ as the spectral radius of $A$.

- Lemma 5. We have $\rho \leq 1$.

Proof. Since $M\left(\Sigma^{*}\right)$ is finite, it is bounded. Hence $\left(A^{k}\right)_{k \in \mathbb{N}}$ is bounded. By the PerronFrobenius theorem, $A$ has a nonnegative left eigenvector $u \in \mathbb{R}^{n}$ with $u A=\rho u$. So $u A^{k}=\rho^{k} u$. It follows $\rho \leq 1$.

- Lemma 6. We have $\rho<1$ if and only if there is $w \in \Sigma^{*}$ with $M(w)=0$.

Proof. Suppose $\rho<1$. Then $\lim _{k \rightarrow \infty} A^{k}=0$, and so there is $k \in \mathbb{N}$ such that the sum of all entries of $A^{k}$ is less than 1. It follows that there is $w \in \Sigma^{k}$ such that the sum of all entries of $M(w)$ is less than 1 . Since $M(w) \in \mathbb{N}^{n \times n}$ it follows $M(w)=0$.

Conversely, suppose there is $w_{0} \in \Sigma^{*}$ with $M\left(w_{0}\right)=0$. Since $M\left(\Sigma^{*}\right)$ is finite, there is $B \in \mathbb{N}$ such that all entries of all matrices in $M\left(\Sigma^{*}\right)$ are at most $B$. For any $k \in \mathbb{N}$ define $W(k):=\Sigma^{k} \backslash\left(\Sigma^{*} w_{0} \Sigma^{*}\right)$, i.e., $W(k)$ is the set of length- $k$ words that do not contain $w_{0}$ as a factor. Note that $M(w)=0$ holds for all $w \in \Sigma^{k} \backslash W(k)$. It follows that any entry of $A^{k}$ is at most $\frac{|W(k)|}{\left|\Sigma^{k}\right|} \cdot B$. On the other hand, for any $m \in \mathbb{N}$, if a word of length $m\left|w_{0}\right|$ is picked uniformly at random, then the probability of picking a word in $W\left(m\left|w_{0}\right|\right)$ is at most

$$
\left(1-\frac{1}{\left|\Sigma^{\left|w_{0}\right|}\right|}\right)^{m} .
$$

It follows that $\lim _{k \rightarrow \infty} \frac{|W(k)|}{\left|\Sigma^{k}\right|}=0$. Hence $\lim _{k \rightarrow \infty} A^{k}=0$ and so $\rho<1$.
With these lemmas at hand, we can prove Proposition 2:

- Proposition 2. Let $\mathcal{M} \subseteq \mathbb{N}^{n \times n}$ be a finite set of nonnegative integer matrices, generating a finite monoid $\overline{\mathcal{M}}$. One can decide in polynomial time if $0 \in \overline{\mathcal{M}}$.

Proof. By Lemma 6, it suffices to check whether $\rho<1$.
If $\rho<1$ then the linear system $x A=x$ does not have a nonzero solution. Conversely, if $\rho \geq 1$ then, by Lemma 5 , we have $\rho=1$ and thus, by the Perron-Frobenius theorem, the linear system $x A=x$ has a (real) nonzero solution.
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Hence it suffices to check if $x A=x$ has a nonzero solution. This can be done in polynomial time.

As remarked in section 1, this algorithm does not exhibit a word $w$ with $M(w)=0$, even when it proves the existence of such $w$.

## 3 Proof of Theorem 1

As before, let $M: \Sigma^{*} \rightarrow \mathbb{N}^{n \times n}$ be a monoid morphism with finite image $M\left(\Sigma^{*}\right)$. Call $M$ strongly connected if for all $i, j \in\{1, \ldots, n\}$ there is $w \in \Sigma^{*}$ with $M(w)(i, j) \geq 1$. In subsection 3.1 we consider the case where $M$ is strongly connected. In subsection 3.2 we consider the general case.

### 3.1 Strongly Connected

In this section we consider the case that $M$ is strongly connected and prove the following proposition, which extends Carpi's Theorem 3:

- Proposition 7. Let $M: \Sigma^{*} \rightarrow \mathbb{N}^{n \times n}$ be strongly connected with finite $M\left(\Sigma^{*}\right)$. Given $M: \Sigma \rightarrow \mathbb{N}^{n \times n}$, one can compute in polynomial time a word $w \in \Sigma^{*}$ with $|w| \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ such that $M(w)$ has minimum rank in $M\left(\Sigma^{*}\right)$.

In the strongly connected case, $M\left(\Sigma^{*}\right)$ does not have numbers larger than 1:

- Lemma 8. If $M$ is strongly connected, then $M\left(\Sigma^{*}\right) \subseteq\{0,1\}^{n \times n}$.

Proof. Let $M$ be strongly connected. Suppose $M(v)(i, j) \geq 2$ for some $v \in \Sigma^{*}$. Since $M$ is strongly connected, there is $w \in \Sigma^{*}$ with $M(w)(j, i) \geq 1$. Hence $M(v w)(i, i) \geq 2$. It follows that $M\left((v w)^{k}\right)(i, i) \geq 2^{k}$ for all $k \in \mathbb{N}$, contradicting the finiteness of $M\left(\Sigma^{*}\right)$.

Lemma 8 allows us to view the strongly connected case in terms of UFAs. Define a UFA $\mathcal{A}=(\Sigma, Q, \delta)$ with $Q=\{1, \ldots, n\}$ and $\delta(p, a) \ni q$ if and only if $M(a)(p, q)=1$. For the rest of the subsection we will mostly consider $Q$ as an arbitrary finite set of $n$ states. We extend $\delta: Q \times \Sigma \rightarrow 2^{Q}$ in the usual way to $\delta: 2^{Q} \times \Sigma^{*} \rightarrow 2^{Q}$ by setting $\delta(P, a):=\bigcup_{q \in P} \delta(q, a)$ and $\delta(P, \varepsilon):=P$ and $\delta(P, w a):=\delta(\delta(P, w), a)$, where $P \subseteq Q$ and $a \in \Sigma$ and $\varepsilon$ is the empty word and $w \in \Sigma^{*}$. When there is no confusion, we may write $p w$ for $\delta(p, w)$ and $w q$ for $\{p \in Q: p w \ni q\}$. We extend this to $P w:=\bigcup_{p \in P} p w$ and $w P:=\bigcup_{p \in P} w p$. We say a state $p$ is reached by a word $w$ when $w p \neq \emptyset$, and a state $p$ survives a word $w$ when $p w \neq \emptyset$. Note that $Q w$ is the set of states that are reached by $w$, and $w Q$ is the set of states that survive $w$. Let $q_{1} \neq q_{2}$ be two different states. Then $q_{1}, q_{2}$ are called coreachable when there is $w \in \Sigma^{*}$ with $w q_{1} \cap w q_{2} \neq \emptyset$ (i.e., there is $p \in Q$ with $p w \supseteq\left\{q_{1}, q_{2}\right\}$ ), and they are called mergeable when there is $w \in \Sigma^{*}$ with $q_{1} w \cap q_{2} w \neq \emptyset$. For any $q \in Q$ we define $C(q)$ as the set of states coreachable with $q$. Also, define $c:=\max \left\{|q w|: q \in Q, w \in \Sigma^{*}\right\}$ and $m:=\max \left\{|w q|: w \in \Sigma^{*}, q \in Q\right\}$. The following lemma says that one can compute short witnesses for coreachability:

- Lemma 9. If states $q \neq q^{\prime}$ are coreachable, then one can compute in polynomial time $w_{q, q^{\prime}} \in \Sigma^{*}$ with $\left|w_{q, q^{\prime}}\right| \leq \frac{1}{2}(n+2)(n-1)$ such that $q w_{q, q^{\prime}} \supseteq\left\{q, q^{\prime}\right\}$.

Proof. Let $q \neq q^{\prime}$ be coreachable states. Then there are $p \in Q$ and $v \in \Sigma^{*}$ with $p v \supseteq\left\{q, q^{\prime}\right\}$. Since $M$ is strongly connected, there is $u \in \Sigma^{*}$ with $q u \ni p$, hence $q u v \supseteq\left\{q, q^{\prime}\right\}$. Define an edge-labelled directed graph $G=(V, E)$ with vertex set $V=\{\{r, s\}: r, s \in Q\}$ and edge set
$E=\{(R, a, S) \in V \times \Sigma \times V: R a \supseteq S\}$. Since $q u v \supseteq\left\{q, q^{\prime}\right\}$, the graph $G$ has a path, labelled with $u v$, from $\{q\}$ to $\left\{q, q^{\prime}\right\}$. The shortest path from $\{q\}$ to $\left\{q, q^{\prime}\right\}$ has at most $|V|-1$ edges and is thus labelled with a word $w \in \Sigma^{*}$ with $|w| \leq|V|-1=\frac{1}{2} n(n+1)-1=\frac{1}{2}(n+2)(n-1)$. For this $w$ we have $q w \supseteq\left\{q, q^{\prime}\right\}$.

- Lemma 10. For each $q \in Q$ one can compute in polynomial time a word $w_{q} \in \Sigma^{*}$ with $\left|w_{q}\right| \leq \frac{1}{2}(c-1)(n+2)(n-1)$ such that no state $q^{\prime} \neq q$ survives $w_{q}$ and is coreachable with $q$.

Proof. Let $q \in Q$. Consider the following algorithm:

1. $w:=\varepsilon$ (the empty word)
2. while there is $q^{\prime} \in C(q)$ such that $q^{\prime}$ survives $w$ :

$$
w:=w_{q, q^{\prime}} w\left(\text { with } w_{q, q^{\prime}} \text { from Lemma } 9\right)
$$

3. return $w_{q}:=w$

The following picture visualizes aspects of this algorithm:


We argue that the computed word $w_{q}$ has the required properties. First we show that the set $q w$ increases in each iteration of the algorithm. Indeed, let $w$ and $w_{q, q^{\prime}} w$ be the words computed by two subsequent iterations. Since $q w_{q, q^{\prime}} \supseteq\left\{q, q^{\prime}\right\}$, we have $q w_{q, q^{\prime}} w \supseteq q w \cup q^{\prime} w$. The set $q^{\prime} w$ is nonempty, as $q^{\prime}$ survives $w$. As can be read off from the picture above, the sets $q w$ and $q^{\prime} w$ are disjoint, as otherwise there would be two distinct paths from $q$ to a state in $q w \cap q^{\prime} w$, both labelled with $w_{q, q^{\prime}} w$, contradicting unambiguousness. It follows that $q w_{q, q^{\prime}} w \supsetneq q w$. Hence the algorithm must terminate.

Since in each iteration the set $q w$ increases by at least one element (starting from $\{q\}$ ), there are at most $c-1$ iterations. Hence $\left|w_{q}\right| \leq \frac{1}{2}(c-1)(n+2)(n-1)$. There is no state $q^{\prime} \neq q$ that survives $w_{q}$ and is coreachable with $q$, as otherwise the algorithm would not have terminated.

- Lemma 11. One can compute in polynomial time words $z, y \in \Sigma^{*}$ such that:
- $|z| \leq \frac{1}{4}(c-1)(n+2) n(n-1)$ and there are no two coreachable states that both survive $z$;
- $|y| \leq \frac{1}{4}(m-1)(n+2) n(n-1)$ and there are no two mergeable states that are both reached by $y$.

Proof. As the two statements are dual, we prove only the first one. Consider the following algorithm:

1. $w:=\varepsilon$ (the empty word)
2. while there are coreachable $p, p^{\prime}$ that both survive $w$ :
$q:=$ arbitrary state from $p w$
$w:=w w_{q}\left(\right.$ with $w_{q}$ from Lemma 10$)$
3. return $z:=w$

We show that the set
$B:=\left\{p \in Q: \exists p^{\prime \prime} \in C(p)\right.$ such that both $p, p^{\prime \prime}$ survive $\left.w\right\}$
loses at least two states in each iteration. First observe that

$$
B^{\prime}:=\left\{p \in Q: \exists p^{\prime \prime} \in C(p) \text { such that both } p, p^{\prime \prime} \text { survive } w w_{q}\right\}
$$

is clearly a subset of $B$.
Let $p \in B$ be the state from line 2 of the algorithm, and let $q \in p w$ be the state from the body of the loop. We claim that no $p^{\prime \prime} \in C(p)$ survives $w w_{q}$. Indeed, let $p^{\prime \prime} \in C(p)$. The following picture visualizes the situation:


By unambiguousness and since $q \in p w$, we have $q \notin p^{\prime \prime} w$. By the definition of $w_{q}$ and since all states in $p^{\prime \prime} w$ are coreachable with $q$, we have $p^{\prime \prime} w w_{q}=\emptyset$, which proves the claim.

By the claim, we have $p \notin B^{\prime}$. Let $p^{\prime} \in B$ be the state $p^{\prime}$ from line 2 of the algorithm. We have $p^{\prime} \in C(p)$. By the claim, $p^{\prime}$ does not survive $w w_{q}$. Hence $p^{\prime} \notin B^{\prime}$.

So we have shown that the algorithm removes at least two states from $B$ in every iteration. Thus it terminates after at most $\frac{n}{2}$ iterations. Using the length bound from Lemma 10 we get $|z| \leq \frac{1}{4}(c-1)(n+2) n(n-1)$. There are no coreachable $q, q^{\prime}$ that both survive $z$, as otherwise the algorithm would not have terminated.

For the following development, let $q_{1}, \ldots, q_{k}$ be the states that are reached by $y$ and survive $z$ (with $y, z$ from Lemma 11), see Figure 2.


Figure 2 The states $q_{1}, \ldots, q_{k}$ are neither coreachable nor mergeable.

- Lemma 12. Let $1 \leq i<j \leq k$. Then $q_{i}, q_{j}$ are neither coreachable nor mergeable.

Proof. Immediate from the properties of $y, z$ (Lemma 11).

The following lemma restricts sets of the form $q_{i} z x y z$ for $i \in\{1, \ldots, k\}$ and $x \in \Sigma^{*}$ :

- Lemma 13. Let $i \in\{1, \ldots, k\}$ and $x \in \Sigma^{*}$. Then there is $j \in\{1, \ldots, k\}$ such that $q_{i} z x y z \subseteq q_{j} z$.

Proof. If $q_{i} z x y z=\emptyset$ then choose $j$ arbitrarily. Otherwise, let $q \in q_{i} z x y z$. Then $q$ is reached by $y z$, so there is $j$ with $q_{i} z x y \ni q_{j}$ and $q_{j} z \ni q$. We show that $q_{i} z x y z \subseteq q_{j} z$. To this end, let $q^{\prime} \in q_{i} z x y z$. Then $q^{\prime}$ is reached by $y z$, so there is $j^{\prime}$ with $q_{i} z x y \ni q_{j^{\prime}}$ and $q_{j^{\prime}} z \ni q^{\prime}$. Since $q_{i} z x y \supseteq\left\{q_{j}, q_{j^{\prime}}\right\}$ and $q_{j}, q_{j^{\prime}}$ are not coreachable (by Lemma 12), we have $j^{\prime}=j$. Hence $q_{j} z=q_{j^{\prime}} z \ni q^{\prime}$.

Provided that there is a killing word (which can be checked via Proposition 2 in polynomial time), the following lemma asserts that for each $i \in\{1, \ldots, k\}$ one can efficiently compute a short word $x_{i}$ such that no state in $q_{i} z$ survives $x_{i} y z$. The proof hinges on a linear-algebra based technique for checking equivalence of automata that are weighted over a field. This technique goes back to Schützenberger [18] and has often been rediscovered, see, e.g., [19].

- Lemma 14. Suppose there exists $w_{0} \in \Sigma^{*}$ with $M\left(w_{0}\right)=0$ (this word $w_{0}$ may not be given). For each $i \in\{1, \ldots, k\}$ one can compute in polynomial time a word $x_{i} \in \Sigma^{*}$ with $\left|x_{i}\right| \leq n$ such that $q_{i} z x_{i} y z=\emptyset$.

Proof. Let $i \in\{1, \ldots, k\}$. Since $y\left\{q_{1}, \ldots, q_{k}\right\}$ are the only states to survive $y z$, it suffices to compute $x \in \Sigma^{*}$ with $|x| \leq n$ such that $q_{i} z x \cap y\left\{q_{1}, \ldots, q_{k}\right\}=\emptyset$.

Define $e \in\{0,1\}^{Q}$ as the row vector with $e(q)=1$ if and only if $q \in q_{i} z$. Define $f \in\{0,1\}^{Q}$ as the row vector with $f(q)=1$ if and only if $q \in y\left\{q_{1}, \ldots, q_{k}\right\}$. First we show that for any $x \in \Sigma^{*}$ we have $e M(x) f^{\top} \leq 1$, where the superscript $\top$ denotes transpose. Towards a contradiction suppose $e M(x) f^{\top} \geq 2$. Then there are two distinct $x$-labelled paths from $q_{i} z$ to $y\left\{q_{1}, \ldots, q_{k}\right\}$. It follows that there are two distinct $z x y$-labelled paths from $q_{i}$ to $\left\{q_{1}, \ldots, q_{k}\right\}$. By unambiguousness, these paths end in two distinct states $q_{j}, q_{j^{\prime}}$. But then $q_{j}, q_{j^{\prime}}$ are coreachable, contradicting Lemma 12. Hence we have shown that $e M(x) f^{\top} \leq 1$ holds for all $x \in \Sigma^{*}$.

Define the (row) vector space

$$
V:=\left\langle(e M(x) \quad 1): x \in \Sigma^{*}\right\rangle \subseteq \mathbb{R}^{n+1}
$$

i.e., $V$ is spanned by the vectors $(e M(x) 1)$ for $x \in \Sigma^{*}$. The vector space $V$ can be equivalently characterized as the smallest vector space that contains ( $\left.\begin{array}{ll}e & 1\end{array}\right)$ and is closed under multiplication with $\left(\begin{array}{cc}M(a) & 0 \\ 0 & 1\end{array}\right)$ for all $a \in \Sigma$. Hence the following algorithm computes a set $B \subseteq \Sigma^{*}$ such that $\{(e M(x) \quad 1): x \in B\}$ is a basis of $V$ :

1. $B:=\{\varepsilon\}$ (where $\varepsilon$ is the empty word)
2. while there are $u \in B$ and $a \in \Sigma$ such that $(e M(u a) \quad 1) \notin\langle(e M(x) \quad 1): x \in B\rangle$ :

$$
B:=B \cup\{u a\}
$$

3. return $B$

Observe that the algorithm performs at most $n$ iterations of the loop body, as every iteration increases the dimension of the space $\langle(e M(x) \quad 1): x \in B\rangle$ by 1 , but the dimension cannot grow larger than $n+1$. Hence $|x| \leq n$ holds for all $x \in B$. Since $e M\left(w_{0}\right) f^{\top}=0 \neq 1$, the space $V$ is not orthogonal to $(f-1)$. So there exists $x \in B$ such that $e M(x) f^{\top} \neq 1$. Since $e M(x) f^{\top} \leq 1$, we have $e M(x) f^{\top}=0$. Hence $q_{i} z x \cap y\left\{q_{1}, \ldots, q_{k}\right\}=\emptyset$.

Now we can prove the following lemma, which is our main technical contribution:

Lemma 15. Suppose there is $w_{0} \in \Sigma^{*}$ with $M\left(w_{0}\right)=0$ (this word $w_{0}$ may not be given). One can compute in polynomial time a word $w \in \Sigma^{*}$ with $M(w)=0$ and $|w| \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$.

Proof. For any $1 \leq j<j^{\prime} \leq k$ the sets $q_{j} z$ and $q_{j^{\prime}} z$ are disjoint by Lemma 12 and nonempty. Hence any $P^{\prime} \subseteq Q$ has at most one set $P \subseteq\left\{q_{1}, \ldots, q_{k}\right\}$ with $P z=P^{\prime}$, which we call the generator of $P^{\prime}$. Note that all sets of the form $Q^{\prime} y z$ where $Q^{\prime} \subseteq Q$ have a generator. For any $i \in\{1, \ldots, k\}$, let $x_{i}$ be the word from Lemma 14, i.e., $q_{i} z x_{i} y z=\emptyset$. By Lemma 13 , for any $j \in\{1, \ldots, k\}$ the generator of $q_{j} z x_{i} y z$ has at most one element. Thus, if $q_{i} \in P \subseteq\left\{q_{1}, \ldots, q_{k}\right\}$, then the generator, $P$, of $P z$ has strictly more elements than the generator of $P z x_{i} y z$.

Consider the following algorithm:

1. $w:=y z$
2. while $Q w \neq \emptyset$ :

$$
\begin{aligned}
q_{i} & :=\text { arbitrary element of the generator of } Q w \\
w & :=w x_{i} y z
\end{aligned}
$$

3. return $w$

It follows from the argument above that the size of the generator of $Q w$ decreases in every iteration of the loop. Hence the algorithm terminates after at most $k$ iterations and computes a word $w$ such that $Q w=\emptyset$ and, using Lemmas 11 and 14,

$$
|w| \leq|y z|+k(n+|y z|) \leq n^{2}+(k+1)(|y|+|z|) \leq n^{2}+\frac{1}{4}(k+1)(c+m-2)(n+2) n(n-1)
$$

Let $q, q^{\prime} \in Q$ and $u, u^{\prime} \in \Sigma^{*}$ such that $c=|q u|$ and $m=\left|u^{\prime} q^{\prime}\right|$. Clearly, $q u \cup u^{\prime} q^{\prime} \cup$ $\left\{q_{1}, \ldots, q_{k}\right\} \subseteq Q$, and it follows from the inclusion-exclusion principle:

$$
c+m+k \leq n+\left|q u \cap u^{\prime} q^{\prime}\right|+\left|q u \cap\left\{q_{1}, \ldots, q_{k}\right\}\right|+\left|\left\{q_{1}, \ldots, q_{k}\right\} \cap u^{\prime} q^{\prime}\right|
$$

The sets $q u$ and $u^{\prime} q^{\prime}$ overlap in at most one state by unambiguousness. The sets $q u$ and $\left\{q_{1}, \ldots, q_{k}\right\}$ overlap in at most one state by Lemma 12 , and similarly for $\left\{q_{1}, \ldots, q_{k}\right\}$ and $u^{\prime} q^{\prime}$. It follows $c+m+k \leq n+3$, thus $(k+1)+(c+m-2) \leq n+2$, hence $(k+1)(c+m-2) \leq \frac{1}{4}(n+2)^{2}$. With the bound on the length of $w$ above we conclude that $|w| \leq n^{2}+\frac{1}{16}(n+2)^{3} n(n-1)$, which is bounded by $\frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ for $n \geq 1$.

We combine Lemma 15 and Carpi's Theorem 3 to prove Proposition 7:

- Proposition 7. Let $M: \Sigma^{*} \rightarrow \mathbb{N}^{n \times n}$ be strongly connected with finite $M\left(\Sigma^{*}\right)$. Given $M: \Sigma \rightarrow \mathbb{N}^{n \times n}$, one can compute in polynomial time a word $w \in \Sigma^{*}$ with $|w| \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ such that $M(w)$ has minimum rank in $M\left(\Sigma^{*}\right)$.

Proof. One can check in polynomial time whether there is $w_{0} \in \Sigma^{*}$ with $M\left(w_{0}\right)=0$, see Proposition 2. If yes, then the minimum rank is 0 , and Lemma 15 gives the result.

Otherwise, the minimum rank $r$ is between 1 and $n$, and hence $n \geq 1$. Theorem 3 asserts the existence of a word $w$ such that $M(w)$ has rank $r$ and $|w| \leq \frac{1}{2} n^{4}-n^{3}+\frac{5}{2} n^{2}-3 n+1$, which is bounded by $\frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ for $n \geq 1$. An inspection of Carpi's proof [4] shows that his proof is constructive and can be transformed into an algorithm that computes $w$ in polynomial time.

### 3.2 Not Necessarily Strongly Connected

We prove Theorem 1:

- Theorem 1. Let $n \in \mathbb{N}$ and $\mathcal{M} \subseteq \mathbb{N}^{n \times n}$ be a finite set of nonnegative integer matrices. Denote by $\overline{\mathcal{M}}$ the monoid generated by $\mathcal{M}$ under matrix multiplication. If $\overline{\mathcal{M}}$ is finite then there are $M_{1}, \ldots, M_{\ell} \in \mathcal{M}$ with $\ell \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ such that the matrix product $M_{1} \cdots M_{\ell}$ has minimum rank in $\overline{\mathcal{M}}$. Further, $M_{1}, \ldots, M_{\ell}$ can be computed in time polynomial in the description size of $\mathcal{M}$.

In terms of the previous notions in the proof we can rephrase Theorem 1 as follows:

- Theorem 1 (rephrased). Let $M: \Sigma^{*} \rightarrow \mathbb{N}^{n \times n}$ be a monoid morphism whose image $M\left(\Sigma^{*}\right)$ is finite. Given $M: \Sigma \rightarrow \mathbb{N}^{n \times n}$, one can compute in polynomial time a word $w \in \Sigma^{*}$ with $|w| \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}$ such that $M(w)$ has minimum rank in $M\left(\Sigma^{*}\right)$.

Proof. For any matrix $A$ denote by $\operatorname{rk}(A)$ its rank. For $i, j \in\{1, \ldots, n\}$ write $i \rightarrow j$ if there is $u \in \Sigma^{*}$ such that $M(u)(i, j)>0$, and write $i \leftrightarrow j$ if $i \rightarrow j$ and $j \rightarrow i$. The relation $\leftrightarrow$ is an equivalence relation. Denote by $C_{1}, \ldots, C_{h} \subseteq\{1, \ldots, n\}$ its equivalence classes $(h \leq n)$. We can assume that whenever $i \in C_{k}$ and $j \in C_{\ell}$ and $i \rightarrow j$, then $k \leq \ell$. Hence, without loss of generality, $M(u)$ for any $u \in \Sigma^{*}$ has the following block-upper triangular form:

$$
M(u)=\left(\begin{array}{cccc}
M_{11}(u) & M_{12}(u) & \cdots & M_{1 h}(u) \\
0 & M_{22}(u) & \cdots & M_{2 h}(u) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_{h h}(u)
\end{array}\right)
$$

where $M_{i i}(u) \in \mathbb{N}^{\left|C_{i}\right| \times\left|C_{i}\right|}$ for all $i \in\{1, \ldots, h\}$. For $i \in\{1, \ldots, h\}$ define $r_{i}:=\min _{u \in \Sigma^{*}} r k\left(M_{i i}(u)\right)$. For any $u \in \Sigma^{*}$ we have $\operatorname{rk}(M(u)) \geq \sum_{i=1}^{h} r k\left(M_{i i}(u)\right)$ (see, e.g., [9, Chapter 0.9.4]). It follows that the minimum rank among the matrices in $M\left(\Sigma^{*}\right)$ is at least $\sum_{i=1}^{h} r_{i}$.

Let $w_{1}, \ldots, w_{h} \in \Sigma^{*}$ be the words from Proposition 7 for $M_{11}, \ldots, M_{h h}$, respectively, so that $r k\left(M_{i i}\left(w_{i}\right)\right)=r_{i}$ holds for all $i \in\{1, \ldots, h\}$. Define $w:=w_{1} \cdots w_{h}$. Then we have:

$$
|w| \leq \sum_{i=1}^{h}\left|w_{i}\right| \leq \sum_{i=1}^{h} \frac{1}{16}\left|C_{i}\right|^{5}+\frac{15}{16}\left|C_{i}\right|^{4} \leq \frac{1}{16} n^{5}+\frac{15}{16} n^{4}
$$

It remains to show that $r k(M(w)) \leq \sum_{i=1}^{h} r_{i}$. It suffices to prove that $r k\left(M_{k}\left(w_{1} \cdots w_{k}\right)\right) \leq$ $\sum_{i=1}^{k} r_{i}$ holds for all $k \in\{1, \ldots, h\}$, where $M_{k}(u)$ for any $u \in \Sigma^{*}$ is the principal submatrix obtained by restricting $M(u)$ to the rows and columns corresponding to $\bigcup_{i=1}^{k} C_{i}$. We proceed by induction on $k$. For the base case, $k=1$, we have $r k\left(M_{1}\left(w_{1}\right)\right)=r k\left(M_{11}\left(w_{1}\right)\right)=r_{1}$. For the induction step, let $1<k \leq h$. Then there are matrices $A_{1}, A_{2}, B_{1}, B_{2}$ such that:

$$
\begin{align*}
M_{k}\left(w_{1} \cdots w_{k}\right) & =M_{k}\left(w_{1} \cdots w_{k-1}\right) M_{k}\left(w_{k}\right) \\
& =\left(\begin{array}{cc}
M_{k-1}\left(w_{1} \cdots w_{k-1}\right) & A_{1} \\
0 & A_{2}
\end{array}\right)\left(\begin{array}{cc}
B_{1} & B_{2} \\
0 & M_{k k}\left(w_{k}\right)
\end{array}\right) \\
& \left.=\binom{M_{k-1}\left(w_{1} \cdots w_{k-1}\right)}{0}\left(\begin{array}{ll}
B_{1} & \left.B_{2}\right)+\binom{A_{1}}{A_{2}}\left(\begin{array}{ll}
0 & \left.M_{k k}\left(w_{k}\right)\right)
\end{array}\right.
\end{array}\right) . \begin{array}{c}
\end{array}\right) \tag{1}
\end{align*}
$$

By the induction hypothesis, we have $r k\left(M_{k-1}\left(w_{1} \cdots w_{k-1}\right)\right) \leq \sum_{i=1}^{k-1} r_{i}$. Further, we have $r k\left(M_{k k}\left(w_{k}\right)\right)=r_{k}$. So the ranks of the two summands in (1) are at most $\sum_{i=1}^{k-1} r_{i}$ and $r_{k}$, respectively. Since for any matrices $A, B$ it holds $r k(A+B) \leq r k(A)+r k(B)$, we conclude that $r k\left(M_{k}\left(w_{1} \cdots w_{k}\right)\right) \leq \sum_{i=1}^{k} r_{i}$, completing the induction proof.

## S. Kiefer and C. Mascle

## 4 Proof of Theorem 4

In terms of the previous notions we can rephrase Theorem 4 as follows:

- Theorem 4 (rephrased). There is no polynomial p such that the following holds:

Let $M: \Sigma^{*} \rightarrow\{0,1\}^{Q \times Q}$ be a monoid morphism. Let $w_{0} \in \Sigma^{*}$ be such that $M\left(w_{0}\right)$ has rank 1 , and let 1 be the minimum rank in $M\left(\Sigma^{*}\right)$. Then there is $w \in \Sigma^{*}$ with $|w| \leq p(|Q|)$ such that $M\left(w_{0}\right)=M(w)$.

Proof. Denote by $p_{i}$ the $i$ th prime number (so $p_{1}=2$ ). Let $m \geq 1$. Define:

$$
\begin{aligned}
\Sigma & :=\left\{a, b_{1}, \ldots, b_{m}\right\} \\
Q_{i} & :=\left\{(i, 0),(i, 1), \ldots,\left(i, p_{i}-1\right)\right\} \quad \text { for every } i \in\{1, \ldots, m\} \\
Q & :=\{0\} \cup \bigcup_{i=1}^{m} Q_{i}
\end{aligned}
$$

Further, define a monoid morphism $M: \Sigma^{*} \rightarrow \mathbb{N}^{Q \times Q}$ by setting for all $i \in\{1, \ldots, m\}$

$$
\begin{aligned}
M(a)(0,(i, 0)) & :=1 \\
M(a)\left((i, j),\left(i, j+1 \bmod p_{i}\right)\right) & :=1 \quad \text { for all } j \in\left\{0, \ldots, p_{i}-1\right\} \\
M\left(b_{i}\right)(0,0) & :=1 \\
M\left(b_{i}\right)((i, j), 0) & :=1 \quad \text { for all } j \in\left\{0, \ldots, p_{i}-1\right\}
\end{aligned}
$$

and setting all other entries of $M(a), M\left(b_{1}\right), \ldots, M\left(b_{m}\right)$ to 0 , see Figure 3. We have $M\left(\Sigma^{*}\right) \subseteq$ $\{0,1\}^{Q \times Q}$, i.e., $M\left(\Sigma^{*}\right)$ is an unambiguous monoid of relations. For all $q \in Q$ and all $q^{\prime} \in Q \backslash\{0\}$ we have $M\left(b_{1}\right)\left(q, q^{\prime}\right)=0$, i.e., $M\left(b_{1}\right)$ has rank 1 . For all $w \in \Sigma^{*}$ there is $q \in Q$ with $M(w)(0, q)=1$, i.e., 1 is the minimum rank in $M\left(\Sigma^{*}\right)$. A shortest word $w_{0} \in \Sigma^{*}$ such that $M\left(w_{0}\right)$ has rank 1 and $M\left(w_{0}\right)\left(0,\left(i, p_{i}-1\right)\right)=1$ holds for all $i \in\{1, \ldots, m\}$ is the word $w_{0}=b_{1} a^{P}$ where $P=\prod_{i=1}^{m} p_{i} \geq 2^{m}$. On the other hand, we have $|Q|=1+\sum_{i=1}^{m} p_{i} \in$ $O\left(m^{2} \log m\right)$ by the prime number theorem.

Hence there is no polynomial $p$ such that $P \leq p(|Q|)$ holds for all $m$.
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#### Abstract

We consider the standard ILP Feasibility problem: given an integer linear program of the form $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$, where $A$ is an integer matrix with $k$ rows and $\ell$ columns, $\mathbf{x}$ is a vector of $\ell$ variables, and $\mathbf{b}$ is a vector of $k$ integers, we ask whether there exists $\mathbf{x} \in \mathbb{N}^{\ell}$ that satisfies $A \mathbf{x}=\mathbf{b}$. Each row of $A$ specifies one linear constraint on $\mathbf{x}$; our goal is to study the complexity of ILP Feasibility when both $k$, the number of constraints, and $\|A\|_{\infty}$, the largest absolute value of an entry in $A$, are small.

Papadimitriou [29] was the first to give a fixed-parameter algorithm for ILP Feasibility under parameterization by the number of constraints that runs in time $\left(\left(\|A\|_{\infty}+\|\mathbf{b}\|_{\infty}\right) \cdot k\right)^{\mathcal{O}\left(k^{2}\right)}$. This was very recently improved by Eisenbrand and Weismantel [9], who used the Steinitz lemma to design an algorithm with running time $\left(k\|A\|_{\infty}\right)^{\mathcal{O}(k)} \cdot\|\mathbf{b}\|_{\infty}^{2}$, which was subsequently improved by Jansen and Rohwedder [17] to $\mathcal{O}\left(k\|A\|_{\infty}\right)^{k} \cdot \log \|\mathbf{b}\|_{\infty}$. We prove that for $\{0,1\}$-matrices $A$, the running time of the algorithm of Eisenbrand and Weismantel is probably optimal: an algorithm with running time $2^{o(k \log k)} \cdot\left(\ell+\|\mathbf{b}\|_{\infty}\right)^{o(k)}$ would contradict the Exponential Time Hypothesis (ETH). This improves previous non-tight lower bounds of Fomin et al. [10].

We then consider integer linear programs that may have many constraints, but they need to be structured in a "shallow" way. Precisely, we consider the parameter dual treedepth of the matrix $A$, denoted $\operatorname{td}_{D}(A)$, which is the treedepth of the graph over the rows of $A$, where two rows are adjacent if in some column they simultaneously contain a non-zero entry. It was recently shown by Koutecký et al. [24] that ILP Feasibility can be solved in time $\|A\|_{\infty}^{2 \mathcal{O}\left(\operatorname{td}_{D}(A)\right)} \cdot\left(k+\ell+\log \|\mathbf{b}\|_{\infty}\right)^{\mathcal{O}(1)}$. We present a streamlined proof of this fact and prove that, again, this running time is probably optimal: even assuming that all entries of $A$ and $\mathbf{b}$ are in $\{-1,0,1\}$, the existence of an algorithm with running time $2^{2^{o\left(\operatorname{td}_{D}(A)\right)}} \cdot(k+\ell)^{\mathcal{O}(1)}$ would contradict the ETH.
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## 1 Introduction

Integer linear programming (ILP) is a powerful technique used in countless algorithmic results of theoretical importance, as well as applied routinely in thousands of instances of practical computational problems every day. Despite the problem being NP-hard in general, practical ILP solvers excel in solving real-life instances with thousands of variables and constraints. This can be partly explained by applying a variety of subroutines, often based on heuristic approaches, that identify and exploit structure in the input in order to apply the best suited algorithmic strategies. A theoretical explanation of this phenomenon would of course be hard to formulate, but one approach is to use the paradigm of parameterized complexity. Namely, the idea is to design algorithms that perform efficiently when certain relevant structural parameters of the input have moderate values.

In this direction, probably the most significant is the classic result of Lenstra [25], who proved that ILP Optimization is fixed-parameter tractable when parameterized by the number of variables $\ell$. That is, it can be solved in time $f(\ell) \cdot|I|^{\mathcal{O}(1)}$, where $f$ is some function and $|I|$ is the total bitsize of the input; we shall use the previous notation throughout the whole manuscript. Subsequent work in this direction [11, 18] improved the dependence of the running time on $\ell$ to $f(\ell) \leqslant 2^{\mathcal{O}(\ell \log \ell)}$.

In this work we turn to a different structural aspect and study ILPs that have few constraints, as opposed to few variables as in the setting considered by Lenstra. Formally, we consider the parameterization by $k$, the number of constraints (rows of the input matrix $A$ ), and $\|A\|_{\infty}$, the maximum absolute value over all entries in $A$. The situation when the number of constraints is significantly smaller than the number of variables appears naturally in many relevant settings. For instance, to encode SUBSET SUM as an instance of ILP Feasibility it suffices to introduce a $\{0,1\}$-variable $x_{i}$ for every input number $s_{i}$, and then set only one constraint: $\sum_{i=1}^{n} s_{i} x_{i}=t$, where $t$ is the target value. Note that the fact that Subset Sum is NP-hard for the binary encoding of the input and polynomial-time solvable for the unary encoding, explains why $\|A\|_{\infty}$ is also a relevant parameter for the complexity of the problem. Integer linear programs with few constraints and many variables arise most often in the study of knapsack-like and scheduling problems via the concept of so-called configuration $I L P s$, in the context of approximation and parameterized algorithms.

Parameterization by the number of constraints. Probably the first to study the complexity of integer linear programming with few constraints was Papadimitriou [29], who already in 1981 observed the following. Consider an ILP of the standard form $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$, where $A$ is an integer matrix with $k$ rows (constraints) and $\ell$ columns (variables), $\mathbf{x}$ is a vector of integer variables, and $\mathbf{b}$ is a vector of integers. Papadimitriou proved that assuming such an ILP is feasible, it admits a solution with all variables bounded by $B=\ell \cdot\left(\left(\|A\|_{\infty}+\|\mathbf{b}\|_{\infty}\right) \cdot k\right)^{2 k+1}$, which in turn can be found in time $\mathcal{O}\left((\ell B)^{k+1} \cdot|I|\right)$ using simple dynamic programming. Noting that by removing duplicate columns one can assume that $\ell \leqslant\left(2\|A\|_{\infty}+1\right)^{k}$, this yields an algorithm with running time $\left(\left(\|A\|_{\infty}+\|\mathbf{b}\|_{\infty}\right) \cdot k\right)^{\mathcal{O}\left(k^{2}\right)}$. The approach can be lifted
to give an algorithm with a similar running time bound also for the ILP Optimization problem, where instead of finding any feasible solution $\mathbf{x}$, we look for one that maximizes the value $\mathbf{w}^{\top} \mathbf{x}$ for a given optimization goal vector $\mathbf{w}$.

The result of Papadimitriou was recently improved by Eisenbrand and Weismantel [9], who used the Steinitz Lemma to give an amazingly elegant algorithm solving the ILP Optimization problem (and thus also the ILP Feasibility problem) for a given instance $\left\{\max \mathbf{w}^{\boldsymbol{\top}} \mathbf{x}: A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\right\}$ with $k$ constraints in time $\left(k\|A\|_{\infty}\right)^{\mathcal{O}(k)} \cdot\|b\|_{\infty}^{2}$. This running time has been subsequently refined by Jansen and Rohwedder [17] to $\mathcal{O}\left(k\|A\|_{\infty}\right)^{2 k} \cdot \log \|\mathbf{b}\|_{\infty}$ in the case of ILP Optimization, and to $\mathcal{O}\left(k\|A\|_{\infty}\right)^{k} \cdot \log \|\mathbf{b}\|_{\infty}$ in the case of ILP Feasibility.

From the point of view of fine-grained parameterized complexity, this raises the question of whether the parametric factor $\mathcal{O}\left(k\|A\|_{\infty}\right)^{k}$ is the best possible. Jansen and Rohwedder [17] studied this question under the assumption that $k$ is a fixed constant and $\|A\|_{\infty}$ is the relevant parameter. They proved that assuming the Strong Exponential Time Hypothesis (SETH), for every fixed $k$ there is no algorithm with running time $\left(k \cdot\left(\|A\|_{\infty}+\|\mathbf{b}\|_{\infty}\right)\right)^{k-\delta} \cdot|I|^{\mathcal{O}(1)}$, for any $\delta>0$. Note that as $k$ is considered a fixed constant, this essentially shows that the degree of $\|A\|_{\infty}$ needs to be at least $k$, but does not exclude algorithms with running time of the form $\|A\|_{\infty}^{\mathcal{O}(k)} \cdot|I|^{\mathcal{O}(1)}$, or $2^{\mathcal{O}(k)} \cdot|I|^{\mathcal{O}(1)}$ when all entries in the input matrix $A$ are in $\{-1,0,1\}$. On the other hand, the algorithms of $[9,17]$ provide only an upper bound of $2^{\mathcal{O}(k \log k)} \cdot|I|^{\mathcal{O}(1)}$ in the latter setting. As observed by Fomin et al. [10], a trivial encoding of 3SAT as an ILP shows a lower bound of $2^{o(k)} \cdot|I|^{\mathcal{O}(1)}$ for instances with $A$ having entries only in $\{0,1\}$, $\mathbf{b}$ having entries only in $\{0,1,2,3\}$, and $\ell=\mathcal{O}(k)$. This still leaves a significant gap between the $2^{o(k)} \cdot|I|^{\mathcal{O}(1)}$ lower bound and the $2^{\mathcal{O}(k \log k)} \cdot|I|^{\mathcal{O}(1)}$ upper bound.

Parameterization by the dual treedepth. A related, recent line of research concerns ILPs that may have many constraints, but these constraints need to be somehow organized in a structured, "shallow" way. It started with a result of Hemmecke et al. [13], who gave a fixed-parameter tractable algorithm for solving the so-called $n$-fold ILPs. An $n$-fold ILP is an ILP where the constraint matrix is of the form

$$
A=\left(\begin{array}{cccc}
B & B & \ldots & B \\
C & 0 & \cdots & 0 \\
0 & C & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C
\end{array}\right),
$$

and the considered parameters are the dimensions of matrices $B$ and $C$, as well as $\|A\|_{\infty}$. The running time obtained by Hemmecke et al. is $\|A\|_{\infty}^{\mathcal{O}\left(k^{3}\right)} \cdot|I|^{\mathcal{O}(1)}$ when all these dimensions are bounded by $k$. See [13] and the recent improvements of Eisenbrand et al. [8] for more refined running time bounds expressed in terms of particular dimensions.

The result of Hemmecke et al. [13] quickly led to multiple improvements in the best known upper bounds for several parameterized problems, where the technique of configuration ILPs is applicable [20, 21, 22]. Recently, the technique was also applied to improve the running times of several approximation schemes for scheduling problems [16]. Chen and Marx [6] introduced a more general concept of tree-fold ILPs, where the "star-like" structure of an $n$-fold ILP is generalized to any bounded-depth rooted tree, and they showed that it retains relevant fixed-parameter tractability results. This idea was followed on by Eisenbrand et al. [8] and by Koutecký et al. [24], whose further generalizations essentially boil down to considering a structural parameter called the dual treedepth of the input matrix $A$. This parameter, denoted $\operatorname{td}_{D}(A)$, is the smallest number $h$ such that the rows of $A$ can be organized into
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a rooted forest of height $h$ with the following property: whenever two rows have non-zero entries in the same column, one is the ancestor of the other in the forest. As shown explicitly by Koutecký et al. [24] and somewhat implicitly by Eisenbrand et al. [8], ILP Optimization can be solved in fixed-parameter time when parameterized by $\|A\|_{\infty}$ and $\operatorname{td}_{D}(A)$.

Our results. For the parameterization by the number of constraints $k$, we close the above mentioned complexity gap by proving the following optimality result.

- Theorem 1. Assuming ETH, there is no algorithm that would solve any ILP FEASIBILITY instance $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ with $A \in\{0,1\}^{k \times \ell}, \mathbf{b} \in \mathbb{N}^{k}$, and $\ell,\|\mathbf{b}\|_{\infty}=\mathcal{O}(k \log k)$ in time $2^{o(k \log k)}$.

This shows that the algorithms of $[9,17]$ have the essentially optimal running time of $2^{\mathcal{O}(k \log k)} \cdot|I|^{\mathcal{O}(1)}$ also in the regime where $\|A\|_{\infty}$ is a constant and the number of constraints $k$ is the relevant parameter.

The main ingredient of the proof of Theorem 1 is a certain quaint combinatorial construction - detecting matrices introduced by Lindström [26] - that provides a general way for compressing a system $A \mathbf{x}=\mathbf{b}$ with $k$ equalities and bounded targets $\|\mathbf{b}\|_{\infty} \leqslant d$ into $\mathcal{O}\left(k / \log _{d} k\right)$ equalities (with unbounded targets). Each new equality is a linear combination of the original ones; in fact, just taking $\mathcal{O}\left(k / \log _{d} k\right)$ sums of random subsets of the original equalities suffices, but we also provide a deterministic construction taking $\mathcal{O}\left(d k / \log _{d} k\right)$ such subsets. By composing such a compression procedure for $d=4$ with a standard reduction from $(3,4) \mathrm{SAT}$ - a variant of 3 SAT where every variable occurs at most 4 times - to ILP Feasibility, we obtain a reduction that given an instance of $(3,4)$ SAT with $n$ variables and $m$ clauses, produces an equivalent instance of ILP Feasibility with $k=\mathcal{O}((n+m) / \log (n+m))$ constraints. Since $2^{o(k \log k)}=2^{o(n+m)}$, we would obtain a $2^{o(n+m)}$-time algorithm for $(3,4)$ SAT, which is known to contradict ETH. We note that detecting matrices were recently used by two of the authors in the context of different lower bounds based on ETH [3].

For the parameterization by the dual treedepth, we first streamline the presentation of the approach of Koutecký et al. [24] and clarify that the parametric factor in the running time is doubly-exponential in the treedepth. The key ingredient here is the upper bound on $\ell_{1}$-norms of the elements of the Graver basis of the input matrix $A$, expressed in terms of $\|A\|_{\infty}$ and $\operatorname{td}_{D}(A)$. Using standard textbook bounds for Graver bases and the recursive definition of treedepth, we prove that these $\ell_{1}$-norms can be bounded by $\left(2\|A\|_{\infty}+1\right)^{2^{\operatorname{td}_{D}(A)}-1}$. This, combined with the machinery developed by Koutecký et al. [24], implies the following.

- Theorem 2. There is an algorithm that solves any given ILP Optimization instance


We remark that the running time as outlined above also follows from a fine analysis of the reasoning presented in [24], but the intermediate step of using tree-fold ILPs in [24] makes tracking parametric dependencies harder to follow.

We next show that the running time provided by Theorem 2 is probably optimal. Namely, we have the following lower bound.

- Theorem 3. Assuming ETH, there is no algorithm that would solve any ILP FEASIBILITY instance $I=\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$, where all entries of $A$ and $\mathbf{b}$ are in $\{-1,0,1\}$, in time $2^{2^{o\left(\operatorname{td}_{D}(A)\right)}} \cdot|I|^{\mathcal{O}(1)}$.

To prove Theorem 3 we reduce from the Subset Sum problem. The key idea is that we are able to "encode" any positive integer $s$ using an ILP with dual treedepth $\mathcal{O}(\log \log s)$.

## 2 Parameterization by the number of constraints

### 2.1 Detecting matrices

Our main tool is the usage of so-called detecting matrices, first studied by Lindström [26]. They can be explained via the following coin-weighing puzzle: given $m$ coins with weights in $\{0,1, \ldots, d-1\}$, we want the deduce the weight of each coin with as few weighings as possible. We have a spring scale, so in one weighing we can exactly determine the sum of weights of any subset of the coins. While the naive strategy - weigh coins one by one - yields $m$ weighings, it is actually possible to find a solution using $\mathcal{O}\left(m / \log _{d} m\right)$ weighings. This number is asymptotically optimal, as each weighing provides $\Theta(\log m)$ bits of information, so fewer weighings would not be enough to distinguish all $d^{m}$ possible weight functions.

Probably the easiest way to construct such a strategy is using the probabilistic method. It turns out that querying $\mathcal{O}\left(m / \log _{d} m\right)$ random subsets of coins with high probability provides enough information to determine the weight of each coin. This is because a random subset distinguishes any of the $\mathcal{O}\left(d^{m} \cdot d^{m}\right)$ non-equal pairs of weight functions with probability at least $\frac{1}{2}$, but pairs of weight functions that are close to each other are few, while pairs of weight functions that are far from each other have a significantly better probability than $\frac{1}{2}$ of being distinguished. Note that thus we construct a non-adaptive strategy: the subsets of coins to be weighed can be determined and fixed at the very start. We refer the reader to e.g. [12, Corollary 2] for full details, and we remark that the last two authors recently used detecting matrices in the context of algorithmic lower bounds for the Multicoloring problem [3].

Viewing each tuple of coin weights as a vector $\mathbf{v} \in\{0, \ldots, d-1\}^{m}$, each weighing returns the value $\mathbf{a}^{\top} \mathbf{v}$ for the characteristic vector $\mathbf{a} \in\{0,1\}^{m}$ of some subset of coins. Thus $k$ weighings give the vectors of values $M \mathbf{v}$ for some $\{0,1\}$-matrix $M$ with $k$ rows and $m$ columns. An equivalent formulation is then to ask for a $\{0,1\}$-matrix $M$ with $m$ columns, such that knowing the vector $M \mathbf{v}$ uniquely determines any $\mathbf{v} \in\{0, \ldots, d-1\}^{m}$. Such an $M$ is called a $d$-detecting matrix and we seek to minimize the number of rows/weighings $k$ it can have. Lindström gave a deterministic construction and proved the bound on $k$ to be tight. See also Bshouty [4] for a more direct and general construction using Fourier analysis.

- Theorem 4 ([26]). For all $d, m \in \mathbb{N}$, there is a $\{0,1\}$-matrix $M$ with $m$ columns and $k \leqslant \frac{2 m \log d}{\log m}(1+o(1))$ rows such that for any $\mathbf{u}, \mathbf{v} \in\{0, \ldots, d-1\}^{m}$, if $M \mathbf{u}=M \mathbf{v}$ then $\mathbf{u}=\mathbf{v}$. Moreover, such matrix $M$ can be constructed in time polynomial in dm.

In other words, this allows us to check $m$ equalities between values in $\{0, \ldots, d-1\}$ (i.e., corresponding coordinates of vectors $\mathbf{u}$ and $\mathbf{v}$ ) using only $\mathcal{O}\left(m / \log _{d} m\right)$ comparisons of sums of certain subsets of these values (i.e., coordinates of vectors $M \mathbf{u}$ and $M \mathbf{v}$ ). For an ILP instance $A \mathbf{x}=\mathbf{b}$ with $\|\mathbf{b}\|_{\infty} \leqslant d$ and $m$ constraints, we may use this idea to check the equality on each of the $m$ coordinates of $A \mathbf{x}$ using only $\mathcal{O}\left(m / \log _{d} m\right)$ constraints. Indeed, the intuition is that if $M$ is a $d$-detecting matrix, then we can rewrite $A \mathbf{x}=\mathbf{b}$ as $M A \mathbf{x}=M \mathbf{b}$ and check the latter - which involves $\mathcal{O}\left(m / \log _{d} m\right)\{0,1\}$-combinations of the original constraints.

This is the core of our approach. However, there is one subtle caveat: in order to claim that the assertions $A \mathbf{x}=\mathbf{b}$ and $M A \mathbf{x}=M \mathbf{b}$ are equivalent, we would need to ensure that $\|A \mathbf{x}\|_{\infty} \leqslant d$ for an arbitrary vector $\mathbf{x} \in \mathbb{N}^{n}$. One solution is to use the fact that a uniformly random $\{0,1\}$-matrix has a stronger "detecting" property: it will, with high probability, distinguish all vectors of low $\ell_{1}$-norm, as shown by Grebinski and Kucherov [12].

- Lemma 5 ([12]). For all $d, m \in \mathbb{N}$, there exists a $\{0,1\}$-matrix $M$ with $m$ columns and $k \leqslant \frac{4 m \log (d+1)}{\log m}(1+o(1))$ rows such that for any $\mathbf{u}, \mathbf{v} \in \mathbb{N}^{m}$ satisfying $\|\mathbf{u}\|_{1},\|\mathbf{v}\|_{1} \leqslant d m$, if $M \mathbf{u}=M \mathbf{v}$ then $\mathbf{u}=\mathbf{v}$. Moreover, such matrix $M$ can be computed in randomized polynomial time (in $d m$ ).

Note that in Lemma 5, we do not actually have to assume bounds on one of the two vectors: it suffices to assume $\mathbf{u} \in \mathbb{N}^{m}$ and $\|\mathbf{v}\|_{1} \leqslant d m$, because simply adding a single row full of ones to $M$ guarantees $\|\mathbf{u}\|_{1}=\|\mathbf{v}\|_{1}$. Therefore as long as $A$ is non-negative and $\|\mathbf{b}\|_{\infty} \leqslant d$, it suffices to check $M A \mathbf{x}=M \mathbf{b}$. Unfortunately, to the best of our knowledge, no deterministic construction is known for Lemma 5. We remark that Bshouty gave a deterministic, but adaptive detecting strategy [4]; that is, in terms of coin weighing, consecutive queries on coins may depend on results of previous weighings.

Instead, we show that a different, recursive construction by Cantor and Mills [5] for 2-detecting matrices can be adapted so that no bounds (other than non-negativity) are assumed for one of the vectors, while the other must have all coefficients in $\{0,1, \ldots, d-1\}$. The proof is deferred to the full version [23], which we mark with ( $\boldsymbol{\oplus})$.

- Lemma 6 ( $\mathbf{(})$. For all $d, m \in \mathbb{N}$, there exists a $\{0,1\}$-matrix $M$ with $m$ columns and $k \leqslant \frac{m d \log d}{\log m}(1+o(1))$ rows such that for any $\mathbf{u} \in \mathbb{N}^{m}$ and $\mathbf{v} \in\{0,1, \ldots, d-1\}^{m}$, if $M \mathbf{u}=M \mathbf{v}$ then $\mathbf{u}=\mathbf{v}$. Moreover, such matrix $M$ can be computed in time polynomial in dm.

We remark that the bounds in Theorem 4 and Lemma 5 were also shown to be tight. Lemma 6 gives matrices that are also $d$-detecting, in particular, hence the bound is tight for $d=2$ (and tight up to an $\mathcal{O}(d)$ factor in general).

Note also that we can relax the non-negativity constraint to requiring that $\mathbf{u} \in \mathbb{Z}^{m}$ is any integer with all entries lower bounded by $-\left\lfloor\frac{d}{2}\right\rfloor$ and $\mathbf{v} \in\left\{-\left\lfloor\frac{d}{2}\right\rfloor, \ldots,\left\lfloor\frac{d}{2}\right\rfloor\right\}^{m}$. This is because $M \mathbf{u}=M \mathbf{v}$ is equivalent to $M(\mathbf{u}+\mathbf{c})=M(\mathbf{v}+\mathbf{c})$ where $\mathbf{c}$ is the constant $\left\lfloor\frac{d}{2}\right\rfloor$ vector. This allows to use the same detecting matrix for such pairs of vectors as well. However, note that some lower bound on the coefficients of $\mathbf{u}$ is necessary, since even if we fix $\mathbf{v}=0$, the matrix $M$ has a non-trivial kernel, giving many non-zero vectors $\mathbf{u} \in \mathbb{Z}^{m}$ satisfying $M \mathbf{u}=M \mathbf{v}$.

### 2.2 Coefficient reduction

In further constructions, we will need a way to reduce coefficients in a given ILP Feasibility instance with a nonnegative constraint matrix $A$ to $\{0,1\}$. We now prove that this can be done in a standard way by replacing each constraint with $\mathcal{O}\left(\log \|A\|_{\infty}\right)$ constraints that check the original equality bit by bit. Here and throughout this paper we use the convention that for a vector $\mathbf{x}$, by $x_{i}$ we denote the $i$-th entry of $\mathbf{x}$.

- Lemma 7 (Coefficient Reduction). Consider an instance $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ of ILP Feasibility, where $\mathbf{b} \in \mathbb{N}^{k}$ and $A$ is a nonnegative integer matrix with $k$ rows and $\ell$ columns. In polynomial time, this instance can be reduced to an equivalent instance $\left\{A^{\prime} \mathbf{x}=\mathbf{b}^{\prime}, \mathbf{x} \geqslant 0\right\}$ of ILP Feasibility where $A^{\prime}$ is a $\{0,1\}$-matrix with $k^{\prime}=\mathcal{O}\left(k \log \|A\|_{\infty}\right)$ rows and $\ell^{\prime}=\ell+\mathcal{O}\left(k \log \|A\|_{\infty}\right)$ columns, and $\mathbf{b}^{\prime} \in \mathbb{N}^{k^{\prime}}$ is a vector with $\left\|\mathbf{b}^{\prime}\right\|_{\infty}=\mathcal{O}\left(\|\mathbf{b}\|_{\infty}\right)$.

Proof. Denote $\delta=\left\lceil\log \left(1+\|A\|_{\infty}\right)\right\rceil=\mathcal{O}\left(\log \|A\|_{\infty}\right)$. Consider a single constraint $\mathbf{a}^{\boldsymbol{\top}} \mathbf{x}=b$, where $\mathbf{a} \in \mathbb{N}^{\ell}$ is a row of $A$ and $b \in \mathbb{N}$ is an entry of $\mathbf{b}$. Let $a_{i}[j]$ be the $j$-th bit of $a_{i}$, the $i$-th entry of vector a; similarly for $b$. By choice of $\delta,\|\mathbf{a}\|_{\infty} \leqslant 2^{\delta}-1$, so each entry of a has up to $\delta$ binary digits. Now, for $\mathbf{x} \in \mathbb{Z}^{n}$, the constraint $\mathbf{a}^{\top} \mathbf{x}=b$ is equivalent to

$$
\sum_{j=0}^{\delta-1} 2^{j}\left(\sum_{i=1}^{n} a_{i}[j] x_{i}\right)=b
$$

We rewrite this equation into $\delta$ equations, each responsible for verifying one bit. For this, we introduce $\delta-1$ carry variables $y_{0}, y_{1}, \ldots, y_{\delta-2}$ and emulate the standard algorithm for adding binary numbers by writing equations

$$
y_{j-1}+\sum_{i=1}^{n} a_{i}[j] x_{i}=b[j]+2 y_{j} \quad \text { for } j=0, \ldots, \delta-1,
$$

where $y_{-1}$ and $y_{\delta-1}$ are replaced with 0 and $b[\delta-1]$ is replaced with the number whose binary digits are (from the least significant): $b[\delta-1], b[\delta], b[\delta+1], \ldots$ (we do this because $b$ may have more than $\delta$ digits). To get rid of the variable $y_{j}$ on the right-hand side, we let $B=2^{\lceil\log b\rceil}$ and introduce two new variables $y_{j}^{\prime}, y_{j}^{\prime \prime}$ for each carry variable $y_{j}$, with constraints

$$
y_{j}+y_{j}^{\prime}=B \quad \text { and } \quad y_{j}+y_{j}^{\prime \prime}=B \quad \text { for } j=0, \ldots, \delta-2
$$

which is equivalent to $y_{j}^{\prime}=y_{j}^{\prime \prime}=B-y_{j}$. Hence the previous equations can be replaced by

$$
y_{j-1}+\sum_{i=1}^{n} a_{i}[j] x_{i}+y_{j}^{\prime}+y_{j}^{\prime \prime}=b[j]+2 B \quad \text { for } j=0, \ldots, \delta-1
$$

We thus replace each row of $A$ with $2(\delta-1)+\delta$ rows and $3(\delta-1)$ auxiliary variables.

### 2.3 Proof of Theorem 1

The Exponential Time Hypothesis states that for some $0<c<1$, 3SAT with $n$ variables cannot be solved in time $\mathcal{O}^{\star}\left(2^{c n}\right)$ (the $\mathcal{O}^{\star}$ notation hides polynomial factors). It was introduced by Impagliazzio, Paturi, and Zane [15] and developed by Impagliazzo and Paturi [14] to become a central conjecture for proving tight lower bounds for the complexity of various problems. While the original statement considers the parameterization by the number of variables, the Sparsification Lemma [14] allows us to assume that the number of clauses is linear in the number of variables, and hence we have the following.

Theorem 8 (see e.g. Theorem 14.4 in [7]). Unless ETH fails, there is no algorithm for 3SAT that runs in time $2^{o(n+m)}$, where $n$ and $m$ denote the numbers of variables and clauses, respectively.

We now proceed to the proof of Theorem 1. Our first step is to decrease the number of occurrences of each variable. The $(3,4)$ SAT is the variant of 3 SAT where each clause uses exactly 3 different variables and every variable occurs in at most 4 clauses. Tovey [30] gave a linear reduction from 3SAT to $(3,4)$ SAT, i.e., an algorithm that, given an instance of 3SAT with $n$ variables and $m$ clauses, in linear time constructs an equivalent instance of $(3,4)$ SAT with $\mathcal{O}(n+m)$ variables and clauses. In combination with Theorem 8 this yields:

- Corollary 9. Unless ETH fails, there is no algorithm for (3,4)SAT that runs in time $2^{o(n+m)}$, where $n$ and $m$ denote the numbers of variables and clauses, respectively.

We now reduce $(3,4)$ SAT to ILP Feasibility. A $(3,4)$ SAT instance $\varphi$ with $n$ variables and $m$ clauses can be encoded in a standard way as an ILP Feasibility instance with $\mathcal{O}(n+m)$ variables and constraints as follows. For each formula variable $v$ we introduce two ILP variables $x_{v}$ and $x_{\neg v}$ with a constraint $x_{v}+x_{\neg v}=1$ (hence exactly one of them should be 1 , the other 0 ). For each clause $c$ we introduce two auxiliary slack variables $y_{c}, z_{c}$ and two constraints: $y_{c}+z_{c}=2$ and $x_{\ell_{1}}+x_{\ell_{2}}+x_{\ell_{3}}+y_{c}=3$, where $\ell_{1}, \ell_{2}, \ell_{3}$ are the three literals in $c$. Since $y_{c}, z_{c}$ will not appear in any other constraints, the first constraint is equivalent to
ensuring that $y_{c} \leqslant 2$, so the second constraint is equivalent to $x_{\ell_{1}}+x_{\ell_{2}}+x_{\ell_{3}} \geqslant 1$. This way, one can reduce in polynomial time a $(3,4)$ SAT instance $\varphi$ with $n$ variables and $m$ clauses into an equivalent instance $\left\{\mathbf{x} \in \mathbb{Z}^{\ell} \mid A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\right\}$ of ILP FEASIBILITY where:

- the constraint matrix $A$ has $k:=n+2 m$ rows and $\ell:=2 n+2 m$ columns;
- each entry in $A$ is zero or one;
- each row and column of $A$ contains at most 4 non-zero entries; and
- the target vector $\mathbf{b}$ has all entries equal to 1,2 , or 3 ;

We now reduce the obtained instance to another ILP Feasibility instance containing only $\mathcal{O}((n+m) / \log (n+m))$ constraints. Let $M$ be the detecting matrix given by Lemma 6 for $d=4$ and the required number of columns ( $m$ in the notation of the statement of Lemma 6) equal to the number or rows (constraints) in $A$, which is $k$. Then for any $\mathbf{x} \in \mathbb{N}^{\ell}$, we have $A \mathbf{x} \in \mathbb{N}^{k}$ (since $A$ is non-negative) and $\mathbf{b} \in\{0, \ldots, d-1\}^{k}$, hence by Lemma 6 we have that $A \mathbf{x}=\mathbf{b}$ if and only if $M A \mathbf{x}=M \mathbf{b}$. We conclude that the ILP Feasibility instance $\left\{\mathbf{x} \in \mathbb{Z}^{\ell} \mid A^{\prime} \mathbf{x}=\mathbf{b}^{\prime}, \mathbf{x} \geqslant 0\right\}$ with $A^{\prime}=M A$ and $\mathbf{b}^{\prime}=M \mathbf{b}$ is equivalent to the previous instance $\left\{\mathbf{x} \in \mathbb{Z}^{\ell} \mid A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\right\}$.

The new instance has the same number $\ell^{\prime}=\ell=2 n+2 m$ of variables, but only $k^{\prime}=\mathcal{O}(k / \log k)=\mathcal{O}((n+m) / \log (n+m))$ constraints. The entries of $\mathbf{b}^{\prime}=M \mathbf{b}$ are nonnegative and bounded by $k \cdot\|\mathbf{b}\|_{\infty}=\mathcal{O}(n+m)$. Similarly, the entries of $A^{\prime}=M A$ are non-negative, and since every column of $A$ has at most 4 non-zero entries, we get $\left\|A^{\prime}\right\|_{\infty} \leqslant 4$.

To further reduce $\left\|A^{\prime}\right\|_{\infty}$, we apply Lemma 7 , replacing each row of $A^{\prime}$ by a constant number of $\{0,1\}$-rows and auxiliary variables. This way, we reduced in polynomial time a $(3,4)$ SAT instance $\varphi$ with $n$ variables and $m$ clauses into an equivalent ILP Feasibility instance $\left\{\mathbf{x} \in \mathbb{Z}^{\ell^{\prime \prime}} \mid A^{\prime \prime} \mathbf{x}=\mathbf{b}^{\prime \prime}, \mathbf{x} \geqslant 0\right\}$, where $A^{\prime \prime}$ is a $\{0,1\}$-matrix with $\ell^{\prime \prime}=\ell^{\prime}+\mathcal{O}\left(k^{\prime}\right)=$ $\mathcal{O}(n+m)$ columns and $k^{\prime \prime}=\Theta\left(k^{\prime}\right)=\Theta((n+m) / \log (n+m))$ rows, while $\left\|\mathbf{b}^{\prime \prime}\right\|_{\infty}=\mathcal{O}(n+m)$. Hence $\ell^{\prime \prime},\left\|\mathbf{b}^{\prime \prime}\right\|_{\infty}=\mathcal{O}\left(k^{\prime \prime} \log k^{\prime \prime}\right)$.

We are now in position to finish the proof of Theorem 1. Suppose there is an algorithm for ILP Feasibility that works in time $2^{o\left(k^{\prime \prime} \log k^{\prime \prime}\right)}$ on instances with $A \in\{0,1\}^{k^{\prime \prime} \times \ell^{\prime \prime}}$ and $\ell^{\prime \prime},\left\|\mathbf{b}^{\prime \prime}\right\|_{\infty}=\mathcal{O}\left(k^{\prime \prime} \log k^{\prime \prime}\right)$. Then applying the above reduction would solve (3,4)SAT instances with $N=n+m$ variables and clauses in time $2^{o((N / \log N) \cdot \log (N / \log N))}=2^{o(N)}$, which contradicts ETH by Corollary 9. This concludes the proof of Theorem 1.

## 3 Parameterization by the dual treedepth

### 3.1 Preliminaries

Treedepth and dual treedepth. For a graph $G$, the treedepth of $G$, denoted $\operatorname{td}(G)$, can be defined recursively as follows:

$$
\operatorname{td}(G)= \begin{cases}1 & \text { if } G \text { has one vertex; }  \tag{1}\\ \max \left(\operatorname{td}\left(G_{1}\right), \ldots, \operatorname{td}\left(G_{p}\right)\right) & \text { if } G \text { is disconnected and } G_{1}, \ldots, G_{p} \\ & \text { are its connected components; } \\ 1+\min _{u \in V(G)} \operatorname{td}(G-u) & \text { if } G \text { has more than one vertex } \\ & \text { and is connected. }\end{cases}
$$

See e.g. [28]. Equivalently, treedepth is the smallest possible height of a rooted forest $F$ on the same vertex set as $G$ such that whenever $u v$ is an edge in $G$, then $u$ is an ancestor of $v$ in $F$ or vice versa.

Since we focus on constraints, we consider, for a matrix $A$, the constraint graph or dual graph $G_{D}(A)$, defined as the graph with rows of $A$ as vertices where two rows are adjacent if and only if in some column they simultaneously contain a non-zero entry. The dual treedepth of $A$, denoted $\operatorname{td}_{D}(A)$, is the treedepth of $G_{D}(A)$.

The recursive definition (1) is elegantly reinterpreted in terms of row removals and partitioning into blocks as follows. A matrix $A$ is block-decomposable if after permuting its rows and columns it can be presented in block-diagonal form, i.e., rows and columns can be partitioned into intervals $R_{1}, \ldots, R_{p}$ and $C_{1}, \ldots, C_{p}$, for some $p \geqslant 2$, such that non-zero entries appear only in blocks $B_{1}, \ldots, B_{p}$, where $B_{i}$ is the block of entries at intersections of rows from $R_{i}$ with columns from $C_{i}$. It is easy to see that $A$ is block-decomposable if and only if $G_{D}(A)$ is disconnected, and the finest block decomposition of $A$ corresponds to the partition of $G_{D}(A)$ into connected components. The blocks $B_{1}, \ldots, B_{p}$ in this finest partition are called the block components of $A$ - they are not block-decomposable. Then the recursive definition of treedepth provided in (1) translates to the following definition of the dual treedepth of a matrix $A$ :

$$
\operatorname{td}_{D}(A)= \begin{cases}1 & \text { if } A \text { has one row; }  \tag{2}\\
\max \left(\operatorname{td}_{D}\left(B_{1}\right), \ldots, \operatorname{td}_{D}\left(B_{p}\right)\right) & \text { if } A \text { is block-decomposable and } \\
& B_{1}, \ldots, B_{p} \text { are its block components; } \\
1+\min _{\mathbf{a}^{\top}: \text { rows of } A} \operatorname{td}_{D}\left(A \backslash \mathbf{a}^{\top}\right) & \begin{array}{l}
\text { if } A \text { has more than one row and } \\
\\
\text { is not block decomposable. }
\end{array}\end{cases}
$$

Here $A \backslash \mathbf{a}^{\top}$ is the matrix obtained from $A$ by removing the row $\mathbf{a}^{\top}$. Intuitively, dual treedepth formalizes the idea that a block-decomposable matrix is as hard as the hardest of its block components, and that adding a single row makes it a bit harder, but not uncontrollably so.

Graver bases. Two integer vectors $\mathbf{a}, \mathbf{b} \in \mathbb{Z}^{n}$ are sign-compatible if $a_{i} \cdot b_{i} \geqslant 0$ for all $i=1, \ldots, n$. For $\mathbf{a}, \mathbf{b} \in \mathbb{Z}^{n}$ we write $\mathbf{a} \sqsubseteq \mathbf{b}$ if $\mathbf{a}$ and $\mathbf{b}$ are sign-compatible and $\left|a_{i}\right| \leqslant\left|b_{i}\right|$ for all $i=1, \ldots, n$. Then $\sqsubseteq$ is a partial order on $\mathbb{Z}^{n}$; we call it the conformal order. Note that $\sqsubseteq$ has a unique minimum element, which is the zero vector $\mathbf{0}$.

For a matrix $A$, the Graver basis of $A$, denoted $\mathcal{G}(A)$ is the set of conformally minimal vectors in $\left(\operatorname{ker} A \cap \mathbb{Z}^{n}\right)-\{\mathbf{0}\}$. It is easy to see by Dickson's lemma that ( $\mathbb{Z}^{n}, \sqsubseteq$ ) is a well quasi-ordering, hence there are no infinite antichains with respect to the conformal order. It follows that the Graver basis of every matrix is finite, though it can be quite large. For a matrix $A$ and $p \in[1, \infty]$, we denote $g_{p}(A)=\max _{\mathbf{u} \in \mathcal{G}(A)}\|\mathbf{u}\|_{p}$.

### 3.2 Upper bound

We start with the upper bound for the dual treedepth parameterization, that is, Theorem 2. As explained in the introduction, this result easily follows from the work of Koutecký et al. [24] and the following lemma bounding $g_{1}(A)$ in terms of $\operatorname{td}_{D}(A)$ and $\|A\|_{\infty}$, for any integer matrix $A$.

- Lemma 10. For any matrix A with integer entries, it holds that

$$
g_{1}(A) \leqslant\left(2\|A\|_{\infty}+1\right)^{2^{\operatorname{td}_{D}(A)}-1}
$$

Before we prove Lemma 10, let us sketch how using the reasoning from Koutecký et al. [24] one can derive Theorem 2. Using the bound on the $\ell_{1}$-norm of vectors in the Graver
basis of $A$, we can construct a $\Lambda$-Graver-best oracle for the considered ILP Optimization instance. This is an oracle that given any feasible solution $\mathbf{x}$, returns another feasible solution $\mathbf{x}^{\prime}$ that differs from $\mathbf{x}$ only by an integer multiple not larger than $\Lambda$ of a vector from the Graver basis of $A$, and among such solution achieves the best goal value of $\mathbf{w}^{\top} \mathbf{x}^{\prime}$. Such a $\Lambda$-Graver-best oracle runs in time $\left(\|A\|_{\infty} \cdot g_{1}(A)\right)^{\mathcal{O}\left(\operatorname{tw}_{D}(A)\right)} \cdot|I|^{\mathcal{O}(1)}$, where $\operatorname{tw}_{D}(A)$ is the treewidth of the constraint graph $G_{D}(A)$, which is always upper bounded by $\operatorname{td}_{D}(A)+1$. See the proof of Lemma 25 and the beginning of the proof of Theorem 3 in [24]; the reasoning there is explained in the context of tree-fold ILPs, but it uses only boundedness of the dual treedepth of $A$. Once a $\Lambda$-Graver-best oracle is implemented, we can use it to implement a Graver-best oracle (Lemma 14 in [24]) within the same asymptotic running time, and finally use the main theorem - Theorem 1 in [24] - to obtain the algorithm promised in Theorem 2 above.

We now proceed to the proof of Lemma 10.
Proof of Lemma 10. We proceed by induction on the number of rows of $A$ using the recursive definition (2). For the base case - when $A$ has one row - we may use the following well-known bound.
$\triangleright$ Claim 11 (Lemma 3.5.7 in [27]). If $A$ is an integer matrix with one row, then

$$
g_{1}(A) \leqslant 2\|A\|_{\infty}+1
$$

We note that the original bound of $2\|A\|_{\infty}-1$, stated in [27], works only for non-zero $A$.
We now move to the induction step, so suppose the considered matrix $A$ has more than one row. We consider two cases: either $A$ is block-decomposable, or it is not.

First suppose that $A$ is block-decomposable. Let $B_{1}, \ldots, B_{p}$ be the block components of $A$, and let $R_{1}, \ldots, R_{p}$ and $C_{1}, \ldots, C_{p}$ be the corresponding partitions of rows and columns of $A$ into segments, respectively. Observe that integer vectors u from $\operatorname{ker} A$ are exactly vectors of the form $\left(\mathbf{v}^{(1)}\left|\mathbf{v}^{(2)}\right| \ldots \mid \mathbf{v}^{(p)}\right)$, where each $\mathbf{v}^{(i)}$ is an integer vector of length $\left|C_{i}\right|$ that belongs to ker $B_{i}$. It follows that $\mathcal{G}(A)$ consists of vectors of the following form: for some $i \in\{1, \ldots, p\}$ put a vector from $\mathcal{G}\left(B_{i}\right)$ on coordinates corresponding to the columns of $C_{i}$, and fill all the other entries with zeroes. Consequently, we have

$$
\begin{equation*}
g_{1}(A) \leqslant \max _{i=1, \ldots, p} g_{1}\left(B_{i}\right) \tag{3}
\end{equation*}
$$

On the other hand, by (2) we have

$$
\begin{equation*}
\operatorname{td}_{D}(A)=\max _{i=1, \ldots, p} \operatorname{td}_{D}\left(B_{i}\right) \tag{4}
\end{equation*}
$$

Since each matrix $B_{i}$ has fewer rows than $A$, we may apply the induction assumption to matrices $B_{1}, \ldots, B_{p}$, thus inferring by (3) and (4) that

$$
g_{1}(A) \leqslant \max _{i=1, \ldots, p} g_{1}\left(B_{i}\right) \leqslant \max _{i=1, \ldots, p}\left(2\left\|B_{i}\right\|_{\infty}+1\right)^{2^{\operatorname{td}_{D}\left(B_{i}\right)}-1} \leqslant\left(2\|A\|_{\infty}+1\right)^{2^{\mathrm{td}_{D}(A)}-1}
$$

We are left with the case when $A$ is not block-decomposable. For this, we use the following claim, which is essentially Lemma 3.7.6 and Corollary 3.7.7 in [27]. The statement there is slightly different, but the same proof in fact proves the following bound; for convenience, we repeat the argument in the full version.
$\triangleright$ Claim $12(\boldsymbol{\oplus})$. Let $A$ be an integer matrix and let $\mathbf{a}^{\top}$ be a row of $A$. Then

$$
g_{1}(A) \leqslant\left(2\left\|\mathbf{a}^{\top}\right\|_{\infty}+1\right) \cdot g_{1}\left(A \backslash \mathbf{a}^{\top}\right) \cdot g_{\infty}\left(A \backslash \mathbf{a}^{\top}\right)
$$

Suppose then that $A$ is not block-decomposable. By (2), there exists a row $\mathbf{a}^{\top}$ of $A$ such that $\operatorname{td}_{D}\left(A \backslash \mathbf{a}^{\top}\right)=\operatorname{td}_{D}(A)-1$. Then, by Claim 12 and the inductive assumption, we have

$$
\begin{aligned}
g_{1}(A) & \leqslant\left(2\left\|\mathbf{a}^{\boldsymbol{\top}}\right\|_{\infty}+1\right) \cdot g_{1}\left(A \backslash \mathbf{a}^{\top}\right) \cdot g_{\infty}\left(A \backslash \mathbf{a}^{\boldsymbol{\top}}\right) \leqslant\left(2\|A\|_{\infty}+1\right) \cdot\left(g_{1}\left(A \backslash \mathbf{a}^{\top}\right)\right)^{2} \\
& \leqslant\left(2\|A\|_{\infty}+1\right)^{1+2 \cdot\left(2^{\mathrm{td}_{D}(A)-1}-1\right)}=\left(2\|A\|_{\infty}+1\right)^{2^{\operatorname{td}_{D}(A)}-1}
\end{aligned}
$$

This concludes the proof.

### 3.3 Lower bound

We now move to the proof of the lower bound, Theorem 3. We will reduce from the Subset Sum problem: given non-negative integers $s_{1}, \ldots, s_{k}, t$, encoded in binary, decide whether there is a subset of numbers $s_{1}, \ldots, s_{k}$ that sums up to $t$. The standard NP-hardness reduction from 3SAT to SUBSET Sum takes an instance of 3SAT with $n$ variables and $m$ clauses, and produces an instance $\left(s_{1}, \ldots, s_{k}, t\right)$ of SUBSET Sum with a linear number of numbers and each of them of linear bit-length, that is, $k \leqslant \mathcal{O}(n+m)$ and $0 \leqslant s_{1}, \ldots, s_{k}, t<2^{\delta}$, for some $\delta \leqslant \mathcal{O}(n+m)$. See e.g. [1] for an even finer reduction, yielding lower bounds for Subset Sum under Strong ETH. By Theorem 8, this immediately implies an ETH-based lower bound for Subset Sum.

- Lemma 13. Unless ETH fails, there is no algorithm for SUBSET SUM that would solve any input instance $\left(s_{1}, \ldots, s_{k}, t\right)$ in time $2^{o(k+\delta)}$, where $\delta$ is the smallest integer such that $s_{1}, \ldots, s_{k}, t<2^{\delta}$.

The idea for our reduction from Subset Sum to ILP Feasibility is as follows. Given an instance $\left(s_{1}, \ldots, s_{k}, t\right)$, we first construct numbers $s_{1}, \ldots, s_{k}$ using ILPs $P_{1}, \ldots, P_{k}$, where each $P_{i}$ uses only constant-size coefficients and has dual treedepth $\mathcal{O}(\log \delta)$. The ILP $P_{i}$ will have a designated variable $z_{i}$ and two feasible solutions: one that sets $z_{i}$ to 0 and one that sets it to $s_{i}$. Similarly we can construct an ILP $Q$ that forces a designated variable $w$ to be set to $t$. Having that, the whole input instance can be encoded using one additional constraint: $z_{1}+\ldots+z_{k}-w=0$. To construct each $P_{i}$, we first create $\delta$ variables $y_{0}, y_{1}, \ldots, y_{\delta-1}$ that are either all evaluated to 0 or all evaluated to $2^{0}, 2^{1}, \ldots, 2^{\delta-1}$, respectively; this involves constraints of the form $y_{j+1}=2 y_{j}$. Then the number $s_{i}$ (or 0 ) can be obtained on a new variable $z_{i}$ using a single constraint that assembles the binary encoding of $s_{i}$. The crucial observations is that the constraint graph $G_{D}\left(P_{i}\right)$ consists of a path on $\delta$ vertices and one additional vertex, and thus has treedepth $\mathcal{O}(\log \delta)$.

We start implementing this plan formally by giving the construction for a single number $s$.

- Lemma 14. For all positive integers $\delta$ and satisfying $0 \leqslant s<2^{\delta}$, there exists an instance $P=\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ of ILP Feasibility with the following properties:
- $A$ has all entries in $\{-1,0,1,2\}$ and $\operatorname{td}_{D}(A) \leqslant \mathcal{O}(\log \delta)$;
- $\mathbf{b}$ is a vector with all entries in $\{0,1\}$; and
- $P$ has exactly two solutions $\mathbf{x}^{(1)}$ and $\mathbf{x}^{(2)}$, where $x_{1}^{(1)}=0$ and $x_{1}^{(2)}=s$.

Moreover, the instance $P$ can be constructed in time polynomial in $\delta+\log s$.
Proof. We shall use $n+2$ variables, denoted for convenience by $y_{0}, y_{1}, \ldots, y_{\delta-1}, z, u$; these are arranged into the variable vector $\mathbf{x}$ of length $\delta+2$ so that $x_{1}=z$. Letting $b_{0}, b_{1}, \ldots, b_{\delta-1}$ be the consecutive digits of the number $s$ in the binary encoding, the instance $P$ then looks
as follows:

$$
\begin{aligned}
& u+y_{0}=1 \\
& 2 y_{0}-y_{1} \quad=0 \\
& 2 y_{1}-y_{2} \quad=0 \\
& \ddots \quad \ddots \quad:
\end{aligned}
$$

Since $0 \leqslant u \leqslant 1$, it is easy to see that $P$ has exactly two solutions in nonnegative integers: - If one sets $u=1$, then all the other variables need to be set to 0 .

- If one sets $u=0$, then $y_{i}$ needs to be set to $2^{i}$ for all $i=0,1, \ldots, \delta-1$, and then $z$ needs to be set to $s$ by the last equation.
It remains to analyze the dual treedepth of $A$. Observe that the constraint graph $G_{D}(A)$ consists of a path of length $\delta$, plus one vertex corresponding to the last equation that may have an arbitrary neighborhood within the path. Since the path on $\delta$ vertices has treedepth $\lceil\log (\delta+1)\rceil$, it follows that $G_{D}(A)$ has treedepth at most $1+\lceil\log (\delta+1)\rceil \leqslant \mathcal{O}(\log \delta)$.

We note that in the above construction one may remove the variable $u$ and replace the constraint $u+y_{0}=1$ with $y_{0}=1$, thus forcing only one solution: the one that sets the first variable to $s$. This will be used later.

We are ready to show the core part of the reduction.

- Lemma 15. An instance $\left(s_{1}, \ldots, s_{k}, t\right)$ of Subset Sum with $0 \leqslant s_{i}, t<2^{\delta}$ for $i=1, \ldots, k$, can be reduced in polynomial time to an equivalent instance $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ of ILP Feasibility where the entries of $A$ are in $\{-1,0,1,2\}$, entries of $\mathbf{b}$ are in $\{0,1\}$, and $\operatorname{td}_{D}(A) \leqslant \mathcal{O}(\log \delta)$.

Proof. For each $i \in\{1, \ldots, k\}$, apply Lemma 14 to construct a suitable instance $P_{i}=$ $\left\{A_{i} \mathbf{x}=\mathbf{b}_{i}, \mathbf{x} \geqslant 0\right\}$ of ILP Feasibility for $s=s_{i}$. Also, apply Lemma 14 to construct a suitable instance $Q=\{C \mathbf{x}=\mathbf{d}, \mathbf{x} \geqslant 0\}$ of ILP Feasibility for $s=t$, and modify it as explained after the lemma's proof so that there is only one solution, setting the first variable to $t$. Let

$$
A=\left(\begin{array}{lllll} 
& & \mathbf{c}^{\top} & & \\
A_{1} & & & & \\
& A_{2} & & & \\
& & \ddots & & \\
& & & A_{k} & \\
& & & & C
\end{array}\right)
$$

where

$$
\mathbf{c}^{\boldsymbol{\top}}=(10 \ldots 0|10 \ldots 0| \ldots|10 \ldots 0|(-1) 0 \ldots 0)
$$

with consecutive blocks of lengths equal to the numbers of columns of $A_{1}, \ldots, A_{k}$, and $C$, respectively. Observe that

$$
\operatorname{td}_{D}(A) \leqslant 1+\max \left(\operatorname{td}_{D}\left(A_{1}\right), \ldots, \operatorname{td}_{D}\left(A_{k}\right), \operatorname{td}_{D}(C)\right)=\mathcal{O}(\log \delta)
$$

Further, let

$$
\mathbf{b}^{\top}=\left(0\left|\mathbf{b}_{1}^{\top}\right| \ldots\left|\mathbf{b}_{k}^{\top}\right| \mathbf{d}^{\top}\right) .
$$

We now claim that the ILP $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ is feasible if and only if the input instance of Subset Sum has a solution. Indeed, if we denote by $z_{1}, \ldots, z_{k}, w$ the variables corresponding to the first columns of blocks $A_{1}, \ldots, A_{k}, C$, respectively, then by Lemma 14 within each block $A_{i}$ there are two ways of evaluating variables corresponding to columns of $A_{i}$ : one setting $z_{i}=0$ and second setting $z_{i}=s_{i}$. However, there is only one way of evaluating the variables corresponding to columns of $C$, which sets $w=t$. The first row of $A$ then constitutes the constraint $z_{1}+\ldots+z_{k}-w=0$, which can be satisfied by setting $z_{i}$-s and $w$ as above if and only if some subset of the numbers $s_{1}, \ldots, s_{k}$ sums up to $t$.

It remains to reduce the entries in $A$ equal to 2, simply by duplicating variables.

- Lemma 16 ( $\mathbf{~})$. An instance $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$ of ILP Feasibility where the entries of $A$ are in $\{-1,0,1,2\}$ and the entries of $\mathbf{b}$ are in $\{0,1\}$ can be reduced in polynomial time to an equivalent instance $\left\{A^{\prime} \mathbf{x}=\mathbf{b}^{\prime}, \mathbf{x} \geqslant 0\right\}$ of ILP FEASIBILITY with all entries in $\{-1,0,1\}$ and $\operatorname{td}_{D}\left(A^{\prime}\right) \leqslant \operatorname{td}_{D}(A)+1$.

Theorem 3 now follows by observing that combining the reductions of Lemma 15 and Lemma 16 with a hypothetical algorithm for ILP Feasibility on $\{-1,0,1\}$-input with running time $2^{2^{o\left(\mathrm{td}_{D}(A)\right)}} \cdot|I|^{\mathcal{O}(1)}$ would yield an algorithm for SUBSET SUM with running time $2^{o(k+\delta)}$, contradicting ETH by Lemma 13.

## 4 Conclusions

We conclude this work by stating two concrete open problems in the topic.
First, apart from considering the standard form $\{A \mathbf{x}=\mathbf{b}, \mathbf{x} \geqslant 0\}$, Eisenbrand and Weismantel [9] also studied the more general setting of ILPs of the form $\{A \mathbf{x}=\mathbf{b}, \mathbf{l} \leqslant \mathbf{x} \leqslant \mathbf{u}\}$, where $\mathbf{l}$ and $\mathbf{u}$ are integer vectors. That is, instead of only requiring that every variable is nonnegative, we put an arbitrary lower and upper bound on the values it can take. Note that such lower and upper bounds can be easily emulated in the standard formulation using slack variables, but this would require adding more constraints to the matrix $A$; the key here is that we do not count these lower and upper bounds in the total number of constraints $k$. For this more general setting, Eisenbrand and Weismantel [9] gave an algorithm with running time $k^{\mathcal{O}\left(k^{2}\right)} \cdot\|A\|_{\infty}^{\mathcal{O}\left(k^{2}\right)} \cdot|I|^{\mathcal{O}(1)}$, which boils down to $2^{\mathcal{O}\left(k^{2} \log k\right)} \cdot|I|^{\mathcal{O}(1)}$ when $\|A\|_{\infty}=\mathcal{O}(1)$. (A typo leading to a $2^{\mathcal{O}\left(k^{2}\right)} \cdot|I|^{\mathcal{O}(1)}$ bound has been fixed in later versions of the paper). Is this running time optimal or could the $2^{\mathcal{O}\left(k^{2} \log k\right)}$ factor be improved?

Second, in this work we studied the parameter dual treedepth of the constraint matrix $A$, but of course one can also consider the primal treedepth. It can be defined as the treedepth of the graph over the columns (variables) of $A$, where two columns are adjacent if they have a non-zero entry in same row (the variables appear simultaneously in some constraint). It is known that ILP Feasibility and ILP Optimization are fixed-parameter tractable when parameterized by $\|A\|_{\infty}$ and $\operatorname{td}_{P}(A)$, that this, there is an algorithm with running time $f\left(\|A\|_{\infty}, \operatorname{td}_{P}(A)\right) \cdot|I|^{\mathcal{O}(1)}$, for some function $f$ [24]. Again, the key ingredient here is an inequality on $\ell_{\infty}$-norms of the elements of the Graver basis of any integer matrix $A$ : $g_{\infty}(A) \leqslant h\left(\|A\|_{\infty}, \operatorname{td}_{P}(A)\right)$ for some function $h$. Unfortunately, the known proofs of this fact ${ }^{1}$, see $[2]^{2}$, use the theory of well quasi-orderings (in a highly non-trivial way) and consequently

[^64]STACS 2019
give no direct bounds on the function $h$. A good upper bound on $h$ would directly lead to a correspondingly efficient FPT algorithm for ILP Optimization parameterized by $\|A\|_{\infty}$ and $\operatorname{td}_{P}(A)$. However, we conjecture that the function $h$ has to be non-elementary in $\operatorname{td}_{P}(A)$. If this was the case, an example could likely be used to prove a non-elementary lower bound under ETH for ILP Feasibility under that $\operatorname{td}_{P}(A)$ parameterization (with $\|A\|=\mathcal{O}(1)$ ).

## References

1 Amir Abboud, Karl Bringmann, Danny Hermelin, and Dvir Shabtay. SETH-based lower bounds for Subset Sum and Bicriteria Path. In SODA 2019, pages 41-57. SIAM, 2019.
2 Matthias Aschenbrenner and Raymond Hemmecke. Finiteness Theorems in Stochastic Integer Programming. Foundations of Computational Mathematics, 7(2):183-227, 2007.
3 Marthe Bonamy, Łukasz Kowalik, Michał Pilipczuk, Arkadiusz Socała, and Marcin Wrochna. Tight Lower Bounds for the Complexity of Multicoloring. In ESA 2017, volume 87 of LIPIcs, pages 18:1-18:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2017.
4 Nader H. Bshouty. Optimal Algorithms for the Coin Weighing Problem with a Spring Scale. In COLT 2009, 2009.
5 David G Cantor and WH Mills. Determination of a subset from certain combinatorial properties. Canad. J. Math, 18:42-48, 1966.
6 Lin Chen and Dániel Marx. Covering a tree with rooted subtrees - parameterized and approximation algorithms. In SODA 2018, pages 2801-2820. SIAM, 2018.
7 Marek Cygan, Fedor V. Fomin, Łukasz Kowalik, Daniel Lokshtanov, Dániel Marx, Marcin Pilipczuk, Michał Pilipczuk, and Saket Saurabh. Parameterized Algorithms. Springer, 2015.
8 Friedrich Eisenbrand, Christoph Hunkenschröder, and Kim-Manuel Klein. Faster Algorithms for Integer Programs with Block Structure. In ICALP 2018, volume 107 of LIPIcs, pages 49:1-49:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018.
9 Friedrich Eisenbrand and Robert Weismantel. Proximity results and faster algorithms for Integer Programming using the Steinitz Lemma. In SODA 2018, pages 808-816. SIAM, 2018.
10 Fedor V. Fomin, Fahad Panolan, M. S. Ramanujan, and Saket Saurabh. On the Optimality of Pseudo-polynomial Algorithms for Integer Programming. In ESA 2018, volume 112 of LIPIcs, pages 31:1-31:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018.
11 András Frank and Éva Tardos. An application of simultaneous diophantine approximation in combinatorial optimization. Combinatorica, 7(1):49-65, 1987.
12 Vladimir Grebinski and Gregory Kucherov. Optimal Reconstruction of Graphs under the Additive Model. Algorithmica, 28(1):104-124, 2000.
13 Raymond Hemmecke, Shmuel Onn, and Lyubov Romanchuk. $n$-Fold integer programming in cubic time. Math. Program., 137(1-2):325-341, 2013.
14 Russell Impagliazzo and Ramamohan Paturi. On the Complexity of $k$-SAT. J. Comput. Syst. Sci., 62(2):367-375, 2001.
15 Russell Impagliazzo, Ramamohan Paturi, and Francis Zane. Which Problems Have Strongly Exponential Complexity? J. Comput. Syst. Sci., 63(4):512-530, 2001.
16 Klaus Jansen, Kim-Manuel Klein, Marten Maack, and Malin Rau. Empowering the Configuration-IP - New PTAS Results for Scheduling with Setups Times. In ITCS 2019, volume 124 of LIPIcs, pages 44:1-44:19. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2019.

17 Klaus Jansen and Lars Rohwedder. On Integer Programming and Convolution. In ITCS 2019, volume 124 of LIPIcs, pages 43:1-43:17. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2019.

18 Ravi Kannan. Minkowski's Convex Body Theorem and Integer Programming. Mathematics of Operations Research, 12(3):415-440, 1987.
19 Kim-Manuel Klein. About the Complexity of Two-Stage Stochastic IPs. CoRR, abs/1901.01135, 2019.

20 Dušan Knop and Martin Koutecký. Scheduling meets $n$-fold integer programming. J. Scheduling, 21(5):493-503, 2018.
21 Dušan Knop, Martin Koutecký, and Matthias Mnich. Combinatorial $n$-fold Integer Programming and Applications. In ESA 2017, volume 87 of LIPIcs, pages 54:1-54:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2017.

22 Dušan Knop, Martin Koutecký, and Matthias Mnich. Voting and Bribing in Single-Exponential Time. In STACS 2017, volume 66 of LIPIcs, pages 46:1-46:14. Schloss Dagstuhl - LeibnizZentrum für Informatik, 2017.
23 Dušan Knop, Michał Pilipczuk, and Marcin Wrochna. Tight complexity lower bounds for integer linear programming with few constraints. CoRR, abs/1811.01296, 2018. URL: http://arxiv.org/abs/1811.01296.
24 Martin Koutecký, Asaf Levin, and Shmuel Onn. A Parameterized Strongly Polynomial Algorithm for Block Structured Integer Programs. In ICALP 2018, volume 107 of LIPIcs, pages 85:1-85:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018.
25 Hendrik W. Lenstra. Integer Programming with a Fixed Number of Variables. Mathematics of Operations Research, 8(4):538-548, 1983.
26 Bernt Lindström. On a combinatorial problem in number theory. Canad. Math. Bull, 8(4):477490, 1965.
27 Jesús A. De Loera, Raymond Hemmecke, and Matthias Köppe. Algebraic and Geometric Ideas in the Theory of Discrete Optimization, volume 14 of MOS-SIAM Series on Optimization. SIAM, 2013.
28 Jaroslav Nešetřil and Patrice Ossona de Mendez. Sparsity - Graphs, Structures, and Algorithms, volume 28 of Algorithms and combinatorics. Springer, 2012.
29 Christos H. Papadimitriou. On the complexity of integer programming. J. ACM, 28(4):765-768, 1981.

30 Craig A. Tovey. A simplified NP-complete satisfiability problem. Discrete Applied Mathematics, 8(1):85-89, 1984.

# The Set Cover Conjecture and Subgraph Isomorphism with a Tree Pattern 

Robert Krauthgamer<br>Weizmann Institute of Science, Rehovot, Israel<br>robert.krauthgamer@weizmann.ac.il<br>Ohad Trabelsi<br>Weizmann Institute of Science, Rehovot, Israel<br>ohad.trabelsi@weizmann.ac.il


#### Abstract

In the Set Cover problem, the input is a ground set of $n$ elements and a collection of $m$ sets, and the goal is to find the smallest sub-collection of sets whose union is the entire ground set. The fastest algorithm known runs in time $O\left(m n 2^{n}\right)$ [Fomin et al., WG 2004], and the Set Cover Conjecture (SeCoCo) [Cygan et al., TALG 2016] asserts that for every fixed $\varepsilon>0$, no algorithm can solve Set Cover in time $2^{(1-\varepsilon) n}$ poly $(m)$, even if set sizes are bounded by $\Delta=\Delta(\varepsilon)$. We show strong connections between this problem and kTree, a special case of Subgraph Isomorphism where the input is an $n$-node graph $G$ and a $k$-node tree $T$, and the goal is to determine whether $G$ has a subgraph isomorphic to $T$.

First, we propose a weaker conjecture Log-SeCoCo, that allows input sets of size $\Delta=O(1 / \varepsilon \cdot \log n)$, and show that an algorithm breaking Log-SeCoCo would imply a faster algorithm than the currently known $2^{n} \operatorname{poly}(n)$-time algorithm [Koutis and Williams, TALG 2016] for Directed nTree, which is kTree with $k=n$ and arbitrary directions to the edges of $G$ and $T$. This would also improve the running time for Directed Hamiltonicity, for which no algorithm significantly faster than $2^{n}$ poly $(n)$ is known despite extensive research.

Second, we prove that if p-Partial Cover, a parameterized version of Set Cover that requires covering at least $p$ elements, cannot be solved significantly faster than $2^{n}$ poly ( $m$ ) (an assumption even weaker than Log-SeCoCo) then kTree cannot be computed significantly faster than $2^{k}$ poly $(n)$, the running time of the Koutis and Williams' algorithm.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Graph algorithms analysis; Theory of computation $\rightarrow$ Discrete optimization; Theory of computation $\rightarrow$ Parameterized complexity and exact algorithms

Keywords and phrases Conditional lower bounds, Hardness in P, Set Cover Conjecture, Subgraph Isomorphism

Digital Object Identifier 10.4230/LIPIcs.STACS.2019.45
Related Version This paper is based on two preliminary versions arXiv:1711.08041 and arXiv:1708.07591.

Funding Robert Krauthgamer: Work supported in part by the Israel Science Foundation grant \#1086/18, ONR Award N00014-18-1-2364, a Minerva Foundation grant, and a Google Faculty Research Award. Part of this work was done while was visiting the Simons Institute for the Theory of Computing.

## 1 Introduction

Set Cover and Subgraph Isomorphism are two of the most well-researched problems in theoretical computer science. In this paper we show a strong connection between their time complexity. We first discuss each, and then show our results.
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## Set Cover

In the Set Cover problem, the input is a ground set $[n]=\{1, \ldots, n\}$ and a collection of $m$ sets, and the goal is to find the smallest sub-collection of sets whose union is the entire ground set. An exhaustive search takes $O\left(n 2^{m}\right)$ time, and a dynamic-programming algorithm has running time $O\left(m n 2^{n}\right)$ [15], which is faster when $m>n$, a common assumption that we will make throughout. In spite of extensive effort, no algorithm that runs in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$ is known, although some improvements are known in special cases [22, 9, 30, 10]. Here and throughout, $O^{*}(\cdot)$ hides polynomial factors in the instance size, and unless stated otherwise, $\varepsilon>0$ denotes a fixed constant (and similarly $\varepsilon^{\prime}$ ). Thus, it was conjectured that the above running time is optimal [12], even if the input sets are small. To state this more formally, let $\Delta$-Set Cover denote the Set Cover problem where all sets have size at most $\Delta>0$.

- Conjecture 1.1 (Set Cover Conjecture (SeCoCo) [12]). For every fixed $\varepsilon>0$ there is $\Delta(\varepsilon)>0$, such that no algorithm (even randomized) solves $\Delta$-Set Cover in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$.
This conjecture clearly implies that for every $\Delta=\omega(1)$, no algorithm solves $\Delta$-Set Cover in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$. Several conditional lower bounds were based on this conjecture (by reducing Set Cover to it) in the recent decade, including for Steiner Tree, Set Partitioning, and more $[12,11,8,24,25]$. The authors of [12] asked whether the problems they reduce Set Cover to can be reduced back to Set Cover, so that their running time complexity would stand and fall with SeCoCo . They believed it would be hard to do, since it would probably provide for those problems an alternative algorithm with running time that matches the currently fastest one, which is very complex and took decades to achieve for some (e.g., for Steiner Tree).


## Connection to SETH

No formal connection is known to date between the SeCoCo conjecture and the Strong Exponential Time Hypothesis (SETH) of [18], which asserts that for every $\varepsilon>0$ there exists $k(\varepsilon)$, such that kSAT on $N$ variables and $M$ clauses cannot be solved in time $O^{*}\left(2^{(1-\varepsilon) N}\right)$. Cygan et al. [12] provided a partial answer by showing a SETH-based lower bound for a certain variant of Set Cover (that counts the number of solutions). It is known that the weaker assumption ETH implies a $2^{\Omega(n)}$ time lower bound for Set Cover, even if $\Delta=O(1)$, and that SAT can be solved in time $O^{*}\left(2^{(1-\varepsilon) N}\right)$ if and only if Set Cover can be solved in time $O^{*}\left(2^{\left(1-\varepsilon^{\prime}\right) m}\right)$, see [12]. Some researchers hesitate to rely on SeCoCo as a conjecture, and prefer other, more popular conjectures such as SETH. For example, a running time lower bound for Subset Sum was recently shown [1] based on SETH, even though a lower bound based on SeCoCo was already known [12].

We address the necessity of SeCoCo by proposing a weaker assumption, and showing an independent justification for it. Our conjecture deals with $\Delta$-Set Cover for $\Delta=O(\log n)$, as follows.

- Conjecture 1.2 (Logarithmic Set Cover Conjecture (Log-SeCoCo)). For every fixed $\varepsilon>0$, there is $\Delta(\varepsilon, n)=O(1 / \varepsilon \cdot \log n)$ such that no algorithm (even randomized) solves $\Delta$-Set Cover in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$.

The fastest algorithm known for $\Delta$-Set Cover runs in time $O^{*}\left(2^{n \lambda_{\Delta}}\right)$ [22] for $\lambda_{\Delta}=$ $(2 \Delta-2) / \sqrt{(2 \Delta-1)^{2}-2 \ln (2)} \leq 1-1 /(2 \Delta)$, where the inequality assumes $\Delta \geq 2$, hence this running time is slightly faster than for general Set Cover. All known hardness results that are based on SeCoCo can be based also on our conjecture, with appropriate adjustments related to the set sizes in Set Cover parameterized by the universe size plus the solution size [12] and in Parity of Set Covers [8].

## Subgraph Isomorphism with a tree pattern

The Subgraph Isomorphism problem asks whether a host graph $G$ contains a copy of a pattern graph $H$ as a subgraph. It is well known to be NP-hard since it generalizes hard problems such as Maximum Clique and Hamiltonicity [21], but unlike many natural NP-hard problems, it requires $N^{\Omega(N)}$ time where $N=|V(G)|+|V(H)|$ is the total number of vertices, assuming the exponential time hypothesis (ETH) [13]. Hence, most past research addressed its special cases that are in $P$, including the case where the pattern graph is of constant size [28], or when both graphs are trees [2], biconnected outerplanar graphs [26], two-connected series-parallel graphs [27], and more [14, 29]. We will focus on a version called kTree, where the pattern is a tree $T$ on $k$ nodes. In the directed version of the problem, denoted Directed kTree, the edges of $G$ and $T$ are oriented, allowing also anti-parallel edges in $G^{1}$. Throughout, unless accompanied with the word directed, kTree and nTree refer to their undirected versions. Directed kTree can only be harder than kTree - even when the directed tree $T$ is an arborescence, as one can reduce the undirected version to it with essentially no loss ${ }^{2}$. A couple of different techniques were used in order to design algorithms for Directed kTree. The color-coding method, designed by Alon, Yuster, and Zwick [3], yields an algorithm with running time $O^{*}\left((2 e)^{k}\right)$. Later, a new method utilized kMLD (stands for $k$ Multilinear Monomial Detection - the problem of detecting multilinear monomials of degree $k$ in polynomials presented as circuits) to design a Directed kTree algorithm with running time $O^{*}\left(2^{k}\right)$ [23].

## Our Results

The first result connects our conjecture to the Directed nTree problem (see Figure 1), which is Directed kTree with $k=n$. This problem includes as a special case the well known Directed Hamiltonicity problem, which asks to determine whether a directed graph $G$ contains a simple path (or cycle) that visits all the nodes (the Hamiltonian cycle and path problems are easily reducible to each other with only small overhead). Next, we show that an algorithm that breaks Log-SeCoCo implies a fast algorithm for Directed $n$ Tree.

- Theorem 1.3. Suppose Log-SeCoCo fails, namely, there is $\varepsilon>0$ such that for every $\Delta=O(1 / \varepsilon \cdot \log n), \Delta$-Set Cover can be solved in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$. Then for some $\delta(\varepsilon)>0$, Directed $n$ Tree on $\tilde{n}$ nodes can be solved in time $O^{*}\left(2^{(1-\delta) \tilde{n}}\right)$. This holds even when in $\Delta$-Set Cover, every optimal solution is of size $O(\varepsilon n / \log n)$ and consists of disjoint sets.

In the special case of Directed Hamiltonicity, we actually reduce to rather constrained instances of Set Cover.

- Theorem 1.4. Suppose Log-SeCoCo fails, namely, there is $\varepsilon>0$ such that for every $\Delta=O(1 / \varepsilon \cdot \log n), \Delta$-Set Cover can be solved in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$. Then for some $\delta(\varepsilon)>0$, Directed Hamiltonicity on $\tilde{n}$ nodes can be solved in time $O^{*}\left(2^{(1-\delta) \tilde{n}}\right)$. This holds even when in $\Delta$-Set Cover, all sets are of the same size and every optimal solution is of size $O(\varepsilon n / \log n)$ and consists of disjoint sets.

[^65]We can also show that even moderate improvements to the fastest known running time for $\Delta$-Set Cover, namely, to the $O^{*}\left(2^{(1-1 / 2 \Delta) n}\right)$ time algorithm of [22], implies improvements for Directed n Tree and for Directed Hamiltonicity (Section 4).

A Map of New and Known Reductions


Figure 1 An arrow from a box with $A \ll O^{*}\left(2^{n_{A}}\right)$ to $B \ll O^{*}\left(2^{n_{B}}\right)$ represents a reduction from problem $A$ to problem $B$, such that if $B$ can be solved in time $O^{*}\left(2^{(1-\varepsilon) n_{B}}\right)$ then $A$ can be solved in time $O^{*}\left(2^{\left(1-\varepsilon^{\prime}(\varepsilon)\right) n_{A}}\right)$. We denote by $b$ the number of bits required to represent the integers in Subset Sum, and by $r$ the uniformity parameter in kHyperPath. The problems we focus on are drawn in thick frames.

Our next result, whose proof appears in Section 3, shows that the $2^{k}$ poly $(n)$ running time of $k$ Tree by [23] is actually optimal (up to exponential improvements) even when considering the undirected version, assuming SeCoCo or even weaker hypotheses such as Log-SeCoCo.

- Theorem 1.5. If for some fixed $\varepsilon>0$, $k$ Tree can be solved in time $O^{*}\left((2-\varepsilon)^{k}\right)$, then for some $\delta(\varepsilon)>0$, Set Cover on $n$ elements and $m$ sets can be solved in time $O^{*}\left((2-\delta)^{n}\right)$.

In fact, our reduction also works from the more general p-Partial Cover problem, whose input is similar to the Set Cover problem but with an additional integer $p$, and the goal is to find the smallest sub-collection of sets whose union contains at least $p$ elements (rather than all elements). For simplicity, we first present the reduction from Set Cover to kTree (Section 3), and then we show how to adjust it to be from p-Partial Cover (Subsection 3.1).

## Discussion

Our first result (Theorem 1.3) supports the validity of Log-SeCoCo based on the Directed n Tree problem, which we believe does not admit an $O^{*}\left(2^{(1-\varepsilon) n}\right)$-time algorithm, for two reasons. First, this problem includes the well-known Directed Hamiltonicity problem, and in the last 50 years no algorithm significantly faster than $O^{*}\left(2^{n}\right)$-time was found for it, despite extensive efforts $[4,17,5,33]$ and in contrast to progress on its undirected version [6]. Second, for a generalization of nTree and kTree variants, namely, for Subgraph Isomorphism where the
pattern is an arbitrary graph of arbitrary size, a time lower bound $n^{\Omega(n)}$ is known assuming ETH [13], even when the host and pattern graphs have the same number of nodes. We see it as evidence that also Directed kTree does not become easier as the size $k$ of the pattern graph increases all the way to $k=n$, which would imply that the conditional lower bound in Theorem 1.5 which shows that kTree cannot be solved in time $O^{*}\left(2^{(1-\varepsilon) k}\right)$, extends to $k=n$. If true, then by our results, solving Set Cover significantly faster than $O^{*}\left(2^{n}\right)$-time is equivalent to achieving the same running time in the special case of $\Delta$-Set Cover with $\Delta=O(\log n)$, which can be seen as an analogue to the SETH sparsification lemma [19]. Another interesting consequence of our results is that if kTree can be solved significantly faster than $O^{*}\left(2^{k}\right)$ than Directed nTree can be solved significantly faster than $O^{*}\left(2^{n}\right)$. Such a reduction from a directed problem to its undirected version is not obvious, even when the latter has extra freedom in the form of parameterization. A potentially interesting conclusion from the special instances of $\Delta$-Set Cover produced in Theorem 1.4, where the goal could be stated as finding a sub-collection of disjoint sets that covers the entire ground set, which we call Exact Cover, is that Directed Hamiltonicity could be more closely related to Exact Cover than to Set Cover. This is despite the fact that Set Cover and Exact Cover were shown to be equivalent with respect to solvability in $O^{*}\left(2^{(1-\varepsilon) n}\right)$ time [30, 32], as there is an exponential blowup in the number of sets in the reduction from Set Cover to Exact Cover. As we observe below, Exact Cover with polynomially many sets can indeed be solved significantly faster than $O^{*}\left(2^{n}\right)$. See Figure 1 for an overview of new and known reductions, where problem $A$ being drawn above problem $B$ implies that there is a path, and a reduction, from $A$ to $B$. The following open problem formalizes the foregoing discussion.

- Open Problem 1.6. Does an $O^{*}\left(2^{(1-\varepsilon) n}\right)$-time algorithm for $\Delta$-Set Cover with $\Delta=O(\log n)$ imply an $O^{*}\left(2^{\left(1-\varepsilon^{\prime}(\varepsilon)\right) n}\right)$-time algorithm for Set Cover?

Perhaps surprisingly, we can resolve the Exact Cover analogue of Open Problem 1.6 in the special but common case $m=n^{O(1)}$, as follows. Here, $O(c \log n)$-Exact Cover is Exact Cover with sets of size bounded by $O(c \log n)$.

- Observation 1.7. If for some fixed $\varepsilon>0$ and $c>0, O(c \log n)$-Exact Cover can be solved in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$, then for some $\delta(\varepsilon)>0$, Exact Cover with $m=O\left(n^{c}\right)$ can be solved in time $O^{*}\left(2^{(1-\delta) n}\right)$.

To see this, simply guess which sets of size larger than $\Delta$ participate in an optimal solution, using an exhaustive search over at most $n \cdot\binom{m}{n / \Delta}$ choices, and then apply the assumed algorithm for the remaining sets.

We note that the results can be easily generalized to weighted Directed Hamiltonicity (i.e., TSP) and Directed $n$ Tree by using a generalized conjecture about the weighted version of Set Cover, whose input is similar to the Set Cover only with a positive weight for each set, and the goal is to find a minimum-weight sub-collection whose union is the entire ground set. The generalized conjecture then states that for every fixed $\varepsilon>0$, weighted Set Cover with the cardinality of every set bounded by $O(1 / \varepsilon \cdot \log n)$ cannot be solved in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$.

## Prior Work

Relevant state-of-the-art algorithms to Set Cover and Subgraph Isomorphism variants are as follows. Set Cover can be solved in time $\left(m+2^{n}\right) \operatorname{poly}(n)$ [9], which for $m=n^{\omega(1)}$ is faster than the aforementioned $O\left(m n 2^{n}\right)$ algorithm of [15]. The case where all sets are of size $q$ and the goal is to determine whether $p$ pairwise-disjoint sets can be packed, can be solved in time $O^{*}\left(2^{(1-\varepsilon) p q}\right)$ for $\varepsilon(q)>0[10]$. Determining whether a Set Cover instance has a solution
of size at most $\sigma n$ can be done in time $O^{*}\left(2^{\left(1-\Omega\left(\sigma^{4}\right)\right) n}\right)$ [30]. The fastest known running time for Directed Hamiltonicity is $O^{*}\left(2^{n-\Theta(\sqrt{n / \log n})}\right.$ ) [7]. Finally, several problems, including Directed Hamiltonicity and Set Cover, were shown to belong to the class EPNL, defined as all problems that can be solved by a non-deterministic turing machine with space $n+O(\log n)$ bits [20].

## Techniques

To demonstrate our basic technique for Theorems 1.3 and 1.4, let us present an extremely simple reduction from Directed Hamiltonicity to $\Delta$-Set Cover with $\Delta=O(\log n)$. Given a directed graph $G$, first guess (by exhaustive search) a relatively small set of nodes ("representatives"), and an ordering for them $z_{1}, z_{2}, \ldots$ in a potential Hamiltonian cycle. Then construct a Set Cover instance whose ground set is the nodes of $G$ and has the following sets: for every possible path of length $\Delta$ in $G$ from some $z_{i}$ to $z_{i+1}$ that does not visit any representative in between, there is a set that contains all the nodes in this path except for $z_{i+1}$. A Hamiltonian cycle in $G$ clearly corresponds to a set cover using exactly $n / \Delta$ sets, and vice versa. The main challenge we deal with when reducing from the more general Directed n Tree is that the pattern tree does not decompose easily into appropriate subgraphs.

The intuition for Theorem 1.5 is as follows. In the reduction from Set Cover to kTree we first guess a partition of $n$ (the number of elements) that represents how an optimal solution covers the elements, by exhaustive search over $2^{O(\sqrt{n})}$ unordered partitions of $n$. Then, we represent the Set Cover instance using a Subgraph Isomorphism instance, whose pattern tree $T$ succinctly reflects the guessed partition of $n$, and the idea is that this tree is isomorphic to a subgraph of the Set Cover graph if and only if the Set Cover instance has a solution that agrees with our guess. The main difficulty here is that we reduce to the undirected version of kTree, and thus additional attention is required to make the tree fit only in specific locations in the host graph.

## 2 Reduction from Directed nTree to Set Cover

In this section we prove Theorem 1.3. The heart of the proof is actually the following lemma.

- Lemma 2.1. Directed nTree on $\tilde{n}$ nodes can be reduced, for every $\Delta \in[\tilde{n}]$, to $O\left(\tilde{n}^{9 \tilde{n} / \Delta}\right)$ instances of $\Delta$-Set Cover, each with $n \leq \tilde{n}+9 \tilde{n} / \Delta$ elements, in time $O\left(\tilde{n}^{\Delta+1}+\tilde{n}^{9 \tilde{n} / \Delta}\right)$.

Proof of Theorem 1.3. Assume there is an algorithm for $\Delta$-Set Cover on $n$ elements and $\Delta=O(1 / \varepsilon \cdot \log n)$ that runs in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$. Given an instance of Directed n Tree on $\tilde{n}$ nodes, apply Lemma 2.1 with

$$
\Delta=81 / \varepsilon \cdot \log \tilde{n}=O(1 / \varepsilon \cdot \log n)
$$

and then solve each of the resulting $O\left(\tilde{n}^{9 \tilde{n} / \Delta}\right)=O^{*}\left(2^{\varepsilon \tilde{n} / 9}\right)$ instances of $\Delta$-Set Cover, using the assumed algorithm, in time

$$
O^{*}\left(2^{(1-\varepsilon) n}\right) \leq O^{*}\left(2^{(1-\varepsilon)(\tilde{n}+9 \tilde{n} /(81 / \varepsilon \cdot \log \tilde{n}))}\right) \leq O^{*}\left(2^{(1-\varepsilon)(\tilde{n}+\varepsilon \tilde{n} /(9 \cdot \log \tilde{n}))}\right)
$$

The total running time is

$$
O^{*}\left(2^{81 / \varepsilon \cdot \log ^{2} \tilde{n}+\log \tilde{n}+\varepsilon \tilde{n} / 9+(1-\varepsilon)(\tilde{n}+\varepsilon \tilde{n} /(9 \cdot \log \tilde{n}))}\right) \leq O^{*}\left(2^{\tilde{n}-\varepsilon \tilde{n} / 2}\right),
$$

which concludes the proof for $\delta(\varepsilon)=\varepsilon / 2$.

It remains to prove Lemma 2.1, and we start with an overview of this proof. Consider an instance $(G, T)$ of Directed nTree, and for this overview, assume that the tree $T$ is rooted at some node $r$, and all edges are directed away from it. The idea is to create roughly $\tilde{n}^{9 \tilde{n} / \Delta}$ instances of $\Delta$-Set Cover on $n \leq \tilde{n}+9 \tilde{n} / \Delta$ elements each, such that at least one of them has a solution of size $t \leq 9 \tilde{n} / \Delta$ if and only if the instance $(G, T)$ has a solution. The first step is to cover the tree $T$ with $t$ small subtrees, each of size at most $\Delta$, such that the union of their node sets is $T$ and they may intersect only at their roots (the root of a subtree is the node closest to $r$ ). Then guess, by enumerating over all possible choices, how the solution to $(G, T)$ maps the root of each subtree to a node in $G$, and create a corresponding an instance of $\Delta$-Set Cover. For every such instance, perform an inner enumeration to further guess, what is the (unordered) set of nodes in $G$ that each subtree is mapped to, and add a corresponding set to the $\Delta$-Set Cover instance, but only if this guess does not violate the local and global structure of $T$. That is, taking into account the edges within and between the subtrees, by testing whether the set can be an isomorphic copy of the subtree, testing for the edges between roots, respectively. For the correctness, we need to show that a solution of size $t$ to the $\Delta$-Set Cover instance implies a one-to-one correspondence between the $t$ sets and the roots of the subtrees, and hence a copy of $T$ in $G$. The general case where the edges of $T$ are orientated arbitrarily is similar, except that the edge orientations are taken into account when comparing subtrees but not when computing a cover of $T$ by small subtrees.

We proceed to the algorithm that computes the aforementioned cover of $T$ by small subtrees. This algorithm traverses the tree using DFS and add subtrees to the cover whenever the DFS accumulates enough nodes, see Algorithm 1 for full details. Its output is a set $S$, where each $s \in S$ is a connected subset of the nodes of $T$, and thus we can refer to each such $s$ as a subtree of $T$, and let $r(s)$ denote its root, i.e., its node that is closest to $r$ in $T$. The following lemma describes the guarantees of this algorithm and will be later used to prove Lemma 2.1.

- Lemma 2.2. Given a tree $T$ with root $r$ on $\tilde{n}$ nodes and an integer $l \leq \tilde{n}$, Algorithm 1 finds in polynomial time a collection $S$ of subtrees of $T$ such that:
a. the number of nodes in each subtree is at most $2(l-1)$;
b. every node in $T$ is in some subtree;
c. two subtrees in $S$ may only intersect in their roots; and
d. the number of subtrees is $|S| \leq \frac{3 \tilde{n}}{l-1}$.

Proof of Lemma 2.2. We first show that items (a)-(c) are satisfied by the output of Algorithm 1. Since in the worst case Algorithm 1 adds a subtree in the first time the accumulated number of nodes exceeds $l$, the number of nodes of each subtree is bounded by $2(l-1)$. In addition, every node $v$ appears in some subtree, since at some point during the DFS it will be the child, and then it will be passed up the tree and eventually added to $S$. To see why the last requirement holds, observe that whenever an accumulated set is passed up the tree and encounters an existing root, this set will be added to $S$.

To prove item (d), denote denote by $S_{\text {big }}$ the collection of sets in $S$ of size at least $l$ (added in line 6), and by $S_{\mathrm{sml}}$ the collection of sets in $S$ of size smaller than $l$ (added in lines 11 and 13). A set $s \in S_{\mathrm{sml}}$ was created only if $r(s)$ at the time of its creation was the root of at least one (other) set in $S_{\text {big }}$ (line 11) or was the last traversed node in the DFS (line 13). Together with the fact that each root has at most one set from $S_{\mathrm{sml}}$, we conclude that each set $s \in S_{\mathrm{sml}}$ excluding at most one, can be associated with a distinct set in $S_{\text {big }}$, one that contains $r(s)$. Hence, $\left|S_{\mathrm{sml}}\right|-1 \leq\left|S_{\text {big }}\right|$. The big sets have size at least $l$, and
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```
Algorithm 1
Input: tree \(T\) rooted at \(r\) and size parameter \(l \in[n]\)
Output: cover \(S\) of \(T\) by subtrees of size at most \(2(l-1)\)
    \(S \leftarrow \emptyset\)
    for all \(v \in V\) do \(s(u) \leftarrow\{u\}\)
    traverse \(T\) using a DFS from \(r\), and whenever returning from a node \(v\) to its parent \(p\) in
    \(T\), do the following:
        let \(s(p) \leftarrow s(p) \cup s(v)\)
        if \(|s(p)| \geq l\) then
            add \(s(p)\) to \(S\)
            if \(p\) has unvisited children then
                let \(s(p) \leftarrow\{p\}\)
            else let \(s(p) \leftarrow \emptyset\)
        else if \(p\) has no unvisited children and \(p \in s\) for some \(s \in S\) then
            add \(s(p)\) to \(S\) and let \(s(p) \leftarrow \emptyset\)
        else if \(p\) is the last node traversed in the tree then
            add \(s(p)\) to \(S\)
    return \(S\)
```

except for their roots they have distinct vertices, hence $\left|S_{\mathrm{big}}\right| \leq \frac{\tilde{n}}{l-1}$. We conclude that

$$
|S|=\left|S_{\mathrm{sml}}\right|+\left|S_{\mathrm{big}}\right| \leq 2\left|S_{\mathrm{big}}\right|+1 \leq \frac{2 \tilde{n}}{l-1}+1 \leq \frac{3 \tilde{n}}{l-1}
$$

which completes the proof of Lemma 2.2.

Proof of Lemma 2.1. We describe the reduction in stages.

- Apply the aforementioned Algorithm 1 for partition $T$ into subtrees that satisfy the conditions in Lemma 2.2. By picking $l=\Delta / 3+1$, we obtain that each set is bounded by $\Delta$ and that $|S| \leq 9 \tilde{n} / \Delta$. Hence, the cardinality of $R:=\{r(s)\}_{s \in S}$ is bounded by $9 \tilde{n} / \Delta$. For $S$ returned by Algorithm 1, let $R_{T}=\{r(s): s \in S\}$ (note that $\left|R_{T}\right|$ may be smaller than $|S|$ ).
- Then, guess $\left|R_{T}\right|$ nodes in $G$ that will function as the image of the nodes in $R_{T}$ in a potential subgraph isomorphism function and denote them by $R_{G}$, and then guess a bijection $f$ from $R_{T}$ to $R_{G}$. The guessing is done by exhaustive search over $\binom{\tilde{n}}{\left|R_{T}\right|}$ choices of nodes, and together with the number of ways to choose a bijection it can be done in time $\binom{\tilde{n}}{\left|R_{T}\right|}\left|R_{T}\right|$ !.
- Finally, enumerate all sets $s^{\prime}$ of nodes of size at most $\Delta$ in $G$, and denote by $G\left(s^{\prime}\right)$ the graph induced from each on $G$. For every subtree $s \in S$, look by brute force for an isomorphic copy of $s$ in subgraphs $G\left(s^{\prime}\right)$ that contain $f(r(s))$ as a root and no other node in $R_{G}$, and that satisfy $\left|s^{\prime}\right|=|s|$. For each one that was found, add to the constructed Set Cover instance a set $s^{\prime}{ }_{G}$ with the root $r^{\prime}$ labeled $r^{\prime}{ }_{s}$ where $s$ corresponds to the subtree $s$ of $T$ whose copy found to be in $G\left(s^{\prime}\right)$. Note that the number of elements in the Set Cover instance is exactly $\tilde{n}-\left|R_{T}\right|+|S|$, and that the time spent per each subgraph isomorphism test is at most $|s|!\leq \Delta!$, and thus the total time spent in this step is $|S|\binom{\tilde{n}}{\Delta} \Delta!=|S| \tilde{n} \cdot(\tilde{n}-1) \cdots(\tilde{n}-\Delta+1) \leq 9 \tilde{n} / \Delta \cdot \tilde{n}^{\Delta} \leq \tilde{n}^{\Delta+1}$.

Now we show that the size constraints follow. As $\left|R_{T}\right| \leq 9 \tilde{n} / \Delta$, similar to before, the number of Set Cover instances is bounded by

$$
\binom{\tilde{n}}{9 \tilde{n} / \Delta}(9 \tilde{n} / \Delta)!=\tilde{n} \cdot(\tilde{n}-1) \cdots(\tilde{n}-9 \tilde{n} / \Delta+1) \leq \tilde{n}^{9 \tilde{n} / \Delta}
$$

as required.
We now prove that at least one of the Set Cover instances has solution of size at most $|S|$ (in fact exactly $|S|$ as no smaller solutions available) if and only if the Directed nTree instance is a yes instance. For the first direction, assume that the Directed nTree instance is a yes instance. Considering the isomorphic copy of $T$ in $G$, its $|S|$ subtrees as Algorithm 1 outputs on $T$ will be sets in the Set Cover instance the reduction outputs, and so it has a solution of size at most $|S|$. For the second direction, if a Set Cover instance has a solution $I$ of size at most $|S|$ and since the number of labeled roots is $|S|$, it must be that for each subtree $s \in S$ its labeled root is in exactly one set in $I$, and so $|I|=|S|$. Since $I$ is a legal solution and $S$ covers all the nodes, no node in $V(G) \backslash R_{G}$ appears twice in $I$. The conclusion is that these sets together form the required tree, concluding the proof of Lemma 2.1.

We note that in the case of Theorem 1.4 for Directed Hamiltonicity, we do not have to use Algorithm 1, but simply guess $n / \Delta$ representative nodes in $G$ and their ordering in the potential cycle, and then enumerate all paths of size $\Delta$ to represent paths between consecutive representatives. Hence we obtain a $\Delta$-Set Cover instance with the additional constraints of Theorem 1.4.

## 3 Reduction from Set Cover to kTree

In this section we prove Theorem 1.5. In order to make the proof simpler, we will have an assumption regarding the Set Cover instance, as follows. For a constant $g>0$ to be determined later, we can assume that all the sets in the Set Cover instance are of size at most $n / g^{2}$, as otherwise such instance can already be solved significantly faster than $O^{*}\left(2^{n}\right)$, proving the theorem in a degenerate manner. We formalize it as follows.

- Assumption 3.1. All the sets in the Set Cover instance are of size at most $n / g^{2}$.

To justify this assumption, notice that one can remove all sets of size more than $n / g^{2}$ from the Set Cover instance. Indeed, if some optimal solution for the Set Cover instance contains a set of size at least $n / g^{2}$, such optimal solution can be found by simply guessing one set of at least this size (using exhaustive search over at most $m$ choices) and then applying the known dynamic programming algorithm on the still uncovered elements (at most $n-n / g^{2}$ of them), and return the optimal solution in total time $O^{*}\left(2^{\left(1-1 / g^{2}\right) n}\right)$. We continue to the following lemma, which is the heart of the proof.

- Lemma 3.2. For every fixed $\varepsilon>0$, Set Cover on a ground set $N=[n]$ and a collection $M$ of $m$ sets that satisfies assumption 3.1, can be reduced to $2^{O(\sqrt{n})}$ instances of $k$ Tree with $k=(1+\varepsilon) n+O(1)$.

We will use this lemma to prove Theorem 1.5, the proof of Lemma 3.2 will be given after.

- Theorem 1.5 (restated). If for some fixed $\varepsilon>0$, kTree can be solved in time $O^{*}\left((2-\varepsilon)^{k}\right)$, then for some $\delta(\varepsilon)>0$, Set Cover on $n$ elements and $m$ sets can be solved in time $O^{*}\left((2-\delta)^{n}\right)$.
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Proof of Theorem 1.5. Assume that for some $\varepsilon^{\prime} \in(0,1)$, kTree can be solved in time $O^{*}\left(\left(2-\varepsilon^{\prime}\right)^{k}\right) \leq O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 2\right) k}\right)$. We reduce the Set Cover instance by applying Lemma 3.2 with $\varepsilon=\varepsilon^{\prime} / 4$, and then solve each of the $2^{c_{1} \sqrt{n}}$ instances of $k$ Tree in the assumed time of $O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 2\right)\left((1+\varepsilon) n+c_{2}\right)}\right)$, where $c_{1}, c_{2}>0$ are the constants implicit in the terms $2^{O(\sqrt{n})}$ and $O(1)$ in the lemma, respectively. The total running time is $O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 2\right)(1+\varepsilon) n+c_{1} \sqrt{n}}\right)=$ $O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 4-\varepsilon^{\prime 2} / 8\right) n+c_{1} \sqrt{n}}\right) \leq O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 4\right) n}\right) \leq O^{*}\left(\left(2-\varepsilon^{\prime} / 4\right)^{n}\right)$, which concludes the proof for $\delta\left(\varepsilon^{\prime}\right)=\varepsilon^{\prime} / 4$.

To outline the proof of Lemma 3.2, we will need the following definition. For an integer $a>0$, let $p(a)$ be the set of all unordered partitions of $a$, where a partition of $a$ is a way of writing $a$ as a sum of positive integers, and unordered means that the order of the summands is insignificant. The asymptotic behaviour of $|p(a)|$ (as $a$ tends to infinity) is known [16] to be

$$
e^{\pi \sqrt{2 a / 3}} /(4 a \sqrt{3})=2^{O(\sqrt{a})}
$$

It is possible to enumerate all the partitions of $a$ with constant delay between two consecutive partitions, exclusive of the output [31, Chapter 9].

Now the intuition for our reduction of Set Cover to kTree is to first guess a partition of $n$ (the number of elements) that represents how an optimal solution covers the elements, as follows. Associate each element arbitrarily with one of the sets that contain it (so in effect, we assume each element is covered only once) and count how many elements are covered by each set in the optimal solution. This guessing is done by exhaustive search over $p(n) \leq 2^{O(\sqrt{n})}$ partitions of $n$. Then, we represent the Set Cover instance using a Subgraph Isomorphism instance, whose pattern tree $T$ succinctly reflects the guessed partition of $n$. The idea is that the tree is isomorphic to a subgraph of the Set Cover graph if and only if the Set Cover instance has a solution that agrees with our guess.

- Lemma 3.2 (restated). For every fixed $\varepsilon>0$, Set Cover on a ground set $N=[n]$ and a collection $M$ of $m$ sets that satisfies assumptions 3.1, can be reduced to $2^{O(\sqrt{n})}$ instances of $k$ Tree with $k=(1+\varepsilon) n+O(1)$.

Proof of Lemma 3.2. Given a Set Cover instance on $n$ elements $N=\left\{n_{i}: i \in[n]\right\}$ and $m$ sets $M=\left\{S_{i}\right\}_{i \in[m]}$ and an $\varepsilon>0$, construct $2^{O(\sqrt{n})}$ instances of kTree as follows. For a constant $g(\varepsilon)$ to be determined later, the host graph $G_{g}=\left(V_{g}, E_{g}\right)$ is the same for all the instances, and is built on the bipartite graph representation of the Set Cover instance, with some additions. This is done in a way that a constructed tree will fit in $G_{g}$ if and only if the Set Cover instance has a solution that corresponds to the structure of the tree, as follows (see Figure 2). The set of nodes is $V_{g}=N \cup M \cup M_{g} \cup R \cup\left\{r_{g}, r_{1}, r_{2}, r\right\}$, where $M_{g}=\{X \subseteq M:|X|=g\}$ and $R=\left\{v_{j}^{i}: i \in[4], j \in[n /(g / 2)]\right\}$. Intuitively, the role of $M_{g}$ is to keep the size of the trees small by representing multiple vertices in $M$ (multiple sets in Set Cover) at once as the "powering" technique for Set Cover done in $[12]^{3}$, and the role of $R$ and $\left\{r_{g}, r_{1}, r_{2}, r\right\}$ is to enforce that the trees the reduction constructs will fit only in certain ways.

The set of edges is constructed as follows. Edges between $N$ and $M$ are the usual bipartite graph representation of Set Cover (i.e., connect vertices $n_{j} \in N$ and $S_{i} \in M$ whenever $\left.n_{j} \in S_{i}\right)$. Also, connect vertex $X \in M_{g}$ to vertex $n_{j} \in N$ if at least one of the sets

[^66]in $X$ contains $n_{j}$. Additionally, add edges between $r_{g}$ and every vertex in $M_{g}$, and $v_{j}^{4} \in R$ for $j \in[n /(g / 2)]$, between $r_{i}$ and $v_{j}^{i}$ for every $i \in\{1,2\}$ and $j \in[n /(g / 2)]$, and finally between $r$ and every vertex $v \in\left\{r_{g}, r_{1}, r_{2}\right\}, S_{i} \in M$, and $v_{j}^{3} \in R$ for $j \in[n /(g / 2)]$.

The Host Graph $G_{g}$


The Pattern Tree $T_{g}^{\alpha}$


Figure 2 An illustration of part of the reduction. The Set Cover instance is depicted in blue, and sets of vertices are indicated by dashed curves.

Next, construct $2^{O(\sqrt{n})}$ trees such that identifying those that are isomorphic to a subgraph of $G_{g}$ will determine the optimum of the Set Cover instance.

For every partition $\alpha=\left(p_{1}, p_{2}, \ldots, p_{l}\right) \in p(n)$ (with possible repetitions) where $p(n)$ is as defined above, construct a tree $T_{g}^{\alpha}=\left(V_{g}^{\alpha}, E_{g}^{\alpha}\right)$. This tree has the same set of edges and vertices as $G_{g}$, except for the vertices in $M \cup M_{g}$ and the edges incident to them, which are replaced by a set of new vertices $M^{\alpha} \cup M_{g}^{\alpha}$, and these new vertices are connected to the rest in a way that the resulting graph is a tree. In more detail, $V_{g}^{\alpha}=N^{\prime} \cup M^{\alpha} \cup M_{g}^{\alpha} \cup R^{\prime} \cup\left\{r_{g}^{\prime}, r_{1}^{\prime}, r_{2}^{\prime}, r^{\prime}\right\}$ where $N^{\prime}, R^{\prime}, r_{g}^{\prime}, r_{1}^{\prime}, r_{2}^{\prime}, r^{\prime}$ are tagged copies of the originals, and $M^{\alpha}, M_{g}^{\alpha}$ are initialized to be $\emptyset$.

We define $\alpha_{g}$ to be a partition of $n$ which is also a shrinked representation of $\alpha$ by partitioning $\alpha$ into sums of $g$ numbers for a total of $\lfloor l / g\rfloor$ such sums, and a remaining of less than $g$ numbers. Formally,

$$
\alpha_{g}=\left(\sum_{i=1}^{g} p_{i}, \sum_{i=g+1}^{2 g} p_{i}, \ldots, \sum_{i=(g-1) \cdot\lfloor\lfloor/ g\rfloor+1}^{g\lfloor l / g\rfloor} p_{i}, p_{g\lfloor l / g\rfloor+1}, \ldots, p_{l}\right)
$$

Note that all the numbers in $\alpha_{g}$ are a sum of $g$ numbers in $\alpha$, except (maybe) for the last $g^{\prime}:=l-g\lfloor l / g\rfloor<g$ numbers in $\alpha_{g}$, a (multi)set which we denote $s\left(\alpha_{g}\right)$. For every $i \in \alpha_{g}$ (with possible repetitions), add a star on $i+1$ vertices to the constructed tree $T_{g}^{\alpha}$. If $i \in \alpha_{g} \backslash s\left(\alpha_{g}\right)$, add the center vertex to $M_{g}^{\alpha}$, connect it to $r_{g}^{\prime}$, and add the rest $i$ vertices to $N^{\prime}$. Else, if $i \in s\left(\alpha_{g}\right)$, add the center vertex to $M^{\alpha}$, connect it to $r^{\prime}$, and again add the rest $i$ vertices to $N^{\prime}$. Return the minimum cardinality of $\alpha$ for which $\left(G_{g}, T_{g}^{\alpha}\right)$ is a yes-instance. To see that this construction is small enough, note that the size of $G_{g}$ is at most $4+4 \cdot n /(g / 2)+m^{g}+m+n$ which is polynomial in $m$, and the size of the tree $T_{g}^{\alpha}$ is at most

$$
4+4 \cdot n /(g / 2)+n / g+g+n=n \cdot(1+9 / g)+O(1)=n \cdot(1+\varepsilon)+O(1)
$$

where the last equality holds for $g=9 / \varepsilon$, and so the size constraint follows.

We now prove that at least one of the trees $T_{g}^{\alpha}$ returns yes and satisfies $|\alpha| \leq d$, if and only if the Set Cover instance has a solution of size at most $d$. For the first direction, assume that the Set Cover instance has a solution $I$ with $|I| \leq d$. Consider a partition $\alpha_{I} \in p(n)$ of $n$ that corresponds to $I$ in the following way. Associate every element with exactly one of the sets in $I$ that contains it, and then consider the list of sizes of the sets in $I$ according to this association (eliminating zeroes). Clearly, $\left(G_{g}, T_{g}^{\alpha_{I}}\right)$ is a yes-instance and so the reduction will return a number that is at most $|I|$.

For the second direction, assume that every solution to the Set Cover instance is of size at least $d+1$. We need to prove that for every tree $T_{g}^{\alpha}$ with $|\alpha| \leq d,\left(G_{g}, T_{g}^{\alpha}\right)$ is a no-instance. Assume for the contrary that there exists such $\alpha$ for which $\left(G_{g}, T_{g}^{\alpha}\right)$ is a yes-instance with the isomorphism function $f$ from $T_{g}^{\alpha}$ to $G_{g}$. We will show that the only way $f$ is feasible is if $f\left(r^{\prime}\right)=r, f\left(M^{\alpha}\right) \subseteq M, f\left(M_{g}^{\alpha}\right) \subseteq M_{g}$, and also $f\left(N^{\prime}\right)=N$, which together allows us to extract a corresponding solution for the Set Cover instance, leading to a contradiction. We start with the vertex $r^{\prime} \in T_{g}^{\alpha}$. Since its degree is at least $n /(g / 2)+3$ and by Assumption 3.1 and the construction of $G_{g}$, it holds that $f\left(r^{\prime}\right) \notin\left\{r_{1}, r_{2}\right\} \cup R \cup M \cup M_{g}$. Moreover, if it was the case that $f\left(r^{\prime}\right) \in\left\{r_{g}\right\} \cup N$ then $\left\{f\left(r_{1}^{\prime}\right), f\left(r_{2}^{\prime}\right)\right\} \cap\left(M \cup M_{g}\right) \neq \emptyset$, however, the degree of $r_{1}^{\prime}$ and $r_{2}^{\prime}$ in $T_{g}^{\alpha}$ is $n /(g / 2)$, and the degree of the vertices in $M \cup M_{g}$ in $G_{g}$ is at most $g \cdot n / g^{2}=n / g$, so it must be that $f(r)=r$. Our next claim is that $f\left(r_{g}^{\prime}\right)=r_{g}$. Observe that Assumption 3.1 implies that every solution for the Set Cover instance is of size at least $g^{2}$ and so $M_{g}^{\alpha} \neq \emptyset$, which means $r_{g}^{\prime}$ in the tree has vertices in distance 2 from it and away from $r^{\prime}$, a structural constraint that cannot be satisfied by any vertex in $\left\{r_{1}, r_{2}\right\} \cup R$. Furthermore, the degree of $r_{g}^{\prime}$ is at least $n /(g / 2)$ and so again by Assumption 3.1 it is also impossible that $f\left(r_{g}^{\prime}\right) \in M^{\alpha}$, and hence it must be that $f\left(r_{g}^{\prime}\right)=r_{g}$. Finally, by the same Assumption and the degrees of $r_{1}$ and $r_{2}, f\left(r_{1}^{\prime}\right)$ and $f\left(r_{2}^{\prime}\right)$ must be in $\left\{r_{1}, r_{2}\right\}$. Altogether, it must be that $f\left(M_{g}^{\alpha}\right) \subseteq M_{g}, f\left(M^{\alpha}\right) \subseteq M$ and that $f\left(N^{\prime}\right)=N$, and therefore it is possible to extract a feasible solution to the Set Cover instance that has at most $d$ sets in it, which is a contradiction, concluding the proof of Lemma 3.2.

### 3.1 Reduction from p-Partial Cover

In this subsection we show that Theorem 1.5 is correct also assuming a weaker conjecture, that p-Partial Cover cannot be solved significantly faster than $O^{*}\left(2^{p}\right)$. Notice that p-Partial Cover can be solved in time $O^{*}\left(2^{p}\right)$ by a simple application of the method in [23], as pointed out to us by Cornelius Brand and anonymous referees. We now reduce from p-Partial Cover to Directed kTree by following Lemma 3.2 with the following adjustments.

Instead of enumerating over all the partitions of $n$, do it only for $p$ and hence the number of partitions is $2^{O(\sqrt{p})}$ with each partition $\alpha$ inducing a tree $T_{g}^{\alpha}$ in a similar way to Lemma 3.2, of size at most $2 p / g+p$. Note that Assumption 3.1 adjusted to the p-Partial Cover case hold also here, since it is possible to use the $O^{*}\left(2^{p}\right)$-time algorithm for p-Partial Cover mentioned above after removing large sets of size $\geq p / g^{2}$. From here onwards, the proof of correctness is similar to Lemma 3.2, and thus we omit it. Regarding running time, assume that for some $\varepsilon^{\prime} \in(0,1)$, kTree can be solved in time $O^{*}\left(\left(2-\varepsilon^{\prime}\right)^{k}\right) \leq O^{*}\left(2^{\left(1-\varepsilon^{\prime} / 2\right) k}\right)$. Setting $g=8 / \varepsilon^{\prime}$ for $\varepsilon^{\prime}=64\left(1-\log _{2}(2-\varepsilon)\right)$ (without loss of generality, assume that $\varepsilon^{\prime}$ is small enough), we get a total running time of

$$
\begin{aligned}
& O\left(m^{c_{1} g} 2^{p-p / g^{2}}+2^{(p+2 p / g)\left(1-\varepsilon^{\prime} / 2\right)+c_{2} \sqrt{p}} \cdot m^{c_{3} g}\right) \\
&=O\left(m^{c_{1} 8 / \varepsilon^{\prime}} 2^{p-\varepsilon^{\prime} p / 64}+2^{p+\varepsilon^{\prime} / 4 \cdot p-\varepsilon^{\prime} / 2 \cdot p-\varepsilon^{\prime 2} / 8 \cdot p+c_{1} \sqrt{p}} \cdot m^{c_{3} 4 / \varepsilon^{\prime}}\right) \\
& \leq O\left(2^{\left(1-\varepsilon^{\prime} / 64\right) p} \cdot m^{c_{1} 4 / \varepsilon^{\prime}}\right) \\
& \leq O\left((2-\varepsilon)^{p} \cdot m^{c_{1} 4 / \varepsilon}\right)
\end{aligned}
$$

where $c_{1}$ is the constant derived from the method of [23], $c_{2}$ is the constant implicit in the term $2^{O(\sqrt{p})}$, and $c_{3}$ is the constant in the exponent of $m$ implicit in the term $O^{*}\left(2^{(1-) p}\right)$, as required.

- Lemma 3.3. For every fixed $\varepsilon>0$, $p$-Partial Cover on a ground set $N=[n]$ and a collection $M$ of $m$ sets can be reduced to $2^{O(\sqrt{p})}$ instances of $k$ Tree with $k=(1+\varepsilon) p+O(1)$.

We thus proved the following theorem.

- Theorem 3.4. If for some fixed $\varepsilon>0$, $k$ Tree can be solved in time $O^{*}\left((2-\varepsilon)^{k}\right)$, then for some $\delta(\varepsilon)>0$, p-Partial Cover on $n$ elements and $m$ sets can be solved in time $O^{*}\left((2-\delta)^{p}\right)$.


## 4 Moderate Improvements to $\Delta$-Set Cover Imply New Algorithms for Directed $n$ Tree and Directed Hamiltonicity

In this section we show how moderate improvements for variants of Set Cover imply new algorithms for Directed $n$ Tree. Given any algorithm for $\Delta$-Set Cover with runtime $f(n, m, \Delta)$, by Lemma 2.1 Directed n Tree admits an algorithm with running time $O\left(\tilde{n}^{\Delta}+\tilde{n}^{\tilde{n} / \Delta} f(n, m, \Delta)\right)$. We now demonstrate how this algorithm behaves with different regimes of $\Delta$.

If there exists $\varepsilon>0$ such that for every $\Delta=\operatorname{poly}(\log n), f(n, m, \Delta)=O^{*}\left(2^{\left(1-1 / \Delta^{1-\varepsilon}\right) n}\right)$ then by considering $\Delta=\log ^{\left(1+\varepsilon^{\prime}\right) / \varepsilon} n=$ poly $(\log n)$ for $\varepsilon^{\prime}>0$, Directed n Tree has an algorithm with runtime

$$
\begin{aligned}
O\left(2^{\log ^{\left(1+\varepsilon^{\prime}\right) / \varepsilon+1} \tilde{n}}\right) & +O^{*}\left(2^{\tilde{n} / \log ^{\left(1+\varepsilon^{\prime}\right) / \varepsilon-1} \tilde{n}} \cdot 2^{\left(1-1 /\left(\log ^{\left(1+\varepsilon^{\prime}\right) / \varepsilon} \tilde{n}\right)^{1-\varepsilon}\right) \tilde{n}}\right) \\
& =O^{*}\left(2^{\left(1-1 /\left(\log ^{\left(1+\varepsilon^{\prime}\right) / \varepsilon-2} \tilde{n}\right) \tilde{n}\right.}\right)
\end{aligned}
$$

Considering larger regimes, if for some fixed $\varepsilon>0, \delta \in(0,1 / 2)$, and $\Delta=O\left(n^{\delta}\right)$, $f(n, m, \Delta)=O^{*}\left(2^{\left(1-\frac{(1+\varepsilon) \log \Delta}{\delta \Delta}\right) n}\right)$ then Directed n Tree can be solved in time

$$
2^{\tilde{n}^{\delta} \log \tilde{n}}+2^{\tilde{n}^{1-\delta} \log \tilde{n}} \cdot O^{*}\left(2^{\left(1-\frac{(1+\varepsilon) \log \Delta}{\delta \Delta}\right) \tilde{n}}\right)=O^{*}\left(2^{\left(1-\varepsilon / \tilde{n}^{\delta}\right) \tilde{n}}\right)=2^{\tilde{n}-\Theta\left(\tilde{n}^{1-\delta}\right)}
$$

Note that to break the fastest known $2^{\tilde{n}-\Theta(\sqrt{\tilde{n} / \log \tilde{n}})}$ algorithm for Directed Hamiltonicity by [7], it is enough to have either $f(n, m, \Delta)=O^{*}\left(2^{\left(1-\frac{(2+\varepsilon) \log \Delta}{\Delta}\right) n}\right)$ for $\Delta=n^{1 / 2-\delta^{\prime}}$ with every fixed $\delta^{\prime}>0$, or $f(n, m, \Delta)=O\left(m \cdot 2^{\left(1-\frac{(4+\varepsilon) \log \Delta}{\Delta}\right) n}\right)$ for $\Delta=\sqrt{n}$, taking into account that most algorithms for variants of Set Cover that have the factor $m$ in their runtime, do not have it with higher power than one.

## __ References

1 Amir Abboud, Karl Bringmann, Danny Hermelin, and Dvir Shabtay. SETH-Based Lower Bounds for Subset Sum and Bicriteria Path. In 30th Annual ACM-SIAM Symposium on Discrete Algorithms, SODA '19, pages 41-57, 2019. doi:10.1137/1.9781611975482.3.
2 Amir Abboud, Virginia Vassilevska-Williams, and Huacheng Yu. Matching Triangles and Basing Hardness on an Extremely Popular Conjecture. In Proceedings of the Forty-seventh Annual ACM Symposium on Theory of Computing, STOC '15, pages 41-50. ACM, 2015. doi:10.1145/2746539. 2746594.
3 Noga Alon, Raphael Yuster, and Uri Zwick. Color-coding. J. ACM, 42(4):844-856, July 1995. doi:10.1145/210332.210337.
4 Richard Bellman. Combinatorial processes and dynamic programming. In Combinatorial analysis, Proceedings of Symposia in Applied Mathematics, pages 217-249. American Mathematical Society, 1960. doi:10.1090/psapm/010.

5 Richard Bellman. Dynamic Programming Treatment of the Travelling Salesman Problem. J. ACM, 9(1):61-63, 1962. doi:10.1145/321105.321111.
6 Andreas Bjorklund. Determinant sums for undirected hamiltonicity. SIAM Journal on Computing, 43(1):280-299, 2014. doi:10.1137/110839229.
7 Andreas Björklund. Below All Subsets for Some Permutational Counting Problems . In 15th Scandinavian Symposium and Workshops on Algorithm Theory (SWAT 2016), volume 53 of Leibniz International Proceedings in Informatics (LIPIcs), pages 17:1-17:11, 2016. doi: 10.4230/LIPIcs.SWAT.2016.17.

8 Andreas Björklund, Dell Holger, and Thore Husfeldt. The Parity of Set Systems under Random Restrictions with Applications to Exponential Time Problems. In 42nd International Colloquium on Automata, Languages and Programming (ICALP 2015), volume 9134, pages 231-242. Springer, 2015. doi:10.1007/978-3-662-47672-7_19.
9 Andreas Björklund, Thore Husfeldt, and Mikko Koivisto. Set Partitioning via InclusionExclusion. SIAM J. Comput., 39(2):546-563, July 2009. doi:10.1137/070683933.
10 Andreas Björklund, Thore Husfeldt, Kaski Ptteri, and Mikko Koivisto. Narrow Sieves for Parameterized Paths and Packings. Journal of Computer and System Sciences, 87:119-139, 2017. doi:10.1016/j.jcss.2017.03.003.

11 Andreas Björklund, Petteri Kaski, and Lukasz Kowalik. Constrained Multilinear Detection and Generalized Graph Motifs. Algorithmica, 74(2):947-967, 2016. doi:10.1007/ s00453-015-9981-1.

12 Marek Cygan, Holger Dell, Daniel Lokshtanov, Dániel Marx, Jesper Nederlof, Yoshio Okamoto, Ramamohan Paturi, Saket Saurabh, and Magnus Wahlström. On Problems As Hard As CNF-SAT. ACM Transactions on Algorithms, 12(3):41:1-41:24, 2016. doi:10.1145/2925416.

13 Marek Cygan, Fedor V. Fomin, Alexander Golovnev, Alexander S. Kulikov, Ivan Mihajlin, Jakub Pachocki, and Arkadiusz Socała. Tight Bounds for Graph Homomorphism and Subgraph Isomorphism. In 27th Annual ACM-SIAM Symposium on Discrete Algorithms, SODA '16, pages 1643-1649. SIAM, 2016. doi:10.1137/1.9781611974331.ch112.
14 Anders Dessmark, Andrzej Lingas, and Andrzej Proskurowski. Faster Algorithms for Subgraph Isomorphism of $k$-Connected Partial $k$-Trees. Algorithmica, 27(3):337-347, January 2000. doi:10.1007/s004530010023.
15 Fedor V. Fomin, Dieter Kratsch, and Gerhard J. Woeginger. Exact (Exponential) Algorithms for the Dominating Set Problem. In 30th International Conference on Graph-Theoretic Concepts in Computer Science, WG'04, pages 245-256. Springer-Verlag, 2004. doi:10.1007/ 978-3-540-30559-0_21.
16 Godfrey H. Hardy and Srinivasa Ramanujan. Asymptotic Formulaæ in Combinatory Analysis. Proceedings of the London Mathematical Society, s2-17(1):75-115, 1918. doi:10.1112/plms/ s2-17.1.75.
17 Michael Held and Richard M. Karp. A Dynamic Programming Approach to Sequencing Problems. In Proceedings of 16th ACM National Meeting, ACM '61, pages 71.201-71.204. ACM, 1961. doi:10.1145/800029.808532.
18 Russell Impagliazzo and Ramamohan Paturi. On the Complexity of k-SAT. Journal of Computer and System Sciences, 62(2):367-375, March 2001. doi:10.1006/jcss.2000.1727.
19 Russell Impagliazzo, Ramamohan Paturi, and Francis Zane. Which Problems Have Strongly Exponential Complexity? Journal of Computer and System Sciences, 63(4):512-530, 2001. doi:10.1006/jcss.2001.1774.
20 Yoichi Iwata and Yuichi Yoshida. On the Equivalence among Problems of Bounded Width. In 23rd Annual European Symposium on Algorithms (ESA 2015), pages 754-765. Springer, 2015. doi:10.1007/978-3-662-48350-3_63.
21 Richard M. Karp. Reducibility among Combinatorial Problems, pages 85-103. The IBM Research Symposia Series. Springer US, 1972. doi:10.1007/978-1-4684-2001-2_9.

22 Mikko Koivisto. Partitioning into Sets of Bounded Cardinality. In Parameterized and Exact Computation (IWPEC 2009), volume 5917 of Lecture Notes in Computer Science, pages 258-263. Springer-Verlag, 2009. doi:10.1007/978-3-642-11269-0_21.
23 Ioannis Koutis and Ryan Williams. LIMITS and applications of group algebras for parameterized problems. ACM Trans. Algorithms, 12(3):31:1-31:18, May 2016. doi:10.1145/2885499.
24 Lukasz Kowalik and Juho Lauri. On Finding Rainbow and Colorful Paths. Theoretical Computer Science, 628(C):110-114, 2016. doi:10.1016/j.tcs.2016.03.017.
25 R. Krithika, Abhishek Sahu, and Prafullkumar Tale. Dynamic Parameterized Problems. In 11th International Symposium on Parameterized and Exact Computation (IPEC 2016), volume 63 of Leibniz International Proceedings in Informatics (LIPIcs), pages 19:1-19:14. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik, 2017. doi:10.4230/LIPIcs.IPEC.2016.19.
26 Andrzej Lingas. Subgraph Isomorphism for Biconnected Outerplanar Graphs in Cubic Time. Theoretical Computer Science, 63(3):295-302, 1989. doi:10.1016/0304-3975(89)90011-X.
27 László Lovász and Michael D Plummer. Matching theory, volume 367. American Mathematical Society, 2009.
28 Dániel Marx and Michal Pilipczuk. Everything you always wanted to know about the parameterized complexity of Subgraph Isomorphism (but were afraid to ask). In 31st International Symposium on Theoretical Aspects of Computer Science (STACS 2014), volume 25 of Leibniz International Proceedings in Informatics (LIPIcs), pages 542-553. Schloss Dagstuhl-LeibnizZentrum fuer Informatik, 2014. doi:10.4230/LIPIcs.STACS. 2014.542.
29 Jiří Matoušek and Robin Thomas. On the complexity of finding iso- and other morphisms for partial $k$-trees. Discrete Mathematics, 108(1):343-364, 1992. doi:10.1016/0012-365X (92) 90687-B.
30 Jesper Nederlof. Finding Large Set Covers Faster via the Representation Method. In 24th Annual European Symposium on Algorithms (ESA 2016), volume 57 of Leibniz International Proceedings in Informatics (LIPIcs), pages 69:1-69:15. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik, 2016. doi:10.4230/LIPIcs.ESA.2016.69.
31 Albert Nijenhuis and Herbert S. Will. Combinatorial Algorithms: For Computers and Hard Calculators. Academic Press, 2nd edition, 1978.
32 Ohad Trabelsi. Nearly Optimal Time Bounds for kPath in Hypergraphs. CoRR, 2018. URL: http://arxiv.org/abs/1803.04940.
33 Gerhard J. Woeginger. Exact Algorithms for NP-hard Problems: A Survey. In Michael Jünger, Gerhard Reinelt, and Giovanni Rinaldi, editors, Combinatorial Optimization - Eureka, You Shrink!, pages 185-207. Springer-Verlag, 2003. doi:10.1007/3-540-36478-1.

STACS 2019

# Algorithmic Properties of Sparse Digraphs 

Stephan Kreutzer<br>Technische Universität Berlin, Germany<br>stephan.kreutzer@tu-berlin.de<br>\section*{Irene Muzi}<br>University of Warsaw, Poland<br>imuzi@mimuw.edu.pl<br>Patrice Ossona de Mendez<br>Centre d'Analyse et de Mathématiques Sociales (CNRS, UMR 8557), Paris, France, Computer Science Institute of Charles University (IUUK), Prague, Czech Republic pom@ehess.fr

## Roman Rabinovich

Technische Universität Berlin, Germany
roman.rabinovich@tu-berlin.de

## Sebastian Siebertz

Humboldt-Universität zu Berlin, Germany
sebastian.siebertz@hu-berlin.de


#### Abstract

The notions of bounded expansion [56] and nowhere denseness [58], introduced by Nešetřil and Ossona de Mendez as structural measures for undirected graphs, have been applied very successfully in algorithmic graph theory. We study the corresponding notions of directed bounded expansion and nowhere crownfulness on directed graphs, introduced by Kreutzer and Tazari [48]. The classes of directed graphs having those properties are very general classes of sparse directed graphs, as they include, on one hand, all classes of directed graphs whose underlying undirected class has bounded expansion, such as planar, bounded-genus, and $H$-minor-free graphs, and on the other hand, they also contain classes whose underlying undirected class is not even nowhere dense. We show that many of the algorithmic tools that were developed for undirected bounded expansion classes can, with some care, also be applied in their directed counterparts, and thereby we highlight a rich algorithmic structure theory of directed bounded expansion and nowhere crownful classes.
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## 1 Introduction

Structural graph theory has made a deep impact on the design of graph algorithms for hard problems. It provides a wealth of different tools for dealing with the intrinsic complexity of NPhard problems on graphs and these methods have been applied very successfully in algorithmic graph theory, in approximation theory, optimisation and the design of exact and parameterised algorithms for problems on undirected graphs, see e.g. [11, 14, 16, 15, 17, 18, 28, 29, 66].

Concepts such as tree width or excluded (topological) minors as well as density based graph parameters such as bounded expansion or nowhere denseness capture important properties of graphs and make them applicable for algorithmic applications.

The notions of bounded expansion and nowhere denseness were introduced in [56] and [58] to capture structural sparseness of undirected graphs. Classes of bounded expansion are very general and properly generalise, for instance, planar graphs or more generally classes with excluded (topological) minors. But the concept goes far beyond excluded minor classes.

Starting with [56, 58], many algorithmic results for problems on classes of graphs excluding a fixed minor have been extended to the more general case of bounded expansion and nowhere dense classes of graphs, see e.g. $[9,13,20,21,23,24,25,33,38,43,45,49,55,61,69,71]$. Furthermore, Demaine et al. [19] and Nadara et al. [53] analysed a range of real-world networks and showed that many of them indeed fall within the framework of bounded expansion. This shows that this concept captures many types of real world instances.

An important aspect of classes of bounded expansion and classes which are nowhere dense is that they can equivalently be defined in many different and seemingly unrelated ways: by the density of bounded-depth minors, by low tree-depth colourings [56], by generalised colouring numbers [73], by wideness properties such as uniformly quasi-wideness [57], by sparse neighbourhood covers [37, 38], vc-density [62], and many more. Each of these different aspects of the theory comes with its own set of algorithmic tools and many of the more advanced algorithmic results on bounded expansion classes mentioned above crucially rely on a combination of several of these techniques.

Developing a structural theory for directed graphs that yields classes of digraphs with a similarly broad algorithmic impact has so far not seen a comparable success as for the undirected case. The general goal is to identify structural parameters which define interesting and general classes of digraphs for which there is a comparably rich set of algorithmic tools. However, essentially all approaches, e.g. in $[6,7,34,40,59,67]$, of generalising even the well-understood and fairly basic concept of tree width to digraphs have failed to produce digraph parameters that come even near the wide spectrum of algorithmic applications that tree width has found. This even has led to claims that this programme cannot be successful and that such measures for digraphs cannot exist [35].

In this paper we exhibit examples of digraph parameters which we believe challenge this negative outlook on the potential of digraph parameters. Our main conceptual contribution is to give a positive example of a digraph parameter that satisfies the conditions of the programme outlined above: we identify a very general type of digraph classes which have a similar set of algorithmic tools available as their undirected counterparts. We believe that these classes give a positive answer to the question whether interesting graph parameters can successfully be generalised to the directed setting and we support this claim by algorithmic applications described below.

The classes of digraphs we study are classes of directed bounded expansion and nowhere crownful classes of digraphs which are modeled after the concepts of bounded expansion and nowhere denseness for undirected graphs, respectively. They were originally defined
in [48], where basic properties of these classes were developed. In particular, it was shown that nowhere crownful classes can equivalently be defined in terms of directed uniformly quasi-wideness, analogous to its undirected counterpart, which easily implies fixed-parameter tractability of the directed dominating set problem on these classes. See Section 2 for details. The first improvement of these initial results appeared in [47], where structural properties of classes of digraphs of bounded expansion were studied. The main contribution of [47] was to establish their relation to a certain form of generalised colouring numbers, a concept which in the undirected setting has had huge algorithmic impact on the development of algorithms for nowhere dense and bounded expansion classes.

## Our contributions.

These initial results are the starting point for our investigation in this paper. In addition to directed bounded expansion and nowhere crownful classes, we also define a new type of digraph classes which we call bounded crownless expansion.

Our main contributions are both structural and algorithmic. We show that classes of digraphs of directed bounded expansion, and especially classes of bounded crownless expansion, have structural properties very similar to their undirected counterpart. As a consequence, we are able to show that many of the algorithmic tools that were developed for undirected bounded expansion have their directed counterpart, resulting in a rich and diverse set of algorithmic techniques that can be applied in the design of algorithms for these classes. To the best of our knowledge, this is the first time that the generalisation of one of the widely studied and very general undirected graph parameter to the digraph setting has indeed led to a digraph concept with a similarly broad set of algorithmic tools as its undirected counterpart. We are therefore optimistic that classes of directed bounded expansion or crownless expansion will find a broad range of applications. We support this belief by providing several algorithmic results we describe next.

As a test case for these algorithmic techniques we use the directed variant of the (Distance-r) Dominating Set problem defined as follows. For a positive integer $r$, a distance-r dominating set in a digraph $G$ is set $D \subseteq V(G)$ such that every $v \in V(G)$ is reachable by a directed path of length at most $r$ from a vertex $d \in D$, i.e. $N_{r}^{+}(D)=V(G)$.
(Distance- $r$ ) Dominating Set is a common benchmark problem for the design of (parameterised or approximation) algorithms on graph classes with structural restrictions. It is NP-complete in general [42], and (under standard complexity theoretical assumptions) cannot be approximated better than up to a factor $\mathcal{O}(\log n)$ [64]. Better results can be achieved, e.g., on sparse graph classes, see e.g. [3, 4, 10, 12, 21, 22, 36, 39], but these classes do not contain classes of digraphs of bounded (crownless) expansion.

We study the complexity of the Directed (Distance-r) Dominating Set problem from the point of view of approximation, exact parameterised algorithms and kernelisation.

Approximation on directed bounded expansion. In [21], Dvořák proves a linear duality between distance- $r$ dominating sets and $r$-scattered sets in classes of undirected bounded expansion. From this he derives an elegant polynomial-time constant-factor approximation algorithm on these classes of undirected graphs. Unfortunately, as we show in Section 3, no such duality holds in digraph classes of bounded directed expansion. In Theorem 7, we therefore use a different approach, inspired by recent results in [22], which is based on a combination of an LP-based approach and the characterisation of directed bounded expansion in terms of weak colouring numbers to obtain a constant-factor approximation algorithm for Directed- $r$ Dominating Set on classes of directed bounded expansion.

Approximation on bounded crownless expansion. We then study classes of bounded crownless expansion. We first re-establish a polynomial duality between distance- $r$ dominating sets and $r$-scattered sets on these classes. Towards this aim, we employ methods from stability theory, a branch of infinite model theory, developed in [50] in the digraph setting. The application of stability theory in this context is not straightforward. It is known that a class of (di)graphs which is closed under taking subgraphs is stable, if and only if, its underlying class of undirected graphs is nowhere dense [1]. However, classes of bounded crownless expansion in general are not nowhere dense and thus the stability theoretic techniques cannot be applied as such. Therefore, we have to carefully establish a situation in which stability is applicable, which then allows us to derive the polynomial duality theorem. As a consequence of this duality we also obtain a polynomial-time approximation algorithm for distance- $r$ dominating sets (Corollary 11).

Parameterised complexity. We then study the parameterised complexity of the Distance$r$ Dominating Set problem. It is known that the problem is fixed-parameter tractable on nowhere crownful digraph classes [48] but the parameterised complexity of the problem on directed bounded expansion classes was still open. We first establish that classes of directed bounded expansion have bounded directed neighbourhood depth, a notion introduced in [26]. We then show that the methods developed in [26] can also be applied in the directed setting and establish that the Distance- $r$ Dominating Set problem on classes of directed bounded expansion is fixed-parameter tractable (Theorem 14).

Kernelisation. Once fixed-parameter tractability is established, we turn our attention to the kernelisation problem for Distance- $r$ Dominating Set. Recall that a kernelisation algorithm is a polynomial-time preprocessing algorithm that transforms a given instance into an equivalent one whose size is bounded by a function of the parameter only, independently of the overall input size. Fixed-parameter tractability implies the existence of a kernelisation algorithm, however, its output may be exponential or even larger in the parameter.

Starting with the groundbreaking work of Alber et al. [2], kernelisation for the Dominating Set and Distance- $r$ Dominating Set problem on undirected graphs has received significant attention in the literature, see e.g. [8, 30, 31, 32]. In particular, Dominating SET admits polynomial kernels on graphs of bounded degeneracy [60]. The Distance- $r$ Dominating Set problem admits a linear kernel on classes of bounded expansion [20], and an almost linear kernel on nowhere dense classes of graphs [45]. It is easy to observe that the result of [60] extends to digraphs of bounded degeneracy.

We show that the Distance-r Dominating Set problem admits a polynomial kernel on classes of bounded crownless expansion (Theorem 21). At a high level, our kernelisation algorithm follows the overall approach of [20] for undirected bounded expansion classes. Using our result above establishing the duality between distance- $r$ dominating sets and $r$-scattered sets on bounded crownless expansion classes, the key property that remains to be established to apply the techniques from [20] are bounds on their distance- $r$ neighbourhood complexity (the number of different intersections of r-balls with a given set). To establish these properties, we study the VC-dimension of set systems corresponding to $r$-neighbourhoods in digraphs of bounded directed expansion. In Section 4.2, we show that it is bounded on all classes of bounded crownless expansion which enables us to capture local separation properties in classes of bounded expansion. With this in place we can complete our kernelisation algorithm.

Steiner trees. As a further indication that digraphs of bounded expansion constitute a very useful notion, in Section 5 we consider the parameterised Directed Steiner Tree (Dst) problem, which is defined as follows. As input we are given a digraph $G$, a root $r \in V(G)$, a
set $T \subseteq V(G) \backslash\{r\}$ of terminals and an integer $k$. The problem is to decide if there is a set $S \subseteq V(G) \backslash(\{r\} \cup T)$ of size at most $k$ such that in $G[\{r\} \cup S \cup T]$ there is a directed path from $r$ to every terminal $T$. The Steiner Tree problem is an intensively studied graph problem in computer science with many important applications. We refer to the textbook of Prömel and Steger [63] for background information. It is known for this parameterisation that both the directed and the undirected versions are $\mathrm{W}[2]$-hard on general graphs [52], and even on graphs of degeneracy two [41]. On the positive side, Jones et al. [41] proved that the problem is fixed-parameter tractable on graphs excluding a topological minor when parameterised by the number of non-terminals. Their result is based on a preprocessing rule which allows to contract strongly connected subsets of terminal vertices to individual vertices. The authors furthermore show that if the subgraph induced by the terminals is required to be acyclic, then the problem becomes fixed-parameter tractable on graphs of bounded degeneracy. In this case, the strongly connected subsets of terminals have diameter 0 . This suggests to consider the problem parameterised by the number $k$ of non-terminals plus the maximal diameter $s$ of a strongly connected component in the subgraph induced by the terminals. In fact, bounded expansion classes of digraphs are exactly those classes whose graphs have bounded degeneracy after bounded radius contractions. Therefore, the Steiner tree problem is fixed-parameter tractable on classes of bounded directed expansion under this parameterisation. On the other hand, it is straightforward to modify the example in [41] to show that the parameterisation $k+s$ cannot be replaced by taking only $k$ as parameter: there exist classes of directed bounded expansion on which the directed Steiner tree problem parameterised by solution size $k$ is $\mathrm{W}[2]$-hard. Hence, we show that the results of Jones et al. [41] exactly identify classes of directed bounded expansion as those on which the Directed Steiner Tree problem parameterised by the number of non-terminal vertices and the maximal diameter of strongly connected components in the subgraph induced by the terminals is fixed parameter tractable (Theorem 23). At the time of writing, Jones et al. simply did not have the notions of bounded expansion available.

Connected dominating sets. Finally, we show that the restriction to classes of bounded crownless expansion is not sufficient to find efficient algorithms for the STRONGLY Connected Dominating Set problem and Strongly Connected Steiner Subgraph (Scss) problem, which is defined as the Steiner tree problem but here we need to find a set $S \subseteq V(G)$ of size at most $k$ such that $G[S \cup T]$ is strongly connected. We prove that there exist classes of bounded crownless expansion on which the Strongly Connected Dominating Set problem and the Strongly Connected Steiner Subgraph problem remain W[1]-hard (Theorems 30 and 31).

Summary. The results reported above demonstrate that classes of bounded (crownless) expansion indeed exhibit a very rich set of algorithmic tools, broad enough so that even recent sophisticated algorithms for undirected bounded expansion can be extended to the digraph setting. We therefore believe that these concepts are new and interesting digraph parameters which hold the promise for further algorithmic applications. The hardness results for strongly connected dominating sets, on the other hand, indicate that for problems which in addition require control over strong connectivity, one may have to consider further restrictions, e.g. by combining directed expansion with directed treewidth. We leave this for future research.

## 2 Directed Minors and Directed Bounded Expansion

We refer to [5] for standard notation and background on digraph theory. Let $G$ be a digraph, let $v \in V(G)$ and let $r \geq 1$ be an integer. The $r$-out-neighbourhood of $v$, denoted


G


Figure 1 The graph $H$ (left) is a directed minor of the graph $G$ (right).
by $N_{G, r}^{+}(v)$, or just $N_{r}^{+}(v)$ if $G$ is understood, is defined as the set of vertices $u$ in $G$ such that $G$ contains a directed path of length at most $r$ from $v$ to $u$. We write $N^{+}(v)$ for $N_{1}^{+}(v) \backslash\{v\}$. The r-in-neighbourhood $N_{G, r}^{-}(v)$ and $N^{-}(v)$ are defined analogously. The out-degree of a vertex $v \in V(G)$ is $d^{+}(v):=\left|N^{+}(v)\right|$, its in-degree is $d^{-}(v):=\left|N^{-}(v)\right|$ and its degree is $d(v):=\left|N^{+}(v)\right|+\left|N^{-}(v)\right|$. The minimum out-degree of $G$ is defined as $\delta^{+}(G):=\min \left\{d^{+}(v): v \in V(G)\right\}$, minimum in-degree and minimum degree are defined analogously. A set $U \subseteq V(G)$ is $r$-scattered if there is no $v \in V(G)$ and $u_{1}, u_{2} \in U$ with $u_{1} \neq u_{2}$ and $u_{1}, u_{2} \in N_{r}^{+}(v)$. If the arc relation of a digraph $G$ is symmetric, i.e. if $(u, v) \in E(G)$ implies $(v, u) \in E(G)$, then we speak of an undirected graph. If $G$ is a digraph, we write $\bar{G}$ for the underlying undirected graph of $G$, which has the same vertices as $G$ and for each $\operatorname{arc}(u, v) \in E(G)$ we have $(u, v) \in E(\bar{G})$ and $(v, u) \in E(\bar{G})$. Note that $|E(G)| \leq|E(\bar{G})| \leq 2|E(G)|$.

Directed minors. We are going to work with directed minors and directed topological minors. The following definition of directed minors is from [48]. A digraph $H$ has a directed model in a digraph $G$ if there is a function $\delta$ mapping vertices $v \in V(H)$ of $H$ to sub-graphs $\delta(v) \subseteq G$ and $\operatorname{arcs} e \in E(H)$ to $\operatorname{arcs} \delta(e) \in E(G)$ such that

1. if $v \neq u$, then $\delta(v) \cap \delta(u)=\emptyset$;
2. if $e=(u, v)$ and $\delta(e)=\left(u^{\prime}, v^{\prime}\right)$ then $u^{\prime} \in \delta(u)$ and $v^{\prime} \in \delta(v)$. For $v \in V(H)$ let $\operatorname{in}(\delta(v)):=$ $V(\delta(v)) \cap \bigcup_{e=(u, v) \in E(H)} V(\delta(e))$ and out $(\delta(v)):=V(\delta(v)) \cap \bigcup_{e=(v, w) \in E(H)} V(\delta(e)) ;$
3. we require that for every $v \in V(H)$ (a) there is a directed path in $\delta(v)$ from every $u \in \operatorname{in}(\delta(v))$ to every $u^{\prime} \in \operatorname{out}(\delta(v))$; (b) there is at least one source vertex $s_{v} \in \delta(v)$ that reaches (by a directed path in $\delta(v)$ ) every element of out $(\delta(v)$ ); (c) there is at least one sink vertex $t_{v} \in \delta(v)$ that can be reached (by a directed path in $\delta(v)$ ) from every element of $\operatorname{in}(\delta(v))$.

A digraph $H$ has a directed model in a digraph $G$ if there is a function $\delta$ mapping vertices $v \in V(H)$ of $H$ to sub-graphs $\delta(v) \subseteq G$ and $\operatorname{arcs} e \in E(H)$ to $\operatorname{arcs} \delta(e) \in E(G)$ such that

1. if $v \neq u$, then $\delta(v) \cap \delta(u)=\emptyset$;
2. if $e=(u, v)$ and $\delta(e)=\left(u^{\prime}, v^{\prime}\right)$ then $u^{\prime} \in \delta(u)$ and $v^{\prime} \in \delta(v)$.
3. Furthermore, we require that for each $v \in V(H)$ there are non-empty sets $\operatorname{in}(\delta(v))$ and out $(\delta(v))$ such that in $(\delta(v))$ contains the head of every $\operatorname{arc} \delta((u, v))$ and out $(\delta(v))$ contains the tail of every arc $\delta((v, u))$ and for every $s \in \operatorname{in}(\delta(v))$ and $t \in \operatorname{out}(\delta(v))$ there is a path in $\delta(v)$ from $s$ to $t$.

We write $H \preccurlyeq G$ if $H$ has a directed model in $G$ and call $H$ a directed minor of $G$. We call the sets $\delta(v)$ for $v \in V(H)$ the branch-sets of the model.

For $r \geq 0$, a digraph $H$ is a depth-r minor of a digraph $G$, denoted as $H \preccurlyeq_{r} G$, if there exists a directed model $\delta$ of $H$ in $G$ in which for all $v \in V(H)$ and all $s \in \operatorname{in}(\delta(v))$ and $t \in \operatorname{out}(\delta(v))$ there is a path from $s$ to $t$ in $\delta(v)$ of length $\leq r$.

We write $H \preccurlyeq G$ if $H$ has a directed model in $G$ and call $H$ a directed minor of $G$. We call the sets $\delta(v)$ for $v \in V(H)$ the branch-sets of the model.

For $r \geq 0$, a digraph $H$ is a depth-r minor of a digraph $G$, denoted as $H \preccurlyeq_{r} G$, if there exists a directed model of $H$ in $G$ in which the length of all the paths in the branch sets of the model described in 3a)-c) above are bounded by $r$. Note that every subgraph of $G$ is a depth-0 minor of $G$.

Directed topological minors. A digraph $H$ is a topological minor of a digraph $G$ if there is an injective function $\delta$ mapping vertices $v \in V(H)$ to vertices of $V(G)$ and $\operatorname{arcs} e \in E(H)$ to directed paths in $G$ such that if $e=(u, v) \in E(H)$, then $\delta(e)$ is a path from $\delta(u)$ to $\delta(v)$ in $G$ which is internally vertex disjoint from all vertices $\delta(w)$ (for $w \in V(H)$ ) and all paths $\delta\left(e^{\prime}\right)$ (for $e^{\prime} \in E(H), e^{\prime} \neq e$ ). For $r \geq 0, H$ is a topological depth-r minor of $G$, written $H \preccurlyeq_{r}^{t o p} G$, if it is a topological minor and all paths $\delta(e)$ have length at most $2 r$.

Grads, bounded expansion and crowns. Let $G$ be a digraph and let $r \geq 0$. The greatest reduced average density of rank $r$ (short grad) of $G$ is

$$
\nabla_{r}(G):=\max \left\{\frac{|E(H)|}{|V(H)|}: H \preccurlyeq_{r} G\right\}
$$

and its topological greatest average density of rank r (short top-grad) is

$$
\widetilde{\nabla}_{r}(G):=\max \left\{\frac{|E(H)|}{|V(H)|}: H \preccurlyeq_{r}^{\text {top }} G\right\} .
$$

- Definition 1. A class $\mathcal{C}$ of digraphs has bounded expansion if there is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $r \geq 0$ we have $\nabla_{r}(G) \leq f(r)$ (or equivalently, $\widetilde{\nabla}_{r}(G) \leq f(r)$ ) for all $G \in \mathcal{C}$.

A crown of order $q$ is a 1 -subdivision of a clique of order $q$ with all arcs oriented away from the subdivision vertices, that is, the digraph $S_{q}$ with vertex set $\left\{v_{1}, \ldots, v_{q}\right\} \cup\left\{v_{i j}: 1 \leq\right.$ $i<j \leq q\}$ and arc set $\left\{\left(v_{i j}, v_{i}\right),\left(v_{i j}, v_{j}\right): 1 \leq i<j \leq q\right\}$.

- Definition 2. A class $\mathcal{C}$ of digraphs has bounded crownless expansion if there is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $r \geq 0$ we have $\nabla_{r}(G) \leq f(r)$ and $S_{f(r)} \not \varliminf_{r} G$ for all $G \in \mathcal{C}$.

Generalised colouring numbers. We next review the definition of generalised colouring numbers in the directed setting. Let $G$ be a digraph. By $\Pi(G)$ we denote the set of all linear orders of $V(G)$. For $r \geq 0$, we say that $u$ is weakly $r$-reachable from $v$ with respect to an order $L \in \Pi(G)$ if there is a path $P$ of length at most $r$, connecting $u$ and $v$, in either direction, such that $u$ is minimum among the vertices of $P$ with respect to $L$. By WReach ${ }_{r}^{\vec{~}}[G, L, v]$ we denote the set of vertices that are weakly $r$-reachable from $v$ with respect to $L$. We define the weak r-colouring number $\operatorname{wcol}_{r}^{\vec{~}}(G)$ of $G$ as

$$
\operatorname{wcol}_{r}^{\vec{~}}(G):=\min _{L \in \Pi(G)} \max _{v \in V(G)}\left|\mathrm{WReach}_{r}^{\vec{~}}[G, L, v]\right|
$$

- Theorem 3 ([47]). A class $\mathcal{C}$ of digraphs has bounded expansion if, and only if, there is $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $\operatorname{wcol}_{r}^{\vec{\rightleftarrows}}(G) \leq f(r)$ for all $G \in \mathcal{C}$ and all $r \geq 1$.

The next lemma shows that the weak $r$-colouring numbers are very useful to describe local separation properties in graphs of bounded expansion. The lemma is immediate by the definition of WReach ${ }_{r}^{\vec{~}}$.

- Lemma 4. Let $G$ be a digraph and let $r \geq 1$. Let $P$ be a path of length at most $r$ with endpoints $u$ and $v$ in either direction. Let $L$ be an order of $V(G)$ and let $z$ be the minimal vertex of $P$ with respect to $L$. Then $z \in \mathrm{WReach}_{r}^{\vec{~}}[G, L, u] \cap \operatorname{WReach}_{r}^{\vec{~}}[G, L, v]$.

We will also need an efficient algorithm to compute good weak reachability orders. We show in the full version that this is possible. All statements marked with ( $\star$ ) are proved in the full version [44].

- Theorem $5(\star)$. Let $\mathcal{C}$ be a class of digraphs of bounded expansion. There exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ and a polynomial-time algorithm which for an input graph $G \in \mathcal{C}$ and $r \in \mathbb{N}$ computes an order $L$ with $\left|\mathrm{WReach}_{r}^{\stackrel{~}{~}}[G, L, v]\right| \leq f(r)$ for all $v \in V(G)$.


## 3 Approximation of distance-r dominating sets and duality between distance-r dominating sets and $r$-scattered sets

In this section we study the duality between distance- $r$ dominating sets and $r$-scattered sets and prove that for every fixed value $r \in \mathbb{N}$ the Distance- $r$ Dominating Set problem admits a constant-factor approximation on every class of digraphs of bounded expansion. Given a digraph $G$, a set $U \subseteq V(G)$ is $r$-scattered if there is no $v \in V(G)$ and $u_{1}, u_{2} \in U$ with $u_{1} \neq u_{2}$ and $u_{1}, u_{2} \in N_{r}^{+}(v)$. We write $\gamma_{r}(G)$ for the size of a minimum distance- $r$ dominating set in a digraph $G$ and $\alpha_{2 r}(G)$ for the size of a maximum $r$-scattered set in $G$. Observe that in undirected graphs an $r$-scattered set corresponds to a distance- $2 r$ independent set, which explains the index in the notation $\alpha_{2 r}(G)$.

Clearly, every vertex $v \in V(G)$ can dominate at distance $r$ at most one vertex of an $r$-scattered set. Hence we have $\alpha_{2 r}(G) \leq \gamma_{r}(G)$ for every digraph $G$. In general, $\gamma_{r}(G)$ is not bounded in terms of $\alpha_{2 r}(G)$. Dvořák proved in [21] that on classes of undirected graphs of bounded expansion $\gamma_{r}(G)$ is linearly bounded by $\alpha_{2 r}(G)$, where the linear factor is the undirected weak colouring number $\mathrm{wcol}_{2 r}(G)^{2}$, i.e., on undirected graphs the inequality $\gamma_{r}(G) \leq \operatorname{wcol}_{2 r}(G)^{2} \cdot \alpha_{2 r}(G)$ holds. Furthermore, he derived an elegant linear time constantfactor approximation algorithm for the Distance-r Dominating Set problem.

As a first negative result we prove that no such duality theorem holds on digraphs of bounded expansion.

- Theorem 6. There is a class of directed bounded expansion such that for every constant $c$ we have $\gamma_{1}(G) \geq c$ for infinitely many $G \in \mathcal{C}$ and $\alpha_{2}(G)=2$ for all $G \in \mathcal{C}$.

Hence, we cannot follow the duality based approach to compute approximations for the Distance- $r$ Dominating Set problem on classes of directed bounded expansion. Instead, we follow a very recent approach of Dvořák [22], which combines rounding of a linear program and a greedy choice based on the generalised colouring numbers. We consider the following linear programs. For each vertex $v \in V(G)$ we have one variable $x_{v}$.

## Distance- $r$ Dominating Set LP

- Objective: minimise $\gamma_{r}^{\star}=\sum_{v \in V(G)} x_{v}$
- Subject to: $\sum_{u \in N_{r}^{-}[v]} x_{u} \geq 1$ for all $v \in V(G)$
- Constraints: $x_{v} \geq 0$ for all $v \in V(G)$.

The dual linear program is the following program for $r$-Scattered Set.

```
r-Scattered Set LP
- Objective: maximise }\mp@subsup{\alpha}{2r}{\star}=\mp@subsup{\sum}{v\inV(G)}{}\mp@subsup{x}{v}{
- Subject to: }\mp@subsup{\sum}{u\in\mp@subsup{N}{r}{-}[v]}{}\mp@subsup{x}{u}{}\leq1\mathrm{ for all }v\inV(G
- Constraints: }\mp@subsup{x}{v}{}\geq0\mathrm{ for all }v\inV(G)
```

Integer solutions for the Distance-r Dominating Set LP correspond to minimum size distance- $r$ dominating sets in $G$, and analogously, integer solutions for the $r$-Scattered SEt LP correspond to maximum size $r$-scattered sets in $G$. Observe that since the linear programs are dual to each other, for every graph $G$ and every positive integer $r$ we have

$$
\alpha_{2 r}(G) \leq \alpha_{2 r}^{\star}(G)=\gamma_{r}^{\star}(G) \leq \gamma_{r}(G)
$$

while in general $\gamma_{r}(G)$ is not functionally bounded by $\alpha_{2 r}(G)$. Also note that $\alpha_{2 r}^{\star}(G)$ and $\gamma_{r}^{\star}(G)$ can be determined exactly in polynomial time by solving the linear programs that define them.

Dvořák in [22] proved that $\gamma_{r}(G)$ is bounded linearly by $\gamma_{r}^{\star}(G)$ on classes of undirected graphs of bounded expansion. We are able to prove an analogous statement in digraphs of bounded expansion. Furthermore, the theorem is constructive and yields a polynomial-time approximation algorithm.

- Theorem $\mathbf{7}(\star)$. Let $\mathcal{C}$ be a class of directed bounded expansion and let $r \in \mathbb{N}$. Then there exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ and a polynomial-time algorithm which on input $G \in \mathcal{C}$ computes a distance-r dominating set of $G$ of size at most $f(r) \cdot \gamma_{r}^{\star}(G)$.

We show next that for classes of bounded crownless expansion the values $\gamma_{r}$ and $\alpha_{2 r}$ are polynomially related. Thus, for such classes we can re-establish the duality between $d$-domination and $r$-scattered sets which we proved to fail in the general directed setting. Our proof is algorithmic in the sense that we apply the directed analogue of the algorithm of Dvořák [21] to the digraph $G$ and prove that it finds both a distance- $r$ dominating set and a polynomially smaller $r$-scattered set. Without requiring the duality to be polynomial we could have used standard Ramsey-type arguments. To establish a polynomial relation between the two parameters, we facilitate tools from stability theory, related to those developed in [50] and [46]. We first explain the stability theoretic tools used in the sequel.

Let $T$ be a (rooted) binary tree, where each vertex (except the root) is marked as a left or right successor of its predecessor. We call $w$ a left (right) descendant of $v$ if the first successor on the unique $v-w$ path in $T$ is a left (right) successor.

Fix an enumeration $a_{1}, \ldots, a_{\ell}$ of a set $A \subseteq V(G)$. The $r$-independence tree of $\left(a_{1}, \ldots, a_{\ell}\right)$ is a binary tree which is constructed recursively as follows. We make $a_{1}$ the root of the tree. Assume that $a_{1}, \ldots, a_{i}$ have already been inserted into the tree. In order to insert the next element $a_{i+1}$, we follow a root-leaf path to find a position for it. Starting from the root $a_{1}$, at each point we are at some node $a_{j}$ and we have to decide whether we continue along the left or to the right branch at $a_{j}$. If there is an element $u$ such that $a_{j}, a_{i+1} \in N_{r}^{+}(u)$, we continue along the right branch at $a_{j}$, otherwise we follow the left branch. If there is no right successor (or left successor, respectively), we insert $a_{i+1}$ as a right (or left) child of $a_{j}$.

- Lemma 8 ( $\star$ ). Let $T$ be a rooted binary tree and let $t \geq 1$ be an integer. Assume that no root-leaf path in $T$ contains a sub-sequence $a_{1}, \ldots, a_{t}$ (of pairwise distinct elements) such that $a_{j}$ is a right descendant of $a_{i}$ for all $1 \leq i<j \leq t$. If $T$ has height at most $h$, then $T$ has at most $h^{t+1}$ vertices.

The following lemma is proved using the Finite Canonical Ramsey Theorem.

- Lemma 9 ( $\star$ ). For all integers $r, c, K$ there exists an integer $N$ such that the following property holds. Let $G$ be a digraph with maximum out-degree at most $c$ and let $S, T$ be subsets of vertices of $G$, such that $|T| \geq N$ and for each $t, t^{\prime} \in T$ there exist a vertex $s=s\left(t, t^{\prime}\right) \in S$, a directed path $P_{s, t}$ of length at most $r$ from $s$ to $t$ and a directed path $P_{s, t^{\prime}}$ of length at most $r$ from s to $t^{\prime}$. Then $G$ contains a crown of order $K$ as a depth-r minor.

We can now prove the polynomial duality theorem.

- Theorem 10. Let $G$ be a digraph with $\operatorname{wcol}_{r}^{\vec{Z}}(G) \leq c$ and $S_{q} \not \AA_{r} G$. Then there exists $N=N(c, q, r)$ such that $\gamma_{r}(G) \in \mathcal{O}\left(\alpha_{r}(G)^{N}\right)$.

Proof. The following algorithmic construction corresponds to the algorithm of Dvořák for undirected graphs [21]. Fix an order $L$ witnessing that wcol ${ }_{r}^{\vec{\rightleftarrows}}(G) \leq c$. We compute a distance- $r$ dominating set $D$ as follows. Initialise $D:=\emptyset, A:=\emptyset$ and $M:=V(G)$. While there is a vertex $v \in M$, the set of non-dominated vertices, pick the smallest such vertex $v$ with respect to $L$. Add $v$ to $A$ and WReach ${\underset{2}{2}}_{\vec{E}}^{2}[G, L, v]$ to $D$. Mark all newly dominated vertices, that is, remove $N_{r}^{+}\left[\mathrm{WReach}_{2 r}^{\vec{~}}[G, L, v]\right]$ from $M$. If $M=\emptyset$, return $D$. Clearly, $D$ is a distance- $r$ dominating set of $G$.

We now prove that we find a large $r$-scattered subset of $A$. Construct the undirected graph $H$ with vertex set $A$ such that two vertices $a, b \in A$ are connected in $H$ if there is $u \in V(G)$ such that $a, b \in N_{r}^{+}(u)$. An independent set in $H$ corresponds to an $r$-scattered subset of $A$ in $G$.

We claim that every vertex $u \in V(G)$ satisfies $\left|N_{r}^{+}(u) \cap A\right| \leq c$. Fix $u \in V(G)$. Assume towards a contradiction that $\left|N_{r}^{+}(u) \cap A\right|>c$. For each $a \in N_{r}^{+}(u) \cap A$ fix a path $P_{u a}$ of length at most $r$ from $u$ to $a$. For each path $P_{u a}$, denote by $m_{u a}$ its minimal element with respect to $L$. Since $\operatorname{wcol}_{r}^{\vec{Z}}(G) \leq c$, we have $\left|\left\{m_{u a}: N_{r}^{+}(u) \cap A\right\}\right| \leq c$. Since we have more than $c$ paths $P_{u a}$, there must be two paths $P_{u a_{1}}, P_{u a_{2}}, a_{1} \neq a_{2}$, which have the same element $m$ as their minimal element. Without loss of generality assume that $a_{1}<a_{2}$. Since $m$ is the smallest vertex on the path $P_{u a_{1}}$, the subpath of $P_{u a_{1}}$ between $m$ and $a_{1}$ certifies that $m$ is weakly $r$-reachable from $a_{1}$. Hence, when $a_{1}$ was added to $A$, the element $m$ was added to the set $D$. Now, the subpath of $P_{u a_{2}}$ between $m$ and $a_{2}$ shows that $a_{2}$ is at distance at most $r$ from $m$, and hence $a_{2}$ is marked as dominated at this point. This again proves $a_{2} \notin A$, a contradiction.

We now build the $r$-independence tree $T$ of $a_{1}, \ldots, a_{\ell}$ (the enumeration of $A$ with respect to $L$ ). Using Lemma 9, we conclude that there is $N^{\prime}(c, r, q)$ such that $T$ does not contain a path with $s=N^{\prime}$ right descendants. Let $N:=N^{\prime}+1$.

Hence, by Lemma 8, if we have $|A|>(m+N)^{N}$, then we find a sequence of length $m$ with all left descendants. This set is $r$-scattered, which proves the theorem.

Clearly, the $r$-independence tree of a sequence of vertices can be computed in polynomial time, which gives us the following corollary.

- Corollary 11. Let $\mathcal{C}$ be a class of digraphs which has bounded crownless expansion. Then for every $r \in \mathbb{N}$, there is a polynomial-time algorithm which computes a distance-r dominating set $D$ with $|D| \leq p\left(\gamma_{r}(G)\right)$ for some polynomial $p$.


## 4 Parameterised complexity of Distance-r Dominating Set

In this section we study the parameterised complexity of the Distance- $r$ Dominating SET problem on classes of directed bounded expansion. We follow the approach of [26] and establish that digraphs of bounded expansion have bounded neighbourhood depth
(which corresponds to having bounded semi-ladder index in that paper). We then show that a straight forward modification of the Semi-ladder-algorithm of [26] for the Distance- $r$ Dominating Set problem on undirected graphs of bounded neighbourhood depth is an fpt-algorithm on digraphs of bounded expansion.

Let $\mathcal{F}$ be a family of subsets of some universe $U$. A chain in $\mathcal{F}$ is a family $\mathcal{H} \subseteq \mathcal{F}$ such that for all $X, Y \in \mathcal{H}$, we have either $X \subseteq Y$ or $Y \subseteq X$. The depth of $\mathcal{F}$ is the cardinality of the longest chain in $\mathcal{F}$. The intersection closure of $\mathcal{F}$ is the family of all sets of the form $X_{1} \cap X_{2} \cap \ldots \cap X_{n}$ for some $n \in \mathbb{N}$ and $X_{1}, X_{2}, \ldots, X_{n} \in \mathcal{F}$. For $n=0$ we assume by convention that the intersection of an empty sequence of sets is equal to $U$, thus the intersection closure always contains the universe $U$.

- Definition 12. Let $G$ be a digraph and $r \in \mathbb{N}$. The $r$-neighbourhood depth of $G$, denoted depth $_{r}(G)$, is the depth of the intersection closure of the family $\left\{N_{r}^{+}(v): v \in V(G)\right\}$. We say that a graph class $\mathcal{C}$ has bounded neighbourhood depth if there is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $G \in \mathcal{C}$ we have $\operatorname{depth}_{r}(G) \leq f(r)$.

We show that classes of directed bounded expansion have bounded neighbourhood depth.

- Lemma 13 ( $\star$ ). Let $\mathcal{C}$ be a class of directed bounded expansion. Then $\mathcal{C}$ has bounded neighbourhood depth.


### 4.1 Fixed-parameter tractability on bounded expansion classes

In this section we show that a straightforward modification of the so-called Semi-ladderalgorithm of [26] is an fpt-algorithm on digraphs of bounded neighbourhood depth.

We say that a set of vertices $A r$-dominates another set of vertices $B$ if $B \subseteq N_{r}^{+}(A)$. The Semi-ladder-algorithm maintains two sets: $D, S \subset V(G)$. Initially, both are empty, and at each moment, $D$ will have at most $k$ elements. The algorithm proceeds in rounds, each consisting of two steps: first the $S$-step and then the $D$-step.
$S$-step: Check whether $D r$-dominates $V(G)$. If so, terminate and output $D$ as an $r$ dominating set of size at most $k$. Otherwise, pick any vertex $u$ which is not $r$-dominated by $D$ and add it to $S$.
$D$-step: Check whether some set of at most $k$ vertices $r$-dominates $S$. If so, set $D$ to be any such set and proceed to the next round. Otherwise, terminate and conclude that there is no $r$-dominating set of size at most $k$.

As in the undirected case one can easily implement each $D$-step using standard dynamic programming on subsets of $S$ in time $\mathcal{O}\left(2^{|S|} \cdot|S| \cdot n\right)$. Since at each round the size of $S$ grows by exactly 1 , it is not hard to see that the $\ell$ th round of the algorithm can be implemented in time $\mathcal{O}\left(2^{\ell} \cdot \ell n+k m\right)$, and hence the time needed to execute it for $L$ rounds is bounded by $\mathcal{O}\left(2^{L} \cdot L n+k L m\right)$.

Clearly, the algorithm correctly decides whether a graph contains a distance- $r$ dominating set of size at most $k$. It remains to show that it is in fact a fixed-parameter algorithm on classes of directed bounded expansion. We prove this by showing that the neighbourhood depth gives an upper bound on the number $L$ of rounds executed by the algorithm.

- Theorem $\mathbf{1 4}(\star)$. Let $\mathcal{C}$ be a class with bounded neighbourhood depth and let $r \in \mathbb{N}$. Then for every $k \in \mathbb{N}$ there is a constant $L \in \mathbb{N}$, depending only on $k, r, \mathcal{C}$ and computable from $k$ for fixed $r$ and $\mathcal{C}$, such that the Semi-ladder-algorithm terminates after at most $L$ rounds when applied to any $G \in \mathcal{C}$ and $k$. In particular, if $G$ has $n$ vertices and $m$ edges, then the running time is bounded by $f(k) \cdot m$ for some computable function $f$.


### 4.2 VC-dimension and neighbourhood complexity

Towards the goal of developing a kernelisation algorithm for the Distance- $r$ Dominating SET problem on classes of bounded crownful expansion, we first study the VC-dimension and neighbourhood complexity of radius- $r$ balls in classes of directed bounded expansion.

Let $\mathcal{F} \subseteq 2^{A}$ be a family of subsets of a set $A$. For a set $X \subseteq A$, we denote $X \cap \mathcal{F}=$ $\{X \cap F: F \in \mathcal{F}\}$. The set $X$ is shattered by $\mathcal{F}$ if $X \cap \mathcal{F}=2^{X}$. The Vapnik-Chervonenkis dimension, short $V C$-dimension, of $\mathcal{F}$ is the maximum size of a set $X$ that is shattered by $\mathcal{F}$.

Note that if $\mathcal{F}$ has VC-dimension $d$, then also $B \cap \mathcal{F}$ for every subset $B \subseteq A$ of the ground set has VC-dimension at most $d$. The following theorem was first proved by Vapnik and Chervonenkis [72], and rediscovered by Sauer [68] and Shelah [70]. It is often called the Sauer-Shelah lemma in the literature.

- Theorem 15. If $|A| \leq n$ and $\mathcal{F} \subseteq 2^{A}$ has VC-dimension d, then $|\mathcal{F}| \leq \sum_{i=0}^{d}\binom{n}{i} \in \mathcal{O}\left(n^{d}\right)$.

The study of the distance- $r$ dominating set problem in context of bounded VC-dimension motivates the following definition. Let $G$ be a digraph and $r \geq 1$. The distance- $r V C$ dimension of $G$ is the VC-dimension of the set family $\left\{N_{r}^{-}(v): v \in V(G)\right\}$ over the set $V(G)$. If $X \subseteq V(G)$, the distance-r neighbourhood complexity of $X$ in $G$, denoted $\nu^{-}(G)$, is defined by

$$
\nu^{-}(G, X):=\left|\left\{N_{r}^{-}(v) \cap X: v \in V(G)\right\}\right|
$$

Analogously, one can define the distance-r out-neighbourhood complexity when using $N_{r}^{+}(v)$ and the distance-r mixed neighbourhood complexity when using $\left(N_{r}^{+}(v) \cup N_{r}^{-}(v)\right)$ in the above definition and our proofs can be analogously carried out for these measures.

It was proved in [65] that a class $\mathcal{C}$ of undirected graphs has bounded expansion, if and only if, for every $r \geq 1$ there is a constant $c_{r}$ such that for all $G \in \mathcal{C}$ and all $X \subseteq V(G)$ we have $\nu(G, X) \leq c_{r} \cdot|X|$ (where $\nu$ denotes the undirected neighbourhood complexity). The analogous statement for classes of directed graphs does not hold, not even for $r=1$, as pointed out in [47]. However, we prove that the distance- $r$ neighbourhood complexity of a digraph can be bounded in terms of its weak $r$-colouring numbers.

Using Lemma 4 we can well control the interaction of distance- $r$ neighbourhoods with a set $X$. Let $G$ be a digraph and let $L$ be a linear order on $V(G)$ and let $r \geq 1$. Let $A \subseteq V(G)$ be enumerated as $a_{1}, \ldots, a_{|A|}$, consistently with the order. For $v \in V(G)$ let $D_{r}^{-}(v, A)$ denote the distance-r vector of $v$ and $A$, that is, the vector $\left(d_{1}, \ldots, d_{|A|}\right)$, where $d_{i}=\operatorname{dist}\left(a_{i}, v\right)$ if $0 \leq \operatorname{dist}\left(a_{i}, v\right) \leq r$, and $\infty$ otherwise. Here $\operatorname{dist}\left(a_{i}, v\right)$ is the length of a shortest path from $a_{i}$ to $v$.

- Lemma 16 ( $\star$ ). Let $G$ be a digraph, let $X \subseteq V(G)$ and let $r \geq 1$. Let $c:=\operatorname{wcol}_{r}^{\vec{z}}(G)$. Then the number of distinct distance-r vectors $D_{r}^{-}(v, X)$ is bounded by $((r+2) \cdot c \cdot|X|)^{c}$, and in particular, $\nu_{r}^{-}(G, X) \leq((r+2) \cdot c \cdot|X|)^{c}$.
- Corollary 17. Let $G$ be a digraph and $r \geq 1$. Then the distance-r VC-dimension of $G$ is bounded by $(r+2) \cdot\left(2 \operatorname{wcol}_{r}^{\vec{Z}}(G)\right)^{2}$.


### 4.3 Kernelisation on classes of bounded crownful expansion

Recall that a kernelisation algorithm is a polynomial-time preprocessing algorithm that transforms a given instance into an equivalent one whose size is bounded by a function of the parameter only, independently of the overall input size. We are mostly interested in kernelisation algorithms whose output guarantees are polynomial in the parameter. In this
section we prove that for every fixed value of $r \geq 1$, the distance- $r$ dominating set problem admits a polynomial kernel on every class of bounded crownless expansion.

Our strategy follows on a high level that of Drange et al. [20] for kernelisation on classes of undirected bounded expansion. The first step is to compute a small domination core.

- Definition 18 (r-domination core). Let $G$ be a digraph. A set $Z \subseteq V(G)$ is an $r$-domination core in $G$ if every minimum-size set which $r$-dominates $Z$ also $r$-dominates $G$.

Clearly, the set $V(G)$ is an $r$-domination core. We will show how to iteratively remove vertices from this trivial core, to arrive at smaller and smaller domination cores, until finally, we arrive at a core of polynomial size in $k$. Observe that we do not require that every $r$-dominating set for $Z$ is also an $r$-dominating set for $G$; there can exist dominating sets for $Z$ which are not of minimum size and which do not dominate the whole graph.

- Lemma 19 ( $\star$ ). There exists a polynomial $p$ and a polynomial-time algorithm that, given an r-domination core $Z \subseteq V(G)$ with $|Z|>p(k)$, either correctly decides that $G$ cannot be dominated by $k$ vertices, or finds a vertex $z \in Z$ such that $Z \backslash\{z\}$ is still an $r$-domination core.

Hence, by gradually reducing $|Z|$, we arrive at the following theorem.

- Theorem 20. There exists a polynomial $p$ and a polynomial-time algorithm that, given an instance $(G, k)$ where $G \in \mathcal{C}$, either correctly decides that $G$ cannot be dominated by $k$ vertices, or finds an r-domination core $Z \subseteq V(G)$ with $|Z| \leq p(k)$.

Now that it remains to dominate a subset $Z$, we may keep one representative from each equivalence class in the equivalence relation: $u \cong_{Z, r} v \Leftrightarrow N_{r}^{+}(u) \cap Z=N_{r}^{+}(v) \cap Z$. As before, there are only polynomially many equivalence classes, hence from a polynomial domination core we can construct a polynomial kernel.

- Theorem 21. Let $\mathcal{C}$ be a class of bounded expansion. There is a polynomial time algorithm which on input $G, k$ and $r$ computes a subgraph $G^{\prime} \subseteq G$ and a set $Z \subseteq V\left(G^{\prime}\right)$ such that $G$ can be r-dominated by $k$ vertices if, and only if, $Z$ can be $r$-dominated by $k$ vertices in $G^{\prime}$ and $|Z| \leq p(k)$.


## 5 Steiner trees

- Definition 22. The Directed Steiner Tree (DST) problem is defined as follows. The input is a tuple $(G, r, T, k)$ where $G$ is a digraph, $r \in V(G)$ is a vertex (a root), $T \subseteq V(G) \backslash\{r\}$ is a set of terminals and $k$ is an integer. The problem is to decide if there is a set $S \subseteq V(G) \backslash(\{r\} \cup T)$ of size at most $k$ such that in $G[\{r\} \cup S \cup T]$ there is a directed path from $r$ to every terminal $T$.

The Dst problem has been widely studied in the area of approximation algorithms as it generalises several routing and domination problems. We are interested in the parameterised complexity of this problem. It follows from an algorithm by Nederlof [54] and Misra et al. [51], that the problem can be solved in time $2^{|T|} \cdot p(n)$, for some polynomial $p(n)$. In this paper, we are interested in the standard parameterisation in parameterised complexity, where as parameter we take the solution size, i.e. we take the number $k$ of non-terminals as parameter. This models the case where we need to pay for any node we add to the solution and we want to keep the bound $k$ on these nodes as small as possible without any restriction on the number of terminals to connect.

In [41], Jones et al. show that DsT with this parameterisation is fixed-parameter tractable on any class of digraphs such that the class of underlying undirected graphs excludes a fixed graph $H$ as an undirected topological minor, as well as on any class of degenerate graphs if the set $T$ of terminal vertices induces an acyclic graph. We immediately conclude the following.

- Theorem $23(\star)$. Let $\mathcal{C}$ be a class of digraphs of bounded expansion. Dst is fixed-parameter tractable on $\mathcal{C}$ parameterised by the number $k$ of non-terminals in the solution plus the maximal diameter $s$ of the strongly connected components in the subgraph induced by the terminals.

The proof of the theorem has the following immediate consequences.

- Corollary 24. Let $\mathcal{C}$ be a class of digraphs closed under taking directed minors for which $\nabla_{0}(G) \leq c$ for a constant $c$ for all $G \in \mathcal{C}$. Then $\operatorname{Dst}(G, r, T, k)$ can be solved for all $G \in \mathcal{C}$, $r \in V(G), T \subseteq V(G) \backslash\{r\}$ and $k$ in time $2^{\mathcal{O}(k)} \cdot p(n)$, for some fixed polynomial $p(n)$.

Note that this strictly generalises classes of undirected graphs excluding a fixed minor.
Another consequence of this is the following result, which immediately follows from the well-known observation in parameterised complexity (see e.g. [41, Lemma 7]), that for all functions $g(n)=o(\log n)$ there is a function $f(k)$ such that $f(k) \leq 2^{g(n) \cdot k}$, for all $k$ and all $n$.

- Corollary 25. Let $\mathcal{C}$ be a class of digraphs such that $\nabla_{|G|}(G) \cdot \log \nabla_{|G|}(G) \leq o(\log n)$ for all $G \in \mathcal{C}$. Then Dst is fixed-parameter tractable on $\mathcal{C}$ with parameter $k$.

Finally, the result also implies an fpt factor-2-approximation algorithm for the STRONGLY Connected Steiner Subgraph problem, Scss, on classes of bounded directed expansion. In the Scss we are given a digraph $G$, a number $k$, and a set $T$ of terminals and we are asked to compute a set $S$ of at most $k$ non-terminals such that $G[T \cup S]$ is strongly connected.

- Theorem $26(\star)$. Let $\mathcal{C}$ be a class of digraphs of bounded expansion. There is an fpt factor2 -approximation algorithm for SCSS on $\mathcal{C}$ parameterised by the number $k$ of non-terminals in the solution plus the maximal diameter $s$ of a strongly connected component in the subgraph of $G$ induced by the terminal nodes.

We close the section by showing that for bounded expansion classes, the parameterisation $k+s$ in Theorem 23 cannot be replaced by taking only $k$ as parameter. This follows immediately from a result of [41] where it is shown that SET Cover can be reduced to Dst on 2-degenerate graphs. It is straightforward to modify this example so that the resulting class of graphs has bounded directed expansion.

- Theorem 27. The Dst-problem restricted to classes of digraphs of bounded expansion parameterised by the solution size $k$ is W[2]-hard.


## 6 Hardness Results

In this section, we investigate the problems of Dominating Set and Steiner Subgraph in classes of digraphs of bounded crownless expansion when we require strong connectivity for the graph induced by the output sets. We will show that both Strongly Connected Dominating Set and Strongly Connected Steiner Subgraph are W[1]-hard.

The parameterised Strongly Connected Dominating Set problem (Scds) is the problem to decide whether a given digraph $G$ contains a dominating set $D \subseteq V(G)$ of size at most $k$ such that the digraph induced by $D$ is strongly connected, where $k$ is an input
parameter. We prove that Scds parameterised by solution size is $\mathrm{W}[1]$-hard even in graphs of bounded crownless expansion. The proof is a reduction from the Multicoloured Clique problem, which is known to be $\mathrm{W}[1]$-hard [27]. Given an integer $k$ and a graph $G$ whose vertex set is partitioned into $k$ independent sets $V_{1}, V_{2}, \ldots, V_{k}$ called colour classes, the Multicoloured Clique problem asks whether there exists a $k$-vertex clique in $G$ with exactly one vertex from every colour class.

The reduction. Let $(G, k)$ be an instance of Multicoloured Clique and let $V_{1}, \ldots, V_{k}$ be the colour classes of $G$. We can assume that $V_{i}$ is independent for each $1 \leq i \leq k$. We construct an instance $(H, p)$ of Strongly Connected Dominating Set, for a parameter $p$ to be defined, starting from the graph $G$. For each class $V_{i}$ we add two vertices $s_{i}^{1}, s_{i}^{2}$ and we connect each vertex $v \in V_{i}$ to both of these vertices with two edges $v s_{i}^{1}$ and $v s_{i}^{2}$.

For each $1 \leq i, j \leq k$ with $i \neq j$, let $E_{i, j}$ be the set of edges of $G$ with one end in $V_{i}$ and the other in $V_{j}$. For each $E_{i, j}$ we define $\mathcal{C}_{i, j}$ to be a set of $\left|E_{i, j}\right|$ directed cycles of length $2 k+6$ such that they intersect in a single vertex $v_{i, j}$. Further, we index the set $\mathcal{C}_{i, j}$ by the elements of $E_{i, j}$. For each cycle $C_{e}$ of $\bigcup_{1 \leq i, j \leq k} \mathcal{C}_{i, j}$ we denote with $x_{e}$ the vertex of $C_{e}$ such that the length of the path starting in $x_{e}$ and ending in $v_{i, j}$ is $k+1$. Similarly we define $y_{e}$ to be the vertex such that the length of the path starting in $v_{i, j}$ and ending in $y_{e}$ is $k+1$. We further denote by $z_{e}$ the vertex of $C_{e}$ in $N^{-}\left(x_{e}\right)$.

For each $i<j$, with the exception of the pair $(1, k)$, we replace each edge $e=u v \in E_{i, j}$ with $u \in V_{i}$ and $v \in V_{j}$, with the two directed edges $u x_{e}$ and $y_{e} v$. The pair $\left\{V_{1}, V_{k}\right\}$ is connected in the following way. For the pair $(1, k)$ we replace each $e^{\prime}=u^{\prime} v^{\prime} \in E_{1, k}$ with $u^{\prime} \in V_{1}$ and $v^{\prime} \in V_{k}$ with the edges $v^{\prime} x_{e}$ and $y_{e} u^{\prime}$.

In addition, for each pair of classes $\left\{V_{i}, V_{j}\right\}$ we add two vertices $s_{i, j}^{1}, s_{i, j}^{2}$ and draw edges $z_{e} s_{i, j}^{1}$ and $z_{e} s_{i, j}^{2}$ for all $C_{e} \in \mathcal{C}_{i, j}$. We call the vertices of the set $\left\{s_{i, j}^{l}: l=1,2\right.$, $1 \leq i, j \leq k, i \neq j\} \cup\left\{s_{i}^{l}: 1 \leq i \leq k, l=1,2\right\}$ the top vertices of $H$.

Lastly, we add one vertex $q$ and we draw $q v$ directed edges for each $v$ in one of the colour classes and an edge $q v^{\prime}$ for each vertex $v^{\prime}$ in one of the cycles $C \in \bigcup \mathcal{C}_{i, j}$. Since we want to be able to maintain strong connectivity when $q$ is in $D$, we must add some edges directed towards $q$. In particular we add an edge $v q$ for an arbitrary $v$ in each cycle $C_{e}$ with $e \in E_{1,2}$. This concludes the construction of ( $H, p$ ).


Figure 2 Each cycle $C_{e}$ is connected to $s_{i j}^{1}$ and $s_{i j}^{2}$ with two edges incident to $z_{e}$. All cycles corresponding to edges of $E_{i j}$ intersect in the vertex $v_{i j}$.

Before we proceed with our proof of the hardness, we will prove that the graph obtained is of bounded crownless expansion. We need the following easy lemma.

- Lemma $28(\star)$. Let $G$ be a graph of density $\frac{|E(G)|}{|V(G)|}=D$. Let $G^{\prime}$ be a graph with $\left|V\left(G^{\prime}\right)\right|=|V(G)|+t$ and $\left|E\left(G^{\prime}\right)\right|=|E(G)|+d$ edges. The density $D^{\prime}$ of $G^{\prime}$ is greater than $D$ if and only if $D<d / t$.
- Lemma $29(\star)$. Let $(G, k)$ be an instance of Multicoloured Clique and let ( $H, p$ ) be the correspondent instance of Strongly Connected Dominating Set constructed as described above. We prove that $\widetilde{\nabla}_{r}(H) \leq(r-1) / 2$ and $S_{f(r)} \not \varliminf_{r} H$.
- Theorem 30. There exists a class $\mathcal{C}$ of digraphs of bounded crownless expansion such that Strongly Connected Dominating Set parameterised by size of the solution is $\mathrm{W}[1]$-hard on $\mathcal{C}$.

Proof. Let $(G, k)$ be an instance of Multicoloured Clique and let ( $H, p$ ) be the correspondent instance of Strongly Connected Dominating Set with $p=k+\binom{k}{2}(6+2 k)+1$.

We claim that if a multicoloured clique $K_{k}$ exists in $G$ then there is strongly connected dominating set $D$ of size at most $p$ in $H$. For each $u v$ in $K_{k}$, let $u^{\prime}$ and $v^{\prime}$ be the corresponding vertices in $H$ and let $C_{u v}$ be the cycle of $\mathcal{C}_{i, j}$ that they are connected to. Take $S$ to be the union of $V\left(C_{u v}\right)$ and the vertices $u^{\prime}$ and $v^{\prime}$ over all $u v \in E\left(K_{k}\right)$. Further, we take $D=S \cup\{q\}$. The size of $D$ is equal to $k+\binom{k}{2}(6+2 k)+1$ which in turn is equal to the parameter $p$ of the instance $(H, p)$. It is easy to see that $D$ is a dominating set. The vertex $q$ dominates the vertices included in the colour classes. What is left to check are the top vertices. By taking a vertex in each class $V_{i}$, we ensure that $s_{i}^{1}$ and $s_{i}^{2}$ are dominated. In addition, for each edge $u v$ of $K_{k}$, with $u \in V_{i}$ and $v \in V_{j}$, we add the vertices of the cycle $C_{u v}$ which include the vertex $z_{C_{u v}}$. Hence, the vertices $s_{i, j}^{1}, s_{i, j}^{2}$ are dominated. It is easy to see that $D$ is strongly connected. For every $i<j, u \in V_{i}$ and $v \in V_{j}$, there is a directed path starting in $u$ and ending in $v$. The vertices on the cycles are connected through the cycles to the same paths. The path starting in $V_{k}$ and ending in $V_{i}$ ensures the strong connectivity for these vertices. Since we have added at least one cycle $C \in \mathcal{C}_{1,2}$, strong connectivity is preserved for $q \in D$.

We will now prove that the existence of a strongly connected dominating set $D$ of size at most $p$ in $H$ implies the existence of a multicoloured clique $K_{k}$ in $G$. We know that for each pair $i, j$ with $1 \leq i, j \leq k, D$ needs to dominate $s_{i, j}^{1}$ and $s_{i, j}^{2}$. Hence $D$ must contain at least a vertex $z_{e}$ for some $C_{e} \in \mathcal{C}_{i, j}$. Hence, since $D$ is strongly connected $G[D]$ must contain the cycle $C_{e}$. In addition, for each pair of cycles $C_{e}$ and $C_{e^{\prime}}$ there must be a path connecting them. It follows that $D$ contains edges $u x_{e}$ and $y_{e} u$ for some $u, v$ with $u \in V_{i}$ and $v \in V_{j}$. Let us assume that $G$ does not contain a multicoloured clique $K_{k}$, we will prove that the $|D|>p$. We know that for each pair $i, j, D$ contains at least cycle $C_{e}$ plus two vertices $u, v$. Since there does not exist a multicoloured clique in $G$, there exists at least three vertices $u, v, w \in D$ in distinct colour classes, such that the corresponding vertices $u^{\prime}, v^{\prime}, w^{\prime}$ of $G$ are such that $u^{\prime} v^{\prime} \in E(G)$ and $u^{\prime} w^{\prime} \notin E(G)$. Hence, there exists at least one class $V_{i}$ such that $D$ contains two vertices in that class. Further, $D$ must dominate all the vertices contained in cycles that are not in $D$ and the vertex $q$. As a consequence, the vertex $q$ must be in $D$ and $|D| \geq k+\binom{k}{2}(6+2 k)+2$ which is larger than the parameter $p$.

Similarly, we show that Strongly Connected Steiner Subgraph is hard.

- Theorem $31(\star)$. There exists a class $\mathcal{C}$ of digraphs of bounded crownless expansion such that Strongly Connected Steiner Subgraph parameterised by size of the solution is W[1]-hard on $\mathcal{C}$.
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#### Abstract

We study an extension of tree automata on infinite trees with global equality and disequality constraints. These constraints can enforce that all subtrees for which in the accepting run a state $q$ is reached (at the root of that subtree) are identical, or that these trees differ from the subtrees at which a state $q^{\prime}$ is reached. We consider the closure properties of this model and its decision problems. While the emptiness problem for the general model remains open, we show the decidability of the emptiness problem for the case that the given automaton only uses equality constraints.
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## 1 Introduction

In this paper, we start the investigation of a model of finite automata on infinite trees with global equality and disequality constraints. These constraints are specified over the state space of the tree automaton: an equality constraint is of the form $q_{1} \approx q_{2}$ for states $q_{1}$ and $q_{2}$ of the automaton, and a run satisfies the constraint if the subtrees at all nodes at which $q_{1}$ and $q_{2}$ appear in the run are equal. Similarly, a disequaltiy constraint $q_{1} \not \approx q_{2}$ requires that the subtrees at $q_{1}$-positions in the run are all different from the subtrees at $q_{2}$-positions.

Originally, such a model with global constraints has been defined in [7] over finite trees for analysing a logic called TQL for querying semi-structured data [6]. The model (referred to as TAGED, tree automata with global equality and disequality constraints) has then been further investigated in $[8,9]$ because it turned out to be a useful tool for deciding logics whose expressive power goes beyond that of monadic second-order logic (MSO), the latter being equivalent to standard finite tree automata [21] (see also [23]). In [8, 9] closure properties of TAGED are studied, and decidability results for emptiness on restricted classes of TAGED have been obtained. These results have then been further generalised in [2] to the full class of TAGED (even enriched with arithmetic constraints). Besides the use of TAGED for the logic TQL, there are variants of monadic second-order logic (MSO) with equality and disequality tests that characterise the class of TAGED, and the algorithmic results lead to decision procedures for these versions of MSO [9, 2].

As mentioned above, we want to extend this theory to infinite trees. Automata on infinite trees were originally introduced for solving decision problems for MSO over infinite trees [18]. Since then, many algorithms and decision procedures based on these automata have been developed for solving problems in verification, synthesis, language equations, and set constraints (see [3, 14, 11, 1] for some examples).


While there are many extensions of finite automata over finite trees, e.g., automata with global (dis)equality constraints as described above, automata with (dis)equality constraints between siblings [4], automata over infinite alphabets [12, 25], or automata with counting constraints [13, 20], there is not much work on extended models for infinite trees. One reason for this is that extended automaton models over finite trees are motivated by problems coming from term rewriting or from XML document processing, and thus an extension to infinite trees does not seem to be useful. However, we believe that (dis)equality constraints over infinite trees can be used to express some interesting properties. For example, tree automata over infinite trees can represent sets word functions of the form $f: \Sigma_{1}^{*} \rightarrow \Sigma_{2}$ (for alphabets $\Sigma_{1}, \Sigma_{2}$ ). Such a function corresponds to a tree of branching degree $\left|\Sigma_{1}\right|$ with nodes labeled by $\Sigma_{2}$ (a node $u$ in the tree can be identified with the directions one has to take from the root to reach this node, and thus corresponds to a word in $\Sigma_{1}^{*}$; its label is then the function value $f(u)$ ). This correspondence is used in algorithms for the synthesis of such functions from logical specifications [19, 17, 14]. In this setting, one can use equality constraints to model, for example, resets of synthesized functions (if $w \in \Sigma^{*}$ corresponds to an input string that models a reset, then the function should behave the same as from the root of the tree, which can be expressed by a global equality constraint in a tree automaton).

A first step for developing a theory of automata on infinite trees with (dis)equality constraints (we only use the term constraints in the following to refer to (dis)equality constraints) was made in [5], where automata on infinite trees with local constraints are analyzed. It is shown that parity tree automata with constraints for direct subtrees of a node have a decidable emptiness problem and the languages recognized by these automata form a Boolean algebra. In [15] it is shown that these automata with a Büchi condition are closed under projection, and that they can be used to decide satisfiability of MSO formulas enriched with a predicate for testing (dis)equality of direct subtrees of a node.

We continue this line of research and analyze automata on infinite trees with global constraints. We show that (similar to the case of finite trees) the class of languages recognizable by this model is closed under union and intersection, but not under complement. We compare different acceptance conditions and prove - among other results - that the equivalence in expressive power between parity- and Muller-acceptance (see [23]) extends to automata with global constraints. We also consider a few decision problems. To be precise, we show the undecidability of the universality- and the regularity-problem for tree automata with global constraints. (Again, analogous results for finite trees have been shown in [9, 2].)

The main result of this paper is the decidability of the emptiness problem if we restrict the automaton to only use equality constraints. It relies on a construction of a parity automaton that only uses reflexive equality constraints of the form $q \approx q$. This construction is the core of the decidability result because the game-based emptiness algorithm for parity tree automata (see [26] or [23]) also solves the emptiness problem in the case of reflexive equality constraints (using memoryless determinacy of parity games).

For the whole class of tree automata with global constraints on infinite trees, the decidability of the emptiness problem is still an open question. The approaches that have been developed for finite trees do not work on infinite trees. For example, in infinite trees it is possible that a tree is equal to one of its subtrees, which is impossible in finite trees.

This paper is structured as follows: In Section 2, we introduce basic notations and formally define the automaton model. Then in Section 3, we discuss closure properties of the classes of languages recognizable by tree automata with global constraints, and we analyze the expressive power of different restricted models (with regard to acceptance condition and the form of the constraints). In Section 4, we first present undecidability results for the universality and regularity problem (which easily generalize from finite trees). We then show that the emptiness problem for parity tree automata with only global equality constraints, is decidable. We give some concluding remarks in Section 5.

## 2 Preliminaries

### 2.1 Trees, Languages and Tree Automata

An alphabet is a finite set $\Sigma$ of letters, $\Sigma^{*}$ denotes the set of all finite words over $\Sigma$, whereas $\Sigma^{\omega}$ is the set of infinite words over $\Sigma$. The empty word is notated by $\varepsilon$.

Let $\Sigma$ be some finite alphabet. An infinite $\Sigma$-labelled (binary) tree is a mapping $t$ : $\{0,1\}^{*} \rightarrow \Sigma$. The elements of $\{0,1\}^{*}$ are called nodes and the node $\varepsilon$ is called the root. We sometimes write $\operatorname{dom}_{t}$ instead of $\{0,1\}^{*}$. For any node $u$ the node $u 0$ is called the left child of $u$ and $u 1$ is the right child of $u$. A branch is an infinite word in $\{0,1\}^{\omega}$. The set of all infinite $\Sigma$-labelled trees is denoted by $T_{\Sigma}^{\omega}$.

Let $t$ be a $\sigma$-labelled tree. And let $u \in\{0,1\}^{*}$ be a node then $\left.t\right|_{u}$ denotes the subtree of $t$ rooted at $u$. That is $\left.t\right|_{u}(v):=t(u v)$ for all $v \in\{0,1\}^{*}$.

A (non-deterministic) tree automaton for infinite trees over the alphabet $\Sigma$ is a tuple $\mathcal{A}=\left(Q, \Sigma, \Delta, q_{0}\right.$, Acc $)$ where $Q$ is a finite set of states, $\Sigma$ is a finite alphabet, $\Delta \subseteq Q \times \Sigma \times Q \times Q$ is the transition relation, $q_{0} \in Q$ is the initial state and Acc $\subseteq Q^{\omega}$ is the acceptance condition.

Let $t$ be an infinite $\Sigma$-labelled tree. A run of $\mathcal{A}$ on $t$ is a $Q$-labelled tree $\rho$ such that $\rho(\varepsilon)=q_{0}$ and for every node $u \in\{0,1\}^{*},(\rho(u), t(u), \rho(u 0), \rho(u 1)) \in \Delta$. A run $\rho$ is accepting if for every branch $\alpha_{1} \alpha_{2} \ldots \in\{0,1\}^{\omega}$, the sequence of states $\rho(\varepsilon) \rho\left(\alpha_{1}\right) \rho\left(\alpha_{1} \alpha_{2}\right) \ldots$ forms an infinite word in Acc. A tree $t$ is accepted by $\mathcal{A}$ if there exists an accepting run $\rho$ of $\mathcal{A}$ on $t$. The language recognized by $\mathcal{A}$ is defined as $L(\mathcal{A}):=\left\{t \in T_{\Sigma}^{\omega} \mid \mathcal{A}\right.$ accepts $\left.t\right\}$.

Several forms of acceptance conditions appear in the literature. In this paper we mainly focus on so called safety-, Büchi-, parity- and Muller-acceptance:

- If the tree automaton has a safety acceptance condition, it holds Acc $=Q^{\omega}$. That is every run is accepting.
- For a Büchi acceptance condition a subset $F \subseteq Q$ of states is given and an infinite sequence of states $q_{1} q_{2} q_{3} \ldots \in Q^{\omega}$ is in Acc if and only if there are infinitely many positions $i \in \mathbb{N}$ with $q_{i} \in F$.
- In the case of a parity acceptance condition a mapping $p: Q \rightarrow \mathbb{N}$ from states to natural numbers is given and an infinite sequence of states $q_{1} q_{2} q_{3} \ldots \in Q^{\omega}$ is in Acc if and only if the highest number $p\left(q_{i}\right)$ that appears infinitely often for that sequence is even.
- A Muller acceptance condition is given by a set $\mathcal{F} \subseteq 2^{Q}$ and an infinite sequence of states $q_{1} q_{2} q_{3} \ldots \in Q^{\omega}$ is in Acc if and only if the set of states that appear infinitely often in that sequence is an element of $\mathcal{F}$.
A language $L \subseteq T_{\Sigma}^{\omega}$ is called regular if it can be accepted by a parity tree automaton. As a shortened notation, if $\mathcal{A}$ is an automaton, we write $Q_{\mathcal{A}}$ to denote the set of states of $\mathcal{A}$ and $\Delta_{\mathcal{A}}$ to denote the transition relation of $\mathcal{A}$.

Even though we present our results only for binary trees, the statements in this paper also hold true for ranked trees with higher branching degree.

### 2.2 Tree Automata with Global Equality Constraints

A tree automaton with global constraints (TAGC) is a tuple $\mathcal{A}=\left(Q, \Sigma, \Delta, q_{0}, \operatorname{Acc}, C\right)$, such that $\left(Q, \Sigma, \Delta, q_{0}, \operatorname{Acc}\right)$ is a tree automaton, denoted $\operatorname{by} \operatorname{ta}(\mathcal{A})$, and $C$ is a Boolean combination of atomic constraints of the form $q \approx q^{\prime}$ or $q \not \approx q^{\prime}$, where $q, q^{\prime} \in Q$.

A run $\rho$ of the TAGC $\mathcal{A}$ on a tree $t \in T_{\Sigma}^{\omega}$ is a run of $\operatorname{ta}(\mathcal{A})$ such that $\rho$ satisfies $C_{\mathcal{A}}$ (denoted by $(t, \rho) \models C_{\mathcal{A}}$ or $\rho \models C_{\mathcal{A}}$ if $t$ is clear from the context), where the satisfiability of constraints is defined as follows: For atomic constraints $\rho \models q \approx q^{\prime}$ holds (resp. $\rho \models q \not \approx q^{\prime}$
holds), if and only if for all nodes $u, u^{\prime} \in \operatorname{dom}_{t}$ with $u \neq u^{\prime}, \rho(u)=q$ and $\rho\left(u^{\prime}\right)=q^{\prime}$, it holds $\left.t\right|_{u}=\left.t\right|_{u^{\prime}}$ (or $\left.t\right|_{u} \neq\left. t\right|_{u^{\prime}}$ resp.). This notion of satisfiability is extended to Boolean combinations as usual. In particular, a run satisfies a negated atomic constraint $\neg\left(q \approx q^{\prime}\right)$ if there exist two nodes $u, u^{\prime}$ with $\rho(u)=q, \rho\left(u^{\prime}\right)=q^{\prime}$, and $\left.t\right|_{u}=\left.t\right|_{u^{\prime}}$. So it is important to note that the semantics of $\left(q \not \approx q^{\prime}\right)$ is different from $\neg\left(q \approx q^{\prime}\right)$ because of the quantifier over the tree nodes.

A run $\rho$ is accepting if it is accepting for $\operatorname{ta}(\mathcal{A})$. As usual, the language recognized by $\mathcal{A}$ is the set $L(\mathcal{A})$ of trees $t \in T_{\Sigma}^{\omega}$ for which there exists a accepting run of $\mathcal{A}$ on $t$. Two automata $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are equivalent if they recognize the same language.

Before we give some examples, we define some classes of TAGC with restricted forms of constraints that are used in the later sections. We follow the terminology for TAGC on finite trees as presented in [2] (the model called TAGED in [9] has a slightly different definition, and the notion of 'positive' in [9] differs from the one in [2]). A TAGC is called positive (PTAGC) if $C$ is a positive Boolean combination (i.e. it does not use the negation symbol $\neg$ in the Boolean combination of atomic constraints). Note that atomic constraints of the form ( $q \not \approx q^{\prime}$ ) can be used in PTAGC because they do not use the negation symbol. In a conjunctive TAGC, the constraint is a single conjunction of possibly negated atomic constraints. Accordingly, a conjunctive PTAGC has only one conjunction of atomic constraints. A PTAGC is called rigid if it is conjunctive and uses only reflexive equality constraints, that is, $C$ is just a single conjunction of atomic constraints, and for each atomic constraint of the form $q \approx q^{\prime}$, we have $q=q^{\prime}$ (the term rigid comes from [10]). For some constructions it is helpful if the initial state does not appear in any of the constraints. We call a TAGC that satisfies this restriction simplified.

- Example 1. Let $\Sigma=\{a, b\}$, then the set $\left\{t \in T_{\Sigma}^{\omega}|t|_{0}=\left.t\right|_{1}\right\}$ is a tree language, which is well known not to be regular. However it is recognized by the safety-PTAGC $\mathcal{A}:=\left(\left\{q_{0}, q_{1}, \odot\right\}, \Sigma, \Delta, q_{0}, q_{1} \approx q_{1}\right)$, where $\Delta:=\left\{\left(q_{0}, x, q_{1}, q_{1}\right) \mid x \in \Sigma\right\} \cup\{(q, x, \odot, \odot) \mid q \in$ $\left.\left\{q_{1}, \odot\right\}, x \in \Sigma\right\}$.

In example 1 the automaton did not make use of the "globality" of the constraints. Therefore we present an additional example.

- Example 2. The language of all trees $t \in T_{\Sigma}^{\omega}$ that do not contain themselves as a proper subtree is recognized by the Büchi-PTAGC $\mathcal{A}:=\left(\left\{q_{0}, q_{1}\right\}, \Sigma, \Delta, q_{0},\left\{q_{1}\right\}, q_{0} \not \approx q_{1}\right)$ where $\Delta:=\left\{\left(q, x, q_{1}, q_{1}\right) \mid q \in\left\{q_{0}, q_{1}\right\}, x \in \Sigma\right\}$.

In both examples we presented PTAGC. The following example uses a negated constraint and also illustrates an interesting interplay between constraints and acceptance conditions:

- Example 3. Consider the constraint formula $\neg\left(q_{0} \approx q_{1} \wedge q_{0} \not \approx q_{1}\right)$ and note that this formula is not a tautology. If for example the state $q_{1}$ does not appear in a run, then both $q_{0} \approx q_{1}$ as well as $q_{0} \not \approx q_{1}$ are satisfied. Thus to satisfy the whole formula, both $q_{0}$ and $q_{1}$ have to appear in the run. We now use this constraint formula in an automaton:
$\mathcal{A}:=\left(\left\{q_{0}, q_{1}, \odot\right\},\{a, b, c\}, \Delta, q_{0}, \neg\left(q_{0} \approx q_{1} \wedge q_{0} \not \approx q_{1}\right)\right)$, where

$$
\begin{aligned}
\Delta:= & \left\{\left(q_{0}, x, q_{0}, \odot\right),\left(q_{0}, x, \odot, q_{0}\right),\left(q_{0}, x, q_{1}, \odot\right),\left(q_{0}, x, \odot, q_{1}\right),(\odot, x, \odot, \odot) \mid x \in\{a, b, c\}\right\} \cup \\
& \left\{\left(q_{1}, a, \odot, \odot\right)\right\} .
\end{aligned}
$$

This safety TAGC starts in $q_{0}$, guesses a position at which $q_{1}$ appears and checks whether the label at that position is an $a$. Thus $\mathcal{A}$ accepts precisely those trees over the alphabet
$\{a, b, c\}$, that contain a position labelled with $a$. This regular language cannot be recognized by a standard safety tree automaton, thus showing that negated constraints actually can introduce stronger acceptance conditions even inside the class of regular languages.

The following examples show some possible applications of TAGC:

- Example 4. As explained in the introduction, infinite trees can be used to model functions of the form $f: \Sigma_{1}^{*} \rightarrow \Sigma_{2}$ for alphabets $\Sigma_{1}, \Sigma_{2}$, referred to as input and output alphabets, respectively. We can apply $f$ to infinite input words $\alpha=a_{1} a_{2} \cdots$ obtaining $f(\alpha)=b_{0} b_{1} \cdots$ with $b_{i}=f\left(a_{1} \cdots a_{i}\right)$ (with the special case $b_{0}=f(\varepsilon)$ ). In the synthesis problem for such functions, we are given a relation $S \subseteq\left(\Sigma_{1} \times \Sigma_{2}\right)^{\omega}$, called the specification. A function $f$ satisfies the specification if $(\alpha, f(\alpha)) \in S$ for all input words $\alpha$. The task is to automatically synthesize a function satisfying $S$ from a definition of $S$ by a logical formula or an automaton.

Note that for $\Sigma_{1}=\{0,1\}$, the function $f$ has exactly the same shape as an infinite binary tree (for larger alphabets $\Sigma_{1}$, one can use trees of higher branching degree). Thus, we can identify trees with the functions described above.

As shown in [19, 17] (see also [14]), a specification $S$ defined in MSO logic or linear temporal logic (LTL) over infinite words, can be translated into a tree automaton $\mathcal{A}_{S}$ accepting precisely those trees that satisfy the specification. The emptiness test for tree automata then yields a tree (and thus a function) satisfying the specification.

Using TAGC, we can model additional properties of such functions. Assume, for example, that we are given a regular language $R \subseteq \Sigma_{1}^{*}$ of finite words over the input alphabet that model a reset of the system. The requirement for the function to be synthesized could be that it satisfies the specification $S$, and whenever the input string processed so far corresponds to a reset in $R$, then the function should behave in the same way (it moves to a specific reset state and forgets about the past). We can express this property by taking the product of the tree automaton $\mathcal{A}_{S}$ with a DFA $\mathcal{D}_{R}$ for the reset words, and impose equality constraints for all product states $(q, p)$ such that $p$ is a final state of $\mathcal{D}_{R}$. A tree accepted by this product automaton corresponds to a function with the desired reset behavior, and can by synthesized by the methods presented in Section 4.

- Example 5. Let $L$ be a language of infinite words over the alphabet $\Sigma=\left\{a_{1}, \ldots, a_{n}\right\}$. We say $L$ is an $\omega$-power if $L=U^{\omega}$ for a regular language $U$ of finite words. It is a deterministic $\omega$-power if $U$ is prefix-free (i.e. for all $u \in U$ and $v$ strict prefix of $u, v \notin U$ ). Here the term 'deterministic' is appropriate, because if $U$ is prefix-free then every word in $L$ has a unique factorization into its $U$-factors. In general, regular $\omega$-languages can be characterized in terms of concatenations and $\omega$-powers of regular languages of finite words (see [22]). Similarly, deterministic $\omega$-powers can be used to characterize the subclass of deterministic Büchi languages, and are used in [16] to characterize certain regular liveness properties.

We can construct for a given $\omega$-regular language $L$ a PTAGC, whose recognized language is non-empty if and only if $L$ is a deterministic $\omega$-power. We consider $n$-ary infinite $\{0,1\}$ labelled trees, where the directions correspond to the $n$ letters of $\Sigma$. The constructed parity-PTAGC $\mathcal{A}$ then verifies two conditions on such an input-tree:

- the branches on which infinitely many 1 appear are precisely the words in $L$.
- The whole tree is equal to all subtrees rooted at positions at which a 1 appears.

If $L=U^{\omega}$, then the tree $t_{U}$ is accepted by $\mathcal{A}$, where $t_{U}(u)=1$ iff $u \in U^{*}$. If on the other hand $\mathcal{A}$ accepts a tree, then it also accepts a regular tree $t$ (see Corollary 23 in Section 4). Define $U$ to be the set of all minimal (wrt. prefix order) words $u$ with $t(u)=1$. Then $L=U^{\omega}$ since $t$ is accepted by $\mathcal{A}$. As a consequence, the problem whether a given regular $\omega$-language is a deterministic $\omega$-power, is decidable (using Theorem 22).
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## 3 Properties

In this Section we first present some general properties of TAGC and then discuss their closure properties.

### 3.1 Expressive Power of different Acceptance Conditions

We start by comparing the expressive power of TAGC with different acceptance conditions. The following lemma is useful to convert between different acceptance conditions. The construction is a straightforward adaption of the one for tree automata without constraints commonly found in the literature.

- Lemma 6. For a TAGC $\mathcal{A}$ and a deterministic $\omega$-word automaton $\mathcal{B}$, one can construct an automaton $\mathcal{A} \ltimes \mathcal{B}$ that accepts all trees $t \in T_{\Sigma}^{\omega}$ for which there is a run $\rho$ of $\mathcal{A}$ on $t$ such that for each branch, the sequence of states along that branch in $\rho$ are accepted by $\mathcal{B}$. The type of acceptance condition of $\mathcal{A} \ltimes \mathcal{B}$ (Büchi, parity, Muller) is the one of $\mathcal{B}$.

Since all regular $\omega$-languages can be accepted by deterministic parity automata (see, e.g., $[23,24]$ ), we obtain the equivalence of TAGC with parity and Muller conditions.

- Corollary 7. A language is recognizable by a parity-TAGC if and only if it is recognizable by a Muller-TAGC. And from a given parity/Muller Automaton one can construct an equivalent automaton with the other acceptance condition.


### 3.2 Restricted Constraints

We now consider constructions for simplifying the shape of the constraints. Remember that we call a (P)TAGC conjunctive if its constraint formula is a conjunction of (possibly negated) atomic constraints. And we call a (P)TAGC simplified if its initial state does not appear in its constraint formula. Our goal in this section is to show the following lemma:

- Lemma 8. For every Büchi- or parity-TAGC one can construct an equivalent conjunctive and simplified Büchi- or parity-PTAGC (respectively).

Proof. Let $\mathcal{A}$ be a TAGC. We separate $\mathcal{A}$ into a set of conjunctive TAGC. Wlog. the constraint formula $C_{\mathcal{A}}$ is a disjunction of conjunctions $C_{1}, \ldots, C_{k}$ of possibly negated atomic constraints. Then $L(\mathcal{A})=L\left(\mathcal{A}_{1}\right) \cup \ldots \cup L\left(\mathcal{A}_{k}\right)$ where $\mathcal{A}_{j}$ is obtained from $\mathcal{A}$ by replacing the constraint formula with $C_{j}$. Now all $\mathcal{A}_{j}$ are conjunctive. In the following we show in Lemma 9 how to obtain from a given conjunctive TAGC a set of conjunctive PTAGC. After that we show in Lemma 10 how to construct from a given conjunctive PTAGC a conjunctive and simplified PTAGC. Finally, according to Lemma 11 in Section 3.3, which states effective closure under union, we obtain the desired automaton.

- Lemma 9. For every conjunctive Büchi- or parity-TAGC $\mathcal{A}$ one can construct conjunctive Büchi- or parity-PTAGC $\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}$ (respectively), such that $L(\mathcal{A})=L\left(\mathcal{B}_{1}\right) \cup \ldots \cup L\left(\mathcal{B}_{n}\right)$.

Proof sketch. The proof follows a similar idea to [2], where an analogous statement was proven for finite trees. The elimination of negated atomic constraints is based on the following idea. If we want the automaton to check a negated constraint $\neg\left(q \approx q^{\prime}\right)$, we can use copies $\hat{q}$, $\hat{q}^{\prime}$ of the states that the automaton can use in exactly one position of the run in place of $q$ and $q^{\prime}$. With this modification, the constraint $\neg\left(q \approx q^{\prime}\right)$ can be rewritten as $\left(\hat{q} \not \approx \hat{q}^{\prime}\right)$. The general construction is a bit more technical because the automaton has to guess which negated constraints are checked, and then apply the above idea to these constraints in parallel.

One can show, that the language of example 3, that is the language of all trees containing a node labelled with $a$, is not recognizable by safety-PTAGC. Therefore, the statement in Lemma 9 does not hold for safety automata.

- Lemma 10. For every conjunctive safety-, Büchi- or parity-PTAGC $\mathcal{A}$ one can construct an equivalent conjunctive and simplified safety-, Büchi- or parity-PTAGC $\mathcal{B}$ (respectively).

Proof sketch. The basic idea is to delay the constraints that compare a subtree with the full tree by one step. To be more precise, for a constraint $q_{0} \approx q^{\prime}$ involving the initial state of $\mathcal{A}$, the automaton $\mathcal{B}$ verifies that at each position $u \in \operatorname{dom}_{t}$ at which $q^{\prime}$ appears, the label $t(u)$ is identical to $t(\varepsilon)$, and it also verifies that the right subtree $\left.t\right|_{u 0}$ is equal to $\left.t\right|_{0}$ as well as that the left subtree $\left.t\right|_{u 1}$ is equal to $\left.t\right|_{1}$ (similarly for disequality constraints).

### 3.3 Closure Properties

We now analyze the closure properties of tree automata with global constraints for infinite trees. As it turns out, the closure properties with regard to Boolean operations are identical to the case of finite trees ([2]). But the proofs sometimes require a few extra steps, since we use a model with a single initial state.

- Lemma 11. The class of languages recognizable by conjunctive and simplified PTAGC is effectively closed under union.

Proof. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be conjunctive and simplified parity-PTAGC. Wlog. $Q_{\mathcal{A}_{1}} \cap Q_{\mathcal{A}_{2}}=$ $\emptyset$. Define the automaton $\mathcal{A}_{\cup}:=\left(Q, \Sigma, q_{\text {start }}, \Delta, p, C\right)$, where $Q:=\left\{q_{\text {start }}\right\} \cup Q_{\mathcal{A}_{1}} \cup Q_{\mathcal{A}_{2}}$, $\Delta:=\Delta_{\mathcal{A}_{1}} \cup \Delta_{\mathcal{A}_{2}} \cup\left\{\left(q_{\text {start }}, a, q^{\prime}, q^{\prime \prime}\right) \mid\left(q_{0}^{\mathcal{A}_{1}}, a, q^{\prime}, q^{\prime \prime}\right) \in \Delta_{\mathcal{A}_{1}} \vee\left(q_{0}^{\mathcal{A}_{2}}, a, q^{\prime}, q^{\prime \prime}\right) \in \Delta_{\mathcal{A}_{2}}\right\}$. For each $q \in Q_{\mathcal{A}_{1}}, p(q):=p_{\mathcal{A}_{1}}(q)$ and for each $q \in Q_{\mathcal{A}_{2}}, p(q):=p_{\mathcal{A}_{2}}(q)$. $\left(p\left(q_{\text {start }}\right)\right.$ can be defined arbitrarily.), and $C:=C_{\mathcal{A}_{1}} \wedge C_{\mathcal{A}_{2}}$.

Note that $\mathcal{A}_{\cup}$ is indeed conjunctive and simplified and it holds that $L\left(\mathcal{A}_{\cup}\right)=L\left(\mathcal{A}_{1}\right) \cup L\left(\mathcal{A}_{2}\right)$ (since if $\mathcal{A}_{i}$ is positive, $C_{\mathcal{A}_{i}}$ is satisfied if no state form $Q_{\mathcal{A}_{i}}$ appears in the run). Also note that if $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are safety- or Büchi-PTAGC, then so is $\mathcal{A}_{\cup}$.

- Theorem 12. The classes of languages recognizable by Büchi- and parity-TAGC are effectively closed under union and intersection, but they are not closed under complement.

Proof sketch. The closure under union follows from Lemma 8 and Lemma 11. The closure under intersection can be shown by a standard product construction. For showing the non-closure under complement, we can closely follow the ideas from [9] for the corresponding result on finite trees. The idea is to take a language, for which the automaton would have to verify infinitely many independent equalities. On the other hand, to check membership for the complement language it suffices to guess only a single disequality. Concretely, we can show that for $\Sigma=\{a, b\}$, the language $L:=\left\{t \in T_{\Sigma}^{\omega}|\forall i \in \mathbb{N}: t|_{0^{i} 10}=\left.t\right|_{0^{i} 11}\right\}$ is not recognizable by a TAGC but its complement can be accepted by a Büchi-TAGC.

Since Lemma 9 does not hold for safety automata, we have to prove closure properties in a different way in this case.

- Theorem 13. The class of languages recognizable by safety-TAGC as well as the class of languages recognizable by safety-PTAGC is closed under union and intersection, but not under complement.

Proof sketch. The proof in the case of PTAGC follows exactly the proof of Theorem 12. In the case of TAGC the we make use of the trick from example 3 (describing a reachability condition with the constraint formula).

## 4 Decision Problems

In this section, we first present some undecidability results, and then show the decidability of the emptiness problem for PTAGC, which only use equality constraints.

### 4.1 Undecidability Results

The universality problem is to decide, given a TAGC $\mathcal{A}$ over $\Sigma$ whether $L(\mathcal{A})=T_{\Sigma}^{\omega}$.
The universality problem for tree automata with constraints on finite trees was shown to be undecidable in [8]. Therefore the following theorem is not surprising. In principle, we could give a reduction from the case of finite trees, using the results from [8] and [10]. However, one can also easily provide a direct proof by a reduction from the halting problem of two-register machines.

- Theorem 14. The universality problem for Büchi-TAGC is undecidable, even for BüchiPTAGC without disequality constraints.

The regularity problem is to decide, given an automaton $\mathcal{A}$, whether $L(\mathcal{A})$ is regular. Barguño et. al. have shown the undecidability of the regularity problem on finite trees.

- Theorem 15 ([2]). The regularity problem is undecidable for tree automata with global equality constraints for finite trees.
- Corollary 16. The regularity problem for Büchi-TAGC is undecidable.

Proof Sketch. From a given tree automaton $\mathcal{A}$ with global equality constraints on finite trees (for a formal definition see eg. [8]) over the alphabet $\Sigma$ construct a Büchi-TAGC $\mathcal{A}^{\prime}$ over $\Sigma \cup\{\perp\}$ where $\perp$ is a new symbol, such that $\mathcal{A}^{\prime}$ accepts precisely those trees $t^{\prime} \in T_{\Sigma \cup\{\perp\}}^{\omega}$ for which there exists a tree $t \in L(\mathcal{A})$ with $t^{\prime}(u)=t(u)$ for all $u \in \operatorname{dom}_{t}$ and $t^{\prime}(u)=\perp$ for all $u \notin \operatorname{dom}_{t}$. Then $L\left(\mathcal{A}^{\prime}\right)$ is regular if and only if $L(\mathcal{A})$ is regular.

### 4.2 Emptiness Problem

We now discuss the decidability of the emptiness problem for TAGC. To be precise, we prove that the emptiness problem for parity-PTAGC without $\not \approx$-constraints is decidable. We do this by a reduction to rigid equality constraints (recall that rigid PTAGC have only reflexive $\approx$-constraints).

We first note in Lemma 17 that for rigid parity-TAGC without $\not \approx$-constraints, the emptiness reduces to the case without constraints, which is known to be decidable (see, e.g., $[23,24]$ ). In Lemma 20 we then present a construction to obtain a rigid automaton (this construction also works in the presence of non-reflexive disequality constraints, while Lemma 17 only works without disequality constraints). The construction in Lemma 20 relies on the existence of memoryless runs for conjunctive parity-PTAGC (to be defined below), which we prove in Lemma 18.

- Lemma 17. For each rigid parity-TAGC $\mathcal{A}$ without $\not \approx$-constraints, $L(\mathcal{A})=\emptyset$ if and only if $L(\operatorname{ta}(\mathcal{A}))=\emptyset$.

Proof. It trivially holds that $L(\mathcal{A}) \subseteq L(\operatorname{ta}(\mathcal{A}))$. Thus we only have to show that $L(\operatorname{ta}(\mathcal{A})) \neq \emptyset$ implies $L(\mathcal{A}) \neq \emptyset$. Now let $L(\operatorname{ta}(\mathcal{A})) \neq \emptyset$. Then the standard emptiness game (see [23, 24]) for parity tree automata gives us a tree $t \in L(\operatorname{ta}(\mathcal{A}))$ with accepting run $\rho$ such that for all $u, u^{\prime} \in \operatorname{dom}_{t}, \rho(u)=\rho\left(u^{\prime}\right)$ implies $\left.t\right|_{u}=\left.t\right|_{u^{\prime}}$. Therefore $\rho$ is an accepting run of $\mathcal{A}$ as well, which implies $L(\mathcal{A}) \neq \emptyset$.

Let $\mathcal{A}$ be a parity-PTAGC and $t \in T_{\Sigma}^{\omega}$ be a tree. Let $\rho$ be a run of $\mathcal{A}$ on $t$. We say $\rho$ is memoryless if for all nodes $u, u^{\prime} \in \operatorname{dom}_{t}$ we have that $\rho(u)=\rho\left(u^{\prime}\right)$ and $\left.t\right|_{u}=\left.t\right|_{u^{\prime}}$ implies $\left.\rho\right|_{u}=\left.\rho\right|_{u^{\prime}}$. That is, if $\rho$ is in the same state at two nodes with identical subtrees, then $\rho$ is the same on these two subtrees.

- Lemma 18. Let $\mathcal{A}$ be a parity-PTAGC and let $t \in L(\mathcal{A})$ be a tree accepted by $\mathcal{A}$. Then there exists a memoryless run of $\mathcal{A}$ on $t$.

Proof sketch. A corresponding result is known for standard parity tree automata (see [26, end of Section 7]). The idea is to modify the membership game for an automaton $\mathcal{A}$ and a tree $t$ (called coloring game in [26], Automaton-Pathfinder-Game in [24], and referred to as $\Gamma_{\mathcal{A}, t}$ in [23]) by quotienting the game graph w.r.t. equal subtrees. A memoryless (also called positional) winning strategy for the player called "Automaton" in this new game then yields a run of the desired form. In the presence of constraints, we additionally need to start from an accepting run of $\mathcal{A}$, and restrict the game to the positions corresponding to the run.

- Example 19. Lemma 18 requires the automaton $\mathcal{A}$ to be positive. This requirement is indeed neccessary, since there exists a TAGC that recognizes a non-empty language, but does not have a memoryless run: Define the safety-TAGC $\mathcal{A}:=\left(\left\{q_{0}, q_{1}, q_{2}\right\},\{a\}, q_{0}, \Delta, C\right)$ by setting $\Delta:=\left\{\left(q_{0}, a, q_{1}, q_{0}\right),\left(q_{0}, a, q_{2}, q_{0}\right),\left(q_{1}, a, q_{0}, q_{0}\right),\left(q_{2}, a, q_{0}, q_{0}\right)\right\}$ and $C:=\neg\left(q_{0} \not \approx\right.$ $\left.q_{1}\right) \wedge \neg\left(q_{0} \not \approx q_{2}\right)$. For $C$ to be satisfied on the only tree $t$ over the alphabet $\{a\}$, both states $q_{1}$ and $q_{2}$ have to appear. But there is no memoryless run of $\mathcal{A}$ in which both states appear.
- Lemma 20. For each conjunctive and simplified parity-PTAGC $\mathcal{A}$ without reflexive $\not \approx-$ constraints, one can construct an equivalent rigid and simplified parity-PTAGC $\mathcal{A}^{\prime}$.

Proof. Let $\mathcal{A}$ be the given conjunctive and simplified parity-PTAGC. The automaton $\mathcal{A}^{\prime}$ that we construct basically guesses a memoryless run of $\mathcal{A}$ on the input tree and verifies that it is indeed an accepting run. The difficulty is that $\mathcal{A}^{\prime}$ can only use reflexive equality constraints in order to verify the equality constraints imposed by the guessed run of $\mathcal{A}$. Assume, for example, that $q \approx q^{\prime}$ is a constraint of $\mathcal{A}$, and that $q$ and $q^{\prime}$ appear in the run $\rho$ of $\mathcal{A}$ that is guessed by $\mathcal{A}^{\prime}$. In order to check equality of the subtrees at the positions in which $q$ and $q^{\prime}$ occur in $\rho, \mathcal{A}^{\prime}$ needs to go into the same state at all these positions. Thus, $\mathcal{A}^{\prime}$ cannot distinguish anymore between positions with $q$ and $q^{\prime}$. However, at the same time, $\mathcal{A}^{\prime}$ has to check that the parity condition is satisfied along all the branches of the guessed run $\rho$. For this purpose, we use the existence of memoryless runs, as guaranteed by Lemma 18. Since all subtrees at $q$ positions in the run are the same, in a memoryless run, all subruns at $q$ positions are also the same. We can speak of the run from $q$. Intuitively, the automaton $\mathcal{A}^{\prime}$ guesses how these subruns from the constrained states are connected. That is, if in the run from $q$ there is path that leads to $q^{\prime}$, and $k$ is the maximal priority on this path, then $\mathcal{A}^{\prime}$ stores this information. If, furthermore, in the run from $q^{\prime}$ there is a path to $q$ with maximal priority $k^{\prime}$, then the maximum of $k, k^{\prime}$ has to be even (otherwise, the underlying run of $\mathcal{A}$ would contain a rejecting path, and $\mathcal{A}^{\prime}$ has to guess an accepting run of $\mathcal{A}$ ).

Obviously, the problems and ideas described above are not restricted to pairs of states: If there is an additional constraint of the form $q^{\prime} \approx q^{\prime \prime}$, and $q, q^{\prime}, q^{\prime \prime}$ all occur in the run, then the states $q, q^{\prime}, q^{\prime \prime}$ are in the same class. Formally, for a given subset $X$ of the states, the equality constraints of $\mathcal{A}$ naturally define a relation over $X$. We take the symmetric and transitive closure of this relation. The class of a state $q$ (in the set $X$ ) consists of all states that are related with $q$ in this closure. Note that the class of $q$ is empty if and only if $q$ is not related to any other state from $X$ by an equality constraint. We say that $q$ is a constrained state (again w.r.t. $X$ ) if its class is nonempty.
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The automaton $\mathcal{A}^{\prime}$ guesses the set $X$ of states occurring in the run of $\mathcal{A}$, for each class a set $S \subseteq X$ of states that can occur at a subtree corresponding to that class, and for all $(S, q)$ and $\left(S^{\prime}, q^{\prime}\right)$ with $q \in S$ and $q^{\prime} \in S^{\prime}$, how these states are connected in the subruns on the subtrees. The information about the connections is stored in a graph $G$. This is a fixed information $(X, G)$ that is guessed at the beginning of the run and does not change anymore.

Then $\mathcal{A}^{\prime}$ starts in the initial state of $\mathcal{A}$ and guesses a run of $\mathcal{A}$. When the guessed run enters a constrained state $q$, then $\mathcal{A}^{\prime}$ goes to a state that starts simulating runs from all the states that can occur at the root of the subtree of $q$. Whenever one of the simulated runs enters a constrained state, then this is only possible if the other simulated runs agree with the information on the connection of subruns stored in $G$. In this case, the simulation is restarted from the set of the new constrained state.

Formally, let $\mathcal{A}=\left(Q, \Sigma, \Delta, q_{0}, p, C\right)$ be a conjunctive and simplified parity-PTAGC. We start by defining the graphs that where informally explained above. $\mathbb{G}_{\mathcal{A}}$ is defined as the set of vertex- and edge-labelled directed graphs $G=\left(V_{G}, E_{G}, \nu_{G}, \mu_{G}\right)$ with
1A. vertex labels $\nu_{G}: V_{G} \rightarrow\left\{(S, q) \in 2^{Q} \times Q \mid q \in S\right\}$ (as explained above, a set $S$ corresponds to the set of states that appear at the root of some subtree that is constrained by an equality constraint in the run of $\mathcal{A}$ ).
1B. Each two vertices have different labels, and for each vertex with label $(S, q)$ and each $q^{\prime} \in S$ there is a vertex labelled $\left(S, q^{\prime}\right)$.
1C. For each $q \approx q^{\prime} \in C$, whenever labels $(S, q)$ and ( $S^{\prime}, q^{\prime}$ ) appear, then $S=S^{\prime}$ (each class is contained in a unique set). And for each vertex labelled $(S, q)$ there are states $q^{\prime}, q^{\prime \prime} \in S$ with $q^{\prime} \approx q^{\prime \prime} \in C$ (each set contains at least one class).
1D. For each $q \not \approx q^{\prime} \in C$ with $q \neq q^{\prime}$, there is no vertex labelled $(S, q)$ with $q^{\prime} \in S$ (states with a disequality constraint cannot appear at the root of the same subtree).
2A. edge labels $\mu_{G}: E_{G} \rightarrow\left(2^{p(Q)} \backslash \emptyset\right)$. (Intuitively, an edge label for an edge $(S, q) \rightarrow\left(S^{\prime}, q^{\prime}\right)$ encodes the allowed maximal priorities on the paths from $q$ to $q^{\prime}$ in the run of $\mathcal{A}$.)
2B. for every cycle $e_{1} e_{2} \ldots e_{k}$ with $e_{i} \in E_{G}$, and all $x_{1}, x_{2}, \ldots, x_{k} \in p(Q)$ with $x_{i} \in \mu_{G}\left(e_{i}\right)$, we have $\max \left\{x_{i} \mid 1 \leq i \leq k\right\}$ is even (concatenating the paths encoded in the edges of $G$ leads to an accepting path in the run of $\mathcal{A}$ ).
Note that properties 1 A . and 1 B . imply that $\mathbb{G}_{\mathcal{A}}$ is finite. These graphs are used to define "allowed transitions" such that the underlying guessed run of $\mathcal{A}$ satisfies the parity condition.

- Example 21. We give an example for such a graph $G$. Let $\mathcal{A}:=\left(Q, \Sigma, \Delta, q_{0}, p, C\right)$ be the parity-PTAGC with
- $Q:=\left\{q_{0}, q_{1}, q_{1}^{\prime}, q_{2}, q_{2}^{\prime}, q_{3}, q_{4}\right\}$
- $\Delta:=\left\{\left(q_{0}, x, q_{1}, q_{1}^{\prime}\right),\left(q_{1}, x, q_{1}, q_{4}\right),\left(q_{1}^{\prime}, x, q_{4}, q_{2}\right),\left(q_{2}, x, q_{3}, q_{3}\right)\right.$, $\left.\left(q_{3}, x, q_{2}^{\prime}, q_{2}^{\prime}\right),\left(q_{2}^{\prime}, x, q_{3}, q_{3}\right)\left(q_{4}, x, q_{4}, q_{4}\right) \mid x \in \Sigma\right\}$
- $p\left(q_{0}\right)=p\left(q_{1}\right)=p\left(q_{1}^{\prime}\right)=p\left(q_{4}\right)=0$ and $p\left(q_{2}\right)=p\left(q_{2}^{\prime}\right)=1$ and $p\left(q_{3}\right)=2$
- $C:=\left(q_{1} \approx q_{1}^{\prime}\right) \wedge\left(q_{2} \approx q_{2}^{\prime}\right)$

One possible graph in $\mathbb{G}_{\mathcal{A}}$ is depicted in Figure 1. The constructed automaton $\mathcal{A}^{\prime}$ then can guess $X=Q$ as the set of states that are allowed to appear in the run. And it can guess the graph from Figure 1 to remember allowed transitions.

For the formal construction of $\mathcal{A}^{\prime}$, we use the following notation. For each $S \subseteq Q$ we enumerate the states as $S=\left\{q_{1}^{S}, \ldots, q_{|S|}^{S}\right\}$, where $q_{j}^{S}<q_{j+1}^{S}$ for all $j \leq|S|$ and $<$ is an arbitrary but fixed total order on $Q$.

Now define $\mathcal{A}^{\prime}:=\left(Q^{\prime}, \Sigma, \Delta^{\prime}, q_{0}^{\prime}, \operatorname{Acc}^{\prime}, C^{\prime}\right)$ where


Figure 1 One possible graph from $\mathbb{G}_{\mathcal{A}}$ where $\mathcal{A}$ is the parity-PTAGC from example 21. Here $S_{1}$ is the set $\left\{q_{1}, q_{1}^{\prime}, q_{4}\right\}$ and $S_{2}$ is the set $\left\{q_{2}, q_{2}^{\prime}, q_{4}\right\}$. Note that every circle can produce only a maximum priority which is even.

- $Q^{\prime}:=\left\{q_{I}\right\} \cup\left(Q_{\text {state }} \times Q_{\text {fix }}\right)$, where

$$
Q_{\text {state }} \subseteq 2^{Q} \times \bigcup_{k \leq|Q|}(Q \times p(Q))^{k} \text { and } Q_{\text {fix }} \subseteq 2^{Q} \times \mathbb{G}_{\mathcal{A}}
$$

such that $((S, \bar{w}),(X, G)) \in\left(Q_{\text {state }} \times Q_{\text {fix }}\right)$ if and only if the following properties are satisfied (the intuition of the components is explained below):

- Either $S=\left\{q_{0}\right\}$ or $S \subseteq Q$ such that there is a vertex labelled $(S, q)$ in $G$ for some (and therefore all) $q \in S$.
- $\bar{w} \in(X \times p(X))^{|S|}$.
- For each vertex labelled $\left(S^{\prime}, q^{\prime}\right)$ in $G$, we have $q^{\prime} \in X$ (and thus also $S^{\prime} \subseteq X$ ).

Informally, $Q_{\text {state }}$ contains two kinds of information: The set for the most recently visited class, and a vector which contains for each element of that set a state and the highest priority visited up to now. This information is updated in every step. As explained earlier, $Q_{\text {fix }}$ contains information that is guessed once at the very beginning and then remains unchanged for the remainder of the run.

- $q_{0}^{\prime}:=q_{I}$
- $\Delta^{\prime}:=\Delta_{\text {init }} \cup \Delta_{\text {trans }}$, where $\Delta_{\text {init }}$ contains the transitions that are applicable at the initial state, and $\Delta_{\text {trans }}$ contains all other transitions. We first define $\Delta_{\text {trans }}$ : Let $((S, \bar{w}),(X, G)) \in Q^{\prime}$ be a state and let $a \in \Sigma$ be a letter. The automaton chooses for each entry $w_{j}=\left(q_{j}, p_{j}\right)$ in $\bar{w}=\left(w_{1}, \ldots, w_{|S|}\right)$ a transition $\left(q_{j}, a, q_{j}^{0}, q_{j}^{1}\right) \in \Delta$, such that $q_{j}^{i} \in X$ for both $i \in\{0,1\}$, and one of the following holds:
- Either $\left\{q_{j}^{i}|j \leq|S|\} \cap\left\{q \in X \mid \exists q^{\prime} \in X: q \approx q^{\prime} \in C\right\}=\emptyset\right.$. That is, none of the guessed successor states in direction $i$ is a constrained state in $X$. In this case, the $i$-successor is $\left(\left(S, \bar{w}^{\prime}\right),(X, G)\right)$, where $\bar{w}^{\prime}:=\left(\left(q_{1}^{i}, \max \left(p_{1}, p\left(q_{1}^{i}\right)\right)\right), \ldots,\left(q_{|S|}^{i}, \max \left(p_{|S|}, p\left(q_{|S|}^{i}\right)\right)\right)\right)$.
- Or there is a constrained state $q_{j}^{i}$ and a vertex label $\left(S^{\prime}, q_{j}^{i}\right)$ of $G$, such that
* $S=\left\{q_{0}\right\}$ (the run enters a class for the first time), or
* $S \neq\left\{q_{0}\right\}$, and for each $j \leq|S|$, the edge label $\mu\left(e_{j}\right)$ of the edge from $\left(S, q_{j}^{S}\right)$ to ( $S^{\prime}, q_{j}^{i}$ ) contains the priority $p_{j}$ (the path segments of the simulated runs are encoded in $G$ ).
In these cases, let $\overline{w_{S^{\prime}}}:=\left(\left(q_{1}^{S^{\prime}}, p\left(q_{1}^{S^{\prime}}\right)\right), \ldots,\left(q_{\left|S^{\prime}\right|}^{S^{\prime}}, p\left(q_{\left|S^{\prime}\right|}^{S^{\prime}}\right)\right)\right)$, and the $i$-successor be the state $\left(\left(S^{\prime}, \overline{w_{S^{\prime}}}\right),(X, G)\right)$. (The simulation of the runs is reset to the states in $S^{\prime}$.)
This fully defines $\Delta_{\text {trans }}$. We conclude the definition of $\Delta^{\prime}$ by setting

$$
\begin{aligned}
\Delta_{\text {init }} & :=\left\{\left(q_{I}, a, P^{\prime}, P^{\prime \prime}\right) \mid\left(\left(\left(\left\{q_{0}\right\},\left(\left(q_{0}, p\left(q_{0}\right)\right)\right)\right),(X, G)\right), a, P^{\prime}, P^{\prime \prime}\right)\right. \\
& \left.\in \Delta_{\text {trans }},(X, G) \in Q_{\text {fix }}\right\} .
\end{aligned}
$$

- Let $\mathbb{P} \subseteq Q^{\prime}$ be the set of states $\left(\left(S, \overline{w_{S}}\right),(X, G)\right)$ with $\overline{w_{S}}:=\left(\left(q_{1}^{S}, p\left(q_{1}^{S}\right)\right), \ldots\right.$, $\left(q_{|S|}^{S}, p\left(q_{|S|}^{S}\right)\right)$ ), which are used when a class is entered (see the second case in the definition of $\left.\Delta_{\text {trans }}\right)$. By a slight abuse of notation, we say for $q \in Q$ and $P \in Q^{\prime}$ that $q \in P$ if $P=((S, \bar{w}),(X, G))$ and $\bar{w}=\left(\left(q_{1}, p_{1}\right), \ldots,\left(q_{|S|}, p_{|S|}\right)\right)$ with $q \in\left\{q_{1}, \ldots, q_{|S|}\right\}$. Then define $C^{\prime}:=\bigwedge_{P \in \mathbb{P}} P \approx P \wedge \bigwedge_{P, P^{\prime} \in Q^{\prime}, q \not \approx q^{\prime} \in C, q \in P, q^{\prime} \in P^{\prime}} P \not \approx P^{\prime}$.
- Acc' should verify, that each branch is accepting. For each branch in a run, there are two possibilities: Either there are infinitely many states in $\mathbb{P}$ or not. If there are, then the allowed transitions in $G$ verify that each branch of the run of $\mathcal{A}$ that is simulated in this branch of the run of $\mathcal{A}^{\prime}$ was accepting. In the case that there are only finitely many states from $\mathbb{P}$, the acceptance condition has to verify that in each of the branches of the run of $\mathcal{A}$ that are simulated along this branch of the run of $\mathcal{A}^{\prime}$, the maximum priority visited infinitely often is even.
Instead of directly defining $\mathrm{Acc}^{\prime}$, we use an approach similar to Lemma 6. Here we have to be very careful to not reintroduce new irreflexive constraints. First note that it is possible to construct a deterministic parity word automaton, that reads the states along the branches in a run of $\mathcal{A}^{\prime}$, and verifies that (assuming no additional states from $\mathbb{P}$ are read) all described paths of $\mathcal{A}$ satisfy the acceptance condition of $\mathcal{A}$. This can easily be seen if one constructs a nondeterministic automaton for the complement language, i.e. guess an index $j \in 1, \ldots,|Q|$, and check whether the highest priority along this branch is odd. This automaton then can be determinized and complemented (see [23]). Let this deterministic word automaton be $\mathcal{B}=\left(S, Q, s_{0}, \delta, p_{\mathcal{B}}\right)$. Define the deterministic parity word automaton $\mathcal{B}^{\prime}:=\left(S \cup\{\hat{s}\}, Q, s_{0}, \delta_{\mathcal{B}^{\prime}}, p_{\mathcal{B}^{\prime}}\right)$ where

$$
\begin{aligned}
& \delta_{\mathcal{B}^{\prime}}(s, q):= \begin{cases}\hat{s} & \text { if } q \in \mathbb{P} \\
s_{0} & \text { if } q \notin \mathbb{P} \text { and } s=\hat{s}, \\
\delta(s, q) & \text { if } q \notin \mathbb{P} \text { and } s \neq \hat{s}\end{cases} \\
& p_{\mathcal{B}^{\prime}}(s):=p_{\mathcal{B}}(s) \text { for all } s \in S \text { and } p_{\mathcal{B}^{\prime}}(\hat{s}):= \begin{cases}\max (p(S)) & \text { if } \max (p(S)) \text { is even } \\
\max (p(S))+1 & \text { if } \max (p(S)) \text { is odd. }\end{cases}
\end{aligned}
$$

That is, $\mathcal{B}^{\prime}$ behaves like $\mathcal{B}$ on states in $Q \backslash \mathbb{P}$, and whenever a state from $\mathbb{P}$ is read, it transitions into $\hat{s}$. Thus this automaton accepts precisely those sequences of states that satisfy the acceptance condition $\mathrm{Acc}^{\prime}$. We then construct the automaton $\mathcal{A}^{\prime} \ltimes \mathcal{B}^{\prime}$ according to Lemma 6. A closer look at the construction of $\mathcal{A}^{\prime} \ltimes \mathcal{B}^{\prime}$ reveals, that this did introduce non-reflexive $\approx$-constraints of the form $(q, s) \approx\left(q, s^{\prime}\right)$ for $q \in \mathbb{P}$ and $s \in S \cup\{\hat{s}\}$. But by the definition of $\mathcal{B}^{\prime}, \delta_{\mathcal{B}^{\prime}}(s, q)=\hat{s}$ for all $q \in \mathbb{P}, s \in S \cup\{\hat{s}\}$, and therefore states $(q, s)$ with $q \in \mathbb{P}$ and $s \neq \hat{s}$ are unreachable. Removing these states from $\mathcal{A}^{\prime} \ltimes \mathcal{B}^{\prime}$ does not change the recognized language, but eliminates all non-reflexive $\approx$-constraints.

It turns out that Lemma 20 does not hold, if we allow reflexive $\not \approx$-constraints. One can show, that the language $\left\{t \in T_{\Sigma}^{\omega}|t|_{0}=\left.t\right|_{1}\right.$ and $\left.t\right|_{0^{i}} \neq\left. t\right|_{0^{j}}$ for all $\left.i \neq j\right\}$ is not recognizable by a PTAGC with reflexive $\approx$-constraints.

Lemma 8, Lemma 20 and Lemma 17 combined with the fact that the emptiness problem for parity tree automata without constraints is decidable, imply the following theorem:

- Theorem 22. The emptiness problem for parity-PTAGC without $\not \approx$-constraints is decidable.

In order to compute a concrete witness for the non-empiness, the following result is important.

Table 1 Summary of our closure and decidability results.

|  | safety- |  | Büchi- | parity = Muller |
| :---: | :---: | :---: | :---: | :---: |
|  | PTAGC | TAGC | PTAGC $=$ TAGC | PTAGC $=$ TAGC |
| Union ( $\cup)$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Intersection ( $\cap)$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Complement $(\neg)$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Emptiness $(=\emptyset ?)$ | $\checkmark$ without $\not \approx$ | $?$ | $\checkmark$ PTAGC without $\not \approx$ | $\checkmark$ PTAGC without $\not \approx \neq$ |
| Universality $\left(=T_{\Sigma}^{\omega} ?\right)$ | $?$ | $\times$ | $\times$ | $\times$ |
| Regularity | $?$ | $\times$ | $\times$ | $\times$ |

- Corollary 23. Each nonempty language recognizable by a parity-PTAGC without disequality constraints contains a regular tree. ${ }^{1}$

Proof. This Corollary follows from the proof of Lemma 17, since the regular tree obtained from the membership game of standard tree automata (see [23, 24]) is also contained in the language of the parity-PTAGC.

## 5 Conclusion

We have made a first step in extending the theory of TAGC from finite to infinite trees. The conversion of acceptance conditions works in the same way as for tree automata without constraints. Our results on closure and decidability properties of TAGC are summarized in Table 1. As shown in the table, the models of TAGC and PTAGC have the same expressive power for Büchi- and parity conditions. Safety conditions are not preserved by our construction of PTAGC. In particular, we conjecture that Lemma 9 does not hold for safety-TAGC. In Example 3 we present a language that is recognizable by a safety-TAGC that makes use of Boolean negation in its constraint formula. We are convinced that this language is not recognizable by safety-PTAGC, but currently we only have a proof in the case that we disallow reflexive $\not \approx$-constraints. Showing that this language is not recognizable by safety-PTAGC would also show that safety-PTAGC are not closed under complement.

The main open problem that remains, is the emptiness problem in the presence of disequality constraints. The pumping arguments that are used in the case of finite trees [2], do not (directly) generalize to infinite trees because an infinite tree can be equal to one of its subtrees. So it seems that one needs to develop new methods to deal with disequality constraints on infinite trees.
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#### Abstract

In discrepancy minimization problems, we are given a family of sets $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$, with each $S_{i} \in \mathcal{S}$ a subset of some universe $U=\left\{u_{1}, \ldots, u_{n}\right\}$ of $n$ elements. The goal is to find a coloring $\chi: U \rightarrow\{-1,+1\}$ of the elements of $U$ such that each set $S \in \mathcal{S}$ is colored as evenly as possible. Two classic measures of discrepancy are $\ell_{\infty}$-discrepancy defined as $\operatorname{disc}_{\infty}(\mathcal{S}, \chi):=\max _{S \in \mathcal{S}}\left|\sum_{u_{i} \in S} \chi\left(u_{i}\right)\right|$ and $\ell_{2}$-discrepancy defined as $\operatorname{disc}_{2}(\mathcal{S}, \chi):=\sqrt{(1 /|\mathcal{S}|) \sum_{S \in \mathcal{S}}\left(\sum_{u_{i} \in S} \chi\left(u_{i}\right)^{2}\right.}$. Breakthrough work by Bansal [FOCS'10] gave a polynomial time algorithm, based on rounding an SDP, for finding a coloring $\chi$ such that $\operatorname{disc}_{\infty}(\mathcal{S}, \chi)=O\left(\lg n \cdot \operatorname{herdisc} \infty_{\infty}(\mathcal{S})\right)$ where herdisc ${ }_{\infty}(\mathcal{S})$ is the hereditary $\ell_{\infty}$-discrepancy of $\mathcal{S}$. We complement his work by giving a clean and simple $O\left((m+n) n^{2}\right)$ time algorithm for finding a coloring $\chi$ such $\operatorname{disc}_{2}(\mathcal{S}, \chi)=O\left(\sqrt{\lg n} \cdot \operatorname{herdisc}_{2}(\mathcal{S})\right)$ where $\operatorname{herdisc}_{2}(\mathcal{S})$ is the hereditary $\ell_{2}$-discrepancy of $\mathcal{S}$. Interestingly, our algorithm avoids solving an SDP and instead relies simply on computing eigendecompositions of matrices. To prove that our algorithm has the claimed guarantees, we also prove new inequalities relating both herdisc $\infty_{\infty}$ and herdisc ${ }_{2}$ to the eigenvalues of the incidence matrix corresponding to $\mathcal{S}$. Our inequalities improve over previous work by Chazelle and Lvov [SCG'00] and by Matousek, Nikolov and Talwar [SODA'15+SCG'15]. We believe these inequalities are of independent interest as powerful tools for proving hereditary discrepancy lower bounds. Finally, we also implement our algorithm and show that it far outperforms random sampling of colorings in practice. Moreover, the algorithm finishes in a reasonable amount of time on matrices of sizes up to $10000 \times 10000$.
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## 1 Introduction

Combinatorial discrepancy minimization is an important field with numerous applications in theoretical computer science, see e.g. the excellent books by Chazelle [9] and Matousek [16]. In discrepancy minimization problems, we are typically given a family of sets $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$, with each $S_{i} \in \mathcal{S}$ a subset of some universe $U=\left\{u_{1}, \ldots, u_{n}\right\}$ of $n$ elements. The goal is to find a red-blue coloring of the elements of $U$ such that each set $S \in \mathcal{S}$ is colored as evenly as possible. More formally, if we define the $m \times n$ incidence matrix $A$ with $a_{i, j}=1$ if $u_{j} \in S_{i}$ and $a_{i, j}=0$ otherwise, then we seek a coloring $x \in\{-1,+1\}^{n}$ minimizing either the $\ell_{\infty}$-discrepancy $\operatorname{disc}_{\infty}(A, x):=\|A x\|_{\infty}$ or the $\ell_{2}$-discrepancy $\operatorname{disc}_{2}(A, x)=(1 / \sqrt{m})\|A x\|_{2}$. We say that the $\ell_{\infty}$-discrepancy of $A$ is $\operatorname{disc}_{\infty}(A):=\min _{x \in\{-1,+1\}^{n}} \operatorname{disc}_{\infty}(A, x)$ and the
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$\ell_{2}$-discrepancy of $A$ is $\operatorname{disc}_{2}(A):=\min _{x \in\{-1,+1\}^{n}} \operatorname{disc}_{2}(A, x)$. With this matrix view, it is clear that discrepancy minimization makes sense also for general matrices and not just ones arising from set systems.

Much research has been devoted to understanding both the $\ell_{\infty^{-}}$and $\ell_{2}$-discrepancy of various families of set systems and matrices. In particular set systems corresponding to incidences between geometric objects such as axis-aligned rectangles and points have been studied extensively, see e.g. [17, 15, 1, 11]. Another fruitful line of research has focused on general matrices, including the celebrated "Six Standard Devitations Suffice" result by Spencer [21], showing that any $n \times n$ matrix with $\left|a_{i, j}\right| \leq 1$ admits a coloring $x \in\{-1,+1\}^{n}$ such that $\operatorname{disc}_{\infty}(A, x)=O(\sqrt{n})$. Finding low discrepancy colorings for set systems where each element appears in at most $t$ sets (the matrix $A$ has at most $t$ non-zeroes per column, all bounded by 1 in absolute value) has also received much attention. Beck and Fiala [7] gave a deterministic algorithm that finds a coloring $x$ with $\operatorname{disc}_{\infty}(A, x)=O(t)$. Banaszczyk [2] improved this to $O(\sqrt{t \lg n})$ when $t \geq \lg n$. Determining whether a discrepancy of $O(\sqrt{t})$ can be achieved remains one of the biggest open problems in discrepancy minimization.

Constructive Discrepancy Minimization. Many of the original results, like Spencer's [21] and Banaszczyk's [2] were purely existential and it was not clear whether polynomial time algorithms finding such colorings were possible. In fact, Charikar et al. [8] presented very strong negative results in this direction. More concretely, they proved that it is NP-hard to even distinguish whether the $\ell_{\infty^{-}}$or $\ell_{2}$-discrepancy of an $n \times n$ set system is 0 or $\Omega(\sqrt{n})$. The first major breakthrough on the upper bound side was due to Bansal [3], who amongst others gave a polynomial time algorithm for finding a coloring matching the bounds by Spencer. Brilliant follow-up work by Lovett and Meka [14] gave simpler randomized algorithms achieving the same. A deterministic algorithm for Spencer's result was later given by Levy et al. [12]. A number of constructive algorithms were also given for the "sparse" set system case, finally resulting in polynomial time algorithms [4, 6, 5] matching the existential results by Banaszczyk.

Another very surprising result in Bansal's seminal paper [3] shows that, given a matrix $A$, one can find in polynomial time a coloring $x$ achieving an $\ell_{\infty}$-discrepancy roughly bounded by the hereditary discrepancy of $A$. Hereditary discrepancy is a notion introduced by Lovász et al. [13] in order to prove discrepancy lower bounds. The hereditary $\ell_{\infty}$-discrepancy of a matrix $A$ is defined herdisc $\infty_{\infty}(A):=\max _{B} \operatorname{disc}_{\infty}(B)$, where $B$ ranges over all matrices obtained by removing a subset of the columns in $A$. In the terminology of set systems, the hereditary discrepancy is the maximum discrepancy over all set systems obtained by removing a subset of the elements in the universe. We also have an analogous definition for hereditary $\ell_{2}$-discrepancy: $\operatorname{herdisc}_{2}(A):=\max _{B} \operatorname{disc}_{2}(B)$. Based on rounding an SDP, Bansal gave a polynomial time algorithm for finding a coloring $x$ achieving $\operatorname{disc}_{\infty}(A, x)=$ $O\left(\lg n\right.$ herdisc $\left._{\infty}(A)\right)$. This is quite surprising in light of the strong negative results by Charikar et al. [8], since it shows that is is in fact possible to find a low discrepancy coloring of an arbitrary matrix as long as all its submatrices have low discrepancy.

Our Results Overview. Our main algorithmic result is an $\ell_{2}$ equivalent of Bansal's algorithm with hereditary guarantees. More concretely, we give a polynomial time algorithm for finding a coloring $x$ such that $\operatorname{disc}_{2}(A, x)=O\left(\sqrt{\lg n} \cdot \operatorname{herdisc} 2_{2}(A)\right)$. We note that neither our result nor Bansal's approximately imply the other: In one direction, the coloring $x$ we find might have very low $\ell_{2}$ discrepancy, but a very large value of $\|A x\|_{\infty}$. In the other direction, herdisc $\infty_{\infty}(A)$ may be much larger than herdisc ${ }_{2}(A)$, thus Bansal's algorithm does not give any guarantees wrt. $\operatorname{herdisc}_{2}(A)$.

## K. G. Larsen

Our algorithm takes a very different approach than Bansal's in the sense that we completely avoid solving an SDP. Instead, we first prove a number of new inequalities relating $\operatorname{herdisc}_{2}(A)$ and herdisc $\infty_{\infty}(A)$ to the eigenvalues of $A^{T} A$. Relating hereditary discrepancy to the eigenvalues of $A^{T} A$ was also done by Chazelle and Lvov [10] and by Matoušek et al. [18]. However the result by Chazelle and Lvov is too weak for our applications as it degenerates exponentially fast in the ratio between $m$ and $n$. The result of Matoušek et al. could be used, but can only show that we find a coloring such that $\operatorname{disc}_{2}(A, x)=O\left(\lg ^{3 / 2} n \cdot \operatorname{herdisc} 2(A)\right)$. We believe our new inequalities are of independent interest as strong tools for proving discrepancy lower bounds.

With these inequalities established, we design a simple and efficient deterministic algorithm, inspired by Beck and Fiala's [7] algorithm for sparse set systems. Our key idea is to find a coloring $x$ that is almost orthogonal to all the eigenvectors of $A^{T} A$ corresponding to large eigenvalues. This in turn means that $\|A x\|_{2}$ becomes bounded by herdisc ${ }_{2}(A)$.

We now proceed to present the previous results for proving lower bounds on the hereditary discrepancy of matrices in order to set the stage for presenting our new results.

Previous Hereditary Discrepancy Bounds. One of the most useful tools in proving lower bounds for hereditary discrepancy is the determinant lower bound proved in the original paper introducing hereditary discrepancy:

- Theorem 1 (Determinant Lower Bound (Lovász et al. [13])). For an $m \times n$ real matrix $A$ it holds that

$$
\operatorname{herdisc}_{\infty}(A) \geq \max _{k} \max _{B} \frac{1}{2}|\operatorname{det}(B)|^{1 / k}
$$

where $k$ ranges over all positive integers up to $\min \{n, m\}$ and $B$ ranges over all $k \times k$ submatrices of $A$.

While it is easier to bound the max determinant of a submatrix $B$ than it is to bound the discrepancy of a matrix directly, it still requires one to argue that we can find some $B$ where all eigenvalues are non-zero. Chazelle and Lvov demonstrated how it suffices to bound the $k^{\prime}$ 'th largest eigenvalue of a matrix in order to derive hereditary discrepancy lower bounds:

- Theorem 2 (Chazelle and Lvov [10]). For an $m \times n$ real matrix $A$ with $m \leq n$, let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For any integer $k \leq m$, it holds that

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{1}{2} 18^{-n / k} \sqrt{\lambda_{k}}
$$

The result of Chazelle and Lvov has two substantial caveats. First, it requires $m \leq n$. Since we will be using the partial coloring framework, we will end up with matrices having very few columns but many rows. This completely rules out using the above result for analysing our new algorithm. Since $k \leq m$, the lower bound also goes down exponentially fast in the gap between $m$ and $n$ (we note that Chazelle and Lvov didn't explicitly state that one needs $k \leq m$, but since $\operatorname{rank}(A) \leq m$, we have $\lambda_{k}=0$ whenever $\left.k>m\right)$.

Chazelle and Lvov used their eigenvalue bound to prove the following trace bound which has been very useful in the study of set systems corresponding to incidences between geometric objects:

- Theorem 3 (Trace Bound (Chazelle and Lvov [10])). For an $m \times n$ real matrix $A$ with $m \leq n$, let $M=A^{T} A$. Then:
$\operatorname{herdisc}_{\infty}(A) \geq \frac{1}{4} 324^{-n \operatorname{tr} M^{2} / \operatorname{tr}^{2} M} \sqrt{\operatorname{tr} M / n}$.

Matoušek et al. [18] presented an alternative to the result of Chazelle and Lvov, relating $\operatorname{herdisc}_{\infty}(A)$ and $\operatorname{herdisc}_{2}(A)$ to the sum of singular values of $A$, i.e. they proved:

- Theorem 4 (Matoušek et al. [18]). For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. Then

$$
\operatorname{herdisc}_{\infty}(A) \geq \operatorname{herdisc}_{2}(A)=\Omega\left(\frac{1}{\lg n} \sum_{k=1}^{n} \sqrt{\frac{\lambda_{k}}{m n}}\right)
$$

which for all positive integers $k \leq \min \{m, n\}$ implies:

$$
\operatorname{herdisc}_{\infty}(A) \geq \operatorname{herdisc}_{2}(A)=\Omega\left(\frac{k}{\lg n} \sqrt{\frac{\lambda_{k}}{m n}}\right)
$$

Comparing the bound to the result of Chazelle and Lvov, we see that the loss in terms of the ratio between $k$ and $n$ is much better. However for $k, m$ and $n$ all within a constant factor of each other, Chazelle and Lvov's bound implies $\operatorname{herdisc}_{\infty}(A)=\Omega\left(\sqrt{\lambda_{k}}\right)$ whereas the bound of Matoušek et al. loses a $\lg n$ factor and gives herdisc $\infty_{\infty}(A) \geq \operatorname{herdisc}_{2}(A)=\Omega\left(\sqrt{\lambda_{k}} / \lg n\right)$ (strictly speaking, the bound in terms of the sum of $\sqrt{\lambda_{k}}$ 's is incomparable, but the bound only in terms of the $k$ 'th largest eigenvalue does lose this factor).

Our Results. We first give a new inequality relating herdisc $\infty(A)$ to the eigenvalues of $A^{T} A$, simultaneously improving over the previous bounds by Chazelle and Lvov, and by Matoušek et al.:

- Theorem 5. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq \min \{n, m\}$, we have

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{k}{2 e} \sqrt{\frac{\lambda_{k}}{m n}}
$$

Notice that our lower bound goes down as $k / \sqrt{m n}$ whereas Chazelle and Lvov's goes down as $18^{-n / k}$ and requires $m \leq n$. Thus our loss is exponentially better than theirs. Compared to the bound by Matoušek et al., we avoid the $\lg n$ loss (at least compared to the bound of Matoušek et al. that is only in terms of the $k$ 'th largest eigenvalue and not the sum of eigenvalues).

Re-executing Chazelle and Lvov's proof of the trace bound with the above lemma in place of theirs immediately gives a stronger version of the trace bound as well:

- Corollary 6. For an $m \times n$ real matrix $A$, let $M=A^{T} A$. Then:

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{\operatorname{tr}^{2} M}{8 e \min \{n, m\} \operatorname{tr} M^{2}} \sqrt{\frac{\operatorname{tr} M}{\max \{m, n\}}}
$$

In establishing lower bounds on herdisc $2_{2}(A)$ in terms of eigenvalues, we need to first prove an equivalent of the determinant lower bound for non-square matrices (and for $\ell_{2}$-discrepancy rather than $\ell_{\infty}$ ):

- Theorem 7. For an $m \times n$ real matrix $A$, we have
$\operatorname{herdisc}_{\infty}(A) \geq \operatorname{herdisc}_{2}(A) \geq \sqrt{\frac{n}{8 \pi e m}} \operatorname{det}\left(A^{T} A\right)^{1 / 2 n}$.

We remark that proving Theorem 7 for the $\ell_{\infty}$-case appears as an exercise in [16] and we make no claim that the proof of Theorem 7 requires any new or deep insights (we suspect that it is folklore, but have not been able to find a mentioning of the above theorem in the literature). We finally arrive at our main result for lower bounding hereditary $\ell_{2}$-discrepancy:

- Corollary 8. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq \min \{n, m\}$, we have

$$
\operatorname{herdisc}_{2}(A) \geq \frac{k}{e} \sqrt{\frac{\lambda_{k}}{8 \pi m n}}
$$

We note that Theorem 5 actually follows (up to constant factors) from Corollary 8 using the fact that herdisc $\infty_{\infty}(A) \geq \operatorname{herdisc}_{2}(A)$, but we will present separate proofs of the two theorems since the direct proof of Theorem 5 is very short and crisp.

The exciting part in having established Corollary 8, is that it hints the direction for giving an efficient algorithm for obtaining colorings $x$ with $\operatorname{disc}_{2}(A, x)$ being bounded by some function of herdisc ${ }_{2}(A)$. More concretely, we give an algorithm that is based on computing an eigendecomposition of $A^{T} A$ and using this to perform partial coloring that is orthogonal to the eigenvectors corresponding to the largest eigenvalues. Via Corollary 8, this gives a coloring with hereditary $\ell_{2}$ guarantees. The precise guarantees of our algorithm are given in the following:

- Theorem 9. There is an $O\left((m+n) n^{2}\right)$ time algorithm that given an $m \times n$ matrix $A$, computes a coloring $x \in\{-1,+1\}^{n}$ satisfying $\operatorname{disc}_{2}(A, x)=O\left(\sqrt{\lg n} \cdot \operatorname{herdisc}_{2}(A)\right)$.
We implemented our algorithm and performed various experiments to examine its practical performance. Section 4 shows that the algorithm far outperforms random sampling a coloring $x \in\{-1,+1\}^{n}$. In fact, it far outperforms random sampling, even if we repeatedly sample vectors for as long time as our algorithm runs and use the best one sampled. Moreover, the algorithm is efficient enough that it can be run on $1000 \times 1000$ matrices in less than 10 seconds and on matrices of sizes up to $10000 \times 10000$ in about 4 hours on a standard laptop. While it is conceivable that Bansal's SDP based approach can be modified to give $\ell_{2}$ guarantees with a polynomial running time, it seems highly unlikely that it can process such large matrices in a reasonable amount of time. Moreover, our algorithm is much simpler to analyse and implement.


## 2 Eigenvalue Bounds for Hereditary Discrepancy

In this section, we prove new results relating the hereditary discrepancy of a matrix $A$ to the eigenvalues of $A^{T} A$. The section is split in two parts, one studying hereditary $\ell_{\infty}$-discrepancy and one studying hereditary $\ell_{2}$-discrepancy.

### 2.1 Hereditary $\ell_{\infty}$-discrepancy

Our first result concerns hereditary $\ell_{\infty}$-discrepancy and is a strengthening of the previous bound due to Chazelle and Lvov [10] (see Section 1). The simplest formulation is the following:

- Restatement of Theorem 5. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq \min \{n, m\}$, we have

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{k}{2 e} \sqrt{\frac{\lambda_{k}}{m n}}
$$

Theorem 5 is an immediate corollary of the following slightly more general result:

- Theorem 10. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq \min \{n, m\}$, we have

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{1}{2}\left(\frac{\prod_{i=1}^{k} \lambda_{i}}{\binom{n}{k}\binom{m}{k}}\right)^{1 / 2 k}
$$

Theorem 5 follows from Theorem 10 by using that $\binom{n}{k} \leq(e n / k)^{k}$ and that $\prod_{i=1}^{k} \lambda_{i} \geq \lambda_{k}^{k}$. Thus our goal is to prove Theorem 10. The first step of our proof uses the following linear algebraic fact:

- Lemma 11. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq n$, there exists an $m \times k$ submatrix $C$ of $A$ such that $\operatorname{det}\left(C^{T} C\right) \geq\left(\prod_{i=1}^{k} \lambda_{i}\right) /\binom{n}{k}$.

Proof. The $k$ 'th symmetric function of $\lambda_{1}, \ldots, \lambda_{n}$ is defined as (see e.g. the textbook [19] p. 494): $s_{k}=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} \lambda_{i_{1}} \cdots \lambda_{i_{k}}$. Since all $\lambda_{i}$ are non-negative, we have $s_{k} \geq \prod_{i=1}^{k} \lambda_{i}$. If we let $\mathcal{S}_{k}\left(A^{T} A\right)$ denote the set of all $k \times k$ principal submatrices of $A^{T} A$, then it also holds that (see e.g. the textbook [19] p. 494): $s_{k}=\sum_{B \in \mathcal{S}_{k}\left(A^{T} A\right)} \operatorname{det}(B)$. Since $\left|\mathcal{S}_{k}\left(A^{T} A\right)\right|=\binom{n}{k}$ there must be a $B \in \mathcal{S}_{k}\left(A^{T} A\right)$ for which $\operatorname{det}(B) \geq\left(\prod_{i=1}^{k} \lambda_{i}\right) /\binom{n}{k}$. Since $B$ is a $k \times k$ principal submatrix of $A^{T} A$, it follows that there exists an $m \times k$ submatrix $C$ of $A$ such that $B=C^{T} C$ and thus $\operatorname{det}\left(C^{T} C\right) \geq\left(\prod_{i=1}^{k} \lambda_{i}\right) /\binom{n}{k}$.

With Lemma 11 established, we are ready to present the proof of Theorem 10:
Proof of Theorem 10. Let $A$ be a real $m \times n$ matrix and let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. From Lemma 11, it follows that for every $k \leq n$, there is an $m \times k$ submatrix $C$ of $A$ such that $\operatorname{det}\left(C^{T} C\right) \geq\left(\prod_{i=1}^{k} \lambda_{i}\right) /\binom{n}{k}$. If we also have $k \leq m$, we can let $\mathcal{S}_{k}(C)$ denote the set of all $k \times k$ principal submatrices of $C$ and use the Cauchy-Binet formula to conclude that: $\operatorname{det}\left(C^{T} C\right)=\sum_{D \in \mathcal{S}_{k}(C)} \operatorname{det}(D)^{2}$. But $\mathcal{S}_{k}(C) \subseteq \mathcal{S}_{k}(A)$ hence there must exist a $k \times k$ matrix $D \in \mathcal{S}_{k}(A)$ such that

$$
\operatorname{det}(D)^{2} \geq \frac{\operatorname{det}\left(C^{T} C\right)}{\left|\mathcal{S}_{k}(C)\right|} \geq \frac{\prod_{i=1}^{k} \lambda_{i}}{\binom{n}{k}\binom{m}{k}} \Rightarrow|\operatorname{det}(D)| \geq \sqrt{\frac{\prod_{i=1}^{k} \lambda_{i}}{\binom{n}{k}\binom{m}{k}}}
$$

It follows from the determinant lower bound for hereditary discrepancy (Theorem 1) that

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{1}{2}|\operatorname{det}(D)|^{1 / k} \geq \frac{1}{2}\left(\frac{\prod_{i=1}^{k} \lambda_{i}}{\binom{n}{k}\binom{m}{k}}\right)^{1 / 2 k}
$$

Having established a stronger connection between eigenvalues and hereditary discrepancy than the one given by Chazelle and Lvov [10], we can also re-execute their proof of the trace bound and obtain the following strengthening:

- Restatement of Corollary 6. For an $m \times n$ real matrix $A$, let $M=A^{T} A$. Then:

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{\operatorname{tr}^{2} M}{8 e \min \{n, m\} \operatorname{tr} M^{2}} \sqrt{\frac{\operatorname{tr} M}{\max \{m, n\}}}
$$

Proof. Let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $M$. Chazelle and Lvov [10] proved that if we choose $k=\operatorname{tr}^{2} M /\left(2 \operatorname{tr} M^{2}\right)$ then $\lambda_{k} \geq \operatorname{tr} M /(4 n)$. Examining their proof, one can in fact strengthen it slightly to $\lambda_{k} \geq \operatorname{tr} M /(4 \min \{m, n\})$ (their proof of ([10] Lemma 2.4) considers a uniform random eigenvalue $\lambda$ amongst $\lambda_{1}, \ldots, \lambda_{n}$ and uses that $\operatorname{tr} M=n \mathbb{E}[\lambda]$. However, one needs only $\lambda$ to be uniform random amongst the non-zero eigenvalues and there are at most $\min \{m, n\}$ such eigenvalues yielding $\operatorname{tr} M=\min \{n, m\} \mathbb{E}[\lambda])$. Inserting these bounds in Theorem 5 gives us

$$
\operatorname{herdisc}_{\infty}(A) \geq \frac{\operatorname{tr}^{2} M}{8 e \operatorname{tr} M^{2}} \sqrt{\frac{\operatorname{tr} M}{m n \min \{m, n\}}}=\frac{\operatorname{tr}^{2} M}{8 e \min \{n, m\} \operatorname{tr} M^{2}} \sqrt{\frac{\operatorname{tr} M}{\max \{m, n\}}}
$$

### 2.2 Hereditary $\ell_{2}$-discrepancy

This section proves the following determinant result for hereditary $\ell_{2}$-discrepancy of $m \times n$ matrices:

- Restatement of Theorem 7. For an $m \times n$ real matrix $A$ with $\operatorname{det}\left(A^{T} A\right) \neq 0$, we have

$$
\operatorname{herdisc}_{\infty}(A) \geq \operatorname{herdisc}_{2}(A) \geq \sqrt{\frac{n m}{8 \pi e}} \operatorname{det}\left(A^{T} A\right)^{1 / 2 n}
$$

The fact herdisc ${ }_{\infty}(A) \geq \operatorname{herdisc}_{2}(A)$ is true for all $A$, thus the difficulty in proving Theorem 7 lies in establishing that herdisc $2(A) \geq \sqrt{n m /(8 \pi e)} \operatorname{det}\left(A^{T} A\right)^{1 / 2 n}$. Our proof uses many of the ideas from the proof of the determinant lower bound (Theorem 1) in [13]. We start by introducing the linear discrepancy in the $\ell_{2}$ setting and summarize known relations between linear discrepancy and hereditary discrepancy.

- Definition 12. Let $A$ be an $m \times n$ real matrix. Then its linear $\ell_{2}$-discrepancy is defined as:

$$
\operatorname{lindisc}_{2}(A):=\max _{c \in[-1,+1]} \min _{x \in\{-1,+1\}^{n}} \frac{1}{\sqrt{m}}\|A(x-c)\|_{2}
$$

The linear $\ell_{2}$-discrepancy has a clean geometric interpretation (this is a direct translation of the similar interpretation of linear $\ell_{\infty}$-discrepancy given e.g. in [13, 16]). For an $m \times n$ real matrix $A$, let: $U_{A}:=\left\{x:\|A x\|_{2} \leq \sqrt{m}\right\}$. For $t>0$, place $2^{n}$ translated copies $U_{1}, \ldots, U_{2^{n}}$ of $t U_{A}$ such that there is one copy centered at each point in $\{-1,+1\}^{n}$. Then $\operatorname{lindisc}_{2}(A)$ is the least number $t$ for which the sets $U_{j}$ cover all of $[-1,+1]^{n}$.

We will need the following relationship between the hereditary and linear discrepancy:

- Lemma 13 (Lovász et al. [13]). For all $m \times n$ real matrices $A$, it holds that $\operatorname{lindisc}_{2}(A) \leq$ $2 \operatorname{herdisc}_{2}(A)$.

We remark that [13] proved Lemma 13 only for the $\ell_{\infty}$-discrepancy, but their proof only uses the fact that $\left\{x:\|A x\|_{\infty} \leq 1\right\}$ is centrally symmetric and convex (see [13] Lemma 1 ). The same is true for the $U_{A}$ defined above.

In light of Lemma 13, we set out to lower bound the linear discrepancy of an $m \times n$ matrix $A$ in terms of $\operatorname{det}\left(A^{T} A\right)$. We will prove the following lemma using an adaptation of the ideas in [13] (we have not been able to find a proof of this result elsewhere, but remark that the case of $m=n$ should follow by adapting the proof in [13]):

- Lemma 14. Let $A$ be an $m \times n$ real matrix with $\operatorname{det}\left(A^{T} A\right) \neq 0$. Then $\operatorname{lindisc}_{2}(A) \geq$ $\sqrt{n /(2 \pi e m)} \operatorname{det}\left(A^{T} A\right)^{1 / 2 n}$.

Proof. From the geometric interpretation given earlier, we know that if we place a copy of $\operatorname{lindisc}_{2}(A) U_{A}$ on each point in $\{-1,+1\}^{n}$, then they cover all of $[-1,1]^{n}$ hence $\operatorname{vol}\left(\operatorname{lindisc}_{2}(A) U_{A}\right) \geq \operatorname{vol}\left([-1,1]^{n}\right) / 2^{n}=1$. But

$$
\begin{aligned}
\operatorname{vol}\left(\operatorname{lindisc}_{2}(A) U_{A}\right) & =\left(\operatorname{lindisc}_{2}(A)\right)^{n} \operatorname{vol}\left(U_{A}\right) \\
& =\left(\operatorname{lindisc}_{2}(A)\right)^{n} \operatorname{vol}\left(\left\{x:\|A x\|_{2} \leq \sqrt{m}\right\}\right) \\
& =\left(\operatorname{lindisc}_{2}(A)\right)^{n} \operatorname{vol}\left(\left\{x: x^{T} A^{T} A x \leq m\right\}\right)
\end{aligned}
$$

Observe now that $\left\{x: x^{T} A^{T} A x \leq m\right\}=\left\{x: x^{T}\left(m^{-1} A^{T} A\right) x \leq 1\right\}$ is an ellipsoid. It is wellknown that the volume of such an ellipsoid equals $v_{n} / \sqrt{\operatorname{det}\left(m^{-1} A^{T} A\right)}=v_{n} / \sqrt{m^{-n} \operatorname{det}\left(A^{T} A\right)}$ where $v_{n}$ is the volume of the $n$-dimensional $\ell_{2}$ unit ball. Since $v_{n}=\pi^{n / 2} / \Gamma(n / 2+1) \leq$ $(2 \pi e / n)^{n / 2}$, we conclude:

$$
\begin{aligned}
1 & \leq \frac{\left(\operatorname{lindisc}_{2}(A)\right)^{n} v_{n}}{\sqrt{m^{-n} \operatorname{det}\left(A^{T} A\right)}} \Rightarrow \\
1 & \leq\left(\operatorname{lindisc}_{2}(A)\right)^{n}\left(\frac{2 \pi e m}{n}\right)^{n / 2} \frac{1}{\sqrt{\operatorname{det}\left(A^{T} A\right)}} \Rightarrow \\
\operatorname{lindisc}_{2}(A) & \geq \sqrt{\frac{n}{2 \pi e m}} \operatorname{det}\left(A^{T} A\right)^{1 / 2 n} .
\end{aligned}
$$

Combining Lemma 13 and Lemma 14 proves Theorem 7.
Having establishes Theorem 7, we are ready to prove our last result on hereditary $\ell_{2}$-discrepancy:

- Restatement of Corollary 8. For an $m \times n$ real matrix $A$, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ denote the eigenvalues of $A^{T} A$. For all positive integers $k \leq \min \{n, m\}$, we have $\operatorname{herdisc}_{2}(A) \geq$ $(k / e) \sqrt{\lambda_{k} /(8 \pi m n)}$.
Proof. Let $A$ be an $m \times n$ real matrix and let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ be the eigenvalues of $A^{T} A$. From Lemma 11, we know that for all $k \leq n$, there is an $m \times k$ submatrix $C$ of $A$ such that $\operatorname{det}\left(C^{T} C\right) \geq\left(\prod_{i=1}^{k} \lambda_{i}\right) /\binom{n}{k} \geq\left(k \lambda_{k} /(e n)\right)^{k}$. From Theorem 7, we get that $\operatorname{herdisc}_{2}(C) \geq \sqrt{k /(8 \pi e m)} \operatorname{det}\left(C^{T} C\right)^{1 / 2 k} \geq(k / e) \sqrt{\lambda_{k} /(8 \pi m n)}$. Since $C$ is obtained from $A$ by deleting a subset of the columns, it follows that herdisc ${ }_{2}(A) \geq \operatorname{herdisc}_{2}(C)$, completing the proof.


## 3 Discrepancy Minimization with Hereditary $\ell_{2}$ Guarantees

This section gives our new algorithm for discrepancy minimization. The goal is to prove the following:

- Restatement of Theorem 9. There is an $O\left((m+n) n^{2}\right)$ time algorithm that given an $m \times n$ matrix $A$, computes a coloring $x \in\{-1,+1\}^{n}$ satisfying $\operatorname{disc}_{2}(A, x)=O\left(\sqrt{\lg n} \cdot \operatorname{herdisc}_{2}(A)\right)$.

Our algorithm follows the same overall approach as several previous algorithms. The general setup is that we first give a procedure for partial coloring. This procedure takes a matrix $A$ and a partial coloring $x \in[-1,+1]^{n}$. We say that coordinates $i$ of $x$ such that $\left|x_{i}\right|<1$ are live. If there are $k$ live coordinates prior to calling the partial coloring method, then upon termination we get a new vector $\gamma$ such that the number of live coordinates in $\hat{x}=x+\gamma$ is no more than $k / 2$. At the same time, all coordinates of $\hat{x}$ are bounded by 1 in absolute value and $\|A \hat{x}\|_{2}$ is not much larger than $\|A x\|_{2}$.

We start by presenting the partial coloring algorithm and then show how to use it to get the final coloring.

### 3.1 Partial Coloring

In this section, we present our partial coloring algorithm. The algorithm takes as input an $m \times n$ matrix $A$ and a vector $x \in[-1,+1]^{n}$. We think of the vector $x$ as a partial coloring. We call a coordinate $x_{i}$ of $x$ live if $\left|x_{i}\right|<1$ and we let $k$ denote the number of live coordinates in $x$. For ease of notation, we let live $(i)$ denote the index of the $i$ 'th live coordinate in $x$ and we define $\oplus_{x}: \mathbb{R}^{n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}$ as the function such that $a \oplus_{x} b$ for $a \in \mathbb{R}^{n}$ and $b \in \mathbb{R}^{k}$, is the vector obtained from $a$ by adding the $i$ 'th coordinate of $b$ to the coordinate of index live $_{x}(i)$ in $a$ (where live ${ }_{x}(i)$ refers to the $i$ 'th live coordinate in $x$ ).

Upon termination, the algorithm returns another vector $\gamma \in \mathbb{R}^{k}$. If we let $\hat{x}=x \oplus_{x} \gamma$ be the vector in $\mathbb{R}^{n}$ obtained from $x$ by adding $\gamma_{i}$ to $x_{\text {live }_{x}(i)}$, then the partial coloring algorithm guarantees the following:

1. There are at most $k / 2$ live coordinates in $\hat{x}$.
2. For all $i$, we have $\left|\hat{x}_{i}\right| \leq 1$.
3. $\|A \hat{x}\|_{2}^{2}-\|A x\|_{2}^{2}=O\left(m\left(\operatorname{herdisc}_{2}(A)\right)^{2}\right)$.

Thus upon termination, the new vector $\hat{x}$ has half as many live coordinates, and the discrepancy did not increase by much. In particular the change is related to the hereditary $\ell_{2}$-discrepancy of $A$.

The main idea in our algorithm is to use the connection between eigenvalues and hereditary $\ell_{2}$-discrepancy that we proved in Corollary 8. Our algorithm proceeds in iterations, where in each step it finds a vector $v$ and adds it to $\gamma$. The way we choose $v$ is roughly to find the eigenvectors of $A^{T} A$ and then pick $v$ orthogonal to the eigenvectors corresponding to the largest eigenvalues. This bounds the difference $\left\|A\left(x \oplus_{x}(\gamma+v)\right)\right\|_{2}-\left\|A\left(x \oplus_{x} \gamma\right)\right\|_{2}$ in terms of the eigenvalues and thus hereditary $\ell_{2}$-discrepancy. At the same time, we use the ideas by Beck and Fiala (and many later papers) where we include constraints forcing $v$ orthogonal to $e_{i}$ for every coordinate $i$ that is not live. The algorithm is as follows:

## PartialColor $(A, x)$ :

1. Let $k$ denote the number of live coordinates in $x$ and let $C$ denote the $m \times k$ matrix obtained from $A$ by deleting all columns corresponding to coordinates that are not live.
2. Initialize $\gamma=\mathbf{0} \in \mathbb{R}^{k}$.
3. Compute an eigendecomposition of $C^{T} C$ to obtain the eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{k} \geq 0$ and corresponding eigenvectors $\mu_{1}, \ldots, \mu_{k}$.
4. While True:
a. Compute the set $S$ of coordinates $i$ such that $\left|\gamma_{i}+x_{\text {live }_{x}(i)}\right|=1$. If $|S| \geq k / 2$, return $\gamma$.
b. Find a unit vector $v$ orthogonal to all $e_{j}$ with $j \in S$ and to all $\mu_{i}$ with $i \leq k / 4$.
c. Let $\sigma=-\operatorname{sign}\left(\left\langle A x, A\left(\mathbf{0} \oplus_{x} v\right)\right\rangle\right)$. Compute the largest $\beta>0$ such that all coordinates of $x \oplus_{x}(\gamma+\sigma \beta v)$ are less than or equal to 1 in absolute value. Update $\gamma \leftarrow \gamma+\sigma \beta v$.

Correctness. We prove that the vector $\gamma$ returned by the above PartialColor algorithm satisfies the three claimed properties. First observe that in every iteration of the while loop, we find a vector $v$ that is orthogonal to $e_{i}$ whenever $\left|\gamma_{i}+x_{\text {live }_{x}(i)}\right|=1$. Hence if $\left|\gamma_{i}+x_{\text {live }_{x}(i)}\right|$ becomes 1, it never changes again. Moreover, by maximizing $\beta$ in each iteration, we guarantee that at least one more coordinate satisfies $\left|\gamma_{i}+x_{\text {live }_{x}(i)}\right|=1$ after every iteration. Thus the algorithm terminates after at most $k / 2$ iterations of the while loop and no coordinate of $x \oplus_{x} \gamma$ is larger than 1 in absolute value. What remains is to bound $\left\|A\left(x \oplus_{x} \gamma\right)\right\|_{2}^{2}-\|A x\|_{2}^{2}$.

Let $v^{(i)}$ denote the vector $v$ found during the $i$ 'th iteration of the while loop. Upon termination, we have that $\gamma=\sigma_{1} \beta_{1} v^{(1)}+\cdots+\sigma_{r} \beta_{r} v^{(r)}$ where $\sigma_{i}=-\operatorname{sign}\left(\left\langle A x, v^{(i)}\right\rangle\right)$ and each $v^{(i)}$ is orthogonal to $\mu_{1}, \ldots, \mu_{k / 4}$. Thus $\gamma$ is also orthogonal to $\mu_{1}, \ldots, \mu_{k / 4}$. We therefore have:

$$
\begin{aligned}
\left\|A\left(x \oplus_{x} \gamma\right)\right\|_{2}^{2} & =\left\|A\left(x+\left(\mathbf{0} \oplus_{x} \gamma\right)\right)\right\|_{2}^{2} \\
& \leq\|A x\|_{2}^{2}+\left\|A\left(\mathbf{0} \oplus_{x} \gamma\right)\right\|_{2}^{2}+2\left\langle A x, A\left(\mathbf{0} \oplus_{x} \gamma\right)\right\rangle \\
& =\|A x\|_{2}^{2}+\|C \gamma\|_{2}^{2}+2 \sum_{i=1}^{r}\left\langle A x, A\left(\mathbf{0} \oplus_{x} \sigma_{i} \beta_{i} v^{(i)}\right)\right\rangle \\
& \leq\|A x\|_{2}^{2}+\lambda_{k / 4}\|\gamma\|_{2}^{2}-2 \sum_{i=1}^{r} \operatorname{sign}\left(\left\langle A x, A\left(\mathbf{0} \oplus_{x} v^{(i)}\right)\right\rangle\right)\left\langle A x, A\left(\mathbf{0} \oplus_{x} \beta_{i} v^{(i)}\right)\right\rangle \\
& =\|A x\|_{2}^{2}+\lambda_{k / 4}\|\gamma\|_{2}^{2}-2 \sum_{i=1}^{r} \operatorname{sign}\left(\left\langle A x, A\left(\mathbf{0} \oplus_{x} v^{(i)}\right)\right\rangle\right)^{2}\left|\left\langle A x, A\left(\mathbf{0} \oplus_{x} \beta_{i} v^{(i)}\right)\right\rangle\right| \\
& \leq\|A x\|_{2}^{2}+\|\gamma\|_{\infty}^{2} k \lambda_{k / 4}-0 \\
& \leq\|A x\|_{2}^{2}+4 k \lambda_{k / 4} .
\end{aligned}
$$

We would like to use Corollary 8 to relate $k \lambda_{k / 4}$ to the hereditary discrepancy of $A$. Since $C$ is an $m \times k$ submatrix of $A$, we have herdisc ${ }_{2}(A) \geq \operatorname{herdisc}_{2}(C)$. Using Corollary 8 we have $\operatorname{herdisc}_{2}(C) \geq(k / 4 e) \sqrt{\lambda_{k / 4} / m k}=(1 / 4 e) \sqrt{k \lambda_{k / 4} /(8 \pi) m}$. Hence we conclude that

$$
\|A \hat{x}\|_{2}^{2}-\|A x\|_{2}^{2} \leq 128 e^{2} \pi m\left(\operatorname{herdisc}_{2}(A)\right)^{2}=O\left(m\left(\operatorname{herdisc}_{2}(A)\right)^{2}\right)
$$

Running Time. Step 1. of PartialColor takes $O(m k)$ time and step 2. takes $O(k)$. Step 3. takes $O\left(m k^{2}\right)$ time to compute $C^{T} C$ (can be improved via fast matrix multiplication) and $O\left(k^{3}\right)$ time to compute the eigendecomposition. As argued above, each iteration of the while loop increases the size of $S$ by at least one. Hence there are no more than $k / 2$ iterations of the loop. Computing $S$ in step (a) takes $O(k)$ time. Finding the unit vector $v$ in step (b) can be done in $O\left(k^{2}\right)$ time as follows: Whenever adding a coordinate $i$ to $S$, use Gram-Schmidt to compute the normalized (unit-norm) projection $\hat{e}_{i}$ of $e_{i}$ onto the orthogonal complement of $\mu_{1}, \ldots, \mu_{k / 4}$ and all previous vectors $\hat{e}_{j}$. This takes $O\left(k^{2}\right)$ time per $i$. To find $v$, sample a uniform random unit vector in $\mathbb{R}^{k}$ and run Gram-Schmidt to compute its projection onto the orthogonal complement of $\hat{e}_{j}$ for $j \in S$ and $\mu_{1}, \ldots, \mu_{k / 4}$. The expected length of the projection is $\Omega(1)$ and we can scale it to unit length afterwards. This gives the desired vector. The Gram-Schmidt step takes $O\left(k^{2}\right)$ time. Computing $A\left(\mathbf{0} \oplus_{x} v\right)$ in step (c) takes $O(m k)$ time and computing $A x$ can be done outside the while loop in $O(m n)$ time. The inner product takes $O(m)$ time to compute. Computing $\beta$ and adding $\sigma \beta v$ to $\gamma$ takes $O(k)$ time. Overall, the PartialColor algorithm takes $O\left(m n+m k^{2}+k^{3}\right)$ time. If $A x$ is given as argument to the algorithm, the time is further reduced to $O\left((m+k) k^{2}\right)$.

### 3.2 The Final Algorithm

Now that we have the PartialColor algorithm, getting to a low discrepancy coloring is straight forward. Given an $m \times n$ matrix $A$, we initialize $x \leftarrow \mathbf{0}$. We then repeatedly invoke $\operatorname{PartialColor}(A, x)$. Each call returns a vector $\gamma$. We update $x \leftarrow x+\gamma$ and continue. We stop once there are no live coordinates in $x$, i.e. all coordinates satisfy $\left|x_{i}\right|=1$.

In each iteration, the number of live coordinates of $i$ decreases by at least a factor two, and thus we are done after at most $\lg n$ iterations. This means that the final vector $x$ satisfies

$$
\begin{aligned}
\|A x\|_{2}^{2} & \leq \lg n \cdot O\left(m\left(\operatorname{herdisc}_{2}(A)\right)^{2}\right) \Rightarrow \\
\|A x\|_{2} & =O\left(\sqrt{m \lg n} \cdot \operatorname{herdisc}_{2}(A)\right) \Rightarrow \\
\operatorname{disc}_{2}(A, x) & =O\left(\sqrt{\lg n} \cdot \operatorname{herdisc}_{2}(A)\right) .
\end{aligned}
$$

For the running time, observe that after each call to PartialColor, we can compute $A(x+\gamma)$ from $A x$ in $O(m k)$ time. Thus we can provide $A x$ as argument to PartialColor and thereby reduce its running time to $O\left((m+k) k^{2}\right)$. Since $k$ halves in each iteration, we get a running time of

$$
O\left(\sum_{i=1}^{\lg n}\left(m+n / 2^{i}\right)\left(n / 2^{i}\right)^{2}\right)=O\left((m+n) n^{2}\right)
$$

This concludes the proof of Theorem 9.

## 4 Experiments

In this section, we present a number of experiments to test the practical performance of our discrepancy minimization algorithm. We denote the algorithm by L2Minimize in the following. We compare it to two base line algorithms Sample and Samplemany. SAMPLE simply picks a uniform random $\{-1,+1\}$ vector as its coloring. SAMPLEMANY repeatedly samples a uniform random $\{-1,+1\}$ vector and runs for the same amount of time as L2Minimize. It returns the best vector found within the time limit.

The algorithms were implemented in Python, using NumPy and SciPy for linear algebra operations. All tests were run on a MacBook Pro (15-inch, Late 2013) running macOS Sierra 10.13.3. The machine has a 2 GHz Intel Core i7 and 8GB DDR3 RAM.

We tested the algorithms on three different classes of matrices:

- Uniform matrices: Each coordinate is uniform random and independently chosen among -1 and +1 .
- 2D Corner matrices: Obtained by sampling two sets $P=\left\{p_{1}, \ldots, p_{n}\right\}$ and $Q=$ $\left\{q_{1}, \ldots, q_{m}\right\}$ of $n$ and $m$ points in the plane, respectively. The points are sampled uniformly in the $[0,1] \times[0,1]$ unit square. The resulting matrix has one column per point $p_{j} \in P$ and one row per point $q_{i} \in Q$. The entry $(i, j)$ is 1 if $p_{j}$ is dominated by $q_{i}$, i.e. $q_{i} . x>p_{j} . x$ and $q_{i} . y>p_{j} . y$ and it is 0 otherwise. Such matrices are known to have hereditary $\ell_{2}$-discrepancy $O\left(\lg ^{1.5} n\right)[20]$.
- 2D Halfspace matrices: Obtained by sampling a set $P=\left\{p_{1}, \ldots, p_{n}\right\}$ of $n$ points in the unit square $[0,1] \times[0,1]$, and a set $Q$ of $m$ halfspace. Each halfspace in $Q$ is sampled by picking one point $a$ uniformly on either the left boundary of the unit square or on the top boundary, and another point $b$ uniformly on either the right boundary or the bottom boundary of the unit square. The halfspace is then chosen uniformly to be either everything above the line through $a, b$ or everything below it. The resulting matrix has one column per point $p_{j} \in P$ and one row per halfspace $h_{i} \in Q$. The entry $(i, j)$ is 1 if $p_{j}$ is in the halfspace $h_{i}$ and it is 0 otherwise. Such matrices are known to have hereditary $\ell_{2}$-discrepancy $O\left(n^{1 / 4}\right)$ [15].

Each test is run 10 times and the average $\ell_{2}$ discrepancy and average runtime is reported. The running times of the algorithms varied exclusively with the matrix size and not the type of matrix, thus we only show one time column which is representative of all types of matrices. The results are shown in Table 1.

The table clearly shows that L2Minimize gives superior colorings for all types of matrices and all sizes. The tendency is particularly clear on the structured matrices 2D Corner and 2D Halfspace where the coloring found by L2Minimize on $10000 \times 10000$ matrices is a factor 25-30 smaller than a single round of random sampling (SAMPLE) and a factor 5-7 better than random sampling for as long time as L2Minimize runs (Samplemany).

Table 1 Results of experiments with our L2Minimize algorithm. The Matrix Size column gives the size $m \times n$ of the input matrix. The Disc columns shows $\operatorname{disc}_{2}(A, x)=\|A x\|_{2} / \sqrt{m}$ for the coloring $x$ found by the algorithm on the given type of matrix. Time is measured in seconds. Each entry is the average of 10 executions.

| Algorithm | Matrix Size | Disc Uniform | Disc 2D Corner | Disc 2D Halfspace | Time (s) |
| :---: | :---: | ---: | ---: | ---: | ---: |
| L2Minimize | $200 \times 200$ | 7.2 | 1.8 | 1.6 | $<1$ |
| SAMPLE | $200 \times 200$ | 13.8 | 7.6 | 11.0 | $<1$ |
| SAMPLEMANY | $200 \times 200$ | 11.6 | 2.3 | 2.7 | $<1$ |
| L2MINIMIZE | $1000 \times 1000$ | 15.7 | 1.9 | 2.3 | 9 |
| SAMPLE | $1000 \times 1000$ | 31.6 | 16.0 | 18.3 | $<1$ |
| SAMPLEMANY | $1000 \times 1000$ | 28.9 | 4.9 | 5.5 | 9 |
| L2MINIMIZE | $4000 \times 4000$ | 31.0 | 2.1 | 2.6 | 717 |
| SAMPLE | $4000 \times 4000$ | 63.1 | 21.0 | 34.0 | $<1$ |
| SAMPLEMANY | $4000 \times 4000$ | 60.3 | 9.5 | 10.7 | 717 |
| L2MINIMIZE | $10000 \times 10000$ | 48.3 | 2.1 | 3.1 | 15260 |
| SAMPLE | $10000 \times 10000$ | 99.9 | 51.4 | 15.6 | 15260 |
| SAMPLEMANY | $10000 \times 10000$ | 96.8 | 14.2 | 2.7 | 535 |
| L2MINIMIZE | $10000 \times 2000$ | 35.9 | 2.1 | 24.1 | $<1$ |
| SAMPLE | $10000 \times 2000$ | 44.7 | 20.6 | 8.0 | 535 |
| SAMPLEMANY | $10000 \times 2000$ | 43.4 | 6.7 | 2.0 | 5809 |
| L2MINIMIZE | $2000 \times 10000$ | 21.4 | 70.8 | $<1$ |  |
| SAMPLE | $2000 \times 10000$ | 99.9 | 1.8 | 16.4 | 5809 |
| SAMPLEMANY | $2000 \times 10000$ | 92.2 | 40.8 | 13.8 |  |

The $O\left((m+n) n^{2}\right)$ running time makes the algorithm practical up to matrices of size about $10000 \times 10000$, at which point the algorithm runs for 15260 seconds $\approx 4$ hours and 15 minutes.
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## 1 Introduction

## Classical distributed computing

A central topic in distributed computing is the study of synchronous network algorithms. Here processors and communication channels are modeled using nodes and edges, respectively, and executions proceed with round-based synchrony, where each node can transfer one message to each adjacent node per round. The main quantity of interest is typically the number of rounds needed to solve a computational task. Two fundamental models considered in the literature are the LOCAL model, introduced by Linial [19, 20], and the CONGEST model, introduced by Peleg [22].

The LOCAL model does not put any limitation on the size of the messages sent at each round, and thus mainly characterizes the locality of the problem considered and the hardness of breaking symmetry between nodes. Obviously all computational problems can be solved with $O(D)$ rounds in the LOCAL model, where $D$ is the diameter of the network, by first
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collecting all the information about the network (including the inputs of all nodes) at some node. Many important problems have significantly more efficient algorithms - we refer to [22] for examples and to [8] for a recent classification.

In the CONGEST model, on the other hand, each message has restricted length (the length is typically restricted to $O(\log n)$ bits, where $n$ is the number of nodes in the network). This corresponds to the situation of communication channels with limited bandwidth, in which case congestions can arise. A simple example showing the striking difference between these two models is deciding whether the diameter of the network is 2 or 3 . This problem requires $\Theta(n)$ rounds in the CONGEST model [11, 16, 23], while in the LOCAL model it can be trivially solved with a constant number of rounds.

## Quantum distributed computing

Quantum versions of both models can be naturally defined by replacing classical channels by quantum channels between the processors (which are now quantum processors, i.e., processors that can process quantum information). Gavoille, Kosowski and Markiewicz [12] first considered quantum distributed computing in the LOCAL model, and showed that for several fundamental problems, such as Graph Coloring or Maximal Independent Set, allowing quantum communication cannot lead to any significant advantage. More recently, Arfaoui and Fraigniaud [2] observed that several lower bound techniques for the classical LOCAL model hold in the quantum model as well.

The power of distributed network computation in the CONGEST model, where each node can send $O(\log n)$ qubits per round to each neighbor, has been first investigated by Elkin, Klauck, Nanongkai and Pandurangan [10]. The main conclusions reached in that paper were that for many fundamental problems in distributed computing, such as computing minimum spanning trees or minimum cuts, quantum communication does not, again, offer significant advantages over classical communication. Recently, Le Gall and Magniez nevertheless showed the superiority of quantum distributed computing in the CONGEST model for a concrete problem [18]: they showed that the diameter of the network can be computed in $\tilde{O}(\sqrt{n D})$ rounds in the quantum setting, where $n$ is the number of nodes of the network and $D$ is the diameter of the network. In comparison, as mentioned above $\Omega(n)$ rounds are necessary in the classical setting even if $D$ is constant. It should be mentioned that from a purely complexity-theoretic perspective most known separations between two-party classical and quantum communication complexities (e.g., separations in the bounded-error setting for the disjointness function $[1,7,17]$ ) can be converted in a straightforward way into similar separations in the CONGEST model. The contribution of [18] is actually to give a separation for an important problem in distributed computing.

A pressing open question is to understand whether a similar quantum speedup in distributed computing can be obtained in the LOCAL model. The only known gap is a factor of 2 : for each integer $t \geq 1$, Gavoille, Kosowski and Markiewicz [12] constructed a computational problem (inspired by the work by Greenberger, Horne and Zeilinger [13]) that can be solved in $t$ rounds in the quantum setting but requires $2 t$ rounds in the classical setting. ${ }^{1}$ The quantum upper bound comes from the observation that $t$ rounds are enough to create entanglement between two nodes at distance $2 t$ from each other. In this perspective, as mentioned in [12], the speed-up factor of 2 may "look like a natural limit". Note that, contrary to

[^68]the CONGEST model, known separations between two-party (or multiparty) quantum and classical communication complexities seem meaningless to prove separations in the LOCAL model due to the unlimited bandwidth between nodes.

## Our results

In this work we show the existence of a large gap between the round complexities of quantum and classical (randomized) distributed computation in the LOCAL model.

- Theorem 1. There exists a computational problem that can be solved with 2 rounds in the quantum LOCAL model, but requires $\Omega(n)$ rounds in the classical LOCAL model, where $n$ denotes the number of nodes in the network.

The computational problem we construct to prove Theorem 1 is inspired by a construction from [3], which was initially used to show the non-locality of measurement outcomes of graph states. The same construction was recently also used by Bravyi, Gosset and König [5] to prove their separation between quantum and classical constant-depth circuit complexities. The problem, defined in Section 4, can be informally described as follows: on an $n$-node ring, the nodes should output one of the possible outcomes that arise when measuring the graph state corresponding to the ring in a basis depending on the input each node receives. We are currently not aware of any applications of Theorem 1 for constructing quantum algorithms for problems of interest to the distributed computing community, but nevertheless consider this result as a valuable proof of concept showing that the quantum LOCAL model can be arbitrarily more powerful than the classical LOCAL model.

The computational problem considered in Theorem 1 is a relation (i.e., for each input there are multiple valid outputs). It is fairly easy to show that for any function (i.e., for each input there is only one valid output at each node) the quantum and classical round complexities are equal in the LOCAL model: we give a proof of this property in Appendix B. We then investigate whether a separation similar to the separation of Theorem 1 can be obtained for a computational problem without input. Such kinds of computational problems (seen as sampling problems or computations of probability distributions) are the main targets of the field of quantum supremacy (see [14] for a recent survey). Indeed, a major open problem left in the work by Bravyi, Gosset and König [5] mentioned above is to prove the superiority of constant-depth quantum circuits for the computation of a probability distribution. We show that in the LOCAL model of distributed computing such a goal can be achieved.

- Theorem 2. There exists a sampling problem that can be solved with 2 rounds in the quantum LOCAL model, but requires $\Omega(n)$ rounds in the classical LOCAL model. The classical lower bound holds even for constant-error additive approximation.

Theorem 2 is proved by considering the same computational problem as used in Theorem 1 but replacing the inputs by random bits. The proof nevertheless requires several adjustments, in particular a careful analysis of the classical randomness shared during the execution of the protocol.

## Other relevant works

It is well known that quantum communication can offer significant advantages over classical communication in several settings such as communication complexity or quantum games (see, e.g., $[6,9,25]$ ). Concerning problems of interest to the distributed computing community,
the main works not already mentioned are quantum algorithms for byzantine agreements [4] and for distributed computing over anonymous networks, and in particular the design of zero-error quantum algorithms for leader election [24] (see also [9]).

## 2 Preliminaries

### 2.1 Notations and definitions

## Quantum gates

We assume that the reader is familiar with the basis of quantum computation and refer to [21] for a standard reference. We will use the Hadamard gate H and the phase gate S acting on one qubit:

$$
\mathrm{H}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right), \quad \mathrm{S}=\left(\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right)
$$

where $i$ denotes the imaginary unit of complex numbers. We will also use the CNOT gate acting on two qubits (called the control qubit and the target qubit) that maps the basis state $|a\rangle|b\rangle$, for any two bits $a, b \in\{0,1\}$, to the state $|a\rangle|a \oplus b\rangle$ where $\oplus$ denotes the exclusive OR. Finally, we will need the following two 2-qubit gates (Controlled-Z and Controlled-S gates):

$$
\mathrm{CZ}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \quad \mathrm{CS}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & i
\end{array}\right)
$$

Note that for the gates CZ and CS the order of the qubits the gates act on is unimportant.

## Graph-theoretic notation

In this work all the graphs will be undirected and unweighted. For any graph $G=(V, E)$ and any node $u \in V$, we use $N(u)$ to denote the set of neighbors of $u$.

## Graph states

Graph states are a special type of quantum states that are associated with graphs [15]. Let $G=(V, E)$ be any undirected graph. The graph state associated with $G$ is the quantum state on $|V|$ qubits constructed in the following way. Let $\left\{\mathrm{Q}_{u}\right\}_{u \in V}$ denote the $|V|$ registers used to store the qubits of the graph state (each register stores one qubit). First construct the quantum state

$$
\bigotimes_{u \in V}|0\rangle_{Q_{u}}
$$

in these registers. Then apply a Hadamard gate on each register. Finally, for each edge $\{u, v\} \in E$, apply the gate CZ on the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)$. The order in which these CZ gates are applied is unimportant, as they all commute.

## The total variation distance

Given two probability distributions $p, q: X \rightarrow[0,1]$ over a finite set $X$, the total variation distance (also called statistical distance) between $p$ and $q$ is defined as $\frac{1}{2} \sum_{x \in X}|p(x)-q(x)|$.

### 2.2 Classical and quantum LOCAL models

In this paper we consider the LOCAL communication model in both the classical and quantum scenarios. The topology of the network is represented by a graph. Executions proceed with round-based synchrony and each node can transfer one message to each adjacent node per round. Initially the nodes of the network share neither any randomness nor, in the quantum scenario, any entanglement. ${ }^{2}$ In this paper all the networks are undirected and unweighted. All links and nodes of the network (corresponding to the edges and nodes of the graph, respectively) are reliable and suffer no faults. Each node has a distinct identifier (its size is irrelevant for our purposes). Initially, each node knows nothing about its location in the global topology of the network except the set of edges incident to itself and the number of nodes of the graph.

The processors at each node operate probabilistically in the classical LOCAL model, and they operate quantumly in the quantum LOCAL model. The messages exchanged between them are, respectively, classical and quantum. We do not consider the running time of the processors, as we are only interested in the round complexity. While the classical lower bound of Theorem 2 is proved using a relatively informal definition of the classical LOCAL model, we include its formal definition in Appendix A for completeness.

### 2.3 The construction from prior works

We now describe the construction introduced in [3], and also used in [5], that shows that non-locality can arise when measuring graph states. For any even integer $d \geq 2$, we define the graph $G_{d}$ as a ring consisting of $3 d$ nodes, and denote the nodes $v_{0}, v_{1}, \ldots, v_{3 d-1}$ (see Figure 1). It will be convenient to consider this graph as a triangle, with the three nodes $v_{0}, v_{d}$ and $v_{2 d}$ as corners. We define $V_{R}=\left\{v_{i} \mid i \in\{1, \ldots, d-1\}\right\}, V_{B}=\left\{v_{i} \mid i \in\{d+1, \ldots, 2 d-1\}\right\}$ and $V_{L}=\left\{v_{i} \mid i \in\{2 d+1, \ldots, 3 d-1\}\right\}$ as the set of nodes on the right side, bottom side and left side, respectively, of the triangle. We also define $V_{\text {even }}$ as the set of all nodes of the graph with even index, and $V_{\text {odd }}$ as the set of all nodes with odd index.


Figure 1 The graph $G_{d}$ (illustrated for $d=4$ ).
Given three bits $b_{0}, b_{1}, b_{2} \in\{0,1\}$, consider the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$ described in Figure 2.

[^69]1. Create the graph state on the graph $G_{d}$.
2. For each $i \in\{0,1,2\}$ apply the quantum gate $S^{b_{i}}$ to the qubit of node $v_{d i}$ (i.e., depending on the value of the three bits $b_{0}, b_{1}$ and $b_{2}$, apply either the gate S or the identity gate I on each of three corner nodes $v_{0}, v_{d}$ and $v_{2 d}$ of the graph).
3. Apply the Hadamard gate H to each qubit of the graph.
4. Measure all qubits in the computational basis. For each $v \in V$, let $m_{v}$ denote the outcome of the measurement done at node $v$.

Figure 2 The process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$.

From the measurement outcome of the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$, let us define four bits $m_{E}$, $m_{R}, m_{B}$ and $m_{L}$ as follows:

$$
\begin{array}{ll}
m_{E}=\bigoplus_{v \in V_{\text {even }}} m_{v}, & m_{R}=\bigoplus_{v \in V_{R} \cap V_{\text {odd }}} m_{v}, \\
m_{B}=\bigoplus_{v \in V_{B} \cap V_{\text {odd }}} m_{v}, & m_{L}=\bigoplus_{v \in V_{L} \cap V_{\text {odd }}} m_{v} .
\end{array}
$$

Refs. [3, 5] characterized which combinations of these four bits can arise as an outcome of the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$ :

Proposition 3. ([3, 5]) For any bits $b_{0}, b_{1}, b_{2}$ and any measurement outcome of the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$, the identity $m_{R} \oplus m_{B} \oplus m_{L}=0$ holds. Additionally, we have:

$$
\left\{\begin{array}{cll}
m_{E} & =0 & \text { if }\left(b_{0}, b_{1}, b_{2}\right)=(0,0,0), \\
m_{E} \oplus m_{R} \oplus m_{L} & =1 & \text { if }\left(b_{0}, b_{1}, b_{2}\right)=(0,1,1), \\
m_{E} \oplus m_{R} \oplus m_{B} & =1 & \text { if }\left(b_{0}, b_{1}, b_{2}\right)=(1,0,1), \\
m_{E} \oplus m_{B} \oplus m_{L} & =1 & \text { if }\left(b_{0}, b_{1}, b_{2}\right)=(1,1,0) .
\end{array}\right.
$$

It will be convenient to represent a measurement outcome $\left\{m_{v}\right\}_{v \in V}$ as the binary string $m \in\{0,1\}^{3 d}$ where the $i$-th bit is $m_{v_{i}}$ for each $i \in\{0, \ldots, 3 d-1\}$. We define the support of the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$, and denote it $\Lambda_{d}\left(b_{0}, b_{1}, b_{2}\right)$, as the set of all binary strings in $\{0,1\}^{3 d}$ corresponding to measurement outcomes arising (with non-zero probability) from the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$.

Finally, our lower bounds will rely on the following lemma, which essentially shows that the quantum correlations from the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$ cannot be simulated classically by local affine functions.

- Lemma 4. ([3, 5]) Consider any affine function $q_{E}:\{0,1\}^{3} \rightarrow\{0,1\}$ and any three affine functions $q_{R}:\{0,1\}^{2} \rightarrow\{0,1\}, q_{L}:\{0,1\}^{2} \rightarrow\{0,1\}, q_{B}:\{0,1\}^{2} \rightarrow\{0,1\}$ such that

$$
q_{R}\left(b_{0}, b_{1}\right) \oplus q_{B}\left(b_{1}, b_{2}\right) \oplus q_{L}\left(b_{0}, b_{2}\right)=0
$$

holds for any $\left(b_{1}, b_{2}, b_{3}\right) \in\{0,1\}^{3}$. Then at least one of the four following equalities does not hold:

$$
\begin{aligned}
q_{E}(0,0,0) & =0, \\
q_{E}(0,1,1) \oplus q_{R}(0,1) \oplus q_{L}(0,1) & =1, \\
q_{E}(1,0,1) \oplus q_{R}(1,0) \oplus q_{B}(0,1) & =1, \\
q_{E}(1,1,0) \oplus q_{B}(1,0) \oplus q_{L}(1,0) & =1
\end{aligned}
$$

## 3 Efficient Construction of Graph States

In this section we consider the construction of graph states in the distributed setting. More precisely, we consider the following problem that we call the subgraph state construction problem. The problem is defined on an arbitrary network $G=(V, E)$. Each node $u \in V$ receives a bit $c_{u} \in\{0,1\}$ as input. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ denote the subgraph of $G$ induced by the node set $V^{\prime}=\left\{v \in V \mid c_{v}=1\right\}$. The problem asks to create the graph state corresponding to $G^{\prime}$, shared over the nodes in $V^{\prime}$ : each node $v \in V^{\prime}$ of the network should own the corresponding 1-qubit register of the graph state (which is the register $\mathrm{Q}_{v}$ in the notations of Section 2.1).

The following theorem shows that this problem can be done efficiently, which is essential for the separation results presented in Sections 4 and 5.

- Theorem 5. In the quantum LOCAL model, the subgraph state construction problem can be solved in 2 rounds.

Proof. The protocol is presented in Figure 3 and illustrated, for a path of two nodes, in Figure 4. This is clearly a 2-round protocol: one round is used at Step 1(c) and one round is used at Step 2(b).

Input: each node $u \in V$ receives a bit $c_{u}$

1. Each node $u \in V$ does the following:
(a) it prepares one 1-qubit register $\mathrm{Q}_{u}$ and, for each neighbor $v \in N(u)$, one 1-qubit register denoted $\mathrm{R}_{u}^{v}$ (all these registers are initialized to the quantum state $|0\rangle$ );
(b) it applies a Hadamard gate on $\mathrm{Q}_{u}$, and then a CNOT gate on $\left(\mathrm{Q}_{u}, \mathrm{R}_{u}^{v}\right)$ with $\mathrm{Q}_{u}$ as control qubit, for each $v \in N(u)$;
(c) it sends, for each $v \in N(u)$, the register $\mathrm{R}_{u}^{v}$ and the bit $c_{u}$ to node $v$.
2. Each node $u \in V$ (which now owns the registers $\mathrm{Q}_{u}$ and the registers $\mathrm{R}_{v}^{u}$ just received) does the following:
(a) it applies the gate CS to the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{R}_{v}^{u}\right)$ for each $v \in N(u)$ such that $c_{u} \wedge c_{v}=1$;
(b) it sends back the register $\mathrm{R}_{v}^{u}$ to node $v$, for each $v \in N(u)$.
3. Each node $u \in V$ (which now owns the registers $\mathrm{Q}_{u}$ and the registers $\mathrm{R}_{u}^{v}$ ) does the following:
(a) it applies a CNOT gate on $\left(\mathrm{Q}_{u}, \mathrm{R}_{u}^{v}\right)$ with $\mathrm{Q}_{u}$ as control qubit, for each $v \in N(u)$;
(b) it discards the registers $\mathrm{R}_{u}^{v}$ for all $v \in N(u)$.

Figure 3 The quantum distributed algorithm solving the subgraph state construction problem.

We now prove that the protocol is correct. At the end of Step 1(b), the state of the whole network is:

$$
|\varphi\rangle=\bigotimes_{u \in V}\left(\frac{1}{\sqrt{2}} \sum_{j=0}^{1}\left(|j\rangle_{\mathrm{Q}_{u}} \bigotimes_{v \in N(u)}|j\rangle_{\mathrm{R}_{u}^{v}}\right)\right) .
$$

Let us fix any two nodes $u$ and $v$ such that $\{u, v\} \in E$. The state $|\varphi\rangle$ can be rewritten as

$$
\frac{1}{2} \sum_{j=0}^{1} \sum_{k=0}^{1}|j\rangle_{\mathbf{Q}_{u}}|k\rangle_{\mathbf{Q}_{v}}|j\rangle_{\mathbf{R}_{u}^{v}}|k\rangle_{\mathrm{R}_{v}^{u}}\left|\psi_{j, u, k, v}\right\rangle\left|\chi_{u, v}\right\rangle
$$

where $\left|\chi_{u, v}\right\rangle$ is a quantum state independent from bits $i$ and $j$ and

$$
\left|\psi_{j, u, k, v}\right\rangle=\bigotimes_{v^{\prime} \in N(u) \backslash\{v\}}|j\rangle_{\mathrm{R}_{u}^{v^{\prime}}} \bigotimes_{u^{\prime} \in N(v) \backslash\{u\}}|k\rangle_{\mathrm{R}_{v}^{u^{\prime}}} .
$$

Note that, for the state $|\varphi\rangle$, applying the gate CS to the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{R}_{v}^{u}\right)$ or $\left(\mathrm{Q}_{v}, \mathrm{R}_{u}^{v}\right)$ has the same effect as applying it to the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)$, yet the former can be done locally. Thus, when node $u$ applies the gate CS to the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{R}_{v}^{u}\right)$ and node $v$ applies the gate CS to the pair of registers $\left(\mathrm{Q}_{v}, \mathrm{R}_{u}^{v}\right)$, the state $|\varphi\rangle$ is mapped to the quantum state

$$
\mathrm{CZ}_{\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)}|\varphi\rangle
$$

where $\mathrm{CZ}_{\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)}$ denotes the gate CZ applied to the pair of registers $\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)$. Since $c_{u} \wedge c_{v}=1$ if and only if $\{u, v\} \in E^{\prime}$, at the end of Step 2, the whole state of the network is

$$
\left(\prod_{\{u, v\} \in E^{\prime}} \mathrm{CZ}_{\left(\mathrm{Q}_{u}, \mathrm{Q}_{v}\right)}\right)|\varphi\rangle .
$$

Step 3(a) disentangles the registers $\mathrm{R}_{u}^{v}$ for all $\{u, v\} \in E$, restoring each of them to state $|0\rangle$. Therefore, discarding the registers $\mathrm{R}_{u}^{v}$ at Step 3(b) does not introduce decoherence in the remaining qubits and, at the end of Step 3, we obtain the desired graph state shared by the nodes in $V^{\prime}$.


Figure 4 Our protocol illustrated for a 2-path graph $G=(V, E)$ with $V=\{u, v\}, E=\{\{u, v\}\}$ and $c_{u}=c_{v}=1$ (the classical messages are omitted from the figure). The global state after Step 1, 2 and 3 is, respectively, $\frac{1}{2}(|0000\rangle+|0101\rangle+|1010\rangle+|1111\rangle), \frac{1}{2}(|0000\rangle+|0011\rangle+|1100\rangle-|1111\rangle)$ and $\frac{1}{2}(|00\rangle+|01\rangle+|10\rangle-|11\rangle)$, where the order of qubits is as they appear in the circuit from the top to the bottom.

## 4 Separation between the Classical and Quantum LOCAL Models

In this section we prove Theorem 1.
For any even integer $d \geq 2$, recall the network $G_{d}=(V, E)$ defined in Section 2.3, where $V=\left\{v_{0}, \ldots, v_{3 d-1}\right\}$. In this section we will consider the network $\mathcal{G}_{d}$ with node set $V \cup\left\{w_{0}, w_{1}, w_{2}\right\}$ and edge set $E \cup\left\{\left\{v_{0}, w_{0}\right\},\left\{v_{d}, w_{1}\right\},\left\{v_{2 d}, w_{2}\right\}\right\}$, which is obtained from $G_{d}$ by adding one node to each corner (see Figure 5).


Figure 5 The network $\mathcal{G}_{d}$ considered to prove the separation (illustrated for $d=4$ ).

We now describe the computational problem used to prove our separation. The network considered is $\mathcal{G}_{d}$, for any even integer $d \geq 2$. The input consists of three bits $b_{0}, b_{1}$ and $b_{2}$ : node $w_{0}$ is given $b_{0}$, node $w_{1}$ is given $b_{1}$, and node $w_{2}$ is given $b_{2}$ (the other nodes have no input). The output is defined as follows: for each $i \in\{0,1, \ldots, 3 d-1\}$, the node $v_{i}$ should output one bit $x_{i}$. The nodes $w_{0}, w_{1}$ and $w_{2}$ do not output anything. The output can thus be seen as a binary string $\left(x_{0}, \ldots, x_{3 d-1}\right)$ of length $3 d$. We say that this string is valid if it is in the set $\Lambda_{d}\left(b_{0}, b_{1}, b_{2}\right)$.

The following theorem shows an upper bound on the complexity of this problem in the quantum LOCAL model and a lower bound in the classical LOCAL model.

- Theorem 6. There exists a 2-round quantum algorithm that always outputs a valid string. For any integer $T \leq d / 2$, no $T$-round classical algorithm can output a valid string with probability greater than $7 / 8$ on all inputs $\left(b_{0}, b_{1}, b_{2}\right) \in\{0,1\}^{3}$, even if arbitrary prior randomness is allowed.

Proof. The considered computational problem can easily be solved in two rounds in the quantum setting by implementing the following process.

- Process 1. The nodes of the network first apply the 2-round algorithm of Theorem 5 with input $c_{w_{0}}=c_{w_{1}}=c_{w_{2}}=0$ and $c_{v}=1$ for each $v \in V$. This constructs the graph state over the subgraph $G_{d}$ of $\mathcal{G}_{d}$. Moreover, for each $i \in\{0,1,2\}$, the node $w_{i}$ concurrently sends its input $b_{i}$ to its neighbor $v_{d i}$ (the messages can be appended to the messages of the algorithm of Theorem 5). Finally, the nodes of $V$ implement Steps 2-4 of the process $\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)$, which can be done without communication, and output their measurement outcomes.

Note that implementing Process 1 requires each node to know whether it is an input node ( $w_{0}, w_{1}$ or $w_{2}$ ), a corner node on the ring ( $v_{0}, v_{d}$ or $v_{2 d}$ ) or a non-corner node on the ring (all the other nodes). This is not a problem since each node knows its degree and the type of the nodes depends only on their degrees: the nodes $w_{0}, w_{1}$ and $w_{2}$ are the nodes of degree 1 , the nodes $v_{0}, v_{d}$ and $v_{2 d}$ are the nodes of degree 3 , and all the other nodes have degree 2 .

We now show the classical lower bound, which uses the same argument as in [3] and holds even if the nodes of the network share prior randomness. Consider any classical distributed algorithm $\mathcal{A}$ and fix its randomness $r$ (the string $r$ represents both the shared
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prior randomness and the random bits used by the algorithm). This defines a deterministic algorithm that we denote $\mathcal{A}(r)$. Let us write $q_{v}\left(b_{0}, b_{1}, b_{2}\right)$ the bit output at node $v$ by $\mathcal{A}(r)$, for each $v \in V$. Let us define

$$
\begin{array}{lll}
q_{E}\left(b_{0}, b_{1}, b_{2}\right)=\bigoplus_{v \in V_{\text {even }}} q_{v}\left(b_{0}, b_{1}, b_{2}\right), & q_{R}\left(b_{0}, b_{1}, b_{2}\right)=\bigoplus_{v \in V_{R} \cap V_{\text {odd }}} q_{v}\left(b_{0}, b_{1}, b_{2}\right), \\
q_{B}\left(b_{0}, b_{1}, b_{2}\right)=\bigoplus_{v \in V_{B} \cap V_{\text {odd }}} q_{v}\left(b_{0}, b_{1}, b_{2}\right), & q_{L}\left(b_{0}, b_{1}, b_{2}\right)=\bigoplus_{v \in V_{L} \cap V_{\text {odd }}} q_{v}\left(b_{0}, b_{1}, b_{2}\right) .
\end{array}
$$

Assume that the algorithm uses at most $d / 2$ rounds. Then, for each $v \in V, q_{v}\left(b_{0}, b_{1}, b_{2}\right)$ depends only on one of the bits $b_{0}, b_{1}, b_{2}$. Since all single-input Boolean functions are affine and so are their sums, $q_{E}, q_{R}, q_{B}$ and $q_{L}$ are affine functions of $b_{0}, b_{1}, b_{2}$. Moreover, $q_{R}$ can only depend on $b_{0}$ and $b_{1}, q_{B}$ can only depend on $b_{1}$ and $b_{2}$, and $q_{L}$ can only depend on $b_{0}$ and $b_{2}$. From Proposition 3 and Lemma 4 we get that, at least for one choice of $\left(b_{0}, b_{1}, b_{2}\right) \in\{0,1\}^{3}$, the output of $\mathcal{A}(r)$ is not a valid string (i.e., does not correspond to a possible measurement outcome of the process $\left.\mathcal{P}_{d}\left(b_{0}, b_{1}, b_{2}\right)\right)$. A simple counting argument then shows that there exists at least one choice of $\left(b_{0}, b_{1}, b_{2}\right)$ for which the original randomized protocol $\mathcal{A}$ fails to output a valid string with probability at least $1 / 8$.

We are now ready to prove Theorem 1 .
Proof of Theorem 1. Theorem 6 implies that any classical algorithm that outputs a valid string with probability greater than $7 / 8$ requires a number of rounds linear in the size of the network (since $d$ is a linear function of the size of network $\mathcal{G}_{d}$ ).

We now show how to reduce the success probability from $7 / 8$ to an arbitrary small value: for any constant $\varepsilon>0$ we construct a new computational problem, which can still be solved in two rounds in the quantum setting, such that any classical algorithm solving this problem with probability at least $\varepsilon$ requires a number of rounds linear in the size of the network. Let $k$ be an integer. The problem considered is simply $k$ independent copies of the problem considered so far: the network considered has $3 k(d+1)$ nodes and consists of $k$ copies of the network $\mathcal{G}_{d}$. Each copy receives three bits and outputs a string of $3 d$ bits. The output of the whole network is correct if the strings output by each copy are all valid. This problem can obviously be solved using two rounds in the quantum setting by constructing the graph state over the whole network. Theorem 6 implies that for any integer $T \leq d / 2$, no $T$-round classical algorithm can give a correct output with probability greater than $(7 / 8)^{k}$ on all inputs, even if arbitrary prior randomness is allowed. Setting $k=\Theta(\log (1 / \varepsilon))$ concludes the proof.

## 5 Separation for a Distribution

In this section we prove Theorem 2. The idea is to convert the relation of the previous section into a distribution by requiring that each input is taken uniformly at random (and requiring that the three nodes with an input output their inputs as well).

Recall Process 1 in the proof of Theorem 6. There, the actions of every node of $\mathcal{G}_{d}$ depend only on the degree of the node, namely, whether its degree is 1,2 or 3 . The same is true for the 2-round sampling protocol in the quantum LOCAL model described below, which also uses the same network $\mathcal{G}_{d}$. Therefore, for notational convenience, let us assume that every node knows its global location in $\mathcal{G}_{d}$.

Consider the probability distribution $\Gamma_{d}$ generated by the following 2-round quantum protocol. First, for each $i \in\{0,1,2\}$, the node $w_{i}$ chooses an unbiased random bit $b_{i}$. Then Process 1 is implemented, at the end of which, as specified, nodes $u \in V$ each return one bit. Meanwhile, the nodes $w_{0}, w_{1}, w_{2}$ output, respectively, $b_{0}, b_{1}, b_{2}$.

Theorem 2 immediately follows from the following result.

- Theorem 7. Every $T \leq d / 4$ round algorithm on $\mathcal{G}_{d}$ in the classical LOCAL model generates a probability distribution that is at least $1 / 11$ away from $\Gamma_{d}$ in the total variation distance.

Proof. The proof proceeds as follows. Starting from the classical LOCAL model, we present a series of increasingly powerful models on the network $\mathcal{G}_{d}$. Each model receives no input and returns one bit per node. Then we show that the last, the most powerful among these models cannot generate a probability distribution that has a total variation distance less than $1 / 11$ to $\Gamma_{d}$.

Consider the classical LOCAL model on the network $\mathcal{G}_{d}$. We assume that the randomness of each node stems from a finite random bit string that it receives as an input, and all further operations of the node are deterministic (see Appendix A. 1 for technical details). We now present a series of steps where each step either strengthens the model or maintains its power while making it easier to analyze.

1. We assume that all the nodes know their location in the global topology.
2. We allow certain nodes to share randomness. In particular, for each $i \in\{0,1,2\}$, let $V_{i}$ be the set consisting of $w_{i}$ and all the nodes $u \in V$ at distance at most $T$ away from $w_{i}$. And let $V_{\perp}=V \backslash\left(V_{0} \cup V_{1} \cup V_{2}\right)$. We assume that, for $i \in\{0,1,2, \perp\}$, all nodes within $V_{i}$ share randomness, namely, they all start with the same random string $Q_{i}$, which we think of as a random variable.

Here it is worth pausing the model-strengthening steps to note that, in a $T$-round protocol, the bit $b_{i}$ output by the node $w_{i}$ depends only on $Q_{i}$, thus we may write it as a function $b_{i}\left(Q_{i}\right)$. Let $p_{i}$ be the probability that $b_{i}=1$. If there exists $i \in\{0,1,2\}$ with $p_{i} \notin[5 / 11,6 / 11]$, then the marginal distribution over $b_{i}$ is already at total variation distance greater than $1 / 11$ away from the corresponding marginal distribution in $\Gamma_{d}$, and the whole distributions ( $\Gamma_{d}$ and the one generated by the classical protocol) can be only even farther apart. Thus let us assume that $p_{i} \in[5 / 11,6 / 11]$ for all $i \in\{0,1,2\}$. Since $Q_{0}, Q_{1}, Q_{2}$ are independent, each $\left(b_{0}, b_{1}, b_{2}\right) \in\{0,1\}^{3}$ is output with probability at least $(5 / 11)^{3}>1 / 11$.
3. For $i \in\{0,1,2\}$, let $B_{i}$ be a random variable that takes value 1 with probability $p_{i}$ and value 0 with probability $1-p_{i}$. For both $\beta \in\{0,1\}$, let $Q_{i}^{\beta}$ be a random variable that equals each value $q$ of $Q_{i}$ such that $b_{i}(q)=\beta$ with probability $\operatorname{Pr}\left[Q_{i}=q\right] / \operatorname{Pr}\left[B_{i}=\beta\right]$. We replace the shared randomness $Q_{i}$ by $\left(Q_{i}^{0}, Q_{i}^{1}, B_{i}\right)$ - each of the three variables being independent - with an extra requirement that the node $w_{i}$ always outputs $B_{i}$. This is clearly without loss of power, because we can recover $Q_{i}$ as $Q_{i}^{B_{i}}$, for which $b_{i}\left(Q_{i}\right)=B_{i}$.
4. We share all the randomness except $B_{0}, B_{1}, B_{2}$ among all the nodes. More precisely, we assume that all nodes start with the randomness $r=\left(Q_{\perp}, Q_{0}^{0}, Q_{0}^{1}, Q_{1}^{0}, Q_{1}^{1}, Q_{2}^{0}, Q_{2}^{1}\right)$. In addition, for each $i \in\{0,1,2\}$, nodes in $V_{i}$ start with an additional random bit $B_{i}$ and we preserve the requirement that $w_{i}$ must output $B_{i}$.

Now we need to show that the final model cannot generate a probability distribution that has a total variation distance at most $1 / 11$ to $\Gamma_{d}$. Note that, at the beginning of the protocol, the value $B_{i}$ is only known to nodes at distance at most $T-1$ away from $v_{d i}$, and, after the protocol, it can be known only to nodes at distance $2 T-1<d / 2$ away from $v_{d i}$. In particular, at the end of the protocol, each node of the network will know no more than one of the values $B_{0}, B_{1}, B_{2}$. All other communicated information is useless, as, aside from $B_{0}, B_{1}, B_{2}$, all other randomness is global.

The remainder of the proof is almost equivalent to that of the classical lower bound in Theorem 6, with the sole difference of the counting argument: instead of each choice of $\left(b_{0}, b_{1}, b_{2}\right)$ being given with probability exactly $1 / 8$, now each choice of $\left(b_{0}, b_{1}, b_{2}\right)$ is given with probability at least $1 / 11$.
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## A Technical Definition of the Classical LOCAL Model

We formalize a $T$-round classical LOCAL network as follows. We model each node $u \in V$ as a special Turing machine with a work tape, a message tape $M_{u, v}$ for each neighbor $v \in N(u)$, and a read-only random tape. Initially, the work tape contains the input of $u$ (if there is any), the message tapes are blank, and the random tape is initialized to unbiased random bits, independent from one another and from the content of other tapes.

The set of states of each Turing machine is a disjoint union $S_{0} \cup \ldots \cup S_{T} \cup\left\{q_{\text {fin }}\right\}$, with one designated "starting" state $q_{t} \in S_{t}$ for each $t \in\{0, \ldots, T\}$. The state $q_{\text {fin }}$ is the final state, and, for convenience, we define $q_{T+1}=q_{\text {fin }}$. The Turing machine starts in $q_{0}$, and, for every $t \in\{0, \ldots, T\}$, we require that a state in $S_{t}$ can only transition into a state in $S_{t} \cup\left\{q_{t+1}\right\}$. In addition, we require that the transition from $S_{t}$ to $q_{t+1}$ occurs with probability 1 , regardless of the content of the work and the message tapes when the Turing machine first enters $q_{t}$.

We formalize the exchange of messages as follows. In round $t \in\{0, \ldots, T\}$, all Turing machines start in their corresponding state $q_{t}$ and run until they all have reached their corresponding state $q_{t+1}$. Then, if $t<T$, the configuration of message tapes $M_{u, v}$ and $M_{v, u}$ are swapped for every $\{u, v\} \in E$, and all Turing machines start round $t+1$. Otherwise, if $t=T$, the work tape of $u \in V$ contains the output of that node.

## A. 1 Restriction to finite and initial randomness

In the proof of Theorem 2, we are essentially assuming that the random tapes are of finite length. That is without loss of generality because, given any protocol on a finite network and any $\epsilon>0$, there exists a positive integer $L$ such that, with probability at least $1-\epsilon$, no Turing machine of the protocol ever visits more than $L$ cells of its random tape. Thus, since $\epsilon$ can be chosen arbitrarily small, we can assume all random tapes to be of some finite length $L$. Via similar reasoning, we can assume that all the randomness is provided at the beginning of the protocol, instead of fresh randomness being provided at each round.
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## B The Case of Functions

A well-known fact in classical distributed computing is that randomness does not help when computing functions in the LOCAL model. In this appendix we show that this argument extends to the quantum case: we prove that any $T$-round quantum protocol computing a function can be converted into a $T$-round classical protocol computing the same function.

Suppose, in the LOCAL model, we have a $T$-round quantum protocol $\mathcal{P}$ with the network structure given by a graph $G=(V, E)$. And suppose that $\mathcal{P}$ computes some function $f: D \rightarrow \Sigma^{|V|}$, where $\Sigma$ is the input-output alphabet and $D \subseteq \Sigma^{|V|}$. More precisely, we assume that, for every input $x \in D$, with probability strictly larger than $1 / 2$ all nodes $u \in V$ output $f(x)_{u}$.

For a node $u \in V$ and an integer $i \geq 0$, let the $i$-neighborhood of $u$, denoted $N_{i}(u)$, be the set of nodes in $V$ at distance at most $i$ away from $u \in V$. And, for an input $x \in D$, let $x_{u, i}$ denote the restriction of $x$ to $N_{i}(u)$.
$\triangleright$ Claim 8. For every $x \in D$ and every $u \in V$, the output of node $u$ is a random variable $O_{u}(x)$ whose probability distribution depends only on $x_{u, T}$. (This holds true even in a more powerful model where nodes are allowed to share any entanglement prior to receiving the input.)

Since the quantum protocol $\mathcal{P}$ computes $f$, for every $x \in D$ and every $u \in V$, the random variable $O_{u}(x)$ takes the value $f(x)_{u}$ with probability larger than $1 / 2$. Now consider the following classical $T$-round deterministic protocol: each node $u \in V$ collects the inputs from nodes in its $T$-neighborhood, which suffices to locally reproduce $O_{u}(x)$, and then it outputs the most probable value of $O_{u}(x)$. The correctness of this protocol follows from Claim 8.

Proof of Claim 8. For $t \in\{0,1, \ldots, T\}$, let $\rho_{t}$ be the reduced density state of the $(T-t)$ neighborhood of $u$ after $t$ rounds of communication. By induction, we argue that the states $\rho_{0}, \rho_{1}, \ldots, \rho_{T}$ - which we can think of forming the past light cone of $\rho_{T}$ - all depend only on $x_{u, T}$, and no values of $x$ outside $N_{T}(u)$. As the base case, it clearly holds for $\rho_{0}$ (even in the presence of prior entanglement). For the inductive step, let us assume that, for some $t \geq 0, \rho_{t}$ depends only on $x_{u, T}$. Then the reduced density state of the $(T-t)$-neighborhood of $u$ just before the $(t+1)$-th round of communication depends only on $x_{u, T}$. In that round of communication, nodes in the $(T-t-1)$-neighborhood of $u$ receive messages only from within the $(T-t)$-neighbourhood of $u$, and thus the state $\rho_{t+1}$ also depends only on $x_{u, T}$. When $\rho_{T}$, the final state of the node $u$, is measured, the probabilities of various outcomes are completely determined by $\rho_{T}$. Hence, these probabilities depend only on $x_{u, T}$.
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#### Abstract

We show a deterministic simulation (or lifting) theorem for composed problems $f \circ \mathrm{Eq}_{n}$ where the inner function (the gadget) is Equality on $n$ bits. When $f$ is a total function on $p$ bits, it is easy to show via a rank argument that the communication complexity of $f \circ \mathrm{Eq}_{n}$ is $\Omega(\operatorname{deg}(f) \cdot n)$. However, there is a surprising counter-example of a partial function $f$ on $p$ bits, such that any completion $f^{\prime}$ of $f$ has $\operatorname{deg}\left(f^{\prime}\right)=\Omega(p)$, and yet $f \circ \mathrm{Eq}_{n}$ has communication complexity $O(n)$. Nonetheless, we are able to show that the communication complexity of $f \circ \mathrm{Eq}_{n}$ is at least $D(f) \cdot n$ for a complexity measure $D(f)$ which is closely related to the AND-query complexity of $f$ and is lower-bounded by the logarithm of the leaf complexity of $f$. As a corollary, we also obtain lifting theorems for the set-disjointness gadget, and a lifting theorem in the context of parity decision-trees, for the NOR gadget.


As an application, we prove a tight lower-bound for the deterministic communication complexity of the communication problem, where Alice and Bob are each given $p$-many $n$-bit strings, with the promise that either all of the strings are distinct, or all-but-one of the strings are distinct, and they wish to know which is the case. We show that the complexity of this problem is $\Theta(p \cdot n)$.
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## 1 Introduction

In the same paper of Karchmer and Wigderson [40], where the notion of formula depth was shown to be equivalent to the communication complexity of their since-homonymous games, was also the first proof separating monotone $\mathrm{NC}_{2}$ from monotone $\mathrm{NC}_{1}$. Although not formulated explicitly in this way, their separation of these two circuit classes can be nowadays be presented as a two-part argument: (I) one first shows that the monotone KarchmerWigderson game for connectivity on $n^{\Theta(1)}$-node graphs is equivalent to a composition problem in communication complexity, namely $\mathrm{Switch}_{n} \circ \operatorname{Ind}_{n}$, the composition of the Switch relation on $n$ bits with the Indexing gadget on $\log n$ bits (given to Alice) and $n$ bits (given to Bob); and (II) one then shows lower-bounds for $\operatorname{Switch}_{n} \circ \operatorname{Ind}_{n}$ by lifting an $\Omega(\log n)$ adversarial lower-bound against decision trees trying to solve the Switch $_{n}$ relation, into an $\Omega\left((\log n)^{2}\right)$ adversarial lower-bound against communication protocols for Switch $_{n} \circ \operatorname{Ind}_{n}$. Formally, a composed function $f \circ g$ consisting of $f$ on $p$-bits and $g$ on $n$ bits is defined on $p \cdot n$ bit long input $x=\left\langle x_{1}, \cdots, x_{p}\right\rangle$ (where each $x_{i}$ is $n$ bit long) as follows: $(f \circ g)(x)=f\left(g\left(x_{1}\right), \cdots, g\left(x_{p}\right)\right)$.

Their seminal paper led to the following general approach for proving lower-bounds against a given complexity measure. One first (I) finds a composed problem $f \circ g$ whose communication complexity is upper-bounded by the given complexity measure, and (II) one then proves a lower-bound for the communication complexity of $f \circ g$ by arguing that a lower-bound for $f$ in a simple model (such as decision trees) will lift to a lower-bound against protocols for $f \circ g$.

Complexity theory has profited greatly from this approach. It appears in the celebrated Raz-McKenzie separation of the monotone NC hierarchy, [57] but also in the best known lower-bounds on monotone formula depth and monotone span programs [59, 54]. Several lower-bounds on the length of proofs in various proof systems were first established using this approach [14, 54, 19], and it is the only known way of proving various separations between complexity classes in communication complexity [27, 26, 25, 24, 23, 68]. It may even be used for proving lower-bounds against data-structure schemes [13], and lower-bounds on the extension complexity of linear programs [42, 46, 22].

Owing partly to this long list of discoveries, and partly to the Karchmer-Raz-Wigderson approach [39] for proving lower-bounds against (non-monotone) $\mathrm{NC}_{1}$ [30, 17, 21, 15], the lower-bounds community developed a specific interest in understanding the computational complexity of composition, and devoted a large effort to understanding composition problems. Under this heading we should include Sherstov's pattern matrix method [61], and the closely related block-composition method of Shi and Zhu [65], which were developed further in $[10,47,11,63,64,55]$, and resulted in many different applications. The problem of understanding the communication complexity of XOR functions [56, 66, 31] is another example of a composition problem, and particularly pertinent to our case since Equality is itself an XOR function, $\mathrm{Eq}_{n}=\mathrm{NOR}_{n} \circ \mathrm{XOR}_{2}$. It is conjectured that the communication complexity of a composition $g \circ \mathrm{XOR}_{2}$ is approximately equal to the parity decision-tree complexity of $g$, and in fact this has been shown to hold up to a polynomial if $g$ is a total function [31]. From this conjectured connection, it would follows that the communication complexity of a composition with Equality, $f \circ \mathrm{Eq}_{n}$, should equal the parity decision-tree complexity of the composition with the NOR function, $f \circ \mathrm{NOR}_{n}$.

Work on the direct-sum and direct-product problems [35, 2, 29, 33, 16, 53, 34, 36, 1, 5, 6, $7,4,41,32]$ is also a study of composition, where the outer function $f$ in $f \circ g$ is the hardest possible: the identity function; even this case remains unsolved in various settings.

The complexity of composition is a difficult problem - not just because, generally speaking, lower-bounds are hard to establish, but also because the composition of two hard problems is sometimes not as hard as one may expect: sometimes there is a "collapse" of hardness. A classic example is the case of direct sum in communication complexity: a near-perfect direct sum result holds in the non-deterministic case [49, 38], but fails to hold in the deterministic model [52, 18], and is still an open problem in the randomized model. The following recent example is also of great interest. In the case of deterministic decision-trees, the depthcomplexity of $f \circ g$ is the product of the complexities of $f$ and $g$; this both intuitive and easy to establish, and holds whether $f$ is a total function, a partial function, or relation of any kind. But already if we look into randomized decision-trees, Gavinsky et al. [20] and Sanyal [60] show that the depth-complexity of the composition $f \circ g$ will be as high as the product of the complexity of $f$ with the square-root of the complexity of $g$; and, surprisingly, [20] exhibit a relation $f$ and a function $g$ for which this bound is tight. This "collapse" of hardness when composing relations or partial functions seems to make such problems difficult to understand. As we will see, composition with Equality provides another instance of this phenomenon.

### 1.1 A tea-break puzzle

Alice and Bob, two renowned complexity theorists, get together during the conference's tea break: Communication complexity is the most successful area in complexity theory Alice says - at least the natural examples of functions are really well understood. Bob raises his eyebrows - do you mean total functions, like Equality, or partial functions, like Gap-Hamming-distance? - Both - replies Alice - Equality has been well understood since the invention of the field [70], and even Gap-Hamming-Distance is at this point understood for every gap - the constant gap case is a simple result [69], and even $\frac{1}{\sqrt{n}}$ fraction gap was eventually understood [9, 67, 62].

Ok - Bob replied, wryly - how about the " $n,(n-1)$-Equality-Gap"? Suppose you are given p-many $n$-bit strings $x_{1}, \ldots, x_{p}$, and I am given $y_{1}, \ldots, y_{p}$, and we are promised that either all of the $\left(x_{i}, y_{i}\right)$ pairs are different or exactly one of the $\left(x_{i}, y_{i}\right)$ pairs is equal... show me that we need to communicate $\Omega(n \cdot p)$ bits in order to know which is the case...

Alice thinks for a while - I know, we can do it via a rank argument. Your " $n,(n-1)$ -Equality-Gap" function is the composition $\mathrm{F} \circ \mathrm{Eq}_{n}$, where F is the partial function which is 1 on the all 0 string and 0 on the strings of Hamming weight 1 , and $\mathrm{Eq}_{n}$ is Equality on $n$ bits. The decision tree complexity of F is $\Omega(p)$ which can be seen by a simple adversarial argument, and by the connection between degree and decision tree complexity [8, 51], we can show that any completion $\mathrm{F}^{\prime}$ of F has degree $\Omega\left(p^{1 / 3}\right)$. Also, $\mathrm{Eq}_{n}$ has rank $2^{n}$, so the rank of the communication matrix of $\mathrm{F}^{\prime} \circ \mathrm{Eq}_{n}$ is $2^{\Omega\left(p^{1 / 3} n\right)}$ (see Lemma 6), and hence the communication complexity is $\Omega\left(p^{1 / 3} n\right)$. This is not tight, but it's close to what you want.

Bob nods - Your argument holds true, but it only implies that any protocol for $\mathrm{F}^{\prime} \circ \mathrm{Eq}_{n}$ needs $\Omega\left(n \cdot p^{1 / 3}\right)$ bits. However, even though a protocol for $\mathrm{F} \circ \mathrm{Eq}_{n}$ does give you a completion of the partial communication matrix for $\mathrm{F} \circ \mathrm{Eq}_{n}$, this completion does not need to be in the composed form $\mathrm{F}^{\prime} \circ \mathrm{Eq}_{n}$ where $\mathrm{F}^{\prime}$ is a completion of F . So you did not answer my question, not even if I disregard the polynomial loss...

At this point Alice does not know what to answer, and rightly so. We will see below an example of a $p$-bit partial function $f$, such that any completion of $f$ must have degree $\Omega\left(p^{1 / 3}\right)$, and yet the communication complexity of $f \circ \mathrm{Eq}_{n}$ is $O(n)$, instead of $\Omega\left(n \cdot p^{1 / 3}\right)$, which is what one would expect from a rank-degree argument. The protocol that shows this will precisely take advantage of the fact that a completion of $f \circ g$ does not have to be of the form $f^{\prime} \circ \mathrm{Eq}_{n}$ for some completion of $f^{\prime}$ of $f$. We will also show that such a counter-example does not exist if $f$ is a partial function.

STACS 2019

A solution to Bob's tea-break puzzle appears as Corollary 18, in page 10. Using our lifting theorem (Theorem 13, page 9) the desired tight lower-bound of $\Omega(n \cdot p)$ is a 2 -line argument.

Interestingly, the counter-example provided below the problem of distinguishing the case when all of the $\left(x_{i}, y_{i}\right)$ pairs are equal, from the case when all but one of the $\left(x_{i}, y_{i}\right)$ pairs are equal, so it is strongly related to the example Alice and Bob were discussing above. However, the communication complexity of the example is $\Omega(p \cdot n)$, but the communication complexity of the counter-example is only $O(n)$.

### 1.2 Composition with Equality

In this work, we answer a question pertaining to the communication complexity of composition of Boolean relations with the Equality gadget. Before stating the question and our main results, we explain the context surrounding this question. We begin with some definitions.

- Define the "Switch" relation: Switch $_{p}=\left\{(z, i) \in\{0,1\}^{p} \times\{0,1, \ldots, p\} \mid z_{i}=1, z_{i+1}=0\right\}$, where we use $z_{0}=1$ and $z_{p+1}=0$, i.e., we are given $p$ bits and wish to find a "switching point", a position $i$ where a 1 -bit flips into a 0 -bit. If $z=0^{p}$ we must output $i=0$ and if $z=1^{p}$ we must output $i=p$.
- Let $\operatorname{Ind}_{n}:[n] \times\{0,1\}^{n} \rightarrow\{0,1\}$ denote the two-player Indexing function on $n$-bits, so that $\operatorname{Ind}_{n}(x, y)=y_{x}$.
- Then Switch ${ }_{p} \circ \operatorname{Ind}_{n}$ denotes the composed Boolean relation:

$$
\operatorname{Switch}_{p} \circ \operatorname{Ind}_{n}=\left\{(\bar{x} ; \bar{y} ; i) \in[n]^{p} \times\left(\{0,1\}^{n}\right)^{p} \times\{0,1, \ldots, p\} \mid\left(y_{i}\right)_{x_{i}}=1,\left(y_{i+1}\right)_{x_{i+1}}=0\right\} .
$$

- Let $\mathrm{Eq}_{n}:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$ denote two-player Equality on $n$-bits, so that $\mathrm{Eq}_{n}(x, y)=1$ iff $x=y$.
- Then Switch ${ }_{p} \circ \mathrm{Eq}_{n}$ denotes the composed Boolean relation:

$$
\text { Switch }_{p} \circ \mathrm{Eq}_{n}=\left\{(\bar{x} ; \bar{y} ; i) \in\left(\{0,1\}^{n}\right)^{p} \times\left(\{0,1\}^{n}\right)^{p} \times\{0,1, \ldots, p\} \mid x_{i}=y_{i}, x_{i+1} \neq y_{i+1}\right\} .
$$

- Let $F \subseteq \mathcal{A} \times \mathcal{B} \times \mathcal{C}$ be a relation. The deterministic communication complexity of $F$, $\mathrm{D}^{c c}(F)$, is the minimum communication cost of a protocol for solving the communication problem where Alice is given $a \in \mathcal{A}$, Bob is given $b \in \mathcal{B}$, and they wish to find $c$ such that $(a, b, c) \in F$, whenever one such $c$ exists (see [45], Chapter 5).
- Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be a relation. The deterministic query complexity of $f, \mathrm{D}^{d t}(f)$, is the minimum number of queries made by a deterministic decision-tree which, given query access to $z \in\{0,1\}^{p}$, finds a $c \in \mathcal{C}$ such that $(z, c) \in F$, whenever one such $c$ exists.
In STOC'88, Karchmer and Wigderson [40] presented a proof that connectivity is not in monotone $\mathrm{NC}_{1}$. At the heart of their result was an argument which may be reinterpreted as a proof of the following theorem:
- Theorem 1 (Karchmer and Wigderson, [40]). D ${ }^{c c}\left(\right.$ Switch $\left._{p} \circ \operatorname{Ind}_{n}\right)=\Omega((\log n) \cdot \log p)$.

In Structures'91, the conference now known as CCC, Grigni and Sipser [28] provided an alternative proof that connectivity is not in monotone $\mathrm{NC}_{1}$. Their proof uses Eq in place of Ind, and this allows for a simpler argument:

- Theorem 2 (Grigni and Sipser, [28]). $\mathrm{D}^{c c}\left(\right.$ Switch $\left._{p} \circ \mathrm{Eq}_{n}\right)=\Omega(n \cdot \log p)$.

It is not hard to see that Theorem 2 implies Theorem 1, by reducing $\mathrm{Eq}_{\log n}$ to $\operatorname{Ind}_{n}$. Later, in FOCS'97, Raz and McKenzie [57] separated the entire monotone NC hierarchy. At the heart of their proof was an argument for a vast generalization of Theorem 1:

- Theorem 3 (Raz and McKenzie, [57]). For any Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$, whenever $n \geq p^{20}, \mathrm{D}^{c c}\left(f \circ \operatorname{Ind}_{n}\right)=\Omega\left((\log n) \cdot \mathrm{D}^{d t}(f)\right)$.

Theorem 3 was not stated with such generality in [57], but appeared in this form in a recent work of Göös, Pitasi and Watson [26]. Theorem 3 has been the basis of several papers [26, 12, 44].

Knowing the above history, one naturally comes to the question of whether one can prove a similar generalization for Grigni and Sipser's Theorem 2, i.e., whether we can prove the conjecture:

- Conjecture 4. For any Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}, \mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(n \cdot \mathrm{D}^{d t}(f)\right)$.

Very general lifting theorems may be proven using rank arguments, and the current state of the art [59,54] is a lifting of the Nullstellensatz degree of any CNF-relation ${ }^{1} f$ to the rank of $f \circ g$, which works for a large class of gadgets $g$ having a certain algebraic property ${ }^{2}$. The equality gadget does possess the required property, however our lower-bound technique will work for any relation, and not just CNF-relations.

In the case when $f$ is a total function, however, there is an $a d$-hoc degree-to-rank lifting theorem which works for the equality gadget, and which is in the same spirit as [59, 54]. It uses the following characterization:

Proposition 5 ([3]). If $h$ is a Boolean function and $F$ is the communication matrix of $h \circ \mathrm{XOR}_{2}$, then $\operatorname{rank}(F)=\|h\|_{0}$.

Above, $\operatorname{rank}(F)$ is the real rank of the communication matrix of $F$, and $\|h\|_{0}$ is the Fourier sparsity (the number of non-zero Fourier coefficients) of $h$. We can view $f \circ \mathrm{Eq}_{n}$ as an $\mathrm{XOR}_{2}$ function, $f \circ \mathrm{NOR}_{n} \circ \mathrm{XOR}_{2}$. The following observation is easy to prove, but the proof is omitted due to space constraints (see the ECCC version [48] for the proof).

- Lemma 6. For every $f:\{+1,-1\}^{p} \rightarrow\{+1,-1\}$ with $\operatorname{deg}(f) \geq 1$, and every $g:$ $\{+1,-1\}^{n} \rightarrow\{+1,-1\}$, we have $\|f \circ g\|_{0} \geq\left(\|g\|_{0}-1\right)^{\operatorname{deg}(f)}$.

Lemma 6 implies that $\left\|f \circ \operatorname{NOR}_{n}\right\|_{0}=\Omega\left(2^{\operatorname{deg}(f) \cdot n}\right)$, since $\left\|\operatorname{NOR}_{n}\right\|_{0}=2^{n}$. By the rank-lower bound for communication complexity, we thus have $\mathrm{D}^{c c}(f \circ \mathrm{Eq}) \geq \Omega(\operatorname{deg}(f) \cdot n)$. Now we can use the following connection between $\operatorname{deg}(f)$ and $\mathrm{D}^{d t}(f)$, which improves upon a theorem of Nisan and Smolensky theorem [8].

- Proposition 7 ([51]). , $\operatorname{deg}(f)=\Omega\left(\mathrm{D}^{d t}(f)^{1 / 3}\right)$.

Combining the three above facts, we get that when $f$ is a total Boolean function, then $\mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(\mathrm{D}^{d t}(f)^{1 / 3} \cdot n\right)$. This easy-to-prove result is similar to Conjecture 4 , except for the $1 / 3$ loss in the exponent, and works for all total functions. But surprisingly, when allow $f$ to be a partial function, Conjecture 4 is false! The following counter-example was given to us by Arkadev Chattopadhyay, Suhail Sherif, and Mark Vinyals. Let $f \subseteq\{0,1\}^{p} \times\{0,1\}$ be the relation

$$
f=\{(z, 1)| | z \mid=p \text { or }|z|<p-1\} \cup\{(z, 0)| | z \mid=p-1 \text { or }|z|<p-1\}
$$

[^70]i.e., we are given a Boolean string $z \in\{0,1\}^{p}$, and wish to distinguish the case when $z$ has Hamming weight $p$ from the case when $z$ has Hamming weight $p-1$. It is easy to show that $\mathrm{D}^{d t}(f) \geq p$ : an adversary keeps answering 1 to all queries, and $f(z)$ will remain unknown until the very last query. This adversary also shows that $\mathrm{D}^{d t}\left(f^{\prime}\right) \geq p$ for any "completion" of $f$, i.e. any total function $f^{\prime}:\{0,1\}^{p} \rightarrow\{0,1\}$ which agrees with $f$ on the inputs with Hamming weight $p$ or $p-1$; and hence $\operatorname{deg}\left(f^{\prime}\right)=\Omega\left(p^{1 / 4}\right)$ for any such $f^{\prime}$, by Proposition 7 . So one might mistakenly hope, like Alice did in Section 1.1, that a rank/degree argument would serve to prove a lower-bound of $\Omega\left(p^{1 / 4} \cdot n\right)$ for $f \circ \mathrm{Eq}_{n}$.

However, a protocol for $f \circ \mathrm{Eq}_{n}\left(x_{1}, \ldots, x_{p} ; y_{1}, \ldots, y_{p}\right)$ may proceed as follows. Think of each of Alice and Bob's inputs for $f \circ \mathrm{Eq}_{n}$ as a matrix with $p$ rows and $n$ columns. Then let $a \in\{0,1\}^{n}$ be the XOR of each column of Alice's input, and $b \in\{0,1\}^{n}$ be the XOR of each column of Bob's input. Then Alice sends $a$ to Bob, and Bob replies whether $a=b$. Now, if every $x_{i}$ equals the corresponding $y_{i}$, then clearly $a=b$; and if every $x_{i}$ equals $y_{i}$, except for a single value of $i \in[p]$, then there must exist a $j \in[n]$ such that $a_{j} \neq b_{j}$. It then holds that $\mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right) \leq n+1$, and so Conjecture 4 is false. Remarkably, this seems to suggest that rank/degree arguments will fail to hold.

This counter-example also shows that $\mathrm{Eq}_{\log _{n}}$ behaves differently from $\mathrm{Ind}_{n}$, when used as the inner function in a composition - indeed Theorem 3 implies that $\mathrm{D}^{c c}\left(f \circ \operatorname{Ind}_{n}\right) \geq p \log n$, which is strictly higher when $p=\omega(1)$. The difference between Equality and Indexing may be further explained with the help of a recent paper of Chattopadhyay, Koucký, and the authors [12]. There it is shown that a theorem like Conjecture 4 will hold for any inner function $g$, in place of $\mathrm{Eq}_{n}$, which admits certain hitting distributions ${ }^{3}$. As it turns out, all gadgets for which we could prove a deterministic simulation theorem, namely, Indexing [57], Inner-product and gap-Hamming [12], and several others [44], all admit such hitting distributions. But it may be seen that although Equality has a 0-hitting distribution, it fails to have any 1-hitting distribution.

The existence of such a counter-example was surprising to us, because in the case of the Switch relation, the Karchmer-Wigderson theorem and Grigni-Sipser theorem behave the same way (by lifting a decision-tree adversary for the Switch relation). The main purpose of this work was to understand what is happening.

### 1.3 Almost Conjecture 4

We will be able to prove a simulation theorem for composition with Equality, but for a notion different than decision-tree depth. In order to avoid long preliminaries for now, we postpone the full list of our results until the end of Section 2. However, one of our results is sufficiently close to what was already discussed, that it may be easily stated in the present section, and may thus serve as motivation for the remainder.

For a given relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$, let $\mathrm{L}^{d t}(f)$ denote the smallest number of leaves of any deterministic decision-tree which, given query access to $z \in\{0,1\}^{p}$, finds a $c \in \mathcal{C}$ such that $(z, c) \in F$, whenever such a $c$ exists. Notice that $\mathrm{D}^{d t}(f) \geq \log \mathrm{L}^{d t}(f)$, and so if Conjecture 4 were true, a consequence would be that $\mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(n \cdot \log \mathrm{~L}^{d t}(f)\right)$. The following theorem, thus, may be considered a weak variant of Conjecture 4:

[^71]- Theorem 8 (Lifting for $\log \mathrm{L}^{d t}$ ). For any Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$, whenever $n \geq 100 \cdot \log p$,

$$
\mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(n \cdot \frac{\log \mathrm{~L}^{d t}(f)}{\log p}\right)
$$

### 1.4 Organization

In Section 2 we state the definitions required to understand the statements of our results, and then state all our results in full; in this section we give the first new concept required by our results, namely the notion of 0 -query complexity. In Section 3, we introduce the combinatorial invariants required to prove our main result, including the notion of thickness, which comes from Raz and McKenzie [57, 26, 12], but also the notion of square, which is the second new concept required by our proofs. In Section 4 we prove a projection lemma - the crucial lemma required to prove the simulation theorem - which is then proven in Section 5.

## 2 Preliminaries, and precise statements of our results

In this section we provide basic notations and precise statements of all our results.
We will assume the reader is familiar with various basic concepts pertaining to complexity of Boolean functions, namely: decision trees, query complexity, leaf complexity, protocol trees, communication complexity, combinatorial rectangles, and Fourier analysis of Boolean functions. See $[45,37]$ for reference.

We will be studying the decision-tree complexity of relations. A Boolean relation $f$ is a subset of $\{0,1\}^{p} \times \mathcal{C}$ where $\mathcal{C}$ is a finite set; associated with $f$ is the search problem where we are given a string $z \in\{0,1\}^{p}$, and wish to find an element $c \in \mathcal{C}$ such that $(z, c) \in \mathcal{C}$, if such an element exists. ${ }^{4}$ If to each $z$ corresponds exactly one $c$, we call $f$ a total Boolean function.

For a given Boolean relation, we let $\mathrm{D}^{d t}(f)$, called the query complexity of $f$, be the minimum height of $T$, taken over deterministic decision-trees $T$ which solve the search problem associated with $f$. We let $\mathrm{L}^{d t}(f)$, called the leaf complexity of $f$, be the minimum number of leaves of $T$, again taken over deterministic decision-trees $T$ which solve the search problem associated with $f$.

We will also be interested in the communication complexity of relations. A two-player relation $F$ is a subset $F \subseteq \mathcal{A} \times \mathcal{B} \times \mathcal{C}$ where $\mathcal{A}, \mathcal{B}, \mathcal{C}$ are finite sets; associated with $F$ is the communication problem where Alice is given $a \in \mathcal{A}$, Bob is given $b \in \mathcal{B}$, and they wish to find $c \in \mathcal{C}$ such that $(a, b, c) \in F$, if one such $c$ exists. If $g \subseteq \mathcal{A} \times \mathcal{B} \times\{0,1\}$ is a two-player relation such that to each pair $(a, b) \in \mathcal{A} \times \mathcal{B}$ corresponds exactly one $c \in\{0,1\}$ with $(a, b, c) \in g$, we call $g$ a gadget. The Equality and Indexing function defined in page 4 are examples of gadgets. A third example is the Set-disjointness function $\operatorname{Disj}_{n}:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$, where $\operatorname{Disj}_{n}(x, y)=0$ iff $x_{i}=y_{i}=1$ for some $i \in[n]$.

For a given two-player relation $F \subseteq \mathcal{A} \times \mathcal{B} \times \mathcal{C}$, we let $\mathrm{D}^{c c}(F)$, called the communication complexity of $F$, be the height of the shortest deterministic protocol-tree for solving the communication problem associated with $F$.

[^72]The composition of a Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ with a gadget $g: \mathcal{A} \times \mathcal{B} \rightarrow\{0,1\}$ is the two-player relation $f \circ g \subseteq \mathcal{A}^{p} \times \mathcal{B}^{p} \times \mathcal{C}$, given by

$$
f \circ g=\left\{\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{p} ; c\right) \mid\left(g\left(a_{1}, b_{1}\right) \ldots g\left(a_{p}, b_{p}\right), c\right) \in f\right\} .
$$

The following definition is crucial to our result and, to our knowledge, has not been used prior to this work:

- Definition 9. Given a deterministic decision-tree $T$ over $\{0,1\}^{p}$, the 0 -depth of $T$ is the maximum number of queries which are answered 0 , in any root-to-leaf path of $T$. The 0 -query complexity of $f$, denoted $\mathrm{D}_{0}^{\text {dt }}(f)$, to be the smallest 0-depth of $T$, taken over deterministic decision-trees $T$ which solve the search problem associated with $f$.

It is unusual to make a query complexity notion depend on the specific outcome of the queries, instead of just the number of queries. However, the above notion is closely related to a notion analogous to parity decision-trees. Indeed, we may define AND decision-trees to be like parity decision-trees, but where the algorithm is allowed the query an AND of the input bits, instead of a parity of the input bits:

- Definition 10. An AND decision-tree over $\{0,1\}^{p}$ is a rooted tree where each internal node $v$ is labeled by a set of variables $Q_{v} \subseteq[p]$ and each edge is labeled 0 or 1 . As in the case of deterministic decision-tree, the execution of $T$ on an input $z \in\{0,1\}^{p}$ traces a path in this tree: at each internal node $v$ the execution is given the value of the conjunction $q=\bigwedge_{i \in Q_{v}} z_{i}$, and follows the edge labeled $q$ into one of $v$ 's children. With each node $v$ of the tree we may associate the set $S_{v} \subseteq\{0,1\}^{p}$ of those inputs whose execution follows the path down to the node $v$; the set $S_{v}$ is given by a system of conjunctive equations.

An AND decision-tree over $\{0,1\}^{p}$ is said to solve the search problem associated with a Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ if, for every leaf $v$, there exists a choice of $c \in \mathcal{C}$ such that $(z, c) \in f$ for every $z \in S_{v}$.

Then, the AND-query complexity of $f$, denoted $\mathrm{D}_{\text {AND }}^{d t}(f)$, is defined as the minimum depth of $T$, taken over AND decision-trees $T$ which solve the search problem associated with $f$.

We are then able to establish the following relationship:

- Lemma 11. Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be any Boolean relation. Then

$$
\mathrm{D}_{\mathrm{AND}}^{d t}(f) \geq \mathrm{D}_{0}^{d t}(f) \geq \frac{\mathrm{D}_{\mathrm{AND}}^{d t}(f)}{\lceil\log (p+1)\rceil}
$$

Since these measures are within a $\log p$ factor of each other, it is possible to think of the more natural $\mathrm{D}_{\text {AND }}^{d t}(f)$ as a proxy for $\mathrm{D}_{0}^{d t}(f)$. The proof is simple, but is omitted due to space constraints (it appears in the full version of the paper [48]).

There is also a simple relation between 0-query complexity and leaf complexity. If a decision-tree over $p$ bits never makes more than $d$ zero-queries, each root-to-leaf path may be specified by the positions of the 0 -answers along that path, so there are fewer than $\binom{p}{\leq d} \leq 2^{(d+1) \log p}$ leaves. Hence it follows:

- Lemma 12. Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be any Boolean relation. Then
$\mathrm{D}_{0}^{d t}(f) \geq \frac{\log \mathrm{L}^{d t}(f)}{\log p}-1$.
If $\log \mathrm{L}^{d t}(f)=\Omega(p)$, we have $(\underset{\substack{p \\ \leq d}}{ }) \geq 2^{\Omega\left(H_{2}(d / p) \cdot p\right)}$, and so $\mathrm{D}_{0}^{d t}(f)=\Omega(p)$ also.

Lifting theorems for Equality. Our main result is a simulation theorem which lifts 0-query complexity of a Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ to the communication complexity $f \circ \mathrm{Eq}_{n}$ :

- Theorem 13 (Lifting for $\mathrm{D}_{0}^{d t}$ ). Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be any Boolean relation. Then, whenever $n \geq 100 \cdot \log p$,

$$
\mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(n \cdot \mathrm{D}_{0}^{d t}(f)\right) .
$$

The proof of Theorem 13 uses the notion of thickness from Raz-McKenzie [57], and a new invariant, called a square, which is inspired by Grigni-Sipser [28]. These notions are presented in Section 3.

Our proof is similar in flavor to Or Meir's lower-bound for the direct-sum of the universal relation [50], although for that problem a rank argument will work [43]. ${ }^{5}$

- Remark 14. It is not hard to verify that $\mathrm{D}_{0}^{d t}(f)=1$ when $f$ is the counter-example to Conjecture 4, which we described in Section 1.2: a decision tree for $f$ queries coordinates one at a time until it finds the first 0 . Then it follows from Theorem 13 that the protocol for $f \circ \mathrm{Eq}_{n}$ appearing in page 5 is optimal, up to constant factors.
Theorem 8 follows from Theorem 13 and Lemma 12. Theorem 13 and Lemma 11 give us the following:
- Corollary 15 (Lifting for $\mathrm{D}_{\text {AND }}^{d t}$ ). Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be any Boolean relation. Then, whenever $n \geq 100 \cdot \log p, \mathrm{D}^{c c}\left(f \circ \mathrm{Eq}_{n}\right)=\Omega\left(n \cdot \frac{\mathrm{D}_{A \cup N}^{d t}(f)}{\log p}\right)$.

Lifting theorems for Set-disjointness. By a simple reduction, we are also able to show the first lifting theorem known for set-disjointness. Indeed, we may reduce an instance of $\mathrm{Eq}_{n}$ to an instance of Disj ${ }_{2 n}$. Alice maps each of her bits $x_{i}$ into the pair of bits $a_{i}=\left(1-x_{i}\right) x_{i}$, and Bob maps each of his bits $y_{i}$ into $b_{i}=y_{i}\left(1-y_{i}\right)$; it now holds that $x_{i}=y_{i}$ iff $a_{i}$ and $b_{i}$ are disjoint, and hence $\mathrm{Eq}_{n}(x, y)=\operatorname{Disj}_{2 n}(a, b)$. As a corollary, we find:

- Corollary 16 (Lifting for disjointness). Let $f \subseteq\{0,1\}^{p} \times \mathcal{C}$ be a Boolean relation and $n \geq 100 \cdot \log p$. Then $\mathrm{D}^{c c}\left(f \circ \operatorname{Disj}_{n}\right)=\Omega\left(n \cdot \mathrm{D}_{0}^{d t}(f)\right)$.

Naturally, Theorem 8 and Corollary 15 will hold for Set-disjointness.
Lifting theorems for parity decision-trees. A composition with Equality, $f \circ \mathrm{Eq}_{n}$, is a XOR function $f \circ \mathrm{NOR}_{n} \circ \mathrm{XOR}_{2}$. It is well known and easy to see that $\mathrm{D}^{c c}\left(F \circ \mathrm{XOR}_{2}\right) \leq \mathrm{D}_{\oplus}^{d t}(F)$ [31], where $\mathrm{D}_{\oplus}^{d t}(F)$ is the parity-query complexity of $F$. Hence a consequence of our lifting theorem for Equality in communication complexity is also a lifting theorem for the NOR function, with respect to parity decision-trees:

- Corollary 17. For any Boolean relation $f \subseteq\{0,1\}^{p} \times \mathcal{C}$, whenever $n \geq 100 \cdot \log p$, $\mathrm{D}_{\oplus}^{d t}\left(f \circ \mathrm{NOR}_{n}\right)=\Omega\left(n \cdot \mathrm{D}_{0}^{d t}(f)\right)$.
It may be seen that $\mathrm{D}_{0}^{d t}(f)$ cannot be replaced by $\mathrm{D}^{d t}(f)$, by the same counter-example $f$ of page 5 .

[^73]A solution to the tea-break puzzle. A lifting theorem such as Theorem 13 is a powerful tool for proving lower-bounds in communication complexity. The theorem is very general and many such results may be proven, but let us here give an example of lower-bound for a concrete problem in communication complexity.

Consider the Bob's example $\mathrm{F} \circ \mathrm{Eq}_{n}$ from the tea-break puzzle where Alice and Bob are each given $p$-many $n$-bit strings, with the promise that either all strings are different, or exactly one pair of strings is equal, and they wish to know which is the case.

We have $\mathrm{F}(z)=1$ when its input, $z$, has Hamming weight 0 , and $\mathrm{F}(z)=0$ when $z$ has Hamming weight 1. This is a partial function, so we may not use Lemma 6 to prove a lower-bound on it. However (this is the two-line proof): an adversary may answer $0 p-1$ times before fixing $\mathrm{F}(z)$; hence $\mathrm{D}_{0}^{d t}(\mathrm{~F}) \geq p-1$, and it follows immediately from Theorem 13 :

- Corollary 18. Whenever $n \geq 100 \cdot \log p, \mathrm{D}^{c c}\left(\mathrm{~F} \circ \mathrm{Eq}_{n}\right)=\Omega(n \cdot p)$.

To the best of our knowledge, there is currently no other way to establish this lower-bound.

## 3 Thickness and squares

Notation . If $p$ is a natural number, we write $[p]$ for the set $\{1, \ldots, p\}$. For sets $A$ and $B$, we use $A \rightarrow B$ to denote the set of total functions from $A$ to $B$. We write $f: A \rightarrow B$ to mean $f \in(A \rightarrow B)$. We also use $B^{A}$ to denote the set of total functions from $A$ to $B$, but in this case we think of them as $A$-indexed sequences of elements from $B$, and if we first write $f \in B^{A}$, instead of $f: A \rightarrow B$, we will later write $f_{a}$ instead of $f(a)$. If $f: A \rightarrow B$ (or $f \in B^{A}$ ) and $A^{\prime} \subseteq A$, then $\left.f\right|_{A^{\prime}}$ is the restriction of $f$ to $A^{\prime}$. A disjoint union is denoted by $\cup$, i.e. $A \cup B$ denotes the union of two disjoint sets $A$ and $B$.

We will look at sets $A \subseteq\left(\{0,1\}^{n}\right)^{[p]}$, and we will often want to think of some set of coordinates $I \subseteq[p]$ as being alive, and the corresponding complement $D=[p] \backslash I$ will be the set of dead coordinates. We will be working with partial assignments of elements from $\left(\{0,1\}^{n}\right)^{[p]}$, which can be encoded as total functions from $I$ to $\{0,1\}^{n}$. Hence the following two definitions will be helpful.

- Definition 19 (Join). Let $n \geq 1$ and $p \geq 2$ be integers, $\varnothing \neq I \subsetneq[p]$ and $D=[p] \backslash I$. If $s^{\prime} \in\left(\{0,1\}^{n}\right)^{I}$ and $s^{\prime \prime}:\left(\{0,1\}^{n}\right)^{D}$, then their join $s^{\prime} \times s^{\prime \prime} \in\left(\{0,1\}^{n}\right)^{[p]}$ is given by: $\left(s^{\prime} \times s^{\prime \prime}\right)_{i}= \begin{cases}s_{i}^{\prime} & \text { if } i \in I \\ s_{i}^{\prime \prime} & \text { if } i \in D .\end{cases}$

This notation is extended to subsets of $\left(\{0,1\}^{n}\right)^{I}$ and $\left(\{0,1\}^{n}\right)^{D}$ in the natural way.
If $i \in I \subseteq[p], s^{\prime} \in\{0,1\}^{n}$ and $s^{\prime \prime} \in\left(\{0,1\}^{n}\right)^{I \backslash\{i\}}$, then their join at $i$ is the sequence $s^{\prime} \times_{i} s^{\prime \prime} \in\left(\{0,1\}^{n}\right)^{I}$ with $\left(s^{\prime} \times_{i} s^{\prime \prime}\right)_{i}=s^{\prime}$, and $\forall j \in I \backslash\{i\}\left(s^{\prime} \times_{i} s^{\prime \prime}\right)_{j}=s_{j}^{\prime \prime}$.

- Definition 20. Let $n \geq 1$ and $p \geq 2$ be integers, $I \subseteq[p], i \in I$ and $S \subseteq\left(\{0,1\}^{n}\right)^{I}$. We define the projections: $S_{i}=\left\{s_{i} \mid s \in S\right\} \subseteq\{0,1\}^{n}$ and $S_{\neq i}=\left\{\left.s\right|_{I \backslash\{i\}} \mid s \in S\right\} \subseteq$ $\left(\{0,1\}^{n}\right)^{I \backslash\{i\}}$.

Likewise if $\varnothing \neq E \subset I$, we define $S_{E}=\left\{\left.s\right|_{E} \mid s \in S\right\} \subseteq\left(\{0,1\}^{n}\right)^{E}$ and, for each $s^{\prime \prime} \in$ $\left(\{0,1\}^{n}\right)^{I \backslash E}$, the extensions of $s^{\prime \prime}$ in $S$ is the set $\operatorname{Ext}_{S}\left(s^{\prime \prime}\right)=\left\{s^{\prime} \in\left(\{0,1\}^{n}\right)^{E} \mid s^{\prime} \times s^{\prime \prime} \in S\right\}$.

For a subset $U \subseteq\{0,1\}^{n}$, the restriction of $S$ to $U$ at coordinate $i$ is the set $S^{i, U}=\{s \in$ $S \mid s(i) \in U\}$. We will also write $S_{\neq i}^{i, U}$ for the set $\left(S^{i, U}\right)_{\neq i}$ (i.e. we first restrict the $i$-th coordinate then project onto the remaining coordinates in $I): S_{\neq i}^{i, U}=\left\{\left.s\right|_{I \backslash\{i\}} \mid s \in S, s_{i} \in U\right\}$.

### 3.1 Thickness and its properties

The notion of thickness was first used by Raz and McKenzie in [57], and is by now a well-known notion. But whereas previously the notion of thickness was only looked at with respect to all coordinates simultaneously, we will be interested in the notion of thickness with respect to a subset of coordinates. This difference is non-essential, and all the relevant properties are proven mutatis mutandis. Due to space constraints, the proofs are omitted (but appear in the full version of the paper [48]).

- Definition 21 (Aux graph, average and min-degrees). Let $n \geq 1, p \geq 2$ be integers, $I \subseteq[p]$, and $S \subseteq\left(\{0,1\}^{n}\right)^{I}$. For each $i \in I$, the aux graph $G(S, i)$ is the bipartite graph with left-side vertices $S_{i}$, right-side vertices $S_{\neq i}$ and edges corresponding to the set $S$, i.e., $\left(s^{\prime}, s^{\prime \prime}\right)$ is an edge iff $s^{\prime} \times_{i} s^{\prime \prime} \in S$.

We define the average degree of $G(S, i)$ to be the average right-degree: $d_{\text {avg }}(S, i)=\frac{|S|}{\left|S_{\neq i}\right|}$, and the min-degree of $G(S, i)$, to be the minimum right-degree: $d_{\min }(S, i)=\min _{s^{\prime \prime} \in S_{\neq i}}\left|\operatorname{Ext}_{S}\left(s^{\prime \prime}\right)\right|$.

- Definition 22 (Thickness and average thickness). Let $n \geq 1, p \geq 2$ be integers, $\varnothing \neq F \subseteq$ $I \subseteq[p]$, and $S \subseteq\left(\{0,1\}^{n}\right)^{I}$. Then $S$ is called $\tau$-thick on $F$ if $d_{\min }(S, i) \geq \tau \cdot 2^{n}$ for all $i \in F$. (By convention an empty set $S$ is $\tau$-thick.) Similarly, $S$ is called $\varphi$-average-thick on $F$ if $d_{\mathrm{avg}}(S, i) \geq \varphi \cdot 2^{n}$ for all $i \in F$. For $p=1$, set $S$ is $\tau$-thick if $|S| \geq \tau \cdot 2^{n}$.

We will need the following two lemmas. The proofs are similar to the analogous lemmas in [26].

- Lemma 23 (Average thickness implies thickness). Let $n \geq 1, p \geq 2$ be integers, $\varnothing \neq F \subseteq$ $I \subseteq[p]$, and $S \subseteq\left(\{0,1\}^{n}\right)^{I}$. If $S$ is $\varphi$-average-thick on $F$, then for every $\delta \in(0,1)$ there is a subset $S^{\prime} \subseteq S$ which is $\frac{\delta}{p} \varphi$-thick on $F$ and has $\left|S^{\prime}\right| \geq(1-\delta) \cdot|S|$.
A recent example by Kozachinskiy [44] shows that the $\frac{1}{p}$ loss in Lemma 23 is needed. This loss is the core reason why we need the gadget to have size $n=\Omega(\log p)$ in Theorem 13 .
- Lemma 24. Let $n \geq 1, p \geq 2$ be integers, $i \in F \subseteq I \subseteq[p]$, and $S \subseteq\left(\{0,1\}^{n}\right)^{I}$ be $\tau$-thick on $F$. Then for any set $U \subseteq\{0,1\}^{n}, S_{\neq i}^{i, U}$ will also be $\tau$-thick on $F \backslash\{i\}$, and $S_{\neq i}^{i, U}$ will be empty iff $U \cap S_{i}$ is empty.


### 3.2 Squares

We will be interested in rectangles $R=A \times B$, where $A, B$ both are subsets of $\left(\{0,1\}^{n}\right)^{[p]}$, and which have a certain "square-like" structure. Such a "square-like" rectangle appears in our proofs, and will always be a sub-rectangle of the rectangle induced by a protocol.

A "square-like" rectangle $R=A \times B$, is one for which we have a set $I \subseteq[p]$ of live coordinates, with a corresponding set $D=[p] \backslash I$ of dead coordinates, and also a family $S \subseteq\left(\{0,1\}^{n}\right)^{I}$, for which one can do the following:

For any $s \in S$, there exist $\alpha(s), \beta(s) \in\left(\{0,1\}^{n}\right)^{D}$, such that
$A$ is exactly the set of all $s \times \alpha(s)$ and $B$ is exactly the set of all $s \times \beta(s)$, and, furthermore, $\alpha(s)_{i} \neq \beta(t)_{i}$ for every $s \in S, t \in S, i \in D$.
i.e., given any $s$ in $S$, which is a way of filling the live coordinates, there are two ways of filling the dead coordinates, $\alpha(s)$ and $\beta(s)$, such that the various $s \times \alpha(s)$ will be Alice's side of the rectangle, and the various $s \times \beta(s)$ will be Bob's side of the rectangle; furthermore, $\alpha(s)_{i} \neq \beta(t)_{i}$ always holds. We will call such a configuration a square:

- Definition 25 (Square). $A$ square is a tuple $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ where:
- $n \geq 1, p \geq 2$ are integers;
- $R=A \times B$ where $A, B \subseteq\left(\{0,1\}^{n}\right)^{[p]}$;
- $\varnothing \neq I \subseteq[p]$ is a non-empty set of so-called live coordinates, and
- $D=[p] \backslash I$ is the corresponding set of dead coordinates;
- $S \subseteq\left(\{0,1\}^{n}\right)^{I}$;
- $\alpha: S \rightarrow\left(\{0,1\}^{n}\right)^{D}$ and $\beta: S \rightarrow\left(\{0,1\}^{n}\right)^{D}$ are such that $A=\{s \times \alpha(s) \mid s \in S\}$ and $B=$ $\{s \times \beta(s) \mid s \in S\} ;$
- for every $s \in S, t \in S, i \in D$, we have $\alpha(s)_{i} \neq \beta(t)_{i}$.
- Definition 26. The density of square $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ is given by $\operatorname{Density}(\mathcal{S})=\frac{|S|}{2^{n|I|}}$.
- Definition 27. We say a square $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ is $\tau$-thick on $F \subseteq I$ if $S$ is $\tau$-thick on $F$, and is $\varphi$-average-thick on $F$ if $S$ is $\varphi$-average-thick on $F$.

One may justify the name square by the observation that a square $\mathcal{S}=\langle n, p, R=A \times$ $B, I, S, \alpha, \beta\rangle$ induces a bijection between $A$ and $B$, where $s \times \alpha(s) \in A$ corresponds to $s \times \beta(s) \in B$.

## 4 The projection lemma

The main technical lemma of our simulation theorem is a projection lemma, which allow us to constrain coordinates of a square while preserving thickness, in such a way that $\alpha(s)_{i} \neq \beta(t)_{i}$ always holds.

- Lemma 28. Let $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ be a square and $\tau, \varphi \in[0,1]$ be real numbers. Suppose that $p \leq \frac{1}{12} \cdot 2^{\tau \cdot 2^{n}}$. Suppose also that $\mathcal{S}$ is $\tau$-thick, but not $\varphi$-average-thick, on $F \subseteq I$.

Then, for any $z \in\{0,1\}^{F}$, there exists a non-empty set $E=E(z) \subseteq F$ such that, letting $E_{0}=\left\{i \in E \mid z_{i}=0\right\}$, we may construct a square $\mathcal{S}^{\prime}=\mathcal{S}^{\prime}(z)=\left\langle n, p, R^{\prime}=\right.$ $\left.A^{\prime} \times B^{\prime}, I^{\prime}, S^{\prime}, \alpha^{\prime}, \beta^{\prime}\right\rangle$, where:
(i) $A^{\prime} \subseteq A$ and $B^{\prime} \subseteq B$;
(ii) $I^{\prime}=I \backslash E_{0}$;
(iii) $\operatorname{Density}\left(\mathcal{S}^{\prime}\right) \geq\left(\frac{1}{2 \varphi}\right)^{\left|E_{0}\right|}$. Density $(\mathcal{S})$; and
(iv) $\mathcal{S}^{\prime}$ is $\frac{1}{2} \varphi$-average-thick on $F \backslash E$.

Furthermore, the set $E=E(z) \subseteq F$ is obtained by a query procedure on the string $z$, and is exactly the set of positions queried by this procedure.
Proof. We will explain the projection procedure in three steps. The entire procedure is achieved by running Procedure 1, 2 and 3 one after another (see below).

To begin with, $S$ is not $\varphi$-average-thick on $F$, and so we are assured we will add at least one coordinate to $E$. Every time we add an index $i$ to $E$ we have, immediately prior to this, that $\frac{\left|S_{I \backslash E_{0}}\right|}{\mid S_{I \backslash\left(E_{0} \cup\{i\}\right) \mid} \leq \varphi \cdot 2^{n} \text {, and hence }\left|S_{I \backslash\left(E_{0} \cup\{i\}\right)}\right| \geq \frac{\left|S_{I \backslash E_{0}}\right|}{\varphi \cdot 2^{n}} \text {. This means that if } z_{i}=0 \text { and we }}$ then add $i$ to $E_{0}$, we will have $\left|S_{I \backslash E_{0}}\right|$ grow by a factor of $\varphi \cdot 2^{n}$. By the end of this process, $S_{I \backslash E_{0}}$ must be $\varphi$-average-thick on $F \backslash E$ (otherwise we would add another coordinate to $E$ ), and furthermore $\left|S_{I \backslash E_{0}}\right| \geq \frac{|S|}{\left(\varphi \cdot 2^{n}\right)^{\left|E_{0}\right|}}$, which is to say

$$
\begin{equation*}
\frac{\left|S_{I \backslash E_{0}}\right|}{2^{\left|I \backslash E_{0}\right| \cdot n}} \geq \frac{1}{\varphi^{\left|E_{0}\right|}} \cdot \frac{|S|}{2^{|I| \cdot n}} . \tag{*}
\end{equation*}
$$

This will later ensure our density increase.

Procedure 1. Choosing $E$.

- We start by letting $E=\varnothing$.
- As long as $S_{I \backslash E_{0}}$ is not $\varphi$-average-thick on $F \backslash E$, there exists some $i \in F \backslash E$ such that

$$
\frac{\left|S_{I \backslash E_{0}}\right|}{\left|S_{I \backslash\left(E_{0} \cup\{i\}\right)}\right|} \leq \varphi \cdot 2^{n}
$$

- We will then add $i$ to $E$ and query $z_{i}$ (to know if $i \in E_{0}$ or not).
- Procedure 2. Choosing $W=\left(U_{i}, V_{i}\right)_{i \in E_{0}}, X$ and $Y$.
- Independently for each $i \in E_{0}$, choose a partition $\{0,1\}^{n}=U_{i} \cup V_{i}$, so that each string $x \in\{0,1\}^{n}$ is placed in $U_{i}$ with probability $\frac{1}{2}$, and is placed in $V_{i}$ otherwise.
Let us use $W=\left(U_{i}, V_{i}\right)_{i \in E_{0}}$ to denote all the partitions chosen in this step.
- Now let us start by letting $X=Y=S$.
- Then for each index $i \in E_{0}$ in turn, we change $X$ to $X_{\neq i}^{i, U_{i}}$ and change $Y$ to $Y_{\neq i}^{i, V_{i}}$.

Now consider the Procedure 2. At the end of its execution, we have both $X, Y \subseteq S_{I \backslash E_{0}}$. Now we may ask how much of $S_{I \backslash E_{0}}$ survived inside both $X$ and $Y$. Let us first consider the difficult case when $\left|E_{0}\right| \geq 1$. We make the following claim:
$\triangleright$ Claim 29. If $\left|E_{0}\right| \geq 1$, then for some choice of the partitions $\left(U_{i}, V_{i}\right)_{i \in E_{0}}$ we will have $|X \cap Y| \geq \frac{1}{2} \cdot\left|S_{I \backslash E_{0}}\right|$.

Before proving this claim, let us see why it is enough to give us our new square $\mathcal{S}^{\prime}$. Let $U \subseteq$ $\left(\{0,1\}^{n}\right)^{E_{0}}$ be the product of the various $U_{i}$ sets, for $i \in E_{0}$, and likewise let $V \subseteq\left(\{0,1\}^{n}\right)^{E_{0}}$ be the product of the various $V_{i}$ sets, for $i \in E_{0}$. The square $\mathcal{S}^{\prime}$ is chosen thus:

- Procedure 3. Choosing the square $\mathcal{S}^{\prime}$.
- We set $S^{\prime}=X \cap Y$.
- For each $s^{\prime} \in S^{\prime}$, we choose a string $u\left(s^{\prime}\right) \in U \cap \operatorname{Ext}_{S}\left(s^{\prime}\right) \subseteq\left(\{0,1\}^{n}\right)^{E_{0}}$; such a $u\left(s^{\prime}\right)$ exists because of how $X$ was constructed; letting $s=s^{\prime} \times u\left(s^{\prime}\right) \in S$, for each $i \in[p] \backslash I^{\prime}=([p] \backslash I) \cup E_{0}$, set

$$
\alpha^{\prime}\left(s^{\prime}\right)_{i}= \begin{cases}u\left(s^{\prime}\right)_{i} & \text { if } i \in E_{0}, \\ \alpha(s)_{i} & \text { if } i \in[p] \backslash I .\end{cases}
$$

- We proceed symmetrically to choose $\beta^{\prime}\left(s^{\prime}\right)$.
- $A^{\prime}$ and $B^{\prime}$ are simply the images of $S^{\prime}$ under $\alpha^{\prime}$ and $\beta^{\prime}$.

For any $s \in S, t \in S$ and $i \in([p] \backslash I) \cup E_{0}$, we have $\alpha(s)_{i} \neq \beta(t)_{i}$. This follows, on coordinates $i \in E_{0}$ because $U_{i}$ and $V_{i}$ are disjoint, and on coordinates $i \in[p] \backslash I$ because square $\mathcal{S}$ has the same property for $\alpha$ and $\beta$.

Properties (i) and (ii) are by construction. Property (iii) is a calculation using Claim 29 and (*):

$$
\operatorname{Density}\left(\mathcal{S}^{\prime}\right)=\frac{\left|S^{\prime}\right|}{2^{\left|I^{\prime}\right| \cdot n}} \underset{\mathrm{Claim} 29}{\geq} \frac{\frac{1}{2} \cdot\left|S_{I \backslash E_{0}}\right|}{2^{\left|I \backslash E_{0}\right| \cdot n}} \underset{\operatorname{Using}(*)}{\geq} \frac{1}{2} \cdot \frac{1}{\varphi^{\left|E_{0}\right|}} \cdot \frac{|S|}{2^{|I| \cdot n}}=\frac{1}{2} \cdot \frac{1}{\varphi^{\left|E_{0}\right|}} \cdot \operatorname{Density}(\mathcal{S}) .
$$

Now Property (iii) follows using the fact that $\left|E_{0}\right| \geq 1$. Property (iv) follows by Claim 29, because $S_{I \backslash E_{0}}$ is $\varphi$-average-thick on $F \backslash E$, and $S^{\prime}$ is a subset of $S_{I \backslash E_{0}}$ with $\left|S^{\prime}\right| \geq \frac{1}{2} \cdot\left|S_{I \backslash E_{0}}\right|$.

In the simple case when $\left|E_{0}\right|=0$, we have $X=Y=S$, and so we set $\mathcal{S}^{\prime}$ to be exactly $\mathcal{S}$. Properties (i) and (ii) are easy to check, and Property (iii) is trivial, and property (iii) holds even without the $1 / 2$ factor loss, by our choice of $E$.

Now to prove Claim 29. Let $\delta=2^{-\tau \cdot 2^{n}}$. Let us think of a matrix $M$ where the rows are indexed by the various possible $s^{\prime} \in S_{I \backslash E_{0}}$ and the columns are indexed by the different possible choices $W=\left(U_{i}, V_{i}\right)_{i \in E_{0}}$. The entry $M\left(s^{\prime}, W\right)$ equals 1 if $s^{\prime} \in X$, where $X$ is obtained from $S$ and $\left(U_{i}\right)_{i \in E_{0}}$ by Procedure 2. In other words, again denoting by $U$ the product of the various sets $U_{i}$, we have $M\left(s^{\prime}, W\right)=1 \mathrm{iff} U \cap \operatorname{Ext}_{S}\left(s^{\prime}\right) \neq \varnothing$.

Now fix some $s^{\prime} \in S_{I \backslash E_{0}}$, and let us estimate the probability that $M\left(s^{\prime}, W\right)=1$, i.e. that $s^{\prime} \in X$, over the randomized choice of $W$. At the beginning of Procedure 2, we have $X=S$, and $X$ is $\tau$-thick on $F$. Then for each index $i \in E_{0} \subseteq F$ in turn, we will change $X$ to $X_{\neq i}^{i, U_{i}}$. Before we do this for the first time, $s^{\prime}$ will have at least one extension $s \in \operatorname{Ext}_{X}\left(s^{\prime}\right) \subseteq\left(\{0,1\}^{n}\right)^{E_{0}}$; at this point $X$ is $\tau$-thick on $F$, and so, taking any extension $s^{\prime \prime} \in \operatorname{Ext}_{X_{\neq i}}\left(s^{\prime}\right) \subseteq\left(\{0,1\}^{n}\right)^{E \backslash\{i\}}$, there will be at least $\tau \cdot 2^{n}$ strings $s^{\prime \prime \prime} \in\{0,1\}^{n}$ such that $\left(s^{\prime} \times s^{\prime \prime}\right) \times_{i} s^{\prime \prime \prime} \in S$. Each of these strings $s^{\prime \prime \prime}$ is placed in $U_{i}$ with probability $1 / 2$; hence the probability that $\left(s^{\prime} \times s^{\prime \prime}\right) \in X_{\neq i}^{i, U_{i}}$ is at least $1-2^{-\tau \cdot 2^{n}}=1-\delta$, i.e., some extension $s^{\prime \prime}$ of $s^{\prime}$ survived with at least $1-\delta$ probability over the choice of this first $U_{i}$. By Lemma 24, changing $X$ to $X_{\neq i}^{i, U_{i}}$ gives us a set which is again thick on $F \backslash\{i\}$. Hence we may apply the same reasoning to the next index in $E_{0}$.

Changing $X$ in this way $\left|E_{0}\right|$ times, we conclude that, in the end, $\operatorname{Pr}\left[M\left(s^{\prime}, W\right)=1\right]=$ $\operatorname{Pr}\left[s^{\prime} \in X\right] \geq(1-\delta)^{\left|E_{0}\right|} \geq 1-\left|E_{0}\right| \delta$, where the probability is with respect to the distribution of $W$ given by the above process. Now call a certain choice of $W X$-good if the $W$-column of $M$ has at least a $1-3\left|E_{0}\right| \delta$ fraction of the rows $s^{\prime} \in S_{I \backslash E_{0}}$ with $M\left(s^{\prime}, W\right)=1$. Then, by a standard averaging argument, we must have $\operatorname{Pr}[W$ is $X$-good $]>1 / 2$ (where again the probability is with respect to the distribution of $W$ ).

Arguing in the same way with respect to $Y$, we conclude that the probability that $W$ is $Y$-good will also be more than $\frac{1}{2}$. Hence there must exist a choice of $W$ which is both $X$-good and $Y$-good. For this choice of $W$ we will have both $|X|,|Y| \geq\left(1-3\left|E_{0}\right| \delta\right)\left|S_{I \backslash E_{0}}\right|$, and given that $X, Y \subseteq S_{I \backslash E_{0}}$, this implies that $|X \cap Y| \geq\left(1-6\left|E_{0}\right| \delta\right) \cdot\left|S_{I \backslash E_{0}}\right| \geq(1-6 p \delta) \cdot\left|S_{I \backslash E_{0}}\right|$. This is at least $\frac{1}{2}\left|S_{I \backslash E_{0}}\right|$ by our assumed bound on $p$. The claim is thus proven.

- Lemma 30. Let $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ be a square which is $\tau$-thick on $F \subseteq I$, and let $z \in\{0,1\}^{p}$ be such that $z_{i}=1$ for every $i \in I \backslash F$, and $z_{i}=0$ for every $i \in[p] \backslash I$. Then there exists some $(x, y) \in A \times B$ with $\mathrm{Eq}^{p}(x, y)=z$.

Proof. This is proven very similarly to Lemma 28. Instead of using Procedure 1 to choose $E$ and $E_{0}$, we choose them directly based on $z$.

If there are no $i_{0} \in I$ with $z_{i_{0}}=0$, then any $s \in S$ will give $\mathrm{Eq}^{p}(s \times \alpha(s), s \times \beta(s))=z$. Otherwise, let $E=F \backslash\left\{i_{0}\right\}$, so that $E_{0}=\left\{i \in I \mid i \neq i_{0}, z_{i}=0\right\}$. We may then use Procedure 2 to construct sets $X$ and $Y$ such that $X, Y \subseteq S_{I \backslash E_{0}}$. Note now that Claim 29 will still hold, because it only requires that $S$ be thick on $F$. We may then use Procedure 3 to construct $\mathcal{S}^{\prime}$, and Properties (i) and (ii) will hold as before. $\mathcal{S}^{\prime}$ is a square on coordinates $I \backslash E_{0}=\left\{i \mid z_{i}=1\right\} \cup\left\{i_{0}\right\}$. By Lemma 24, we know that $\mathcal{S}^{\prime}$ is $\tau$-thick on $\left\{i_{0}\right\}$ and thus there are two strings $s \in S^{\prime}$ and $t \in S^{\prime}$ with $s_{i_{0}} \neq t_{i_{0}}$ but $s_{i}=t_{i}$ for all $i \in I^{\prime} \backslash\left\{i_{0}\right\}$. Then $x=s \times \alpha(s)$ and $y=t \times \beta(t)$ give us $\mathrm{Eq}^{p}(x, y)=z$.

## 5 Lifting 0-query complexity

We now prove our main simulation theorem (Theorem 13). Suppose $p \leq 2^{n / 100}$, and let us fix $\tau=2^{-n / 10}$ and $\varphi=2^{-n / 20}$. Suppose we are given a $C$-bit communication protocol $\pi$ for $f \circ \mathrm{Eq}_{n}$. We will then construct a decision-tree $\tau$ for $f$. On input $z \in\{0,1\}^{p}, \tau$ will find a leaf $v$ of the protocol-tree of $\pi$, such that the associated rectangle $R_{v}$ has some $(x, y) \in R_{v}$ with $\mathrm{Eq}^{p}(x, y)=z$. The label of such a leaf then equals $f\left(\mathrm{Eq}^{p}(x, y)\right)=f(z$,$) . We now present an$ informal description of $\tau$, and in Algorithm 1 below we provide pseudocode for $\tau$. We will then show that the algorithm for $\tau$ is correct, i.e. that it is always able to find such a leaf $v$, and then show that the number of 0-queries that $\tau$ makes is $O\left(\frac{C}{n}\right)$, which completes the proof of Theorem 13.

Given an input $z \in\{0,1\}^{p}, \tau$ starts traversing a path from the root of the protocol tree of $\pi$. A variable $v$ is maintained, indicating the node of the protocol tree of $\pi$ which is the current-node during the ongoing simulation; associated with $v$ is the rectangle $R_{v}$ of inputs which cause the protocol to reach node $v$. The decision-tree $\tau$, when traversing node $v$, maintains a rectangle $R=A \times B$ and a square $\mathcal{S}=\langle n, p, R=A \times B, I=F \cup O, S, \alpha, \beta\rangle$, such that $R$ is a sub-rectangle of $R_{v}$. The set $F$ corresponds to coordinates of the input $z$ that were not queried yet, and $O$ is set of coordinates $i$ which have been queried and found to have $z_{i}=1$. Throughout the execution of the algorithm, it is maintained as an invariant that the square $\mathcal{S}$ is $\tau$-thick in the coordinates $F$. At the beginning, $I=F=[p], O=\varnothing$, and $A=B=\left(\{0,1\}^{n}\right)^{[p]}$, so the invariant is trivially true.

In each iteration of the simulation, the algorithm checks whether $\mathcal{S}$ is $\varphi$-average-thick on $F$. If this fails to hold, the algorithm will use the projection lemma (Lemma 28) and change $\mathcal{S}$ to ensure this requirement, as follows. Using Procedure 1 of Lemma 28, it chooses the set $E \subseteq F$; this requires querying $z_{i}$ for $i \in E$, and gives us the set $E_{0} \subseteq E$ of coordinates where $z_{i}=0$, and the set $E_{1}=E \backslash E_{0}$ of coordinates where $z_{i}=1$. The algorithm then uses Procedure 3 of Lemma 28 to construct a square $\mathcal{S}^{\prime}$. Lemma 28 guarantees that $\mathcal{S}^{\prime}$ is $\frac{\varphi}{2}$-average-thick on $F \backslash E$, and that Density $\left(\mathcal{S}^{\prime}\right)$ grows by a factor of $(2 \varphi)^{-\left|E_{0}\right|}$. If $E_{0}$ is non-empty, i.e. if we have made some 0 queries, the density will grow significantly; otherwise the density will not change. The algorithm proceeds with $\mathcal{S}=\mathcal{S}^{\prime}, I=I \backslash E_{0}, O=O \cup E_{1}$, and $F=F \backslash E$.

Now the algorithm is promised to have a square $\mathcal{S}$ which is at least $\frac{1}{2} \varphi$-average-thick. The algorithm then proceeds to a child $v_{c}$ of $v$ which has at least $1 / 2$ fraction of the density of $\mathcal{S}$, as follows. Suppose Alice communicated in $v$, and for each $c \in\{0,1\}$, let $R_{v_{c}}=A_{v_{c}} \times B_{v_{c}}$ be the rectangle which $\pi$ associates with $v_{c}$. We then fix a choice $c \in\{0,1\}$ such that $\left|R \cap R_{v_{c}}\right| \geq|R| / 2$. Now consider the set $S^{\prime}=\left\{s \in S \mid s \times \alpha(s) \in A_{v_{c}}\right\}$. This set is still $\frac{1}{4} \varphi$-average-thick. We may then apply Lemma 23, with $\delta=\frac{1}{2}$, to $S^{\prime}$, which gives us a subset $S^{\prime \prime} \subseteq S^{\prime}$ which is $\tau$-thick on $F$. The new square $\mathcal{S}$ is then given by restricting $\alpha$ and $\beta$ to the set $S^{\prime \prime}$. By changing $\mathcal{S}$ in this way, we have preserved a $\frac{1}{4}$ fraction of the density.

Eventually, when we reach a leaf node $v$ of the protocol tree, we are left with a square $\mathcal{S}$ which is $\tau$-thick on $F$. The algorithm outputs the labeling of $R_{v}$ in $\pi$, and we will now argue that this must equal $f(z)$.

Correctness. Because $\pi$ correctly solves $f \circ \mathrm{Eq}^{n}$, then for each leaf $v$ of $\pi$ we have $(x, y, \pi(v)) \in f$ for all $(x, y) \in R_{v}$; the rectangle $R$ obtained at the termination of Algorithm 1 is a sub-rectangle of $R_{v}$ for a leaf of $\pi$, hence $(x, y, \pi(v)) \in f$ for all $(x, y) \in R$. On the other hand, we have preserved a square $\mathcal{S}=\langle n, p, R=A \times B, I, S, \alpha, \beta\rangle$ which is $\tau$-thick on $F \subseteq I$, and such that $z_{i}=1$ for every $i \in O=I \backslash F$, and $z_{i}=0$ for every $i \in[p] \backslash I$. Then Corollary 30 tells us that some pair $(x, y) \in R$ is such that $\mathrm{Eq}^{p}(x, y)=z$; hence $(z, \pi(v)) \in f$.
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```
Algorithm 1 Decision-tree procedure \(\tau\).
Input: \(z \in\{0,1\}^{p}\)
Output: \(f(z)\)
    Initialization: Set \(v\) to be the root of the protocol tree for \(\pi, I=F=[p], O=\varnothing, \mathcal{S}=\)
    \(\langle n, p, R, I, S, \alpha, \beta\rangle\), where \(R=A \times B, A=B=S=\left(\{0,1\}^{n}\right)^{[p]}\), and \(\alpha, \beta\) are the empty
    functions.
    while \(v\) is not a leaf do
        if \(\mathcal{S}\) is not \(\varphi\)-average-thick on \(F\) then
            Use Lemmas 28 and 23 , to get \(E \subseteq F, E_{0} \subseteq E\), and
                a square \(\mathcal{S}^{\prime}=\left\langle n, p, R^{\prime}, I \backslash E_{0}, S^{\prime}, \alpha^{\prime}, \beta^{\prime}\right\rangle\), such that
                (1) \(\mathcal{S}^{\prime}\) is \(\tau\)-thick on \(F \backslash E\), and
            (2) \(\operatorname{Density}\left(\mathcal{S}^{\prime}\right) \geq \frac{1}{4} \frac{1}{\varphi^{\left|E_{0}\right|}} \operatorname{Density}(\mathcal{S})\).
            Update \(\mathcal{S}=\mathcal{S}^{\prime}, O=O \cup\left(E \backslash E_{0}\right)\),
                \(F=F \backslash E, I=I \backslash E_{0}\).
        end if
                            \(\triangleright\) At this point \(\mathcal{S}\) is at least \(\frac{1}{2} \varphi\)-average-thick on \(F\).
        Choose \(c \in\{0,1\}\) such that \(\left|R \cap R_{v_{c}}\right| \geq \frac{1}{2}|R|\).
        Using Lemma 23, choose \(\mathcal{S}^{\prime}=\left\langle n, p, R^{\prime}, I, S^{\prime}, \alpha^{\prime}, \beta^{\prime}\right\rangle\), such that
            (1) \(R^{\prime} \subseteq R \cap R_{v_{c}}\)
            (2) \(\operatorname{Density}\left(\mathcal{S}^{\prime}\right) \geq \frac{1}{4} \operatorname{Density}(\mathcal{S})\).
            (3) \(\mathcal{S}^{\prime}\) is \(\tau\)-thick on \(F\).
        Update \(\mathcal{S}=\mathcal{S}^{\prime}\), and \(v=v_{c}\).
    end while
    Output \(\pi(v)\).
```

Number of queries. In each time when the simulation goes down the protocol tree of $\pi$, Density $(\mathcal{S})$ drops by a factor of at most $\frac{1}{4}$ and hence, in total, by a factor of $4^{-C}$. For each set $E$ of queries that the algorithm makes in a round, the density of the current square increases by a factor of $(2 \varphi)^{-\left|E_{0}\right|}$ - this is Property (iii) of Lemma 28. So, if $Q_{0}$ is the total number of queries which the algorithm makes, and which are answered 0 , then the total gain in Density $(\mathcal{S})$ is at least $(2 \varphi)^{-Q_{0}}$. Since the density can be at most 1, we have, $4^{-C} \cdot(2 \varphi)^{-Q_{0}} \leq 1$, and so $Q_{0} \leq \frac{-2 C}{\log (2 \varphi)}=\frac{2 C}{\frac{n}{20}-1}=O\left(\frac{C}{n}\right)$. This concludes the proof.
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#### Abstract

We study an on-line scheduling problem that is motivated by applications such as car-sharing for trips between an airport and a group of hotels. Users submit ride requests, and the scheduler aims to accept requests of maximum total profit using $k$ servers (cars). Each ride request specifies the pick-up time, the pick-up location, and the drop-off location, where one of the two locations must be the airport. A request must be submitted a fixed amount of time before the pick-up time. The scheduler has to decide whether or not to accept a request immediately at the time when the request is submitted (booking time). In the unit travel time variant, the travel time between the airport and any hotel is a fixed value $t$. We give a 2 -competitive algorithm for the case in which the booking interval (pick-up time minus booking time) is at least $t$ and the number of servers is even. In the arbitrary travel time variant, the travel time between the airport and a hotel may have arbitrary length between $t$ and $L t$ for some $L \geq 1$. We give an algorithm with competitive ratio $O(\log L)$ if the number of servers is at least $\lceil\log L\rceil$. For both variants, we prove matching lower bounds on the competitive ratio of any deterministic on-line algorithm.
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## 1 Introduction

In a car-sharing system, customers can hire a car from a company for a period of time. They can pick up a car in one location, drive it to another location, and return it there. Customer requests for car bookings arrive over time, and the decision about each request must be made immediately, without knowledge of future requests. The goal is to maximize the profit obtained from satisfied requests. We refer to this problem as the car-sharing problem. Similar problems arise in car rental or taxi dispatching. In this paper, we consider the setting where all car booking requests are for travel between a central location (e.g., an airport, shopping mall or central business district) and one of a group of nearby locations (e.g., hotels, or residential areas), but can be in either direction. The connections between the central location and the nearby locations can therefore be viewed as a star network.
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The car-sharing problem bears some resemblance to interval scheduling, but in addition the pick-up and drop-off locations play an important role: The server (car) that serves a request must be at the pick-up location at the start time of the request and will be at the drop-off location at the end time of the request.

A server can serve two consecutive requests, where the pick-up time of the second is no earlier than the drop-off time of the first, only if the drop-off location of the first request is the same as the pick-up location of the second request, or if there is enough time to travel between the two locations otherwise. We allow empty movements, i.e., a server can be moved from one location to another while not serving a request. Such empty movements could be implemented by having company staff drive a car from one location to another, or in the future by self-driving cars.

### 1.1 Related work

On-line car-sharing problem. The car-sharing problem has been studied in several previous papers. In [9], we considered the special case with two locations and a single server, considering both fixed booking times and variable booking times, and presented tight results for the competitive ratio. The optimal competitive ratio was shown to be 2 for fixed booking times and 3 for variable booking times. In [10], we dealt with the car-sharing problem with two locations and two servers, considering only the case of fixed booking times, and showed that the optimal competitive ratio is 2 . In [11], we studied the car-sharing problem with two locations and $k$ servers, where $k$ can be arbitrarily large. We considered both fixed booking times and variable booking times. The results showed that, surprisingly, 3 servers (in one case) and 5 servers (in another case) already allow us to get the best competitive ratio, and no improvement is possible with more servers. In contrast to the previous work on car-sharing that has only considered two locations, in this paper we study the car-sharing problem for fixed booking time in the setting with $k$ servers and $m+1$ locations that are arranged in a star network.

Off-line car-sharing problem. Böhmová et al. [4] showed that if all customer requests for car bookings are known in advance, the problem of maximizing the number of accepted requests is solvable in polynomial time. Furthermore, they considered the problem variant with two locations where each customer requests two rides (in opposite directions) and the scheduler must accept either both or neither of the two. They proved that this variant is NP-hard and APX-hard. In contrast to their work, we consider the on-line version of the problem with $m+1$ locations.

On-line dial-a-ride problem. A closely related problem is the on-line dial-a-ride problem (OLDARP). Versions of OLDARP with the objective of serving all requests while minimizing the makespan $[1,3]$ or the maximum flow time [7] have been widely studied in the literature. Versions of OLDARP where not all requests need to be served include the setting where each request must be served before its deadline or rejected [12], and the setting with a given common time limit where the goal is to maximize the revenue from requests served before the time limit [6]. In OLDARP, transportation requests between locations in a metric space arrive over time, but typically it is assumed that requests want to be served "as soon as possible" rather than at a specific time as in our problem.

On-line interval scheduling problem. The on-line car-sharing problem can be interpreted as a variation of the on-line interval scheduling problem. If all the pick-up and drop-off locations are the same, the car-sharing problem becomes an on-line interval scheduling
problem. Lipton and Tomkins [8] defined the basic on-line interval scheduling problem: intervals with a given length are presented in the order of their start time and the scheduler aims to accept intervals of maximum total length. The scheduler has to decide whether to accept each interval before the next interval is presented and ensure that no pair of accepted intervals overlap. They showed that no (randomized) algorithm can achieve competitive ratio $O(\log \Delta)$ (where $\Delta$ denotes the ratio between the longest and the shortest interval, and $\Delta$ is unknown to the algorithm), and gave an $O\left((\log \Delta)^{1+\varepsilon}\right)$-competitive randomized algorithm.

### 1.2 Problem description and preliminaries

We consider a setting with $m+1$ locations in a star network and denote the central location by 0 and the other locations by $i$ for $i \in\{1,2, \ldots, m\}$. There are $k$ servers, denoted by $S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$, that are initially located at 0 . We assume that $m \geq 2$ since, if $m=1$, the problem turns into the car-sharing problem between two locations that has been studied before $[9,10,11]$. The length of the edge between 0 and $i$, for $1 \leq i \leq m$, is denoted by $d(0, i)=d(i, 0)$. The travel time from 0 to $i, i \in\{1,2, \ldots, m\}$, is $d(0, i) \cdot t$, where $t$ is a fixed positive constant, and is the same as the travel time from $i$ to $0, d(i, 0) \cdot t$. In the variant with unit travel times, all edges have length 1 and the travel time between 0 and $i$ is $t$ for all $i \in\{1,2, \ldots, m\}$ (see Fig. 1 for an example). In the variant with arbitrary travel times, we only assume that the edge lengths satisfy $1 \leq d(0, i) \leq L$ for all $1 \leq i \leq m$ (Fig. 2 shows an example).


Figure 1 Unit travel times.


Figure 2 Arbitrary travel times.

Let $R$ denote a sequence of requests that are released over time. The requests with the same release time are released one by one in arbitrary order. The $i$-th request is denoted by $r_{i}=\left(\tilde{t}_{r_{i}}, t_{r_{i}}, p_{r_{i}}, \dot{p}_{r_{i}}\right)$ and specifies the booking time or release time $\tilde{t}_{r_{i}}$, the start time or pick-up time $t_{r_{i}}$, the pick-up location $p_{r_{i}} \in\{0,1, \ldots, m\}$, and the drop-off location $\dot{p}_{r_{i}} \in\{0,1, \ldots, m\}$. We also say that request $r_{i}$ drops off at $\dot{p}_{r_{i}}$. We require $\dot{p}_{r_{i}} \neq p_{r_{i}}$ and $\min \left\{p_{r_{i}}, \dot{p}_{r_{i}}\right\}=0$, i.e., for all requests $r_{i} \in R$, either the pick-up location $p_{r_{i}}$ or the drop-off location $\dot{p}_{r_{i}}$ is 0 . We assume that the booking interval $t_{r_{i}}-\tilde{t}_{r_{i}}$ is equal to a fixed value $a$ for all requests $r_{i} \in R$. For the variant with unit travel times (resp. the variant with arbitrary travel times), if $r_{i}$ is accepted, a server must pick up the customer at $p_{r_{i}}$ at time $t_{r_{i}}$ and drop off the customer at $\dot{p}_{r_{i}}$ at time $\dot{t}_{r_{i}}=t_{r_{i}}+t$ (resp. at time $\dot{t}_{r_{i}}=t_{r_{i}}+d\left(p_{r_{i}}, \dot{p}_{r_{i}}\right) \cdot t$ ), the end time (or drop-off time) of the request.

Each server can only serve one request at a time. If two requests are such that they cannot both be served by one server, we say that the requests are in conflict. For the variant with unit travel times (resp. arbitrary travel times), serving a request $r_{i}$ yields profit $P_{r_{i}}=r$ (resp. $\left.P_{r_{i}}=d\left(p_{r_{i}}, \dot{p}_{r_{i}}\right) \cdot r\right)$. An empty movement has no cost. We denote the requests accepted by an algorithm by $R^{\prime}$. The $i$-th request in $R^{\prime}$, in order of request start times, is denoted by $r_{i}^{\prime}$. We denote the profit of serving the requests in $R^{\prime}$ by $P_{R^{\prime}}=\sum_{i=1}^{\left|R^{\prime}\right|} P_{r_{i}^{\prime}}$. The goal of the car-sharing problem is to accept a set of requests $R^{\prime}$ that maximizes the profit $P_{R^{\prime}}$.

We use $k S m L-U$ to refer to the problem with $k$ servers and $m+1$ locations with unit travel times. The problem variant with arbitrary travel times is called the $k S m L-A$ problem. For the kSmL-A problem, we assume that $a \geq 2 L t$, where $L t$ is the travel time of the longest edge of the star. This ensures that any free server always has enough time to travel from its current location to the pick-up location of a newly accepted request. We do not require that the algorithm assigns an accepted request to a server immediately, provided that it ensures that one of the $k$ servers will serve the request.

We forbid "unprompted" moves, i.e., the algorithm is allowed to make an empty move to another location only if it does so in order to serve a request that was accepted before the current time and whose pick-up location is the other location. If the length of the booking interval (recall that the booking interval is the interval between booking time and start time) is greater than the maximum travel time of any two locations in the two problems defined above, we observe that there is never a need for a server to make an unprompted movement. Therefore, if $a \geq 2 t$ for $\mathrm{kSmL}-\mathrm{U}$ or $a \geq 2 L t$ for $\mathrm{kSmL}-\mathrm{A}$, whether or not we forbid unprompted movements affects neither lower bounds nor the algorithm performance.

The performance of an algorithm for $\mathrm{kSmL}-\mathrm{U}$ or $\mathrm{kSmL}-\mathrm{A}$ is measured using competitive analysis [5]. For any request sequence $R$, let $P_{R^{A}}$ denote the objective value produced by an on-line algorithm $A$, and $P_{R^{*}}$ that obtained by an optimal scheduler $O P T$ that has full information about the request sequence in advance. Like for the algorithm, we also require that $O P T$ does not make unprompted moves, i.e., $O P T$ is allowed to make an empty move starting at time $t_{0}$ with some server $s_{j}$ from location $p$ to location $q$ only if there is an accepted request $r_{i}$ assigned to $s_{j}$ with $\tilde{t}_{r_{i}} \leq t_{0}, p_{r_{i}}=q$ and $t_{r_{i}} \geq t_{0}+d(p, q) \cdot t$. The competitive ratio of $A$ is defined as $\rho_{A}=\sup _{R} \frac{P_{R^{*}}}{P_{R_{A}}}$. We say that $A$ is $\rho$-competitive if $P_{R^{*}} \leq \rho \cdot P_{R^{A}}$ for all request sequences $R$. Let $O N^{R^{A}}$ be the set of all on-line algorithms for a problem. We only consider deterministic algorithms in this paper. A value $\beta$ is a lower bound on the best possible competitive ratio if $\rho_{A} \geq \beta$ for all $A$ in $O N$.

The asymptotic competitive ratio (asymptotic performance ratio) of $A$ is defined to be $\rho_{A}^{\prime}=\lim _{n \rightarrow \infty} \sup _{R}\left\{\left.\frac{P_{R^{*}}}{P_{R^{A}}} \right\rvert\, P_{R^{*}}=n\right\}$. A value $\beta^{\prime}$ is a lower bound on the best possible asymptotic competitive ratio if $\rho_{A}^{\prime} \geq \beta^{\prime}$ for all $A$ in $O N$. We write $\mathbb{N}=\{0,1,2, \ldots\}$.

### 1.3 Paper outline

Table 1 Lower and upper bounds on the competitive ratio for the kSmL problem.

| Problem | Booking constraint | Lower bound | Upper bound |
| :--- | :--- | :--- | :--- |
| kSmL-U | $a<t$ | $\frac{k}{\lfloor k / m\rfloor}$ | $\frac{k}{\lfloor k / m\rfloor}$ |
| kSmL-U | $t \leq a<2 t$ | 2 | $2($ for even $k)$ |
| kSmL-U | $a \geq 2 t$ | $2-\frac{1}{2 m-1}$ | $2($ for even $k)$ |
| kSmL-A | $a \geq 2 L t$ | $\Omega(\log L)$ | $O(\log L)($ for $k \geq \log L)$ |

In Section 2, we present lower bounds on the competitive ratio for the $\mathrm{kSmL}-\mathrm{U}$ problem. In Section 3, we propose two greedy algorithms, the m-partition greedy algorithm and the bi-partition greedy algorithm, that achieve the best possible competitive ratio for $\mathrm{kSmL}-\mathrm{U}$ for different ranges of $a$. In Section 4, we study kSmL-A and give an algorithm with competitive ratio $O(\log L)$ and show that no deterministic on-line algorithm can achieve competitive ratio smaller than $\Omega(\log L)$. Section 5 concludes the paper. An overview of our results is shown in Table 1. All our lower bounds hold even in the seemingly simpler case where the start time of every request is a multiple of $t$.

## 2 Lower bounds for kSmL-U

In this section, we present lower bounds for the $\mathrm{kSmL}-\mathrm{U}$ problem. We use $A L G$ to denote any on-line algorithm and $O P T$ to denote an optimal scheduler. The set of requests accepted by $A L G$ is denoted by $R^{\prime}$, and the set of requests accepted by $O P T$ by $R^{*}$.

- Theorem 1. For $a<t$, no deterministic on-line algorithm for $k S m L-U$ can achieve asymptotic competitive ratio smaller than $\frac{k}{\lfloor k / m\rfloor}$.

Proof. Consider a sequence of requests that consists of $\gamma$ phases where phase $i$, for $1 \leq i \leq \gamma$, consists of $l_{i}$ groups of requests, with each group consisting of $k$ identical requests. Let $\sigma(u, v)$ be the number of request groups that the adversary has released by the time when the requests in phase $u$, group $v$ have just been released, i.e., $\sigma(u, v)=\sum_{i=1}^{u-1} l_{i}+v$.

The adversary releases requests based on the release rule for $\mathrm{kSmL}-\mathrm{U}$ shown in Algorithm 1.

```
Algorithm 1 Release Rule for kSmL-U with \(a<t\).
    Initialization: The adversary presents the requests in phase 1 group 1: \(k\) copies of the
    request \((\nu \cdot t-a, \nu \cdot t, 0,1)\) for some \(\nu\) such that \(\nu \in \mathbb{N}\) and \(\nu \cdot t-a \geq 0\).
    \(i=1, j=1\). Let \(l\) be a large, positive, odd integer.
    While \(i \leq m\) do
        if \(j<l\) then
            if \(\left|R_{i, j}^{\prime}\right|>\lfloor k / m\rfloor\) then
                \(l_{i}=j, i=i+1, j=1\) and the adversary releases the requests in \(R_{i, j} ;\)
            else if \(\left|R_{i, j}^{\prime}\right| \leq\lfloor k / m\rfloor\) then
                \(j=j+2\) and the adversary releases the requests in \(R_{i, j-1}\) and \(R_{i, j} ;\)
            if \(j \geq l\) then
                break.
    Output: \(\gamma=i\) and \(l_{i}=j\).
    (1) Let \(R_{i, j}\) denote the set of requests in phase \(i\) group \(j\). If \(i>1\) and \(j=1, R_{i, j}\) consists of \(k\) copies of
    the request \(\left(\tilde{t}_{r_{\sigma\left(i-1, l_{i-1}\right) k}}+t, t_{r_{\sigma\left(i-1, l_{i-1}\right) k}}+t, 0, i\right)\); if \(i>0, j>1\) and \(j=2 e\) where \(e \in \mathbb{N}, R_{i, j}\) consists
    of \(k\) copies of the request \(\left(\tilde{t}_{r_{\sigma(i, j-1) k}}+t, t_{r_{\sigma(i, j-1) k}}+t, i, 0\right)\); if \(i>0, j>1\) and \(j=2 e+1\) where \(e \in \mathbb{N}\),
    \(R_{i, j}\) consists of \(k\) copies of the request \(\left(\tilde{t}_{r_{\sigma(i, j-1) k}}+t, t_{r_{\sigma(i, j-1) k}}+t, 0, i\right)\).
    (2) Let \(R_{i, j}^{\prime}\) denote the set of requests accepted by \(A L G\) in phase \(i\) group \(j\).
```

We make four observations:
(a) For each $i<\gamma, l_{i}<l$. This holds because, as soon as $j$ reaches value $l$, the While-loop is exited and $\gamma$ is set to $i$.
(b) For each $i \leq \gamma, A L G$ accepts no more than $\lfloor k / m\rfloor\left(l_{i}-1\right)$ requests in total among the requests in phase $i$ excluding the requests in phase $i$ group $l_{i}$. This can be seen as follows: The algorithm accepts at most $\lfloor k / m\rfloor$ requests from phase $i$ group $j$ for any odd $j, j<l_{i}$. Moreover, the total number of requests from phase $i$ group $j$ for all even $j$ together cannot be larger than the total number of requests from phase $i$ group $j$ for all odd $j$, $j<l_{i}$.
(c) $A L G$ accepts no more than $k$ requests in total among the requests in phase 1 group $l_{1}$, phase 2 group $l_{2}, \ldots$, phase $\gamma$ group $l_{\gamma}$. This holds because any server accepting a request in phase $i$ group $l_{i}$ will remain at $i$ and not be able to serve any further requests.
(d) $A L G$ accepts more than $(\lfloor k / m\rfloor+1)(\gamma-1)$ requests in total among the requests in phase 1 group $l_{1}$, phase 2 group $l_{2}, \ldots$, phase $\gamma-1$ group $l_{\gamma-1}$. This holds because the algorithm accepts strictly more than $\lfloor k / m\rfloor$ requests in each of these $\gamma-1$ groups.

According to (d), more than $(\lfloor k / m\rfloor+1) \cdot(\gamma-1)$ servers are not in location 0 or $\gamma$ when the requests in phase $\gamma$ are released. These servers cannot accept requests in phase $\gamma$ because the release time of a request is too late for such a server to be able to serve it with empty movement. If $\gamma=m, k-(\lfloor k / m\rfloor+1)(\gamma-1) \leq\lfloor k / m\rfloor$, and hence the adversary stops to release requests in phase $m$ only after group $l$. Therefore, $l_{\gamma}=l$ no matter whether $\gamma<m$ or $\gamma=m$.

By (b) and (c), we have that $A L G$ accepts no more than $\left(\lfloor k / m\rfloor \sum_{i=1}^{\gamma}\left(l_{i}-1\right)\right)+k$ requests.
$O P T$ accepts all the requests except the requests in phase 1 group $l_{1}$, phase 2 group $l_{2}, \ldots$, phase $\gamma-1$ group $l_{\gamma-1}$. We have $P_{R^{*}}=\left(k r \sum_{i=1}^{\gamma-1}\left(l_{i}-1\right)\right)+k r l$. Since $P_{R^{\prime}} \leq$ $k r+\lfloor k / m\rfloor \sum_{i=1}^{\gamma}\left(l_{i}-1\right) r$ and $\lim _{l \rightarrow \infty} \inf _{l_{i} \leq l} \frac{k l+k \sum_{i=1}^{\gamma-1}\left(l_{i}-1\right)}{k+\lfloor k / m\rfloor \sum_{i=1}^{\gamma}\left(l_{i}-1\right)}=\frac{k}{\lfloor k / m\rfloor}$, where the infimum is taken over all possible values of $l_{i}$ for $1 \leq i \leq \gamma-1$, we get $\lim _{P_{R^{*}} \rightarrow \infty} P_{R^{*}} / P_{R^{\prime}} \geq \frac{k}{\lfloor k / m\rfloor}$.

- Theorem 2. For $t \leq a<2 t$, no deterministic on-line algorithm for $k S m L-U$ can achieve asymptotic competitive ratio smaller than 2.

Proof. Let $l$ be a large, positive integer. Consider a sequence of requests that consists of 2 phases where phase $i$, for $i=1,2$, consists of $l_{i}$ groups of requests, with each group consisting of $k$ identical requests. Let $R_{i, j}$ denote the set of requests in phase $i$ group $j$. Initially, the adversary releases $R_{i, j}$ with $i=1$ and $j=1$, consisting of $k$ copies of the request $r_{1}=(\nu \cdot t-a, \nu \cdot t, 0,1)$ for some $\nu$ such that $\nu \in \mathbb{N}$ and $\nu \cdot t-a \geq 0$. Let $R_{i, j}^{\prime}$ denote the set of requests accepted by $A L G$ in phase $i$ group $j$. The adversary releases further requests based on the following rules: If $\left|R_{1, j}^{\prime}\right| \leq \frac{k}{2}$ and $j<l$, let $j=j+1$ and release $R_{1, j}^{\prime}$ consisting of $k$ copies of the request $\left(\tilde{t}_{r_{1}}+2(j-1) t, t_{r_{1}}+2(j-1) t, 0,1\right)$; otherwise, set $l_{1}=j$ and stop to release requests in phase 1 . Note that either $l_{1}=l$, or $l_{1}<l$ and $\left|R_{1, l_{1}}^{\prime}\right|>\frac{k}{2}$. We distinguish two cases.
Case 1: $l_{1}=l$. Observe that $\left|R_{1, j}^{\prime}\right| \leq \frac{k}{2}$ for all $1 \leq j<l_{1}$. In this case, $O P T$ accepts all requests in $R_{1, j}$ for all $1 \leq j \leq l$. We have $P_{R^{*}}=l \cdot k r$ and $P_{R^{\prime}}=\sum_{j=1}^{l_{1}}\left|R_{1, j}^{\prime}\right| r \leq$ $\frac{k}{2} \cdot(l-1) r+k r$, and hence $\lim _{P_{R^{*}} \rightarrow \infty} P_{R^{*}} / P_{R^{\prime}} \geq 2$.
Case 2: $l_{1}<l$ and $\left|R_{1, l_{1}}^{\prime}\right|>\frac{k}{2}$. Observe that $\left|R_{1, j}^{\prime}\right| \leq \frac{k}{2}$ for all $1 \leq j<l_{1}$. The adversary then releases $R_{2, j}$ for all $1 \leq j \leq l^{2}$, where each $R_{2, j}$ consists of $k$ copies of the request $\left(\tilde{t}_{r_{1}}+2\left(l_{1}-1+j\right) t, t_{r_{1}}+2\left(l_{1}-1+j\right) t, 2,0\right)$. Observe that $\left|R_{1, l_{1}}^{\prime}\right|$ servers of the algorithm are in location 1 when the requests in $R_{2, j}$ for all $1 \leq j \leq l^{2}$ are released. The release time of a request with pick-up location 2 is too late for a server in location 1 to be able to serve it with empty movement because the travel time between location 1 and the pick-up location 2 is $2 t$, which is greater than the booking interval $a$. From this it follows that the $\left|R_{1, l_{1}}^{\prime}\right|$ servers of $A L G$ cannot accept any requests in phase 2. OPT accepts all requests in phase 2. We have $P_{R^{*}} \geq l^{2} \cdot k r$. Since $P_{R^{\prime}} \leq \sum_{j=1}^{l_{1}-1}\left|R_{1, j}^{\prime}\right| r+\left|R_{1, l_{1}}^{\prime}\right| r+\left(k-\left|R_{1, l_{1}}^{\prime}\right|\right) l^{2} r \leq \frac{k}{2} \cdot\left(l^{2}+l_{1}-1\right) r+\left|R_{1, l_{1}}^{\prime}\right| r$, we have $\lim _{P_{R^{*}} \rightarrow \infty} P_{R^{*}} / P_{R^{\prime}} \geq 2$.

- Theorem 3. For $a \geq 2 t$, no deterministic on-line algorithm for $k S m L-U$ can achieve competitive ratio smaller than $2-\frac{1}{2 m-1}$. Furthermore, if $k<2(m-1)$, no deterministic on-line algorithm for $k S m L-U$ can achieve competitive ratio smaller than 2 .

Proof. The adversary releases a number of request sequences. We use $k_{i}\left(0 \leq k_{i} \leq k\right)$ to denote the number of requests that $A L G$ accepts from the $i^{t h}$ request sequence.

Initially, the adversary releases the $1^{\text {st }}$ request sequence, consisting of $k$ copies of the request $(\nu \cdot t-a, \nu \cdot t, 0,1)$ for some $\nu$ such that $\nu \in \mathbb{N}$ and $\nu \cdot t-a \geq 0$. There are two options that the adversary can adopt:

Option 1. The adversary does not release any more requests. In this case, $O P T$ accepts all requests in the $1^{\text {st }}$ request sequence. We have $P_{R^{*}}=k \cdot r$ and $P_{R^{\prime}}=k_{1} \cdot r$, and hence $P_{R^{*}} / P_{R^{\prime}} \geq \frac{k}{k_{1}}$.
Option 2. The adversary releases the $2^{\text {nd }}$ request sequence, consisting of $k$ copies of the request ( $\tilde{t}_{r_{1}}, t_{r_{1}}, 1,0$ ), and then releases $m-1$ further request sequences (from the $3^{\text {rd }}$ request sequence to the $(m+1)^{t h}$ request sequence), where the $i^{t h}(3 \leq i \leq m+1)$ request sequence consists of $k$ copies of the request ( $\tilde{t}_{r_{1}}+t, t_{r_{1}}+t, 0, i-1$ ). Then, the adversary releases the $(m+2)^{t h}$ request sequence, consisting of $k$ copies of the request $\left(\tilde{t}_{r_{1}}+2 t, t_{r_{1}}+2 t, \varrho-1,0\right)$ where $\varrho=\arg \min \left\{k_{i}, 3 \leq i \leq m+1\right\}$. Since the requests in the $1^{\text {st }}$ request sequence are in conflict with the requests in the $i^{t h}(2 \leq i \leq m+2)$ request sequence, $k_{1}$ servers of $A L G$ accept at most one request each. $O P T$ accepts all requests in the $2^{\text {nd }}$ request sequence, the $\varrho^{t h}$ request sequence and the $(m+2)^{t h}$ request sequence, i.e., $P_{R^{*}}=3 \mathrm{kr}$.

Observe that $k_{\varrho} \leq \frac{k-k_{1}}{m-1}$. Furthermore, the requests in the $(m+2)^{t h}$ request sequence are in conflict with the requests in the $i^{t h}(3 \leq i \leq m+1$ and $i \neq \varrho)$ request sequence. Therefore, at most $k_{\varrho}$ servers accept requests both in the $(m+2)^{\text {th }}$ request sequence and the $i^{\text {th }}(3 \leq i \leq m+1)$ request sequence. From this it follows that $k_{\varrho}$ servers accept at most three requests each (in the $2^{\text {nd }}$, the $\varrho^{\text {th }}$, and the $(m+2)^{t h}$ request sequence) and the remaining servers of $A L G$, i.e., $k-k_{1}-k_{\varrho}$ servers, each accept at most two requests (in the $2^{\text {nd }}$ and the $i^{\text {th }}$ request sequence where $3 \leq i \leq m+1$ and $i \neq \varrho$ ). Thus, we have $P_{R^{\prime}} \leq k_{1} r+2\left(k-k_{1}\right) r+k_{\varrho} \cdot r$ and hence $P_{R^{\prime}} \leq k_{1} r+2\left(k-k_{1}\right) r+\frac{k-k_{1}}{m-1} \cdot r$. Since $P_{R^{*}}=3 k r, P_{R^{*}} / P_{R^{\prime}} \geq \frac{3 k}{2 k-k_{1}+\left(k-k_{1}\right) /(m-1)}$.

If we choose the option (from Option 1 and Option 2) that maximizes $\frac{P_{R^{*}}}{P_{R^{\prime}}}$, we have $\frac{P_{R^{*}}}{P_{R^{\prime}}} \geq \max \left\{\frac{k}{k_{1}}, \frac{3 k}{2 k-k_{1}+\left(k-k_{1}\right) /(m-1)}\right\}$. As $k_{1}$ increases, $\frac{k}{k_{1}}$ decreases and $\frac{3 k}{2 k-k_{1}+\left(k-k_{1}\right) /(m-1)}$ increases. Since $\frac{3 k}{2 k-k_{1}+\left(k-k_{1}\right) /(m-1)}=\frac{k}{k_{1}}=2-\frac{1}{2 m-1}$ when $k_{1}=\frac{2 m-1}{4 m-3} \cdot k$, we have $P_{R^{*}} / P_{R^{\prime}} \geq 2-\frac{1}{2 m-1}$. The claimed lower bound of $2-\frac{1}{2 m-1}$ follows.

Furthermore, if $k<2(m-1)$, we can argue as follows. If $k_{1} \leq \frac{k}{2}$, we choose Option 1 and get $P_{R^{*}} / P_{R^{\prime}}=\frac{k}{k_{1}} \geq 2$. If $k_{1}>\frac{k}{2}$, then $k_{\varrho} \leq \frac{k-k_{1}}{m-1}<1$ and hence $k_{\varrho}=0$. We choose Option 2 and have $P_{R^{\prime}} \leq k_{1} r+2\left(k-k_{1}\right) r$ and thus $P_{R^{*}} / P_{R^{\prime}} \geq \frac{3 k}{2 k-k_{1}}>2$. The claimed lower bound of 2 follows.

## 3 Upper bounds for kSmL-U

In this section, we prove the upper bounds for the $\mathrm{kSmL}-\mathrm{U}$ problem. Denote the requests accepted by $O P T$ by $R^{*}=\left\{r_{1}^{*}, r_{2}^{*}, \ldots, r_{\left|R^{*}\right|}^{*}\right\}$ and the requests accepted by an algorithm by $R^{\prime}=\left\{r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{\left|R^{\prime}\right|}^{\prime}\right\}$, indexed in the order in which they are released (and hence also in order of non-decreasing pick-up times).

Let $R^{*}(e, p, d)$ denote the set of requests in $R^{*}$ which start at time $e$ at location $p$ and drop off at location $d$. Observe that $\forall e, p, d,\left|R^{*}(e, p, d)\right| \leq k$. Let $R^{*}(p, d)$ denote the set of requests in $R^{*}$ which start at location $p$ and drop off at location $d$. Furthermore, let $R^{*}(e, 0, X)$ denote the set of requests in $R^{*}$ which start at time $e$ at location 0 , i.e., $R^{*}(e, 0, X)=\bigcup_{d=1}^{m} R^{*}(e, 0, d)$, and let $R^{*}(e, X, 0)$ denote the set of requests in $R^{*}$ which start at time $e$ and drop off at location 0 , i.e., $R^{*}(e, X, 0)=\bigcup_{d=1}^{m} R^{*}(e, d, 0)$. Similarly, define $R^{*}(0, X)=\bigcup_{d=1}^{m} R^{*}(0, d)$ and $R^{*}(X, 0)=\bigcup_{d=1}^{m} R^{*}(d, 0)$. The subsets $R^{\prime}(e, p, d), R^{\prime}(p, d)$, $R^{\prime}(e, 0, X), R^{\prime}(e, X, 0) R^{\prime}(0, X)$ and $R^{\prime}(X, 0)$ of $R^{\prime}$ are defined analogously.
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### 3.1 Upper bound for $0 \leq a<t$

We propose an m-Partition Greedy Algorithm (m-PGA) for the $\mathrm{kSmL}-\mathrm{U}$ problem when $0 \leq a<t$, shown in Algorithm 2. The $k$ servers are divided into $m$ groups $S_{1}, S_{2}, \ldots, S_{m}$. From group $S_{1}$ to group $S_{m-1}$, each group has $\lfloor k / m\rfloor$ servers; group $S_{m}$ has $k-\lfloor k / m\rfloor(m-$ $1) \geq\lceil k / m\rceil$ servers. The servers in group $S_{i}, 1 \leq i \leq m$, only serve requests whose pick-up or drop-off location is $i$.

```
Algorithm 2 m-Partition Greedy Algorithm (m-PGA).
    Input: \(k\) servers, requests arrive over time.
    Step: When request \(r_{i}\) arrives, if it is acceptable to a server in group \(S_{g\left(r_{i}\right)}\), where
    \(g\left(r_{i}\right)=\max \left\{p_{r_{i}}, \dot{p}_{r_{i}}\right\}\), assign it to that server; otherwise, reject it.
(1) \(r_{i, j}^{n}\) denotes the newest request which is assigned to \(s_{j}\) before \(r_{i}\) is released. Set \(\dot{p}_{r_{i, j}^{n}}=0\) and \(\dot{t}_{r_{i, j}}=0\)
if server \(s_{j}\) has not accepted any request before \(r_{i}\) is released.
(2) \(r_{i}\) is acceptable to a server \(s_{j}\left(s_{j} \in S\right)\) if and only if \(p_{r_{i}}=\dot{p}_{r_{i, j}^{n}}\) and \(t_{r_{i}} \geq \dot{t}_{r_{i, j}^{n}}\).
```

We refer to the servers of m-PGA as $s_{1}^{\prime}, s_{2}^{\prime}, \ldots, s_{k}^{\prime}$, and the servers of $O P T$ as $s_{1}^{*}, s_{2}^{*}, \ldots, s_{k}^{*}$. For an arbitrary request sequence $R=\left(r_{1}, r_{2}, \ldots, r_{n}\right)$, note that we have $t_{r_{i}} \leq t_{r_{i+1}}$ for $1 \leq i<n$ because $t_{r_{i}}-\tilde{t}_{r_{i}}=a$ is fixed.

- Observation 4. m-PGA only accepts requests without empty movement because the release time of a request is too late for a server to be able to serve it with empty movement in $\mathrm{kSmL}-\mathrm{U}$ with $a<t$. Therefore, each m-PGA server accepts requests with alternating pick-up location, starting with a request with pick-up location 0 .
- Observation 5. OPT only accepts requests without empty movement because the release time of a request is too late for a server to be able to serve it with empty movement in $\mathrm{kSmL}-\mathrm{U}$ with $a<t$. Therefore, each $O P T$ server accepts requests starting with a request with pick-up location 0 , and any two consecutive requests accepted by a server of $O P T$ have the following property: the drop-off location of the first request is the pick-up location of the second request.

For simplification of the analysis, we suppose that for each $d, 1 \leq d \leq m, O P T$ has $k$ separate servers for serving requests for travel between location 0 and location $d$, and those $k$ servers only serve such requests. This simplification does not decrease the profit gained by $O P T$. In this way we can analyse the requests for travel between location 0 and location $d$ for different $d$ independently. In the following, we focus on an arbitrary value of $d$ and assume that $S_{d}$ contains $\lfloor k / m\rfloor$ servers.

The analysis of the algorithm is divided into two parts. First, we reassign the requests in $R^{\prime}(0, d), R^{\prime}(d, 0), R^{*}(0, d)$ and $R^{*}(d, 0)$ by repeated application of two reassignment rules, and then we show that the profit accrued by the algorithm is within a certain factor of the profit accrued by $O P T$.

Suppose $O P T$ accepts $k_{0}^{*}$ requests that start at location 0 and drop off at location $d$, i.e., $R^{*}(0, d)=\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{k_{0}^{*}}^{* 0}\right\}$, and $O P T$ accepts $k_{1}^{*}$ requests that start at location $d$ and drop off at location 0, i.e., $R^{*}(d, 0)=\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{k_{1}^{*}}^{* d}\right\}$. The subsets $R^{\prime}(0, d)=\left\{r_{1}^{\prime 0}, r_{2}^{\prime 0}, \ldots, r_{k_{0}^{\prime}}^{0}\right\}$ and $R^{\prime}(d, 0)=\left\{r_{1}^{\prime d}, r_{2}^{\prime d}, \ldots, r_{k_{1}^{\prime}}^{\prime d}\right\}$ of $R^{\prime}$ are defined analogously.

Reassignment Rule 1. Consider the case that requests $r_{o}^{* 0}$ and $r_{o}^{* d}$ are both assigned to the same server for $o<i$ and $r_{i}^{* 0}$ and $r_{i}^{* d}$ are assigned to different servers. Suppose $r_{i}^{* 0}$ is assigned to $s_{j}^{*}$ and $r_{i}^{* d}$ is assigned to $s_{l}^{*}$ where $l \neq j$. We reassign $r_{i}^{* d}$ to server $s_{j}^{*}$,
reassign all requests in $R^{*} \backslash\left(\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{i}^{* 0}\right\} \bigcup\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{i}^{* d}\right\}\right)$ that are assigned to $s_{j}^{*}$ (denote the set of these requests by $\Re_{j}$ ) to server $s_{l}^{*}$, and reassign all requests in $R^{*} \backslash\left(\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{i}^{* 0}\right\} \bigcup\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{i}^{* d}\right\}\right)$ that are assigned to $s_{l}^{*}$ (denote them by $\Re_{l}$ ) to server $s_{j}^{*}$.
As each server accepts requests with alternating pick-up location, starting with a request with pick-up location 0 , we have $\dot{t}_{r_{i}^{\prime 0}} \leq t_{r_{i}^{\prime d}}\left(\right.$ for all $\left.i \leq k_{1}^{\prime}\right)$ and $\dot{t}_{r_{i}^{* 0}} \leq t_{r_{i}^{* d}}\left(\right.$ for all $\left.i \leq k_{1}^{*}\right)$. Thus, for $i \leq k_{1}^{*}, r_{i}^{* 0}$ and $r_{i}^{* d}$ are not in conflict, and hence reassigning $r_{i}^{* d}$ to server $s_{j}^{*}$ is valid. Furthermore, any two consecutive requests in $\Re_{l}$ are not in conflict, so reassigning all requests of $\Re_{l}$ to server $s_{j}^{*}$ is valid. Observe that server $s_{l}^{*}$ is at location $d$ at time $t_{r_{i}^{* d}}$. Because the first request in $\Re_{j}$, say, request $x$, has pick-up location $d$ and starts after $t_{r_{i}^{* d}}$, reassigning request $x$ to server $s_{l}^{*}$ is valid. As any two consecutive requests in $\Re_{j}$ are not in conflict, reassigning all requests of $\Re_{j}$ to server $s_{l}^{*}$ is valid. From this it follows that $R^{*}(0, d)$ and $R^{*}(d, 0)$ are still a valid solution with the same profit after the reassignment.

Reassignment Rule 2. Consider the case that requests $r_{o}^{* 0}$ and $r_{o}^{* d}$ are both assigned to the server $s_{o \bmod k}$ for $o<i$ and $r_{i}^{* 0}$ and $r_{i}^{* d}$ are not assigned to the server $s_{i \bmod k}$ (the case where $r_{i}^{* d}$ does not exist can be handled similarly). Suppose $r_{i}^{* 0}$ and $r_{i}^{* d}$ are assigned to $s_{j}^{*}, j \neq i \bmod k$. We reassign $r_{i}^{* 0}$ and $r_{i}^{* 1}$ to server $s_{i \bmod k}$, reassign all requests in $R^{*} \backslash\left(\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{i}^{* 0}\right\} \bigcup\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{i}^{* d}\right\}\right)$ that are assigned to $s_{j}^{*}$ (denote the set of these requests by $\Re_{j}$ ) to server $s_{i \bmod k}^{*}$, and reassign all requests in $R^{*} \backslash$ $\left(\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{i}^{* 0}\right\} \bigcup\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{i}^{* d}\right\}\right)$ that are assigned to $s_{i \bmod k}^{*}$ (denote them by $\left.\Re_{i \bmod k}\right)$ to server $s_{j}^{*}$.
Since the requests $r_{o}^{* 0}$ and $r_{o}^{* d}$ are both assigned to the server $s_{o \bmod k}$ for $o<i$, the last request $r_{l}$ accepted by $s_{i \bmod k}^{*}$ whose pick-up time is earlier than $t_{r_{i}^{* 0}}$ ends not later than the last request accepted by $s_{j}^{*}$ whose pick-up time is earlier than $t_{r_{i}^{* 0}}$ if $j \neq i \bmod k$. Reassigning all requests of $\Re_{j}$ to server $s_{i \bmod k}^{*}$ is valid. Because the first request in $\Re_{i \bmod k}$ accepted by $s_{i \bmod k}^{*}$ starts later than $t_{r_{i}^{* 0}}$ and starts at location $p_{r_{i}^{* 0}}$, and any two consecutive requests in $\Re_{i \bmod k}$ are not in conflict, reassigning all requests of $\Re_{i \bmod k}$ to server $s_{j}^{*}$ is valid. From this it follows that $R^{*}(0, d)$ and $R^{*}(d, 0)$ are still a valid solution with the same profit after the reassignment.

Similarly, we reassign the requests in $R^{\prime}(0, d)$ and $R^{\prime}(d, 0)$ based on the above process until both requests $r_{i}^{\prime 0}$ and $r_{i}^{\prime d}$ are assigned to $s_{i \bmod \lfloor k / m\rfloor}^{\prime}$ for $i \leq k_{1}^{\prime}$. Note that this reassignment does not affect the validity of $R^{\prime}(0, d)$ and $R^{\prime}(d, 0)$, and $P_{R^{\prime}(0, d)}$ and $P_{R^{\prime}(d, 0)}$ do not change.

- Theorem 6. $m-P G A$ is $\frac{k}{\lfloor k / m\rfloor}$-competitive for $k S m L-U$ if $0 \leq a<t$.

Proof. We bound the competitive ratio of m-PGA by analyzing the requests between 0 and $d$ for each $d$ independently. As $\bigcup_{d=1}^{m} R^{\prime}(0, d) \cup \bigcup_{d=1}^{m} R^{\prime}(d, 0)=R^{\prime}$ and $\bigcup_{d=1}^{m} R^{*}(0, d) \cup$ $\bigcup_{d=1}^{m} R^{*}(d, 0)=R^{*}$, it is clear that, for any $\alpha \geq 1, P_{R^{*}} / P_{R^{\prime}} \leq \alpha$ follows if we can show that $P_{R^{*}(0, d)} / P_{R^{\prime}(0, d)} \leq \alpha$ and $P_{R^{*}(d, 0)} / P_{R^{\prime}(d, 0)} \leq \alpha$ for all $d, 1 \leq d \leq m$. Consider an arbitrary value of $d$ from now on.

The proof uses similar ideas to the one used for the case $a<t$ of car-sharing between two locations (Theorem 2 in [9] and Theorem 2 in [10]), but there one can easily show that $R^{*}$ can be transformed into $R^{\prime}$ without reducing its profit, whereas we encounter the additional difficulty that m-PGA has only $\lfloor k / m\rfloor$ servers while $O P T$ has $k$ servers.

Let $\bar{R}^{*}(0, d)$ (resp. $\left.\bar{R}^{*}(d, 0)\right)$ be the subset of $R^{*}(0, d)$ (resp. $\left.R^{*}(d, 0)\right)$ that contains the requests from the $(i k+1)^{t h}$ to the $(i k+\lfloor k / m\rfloor)^{t h}$, for all $0 \leq i \leq \frac{\left|R^{*}(0, d)\right|}{k}$ (resp. $\left.0 \leq i \leq \frac{\left|R^{*}(d, 0)\right|}{k}\right)$. In other words, $\bar{R}^{*}(0, d)$ and $\bar{R}^{*}(d, 0)$ contain the requests that are accepted by the first $\lfloor k / m\rfloor$ servers of $O P T$. Suppose the first $\lfloor k / m\rfloor$ servers of $O P T$ accept $k_{0}^{*}$ requests
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that start at location 0 and drop off at location $d$, i.e., $\bar{R}^{*}(0, d)=\left\{r_{1}^{* 0}, r_{2}^{* 0}, \ldots, r_{k_{0}^{*}}^{* 0}\right\}$, and the first $\lfloor k / m\rfloor$ servers of $O P T$ accept $k_{1}^{*}$ requests that start at location $d$ and drop off at location 0 , i.e., $\bar{R}^{*}(d, 0)=\left\{r_{1}^{* d}, r_{2}^{* d}, \ldots, r_{k_{1}^{*}}^{* d}\right\}$. Suppose m-PGA accepts $k_{0}$ requests that start at location 0 and drop off at location $d$, i.e., $R^{\prime}(0, d)=\left\{r_{1}^{\prime 0}, r_{2}^{\prime 0}, \ldots, r_{k_{0}}^{\prime 0}\right\}$, and m-PGA accepts $k_{1}$ requests that start at location $d$ and drop off at location 0, i.e., $R^{\prime}(d, 0)=\left\{r_{1}^{\prime d}, r_{2}^{\prime d}, \ldots, r_{k_{1}}^{\prime d}\right\}$. We claim that $\bar{R}^{*}(0, d)$ (resp. $\left.\bar{R}^{*}(d, 0)\right)$ can be transformed into $R^{\prime}(0, d)$ (resp. $\left.R^{\prime}(d, 0)\right)$ without reducing its profit, thus showing that $P_{\bar{R}^{*}(0, d)} \leq P_{R^{\prime}(0, d)}$ (resp. $\left.P_{\bar{R}^{*}(d, 0)} \leq P_{R^{\prime}(d, 0)}\right)$, and hence $P_{R^{*}(0, d)} \leq \frac{k}{\lfloor k / m\rfloor} P_{R^{\prime}(0, d)}\left(\right.$ resp. $\left.P_{R^{*}(d, 0)} \leq \frac{k}{\lfloor k / m\rfloor} P_{R^{\prime}(d, 0)}\right)$.

By Observation 5 , when $\bar{R}^{*}(d, 0)$ consists of $w$ requests, $\bar{R}^{*}(0, d)$ consists of at least $w$ requests and of at most $w+\lfloor k / m\rfloor$ requests, i.e., $k_{1}^{*} \leq k_{0}^{*} \leq k_{1}^{*}+\lfloor k / m\rfloor$.

As m-PGA accepts the request $r_{\gamma}$ which is the first acceptable request that starts at location 0 and the request $r_{\delta}$ which is the first acceptable request that starts at location $d$ ( $r_{\delta}$ is the first request in $R$ that starts at location $d$ and starts after $\dot{t}_{r_{\gamma}}$ ), it is clear that $t_{r_{1}^{\prime 0}} \leq t_{r_{1}^{* 0}}$ and $t_{r_{1}^{\prime d}} \leq t_{r_{1}^{* d}}$. If $r_{1}^{\prime 0} \neq r_{1}^{* 0}$, we can replace $r_{1}^{* 0}$ by $r_{1}^{\prime 0}$ in $\bar{R}^{*}(0, d)$, and if $r_{1}^{\prime d} \neq r_{1}^{* d}$, we can replace $r_{1}^{* d}$ by $r_{1}^{\prime d}$ in $\bar{R}^{*}(d, 0)$. Similarly, if $i \leq\lfloor k / m\rfloor$, request $r_{i}^{\prime 0}$ (resp. $r_{i}^{\prime d}$ ) starts earlier than request $r_{i}^{* 0}$ (resp. $r_{i}^{* d}$ ). Otherwise, server $s_{i}^{\prime}$ accepts request $r_{i}^{* 0}$ and $r_{i}^{* d}$ instead of $r_{i}^{\prime 0}$ and $r_{i}^{\prime d}$. If $r_{i}^{\prime 0} \neq r_{i}^{* 0}$, we can replace $r_{i}^{* 0}$ by $r_{i}^{\prime 0}$ in $\bar{R}^{*}(0, d)$, and if $r_{1}^{\prime d} \neq r_{i}^{* d}$, we can replace $r_{i}^{* d}$ by $r_{i}^{\prime d}$ in $\bar{R}^{*}(d, 0)$.

Now assume, that the first $i(i \geq\lfloor k / m\rfloor)$ requests in $\bar{R}^{*}(0, d)$ are identical to the first $i$ requests in $R^{\prime}(0, d)$, and the first $i$ requests in $\bar{R}^{*}(d, 0)$ are identical to the first $i$ requests in $R^{\prime}(d, 0)$ where $1 \leq i \leq k_{1}^{*}$. Note that server $s_{(i+1) \bmod \lfloor k / m\rfloor}^{\prime}$ and $s_{i+1}^{*} \bmod \lfloor k / m\rfloor$ are at location 0 at time $\dot{t}_{r_{(i+1)-\lfloor k / m\rfloor}^{\prime}}$. If there are two requests $r_{i+1}^{* 0}$ and $r_{i+1}^{* d}$ accepted by server $s_{(i+1) \bmod \lfloor k / m\rfloor}^{*}$, there must also be two requests $r_{i+1}^{\prime 0}$ and $r_{i+1}^{\prime d}$ accepted by $s_{(i+1) \bmod \lfloor k / m\rfloor}^{\prime}$ and request $r_{i+1}^{\prime 0}\left(\right.$ resp. $\left.r_{i+1}^{\prime d}\right)$ starts earlier than request $r_{i+1}^{* 0}$ (resp. $r_{i+1}^{* d}$ ). If $r_{i+1}^{\prime 0} \neq r_{i+1}^{* 0}$, we can replace $r_{i+1}^{* 0}$ by $r_{i+1}^{\prime 0}$ in $\bar{R}^{*}(0, d)$, and if $r_{1}^{\prime d} \neq r_{i+1}^{* d}$, we can replace $r_{i+1}^{* d}$ by $r_{i+1}^{\prime d}$ in $\bar{R}^{*}(d, 0)$. If there are no such requests $r_{i+1}^{* 0}$ and $r_{i+1}^{* d}$ accepted by server $s_{(i+1) \bmod \lfloor k / m\rfloor}^{*}$, then $i+1>k_{1}^{*}$, and hence it follows that $\bar{R}^{*}(d, 0)$ is identical to $R^{\prime}(d, 0)$ (or $R^{\prime}(d, 0)$ even contains additional requests).

If $k_{0}^{*}=k_{1}^{*}$, the claim thus follows. If $k_{0}^{*} \neq k_{1}^{*}\left(k_{0}^{*}-k_{1}^{*}=\tau\right.$ where $\left.1 \leq \tau \leq\lfloor k / m\rfloor\right)$, then $\bar{R}^{*}(d, 0)$ is already identical to $R^{\prime}(d, 0)$, and the first $k_{1}^{*}$ requests of $\bar{R}^{*}(0, d)$ are already identical to the first $k_{1}^{*}$ requests of $R^{\prime}(0, d)$ by the argument above. Observe that server $s_{j}^{\prime}$ and $s_{j}^{*}, 1 \leq j \leq\lfloor k / m\rfloor$, are at location 0 at time $\dot{t}_{r_{k_{1}^{*}+j-\lfloor k / m\rfloor}}$. If there is a request $r_{k_{1}^{*}+o}^{* 0}$ $(1 \leq o \leq \tau)$ accepted by server $s_{j}^{*}$, there must also be a request $r_{k_{1}^{*}+o}^{0}$ accepted by server $s_{j}^{\prime}$ and it starts no later than request $r_{k_{1}^{*}+o}^{* 0}$. If $r_{k_{1}^{*}+o}^{\prime 0} \neq r_{k_{1}^{*}+o}^{* 0}$, we can replace $r_{k_{1}^{*}+o}^{* 0}$ by $r_{k_{1}^{*}+o}^{00}$ in $\bar{R}^{*}(0, d)$ making $\bar{R}^{*}(0, d)$ identical to $R^{\prime}(0, d)$. If there is no request $r_{k_{1}^{*}+o}^{* 0}$ accepted by server $s_{j}^{*}$, then $k_{1}^{*}+o>k_{0}^{*}$, and hence it follows that $\bar{R}^{*}(0, d)$ is identical to $R^{\prime}(0, d)$ (or $R^{\prime}(0, d)$ even contains additional requests). As $\bar{R}^{*}(d, 0)$ is already identical to $R^{\prime}(d, 0)$, we have that $\bar{R}^{*}(0, d) \cup \bar{R}^{*}(d, 0)$ is identical to $R^{\prime}(0, d) \cup R^{\prime}(d, 0)$ (or $R^{\prime}(0, d) \cup R^{\prime}(d, 0)$ even contains additional requests).

### 3.2 Upper bound for $a \geq t$

We propose a Bi-Partition Greedy Algorithm (Bi-PGA) for the kSmL-U problem when $a \geq t$, shown in Algorithm 3. We assume that $k \geq 2$. The $k$ servers are divided into two groups: a group $S^{c}$ of $\lfloor k / 2\rfloor$ servers and a group $S^{n}$ of $\lceil k / 2\rceil$ servers. The $\lfloor k / 2\rfloor$ servers in $S^{c}$ serve requests that start at location 0 , and the $\lceil k / 2\rceil$ servers in $S^{n}$ serve requests that drop off at location 0 .

```
Algorithm 3 Bi-Partition Greedy Algorithm (Bi-PGA).
    Input: \(k\) servers, requests arrive over time.
    Step: When request \(r_{i}\) arrives, if \(p_{r_{i}}=0\) and \(r_{i}\) is acceptable to a server in \(S^{c}\), assign it to
    that server; otherwise, if \(\dot{p}_{r_{i}}=0\) and \(r_{i}\) is acceptable to a server in \(S^{n}\), assign it to that
    server; otherwise, reject it.
(1) \(R_{j}^{\prime}(1 \leq j \leq k)\) is the list of requests accepted by server \(s_{j}\) before \(r_{i}\) is released.
(2) \(r_{i}\) is acceptable to a server \(s_{j}\) if and only if \(r_{i}\) is not in conflict with the requests in \(R_{j}^{\prime}\), i.e., \(\forall r_{q}^{\prime} \in R_{j}^{\prime}\),
\(\left|t_{r_{i}}-t_{r_{q}^{\prime}}\right| \geq 2 t\).
```

- Theorem 7. Bi-PGA is $\frac{k}{\lfloor k / 2\rfloor}$-competitive for $k S m L-U$ if $a \geq t$. In particular, Bi-PGA is 2 -competitive for $k S m L-U$ if $a \geq t$ and $k$ is even.
Proof. For simplification of the analysis, we suppose that $O P T$ can use $k$ servers to serve requests that start at location 0 and another $k$ servers to serve requests that drop off at location 0 . This simplification does not decrease the profit gained by $O P T$. With this we can analyse the requests in $R^{\prime}(0, X)$ and $R^{\prime}(X, 0)$ independently. In the following analysis, we focus on the requests that start at location 0 . Let $R^{\prime}(0, X)=\left\{r_{1}^{\prime}, \ldots, r_{\left|R^{\prime}(0, X)\right|}^{\prime}\right\}$ and $R^{*}(0, X)=\left\{r_{1}^{*}, \ldots, r_{\left|R^{*}(0, X)\right|}^{*}\right\}$, indexed in the order in which the requests are released.

Similar to the proof of Theorem 6, the analysis of the algorithm is divided into two parts. First, we reassign the requests in $R^{\prime}(0, X)$ and $R^{*}(0, X)$ by repeated application of the following reassignment rule so that servers are assigned to the accepted requests in round-robin fashion. Then we show that the profit gained by the algorithm is within a certain factor of the profit accrued by $O P T$.

Reassignment Rule Assume that request $r_{o}^{*}$ is assigned to server $s_{o \bmod k}^{*}$ for $o<i$ and $r_{i}^{*}$ is not assigned to the server $s_{i \bmod k}^{*}$. Suppose $r_{i}^{*}$ is assigned to $s_{j}^{*}, j \neq i \bmod k$. We reassign $r_{i}^{*}$ to server $s_{i \bmod k}$, reassign all requests in $R^{*} \backslash\left\{r_{1}^{*}, r_{2}^{*}, \ldots, r_{i}^{*}\right\}$ that are assigned to $s_{j}^{*}$ (denote the set of these requests by $\Re_{j}$ ) to server $s_{i \bmod k}^{*}$, and reassign all requests in $R^{*} \backslash\left\{r_{1}^{*}, r_{2}^{*}, \ldots, r_{i}^{*}\right\}$ that are assigned to $s_{i \bmod k}^{*}$ (denote them by $\Re_{i \bmod k}$ ) to server $s_{j}^{*}$.

Since request $r_{o}^{*}$ is assigned to server $s_{o \bmod k}^{*}$ for $o<i$, the latest request $r_{l}$ with pick-up time earlier than $t_{r_{i}^{*}}$ that is accepted by $s_{i \bmod k}^{*}$ ends no later than the latest request with pick-up time earlier than $t_{r_{i}^{*}}$ that is accepted by $s_{j}^{*}$ if $j \neq i \bmod k$. Reassigning all requests of $\Re_{j}$ to server $s_{i \bmod k}^{*}$ is valid. Because the first request in $\Re_{i \bmod k}$ accepted by $s_{i \bmod k}^{*}$ starts no earlier than $t_{r_{i}^{*}}$ and any two consecutive requests in $\Re_{i \bmod k}$ are not in conflict, reassigning all requests of $\Re_{i \bmod k}$ to server $s_{j}^{*}$ is valid as well. From this it follows that $R^{*}(0, X)$ is still a valid solution with the same profit after the reassignment. Similarly, we reassign the requests in $R^{\prime}(0, X)$ based on the above process until request $r_{i}^{\prime}$ is assigned to $s_{i \bmod \lfloor k / 2\rfloor}^{\prime}$ for $i \leq\left|R^{\prime}(0, X)\right|$. Note that this reassignment does not affect the validity of $R^{\prime}(0, X)$, and $P_{R^{\prime}(0, X)}$ does not change.

The remainder of the proof proceeds similarly as the proof of Theorem 6, but here we have that Bi-PGA has $\lfloor k / 2\rfloor$ servers while $O P T$ has $k$ servers and all requests accepted by $O P T$ and Bi-PGA start at location 0 .

Let $\bar{R}^{*}(0, X)$ be the subset of $R^{*}(0, X)$ that contains the requests from the $(i k+1)^{t h}$ to the $(i k+\lfloor k / 2\rfloor)^{t h}$, for all $i$. In other words, $\bar{R}^{*}(0, X)$ contains the requests that are accepted by the first $\lfloor k / 2\rfloor$ servers of $O P T$. Suppose the first $\lfloor k / 2\rfloor$ servers of $O P T$ accept $k_{0}^{*}$ requests that start at location 0, i.e., $\bar{R}^{*}(0, X)=\left\{r_{1}^{*}, r_{2}^{*}, \ldots, r_{k_{0}^{*}}^{*}\right\}$. Suppose Bi-PGA accepts $k_{0}$ requests that start at location 0 , i.e., $R^{\prime}(0, X)=\left\{r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{k_{0}}^{\prime}\right\}$. We claim that $\bar{R}^{*}(0, X)$ can be transformed into $R^{\prime}(0, X)$ without reducing its profit, thus showing that $P_{\bar{R}^{*}(0, X)} \leq P_{R^{\prime}(0, X)}$, and hence $P_{R^{*}(0, X)} \leq \frac{k}{\lfloor k / 2\rfloor} P_{R^{\prime}(0, X)}$.
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As Bi-PGA accepts the request $r_{\gamma}$ which is the first acceptable request that starts at location 0 , it is clear that $t_{r_{1}^{\prime}} \leq t_{r_{1}^{*}}$. If $r_{1}^{\prime} \neq r_{1}^{*}$, we can replace $r_{1}^{*}$ by $r_{1}^{\prime}$ in $\bar{R}^{*}(0, X)$. Similarly, if $i \leq\lfloor k / 2\rfloor$, request $r_{i}^{\prime}$ starts earlier than request $r_{i}^{*}$. Otherwise, server $s_{i}^{\prime}$ accepts request $r_{i}^{*}$ instead of $r_{i}^{\prime}$. If $r_{i}^{\prime} \neq r_{i}^{*}$, we can replace $r_{i}^{*}$ by $r_{i}^{\prime}$ in $\bar{R}^{*}(0, X)$.

Now assume, that the first $i(i \geq\lfloor k / 2\rfloor)$ requests in $\bar{R}^{*}(0, X)$ are identical to the first $i$ requests in $R^{\prime}(0, X)$, where $1 \leq i \leq k_{0}^{*}$. Note that server $s_{(i+1) \bmod \lfloor k / 2\rfloor}^{\prime}$ and $s_{i+1 \bmod \lfloor k / 2\rfloor}^{*}$ are at location $\dot{p}_{r_{(i+1)-\lfloor k / 2\rfloor}^{\prime}}\left(\dot{p}_{r_{(i+1)-\lfloor k / 2\rfloor}^{\prime}} \neq 0\right)$ at time $\dot{t}_{r_{(i+1)-\lfloor k / 2\rfloor}^{\prime}}$. If there is a request $r_{i+1}^{*}$ accepted by server $s_{(i+1) \bmod \lfloor k / 2\rfloor}^{*}$, there must also be a request $r_{i+1}^{\prime}$ accepted by $s_{(i+1) \bmod \lfloor k / 2\rfloor}^{\prime}$ and request $r_{i+1}^{\prime}$ starts no later than request $r_{i+1}^{*}$. If $r_{i+1}^{\prime} \neq r_{i+1}^{*}$, we can replace $r_{i+1}^{*}$ by $r_{i+1}^{\prime}$ in $\bar{R}^{*}(0, X)$. If there is no such request $r_{i+1}^{*}$ accepted by server $s_{(i+1) \bmod \lfloor k / 2\rfloor}^{*}$, then $i+1>k_{0}^{*}$, and hence it follows that $\bar{R}^{*}(0, X)$ is identical to $R^{\prime}(0, X)$ (or $R^{\prime}(0, X)$ even contains additional requests).

## 4 kSmL-A: Arbitrary travel times

- Theorem 8. For $a \geq 2 L t$ and an arbitrary number $k$ of servers, no deterministic on-line algorithm for $k S m L-A$ can achieve competitive ratio smaller than $\frac{1}{2} \ln L$.

Proof. Consider a star with $m+1$ nodes and $d(0, v)=v$ for $1 \leq v \leq m$. Note that $L=m$ and hence $\ln L=\ln m$. The adversary presents requests in $\gamma$ phases, where phase $i$, for $1 \leq i \leq \gamma$, consists of $k$ identical requests. The requests are released based on the release rule for $\mathrm{kSmL}-\mathrm{A}$ shown in Algorithm 4. All requests appear at the same time.

```
Algorithm 4 Release Rule for kSmL-A.
    Initialization: The adversary presents the requests in phase 1: \(k\) copies of the request
    \((\nu \cdot t-a, \nu \cdot t, 1,0)\) for some \(\nu\) such that \(\nu \in \mathbb{N}\) and \(\nu \cdot t-a \geq 0\).
    \(i=1\);
    While \(i<m\) do
        Let \(k_{i}\) be the number of servers used in phase \(i\).
        if \(\sum_{j=1}^{i}\left(j \cdot k_{j}\right) \leq \frac{2 k i}{\ln m}\), then break;
        else \(i=i+1\) and the adversary releases the requests in phase \(i\);
    \(\gamma=i\);
    (1) Phase \(i(1<i \leq m)\) consists of \(k\) copies of the request \(\left(\tilde{t}_{r_{1}}, t_{r_{1}}, i, 0\right)\).
```

We make four observations.
(a) The requests in any two different phases are in conflict.
(b) For all $i<\gamma, \sum_{j=1}^{i}\left(j \cdot k_{j}\right)>\frac{2 k i}{\ln m}$;
(c) If $\gamma>1, k_{1}>\frac{2 k}{\ln m}$;
(d) For all $i<\gamma, \sum_{j=1}^{i} k_{j}>\frac{2 k}{\ln m} \cdot \sum_{j=1}^{i} \frac{1}{j}$. (This follows from (b) and (c).)

If $\gamma<m$, the adversary has stopped releasing requests because $\sum_{j=1}^{\gamma}\left(j \cdot k_{j}\right) \leq \frac{2 k \gamma}{\ln m}$. In this case, $O P T$ accepts all requests in phase $\gamma$, and we have $P_{R^{*}}=\gamma k r$. Since $P_{R^{\prime}}=$ $r \cdot \sum_{j=1}^{\gamma}\left(j \cdot k_{j}\right) \leq \frac{2 k r \gamma}{\ln m}, P_{R^{*}} / P_{R^{\prime}} \geq \frac{1}{2} \cdot \ln m$.

Now assume $\gamma=m$. Using (d) for $i=m-1$, we have $\sum_{j=1}^{m-1} k_{j}>\frac{2 k}{\ln m} \cdot \sum_{j=1}^{m-1} \frac{1}{j}>$ $\frac{2 k}{\ln m} \cdot \ln m=2 k$, a contradiction because the algorithm has only $k$ servers and by (a) no server can serve requests from different phases. Therefore, the case $\gamma=m$ cannot occur.

## The Classified Greedy Algorithm

We use a deterministic version of the "Classify and Randomly Select" paradigm, which has been widely used in on-line interval scheduling and many other problems [2, 8], to design a classified greedy algorithm (CGA). We partition the requests into classes based on their travel time, and we assign a number of servers to each class of the requests. Given $k$ servers and a star of $m+1$ locations whose edge lengths satisfy $1 \leq d(0, i) \leq L$ for all $1 \leq i \leq m$, we use $\lambda=\lceil\log L\rceil$ groups of servers. We require that $k \geq \lambda$, and for ease of presentation we assume that $k$ is an integer multiple of $\lambda$. Group $j, 1 \leq j \leq\lceil\log L\rceil$, contains $k / \lambda$ servers that only serve requests whose travel time is between $2^{j-1} t$ and $2^{j} t$ (we say that those requests are in class $j$ ).

The classified greedy algorithm (CGA) can now be stated in a simple way: When a request $r_{i}$ arrives, let $j=\left\lceil\log d\left(p_{r_{i}}, \dot{p}_{r_{i}}\right)\right\rceil$ be the class of $r_{i}$ (if $d\left(p_{r_{i}}, \dot{p}_{r_{i}}\right)=1$, set $j=1$ ). If $r_{i}$ is acceptable to any server from group $j$, accept $r_{i}$ with that server. Otherwise reject it.

To simplify the analysis, we suppose that for each $j, 1 \leq j \leq\lceil\log L\rceil$, OPT can use $k$ separate servers to serve the requests whose travel times are between $2^{j-1} t$ and $2^{j} t$. This simplification does not decrease the profit gained by $O P T$. In this way we can analyse the requests in different classes independently. In the following analysis, we focus on an arbitrary class $j$. For class $j$, let $O P T_{j}$ be the requests of class $j$ that are accepted by $O P T$, and let $C G A_{j}$ be the requests of class $j$ accepted by CGA. It is clear that $P_{R^{*}} / P_{R^{\prime}}=O(\log L)$ follows if we can show that $\frac{\left|O P T_{j}\right|}{\left|C G A_{j}\right|}=O(\log L)$ for each $j$.

- Lemma 9. For each $j, \frac{\left|O P T_{j}\right|}{\left|C G A_{j}\right|}=O(\log L)$.

Proof. For the purpose of the analysis, partition the set of $k$ servers of $O P T_{j}$ into $k / \lambda$ sets of size $\lambda$ arbitrarily, where $\lambda=\lceil\log L\rceil$ as above. Each of these sets is assigned to a distinct server $s_{i}^{\prime}$ among the $k / \lambda$ servers of $C G A_{j}$. For $1 \leq i \leq k / \lambda$, let $A_{i}$ be the set of $\lambda$ servers of $O P T_{j}$ that is assigned to $s_{i}^{\prime}$, and let $R^{\prime}(i)$ denote the set of requests accepted by $s_{i}^{\prime}$.

For each $O P T_{j}$ server $s_{e}^{*} \in A_{i}$, let $R^{*}(e)$ be the set of requests accepted by $s_{e}^{*}$ and $\bar{R}^{*}(e)$ be the set of requests accepted by $s_{e}^{*}$ that are not accepted by $C G A_{j}$. Let $\bar{R}^{*}\left(A_{i}\right)=\bigcup_{s_{e}^{*} \in A_{i}} \bar{R}^{*}(e)$. We claim that $\left|\bar{R}^{*}(e)\right| \leq \alpha\left|R^{\prime}(j)\right|$ for some constant $\alpha$. If this claim holds, we get that $\left|O P T_{j}\right| \leq\left|C G A_{j}\right|+\sum_{i}\left|\bar{R}^{*}\left(A_{i}\right)\right| \leq\left|C G A_{j}\right|+\sum_{i} \lambda \alpha\left|R^{\prime}(i)\right|=(1+\lambda \alpha)\left|C G A_{j}\right|=O(\lambda) \cdot\left|C G A_{j}\right|$, proving the lemma.

It remains to prove the claim. Consider any request $r_{h}$ in $\bar{R}^{*}(e)$. As $s_{i}^{\prime}$ did not accept $r_{h}$, $s_{i}^{\prime}$ must have accepted another request $r_{c}$ with start time in $\left(t_{r_{h}}-3 \cdot 2^{j} t, t_{r_{h}}\right]$; otherwise, the $3 \cdot 2^{j} t$ time units would have been sufficient for $s_{i}^{\prime}$ to serve the previous request and make an empty move to the pick-up location of $r_{h}$. We charge $r_{h}$ to $r_{c}$. In this way, every request in $\bar{R}^{*}(e)$ is charged to a request in $R^{\prime}(i)$.

We bound the number of requests that can be charged to a single request $r_{c}$ in $R^{\prime}(i)$. By the above charging scheme, every request that was accepted by $s_{e}^{*}$ and charges $r_{c}$ has a start time in $\left[t_{r_{c}}, t_{r_{c}}+3 \cdot 2^{j} t\right)$. As all requests in class $j$ have travel time at least $2^{j-1} t$, the start times of consecutive requests accepted by $s_{e}^{*}$ differ by at least $2^{j-1} t$. A half-open interval of length $3 \cdot 2^{j} t$ can therefore contain at most $\frac{3 \cdot 2^{j} t}{2^{j-1} t}=6$ request start times, and hence $r_{c}$ is charged by at most 6 requests from $\bar{R}^{*}(e)$. This establishes the claim, with $\alpha=6$.

- Theorem 10. $C G A$ is $O(\log L)$-competitive for $k S m L-A$ if $a \geq 2 L t$ and the number of servers is at least $\lceil\log L\rceil$.


## 5 Conclusion

We have studied an on-line problem with $k$ servers and $m+1$ locations in a star network that is motivated by applications such as car sharing between an airport and hotels. In particular,
we have analyzed the effects that different constraints on the booking time of requests have on the competitive ratio that can be achieved. We have given matching lower and upper bounds on the competitive ratio. It would be interesting to extend our results to the case of other networks.
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#### Abstract

Fulla, Uppman, and Živný [ACM ToCT'18] established a dichotomy theorem for Boolean surjective general-valued constraint satisfaction problems (VCSPs), i.e., VCSPs on two-element domains in which both labels have to be used in a solution. This result, in addition to identifying the complexity frontier, features the discovery of a new non-trivial tractable case (called EDS) that does not appear in the non-surjective setting.

In this work, we go beyond Boolean domains. As our main result, we introduce a generalisation of EDS to arbitrary finite domains called SEDS (similar to EDS) and establish a conditional complexity classification of SEDS VCSPs based on a reduction to smaller domains. This gives a complete classification of SEDS VCSPs on three-element domains. The basis of our tractability result is a natural generalisation of the Min-Cut problem, in which only solutions of certain size (given by a lower and upper bound) are permitted. We show that all near-optimal solutions to this problem can be enumerated in polynomial time, which might be of independent interest.
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## 1 Introduction

Constraint satisfaction problems (CSPs) are fundamental computer science problems studied in artificial intelligence, logic (as model checking of the positive primitive fragment of first-order logic), graph theory (as homomorphisms between relational structures), and databases (as conjunctive queries) [13]. A vast generalisation of CSPs is that of generalvalued CSPs (VCSPs) [21], see also [6]. Recent years have seen some remarkable progress on our understanding of the computational complexity of CSPs and VCSPs, as will be discussed later in related work. We start with a few definitions to state existing as well as our new results.
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We consider regular, surjective and lower-bounded VCSPs on the extended rationals $\overline{\mathbb{Q}}=\mathbb{Q} \cup\{\infty\}$. An instance $I=\left(V, D, \phi_{I}\right)$ of either of these problems is given by a finite set of variables $V=\left\{x_{1}, \ldots, x_{n}\right\}$, a finite set of labels $D$ called the domain, and an objective function $\phi_{I}: D^{n} \rightarrow \overline{\mathbb{Q}}$. The objective function is of the form

$$
\phi_{I}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{t} w_{i} \cdot \gamma_{i}\left(\boldsymbol{x}_{i}\right)
$$

where $t \in \mathbb{N}$ and, for each $1 \leq i \leq t, \gamma_{i}: D^{\operatorname{ar}\left(\gamma_{i}\right)} \rightarrow \overline{\mathbb{Q}}$ is a weighted relation of arity $\operatorname{ar}\left(\gamma_{i}\right) \in \mathbb{N}$, $w_{i} \in \mathbb{Q} \geq 0$ is a weight and $\boldsymbol{x}_{i} \in V^{\operatorname{ar}\left(\gamma_{i}\right)}$ is a tuple of variables from $V$ called the scope of $\gamma_{i}$.

Regular, surjective and lower-bounded VCSPs differ only in their solution space, although this makes a big difference in complexity. If $I$ is an instance of a regular VCSP, an assignment is a map $s: V \rightarrow D$ assigning a label from $D$ to each variable. In the surjective setting, only a surjective map $s: V \rightarrow D$ is an assignment. For lower-bounded VCSPs, a lower bound $l: D \rightarrow \mathbb{N}_{0}$ is provided and an assignment is a map $s: V \rightarrow D$ such that $\left|s^{-1}(d)\right| \geq l(d)$ for every label $d \in D$. In other words, a lower bound $l(d)$ on the number of occurrences of each label $d \in D$ is imposed. The value of an assignment $s$ is given by $\phi_{I}\left(s\left(x_{1}\right), \ldots, s\left(x_{n}\right)\right)$. An assignment is called feasible if its value is finite, and is called optimal if it is of minimal value among all assignments for the instance. The objective is to obtain an optimal assignment.

While finding an optimal assignment is NP-hard in general, valued constraint languages impose a natural restriction on the types of instances that are allowed. A valued constraint language, or simply a language, is a possibly infinite set of weighted relations. In this paper, we only consider languages of bounded arity, that is languages admitting a fixed upper bound on the arity of all weighted relations contained in them. Weighted relations in any VCSP instance will be stored explicitly.

We denote the class of regular VCSP instances with objective functions using only weighted relations from a language $\Gamma$ by $\operatorname{VCSP}(\Gamma)$. Similarly, $\operatorname{VCSP}_{s}(\Gamma)$ is the class of surjective VCSP instances with weighted relations from $\Gamma$ and, for some lower bound $l: D \rightarrow \mathbb{N}_{0}$, $\operatorname{VCSP}_{l}(\Gamma)$ is the class of lower-bounded VCSP instances over $\Gamma$ with bound $l$.

A language $\Gamma$ is globally tractable if there is a polynomial-time algorithm for solving each instance of $\operatorname{VCSP}(\Gamma)$, or globally intractable if $\operatorname{VCSP}(\Gamma)$ is NP-hard. Analogously, $\Gamma$ is globally s-tractable if there is a polynomial-time algorithm for $\operatorname{VCSP}_{s}(\Gamma)$, or globally $s$-intractable if $\operatorname{VCSP}_{s}(\Gamma)$ is NP-hard. And $\Gamma$ is globally $\ell$-tractable if $\operatorname{VCSP}_{l}(\Gamma)$ is solvable in polynomial time for every fixed lower bound $l: D \rightarrow \mathbb{N}_{0}$, or globally $\ell$-intractable if $\mathrm{VCSP}_{l}(\Gamma)$ is NP-hard for at least one fixed lower bound $l: D \rightarrow \mathbb{N}_{0}$. Thus, global $\ell$-tractability implies global $s$-tractability, and global $s$-intractability implies global $\ell$-intractability.

The following examples show how well-studied variants of the Min-Cut problem can be modelled in the VCSP frameworks we have defined.

- Example 1 ( $r$-Terminal Min-Cut). Given a graph $G=(V, E)$ with non-negative edge weights $w: E \rightarrow \mathbb{Q}_{\geq 0}$ and designated terminal vertices $s_{1}, \ldots, s_{r} \in V$, the $r$-Terminal Min-Cut problem asks to partition $V$ into subsets $X_{1}, \ldots, X_{r}$ such that $s_{d} \in X_{d}$ for all $d \in[r]:=\{1, \ldots, r\}$, while the accumulated weight of all edges going between distinct sets $X_{i}$ and $X_{j}$ is minimised. For $r=2$, this problem is also known as the $(s, t)$-Min-Cut problem.

We show how this problem can be represented as a regular VCSP. Let $\gamma_{r \text {-cut }}$ denote the binary weighted relation defined for $x, y \in[r]$ by $\gamma_{r-c u t}(x, y)=0$ if $x=y$ and $\gamma_{r \text {-cut }}(x, y)=1$ otherwise. Furthermore, for each label $d \in[r]$, let $\rho_{d}$ denote the constant relation given by $\rho_{d}(d)=0$ and $\rho_{d}(x)=\infty$ for $d \neq x \in[r]$. Let $\Gamma_{r \text {-cut }}=\left\{\gamma_{r \text {-cut }}, \rho_{1}, \ldots, \rho_{r}\right\}$.

Finding an optimal $r$-terminal cut is equivalent to solving the $\operatorname{VCSP}\left(\Gamma_{r \text {-cut }}\right)$ instance $I=(V,[r], \phi)$ with objective function

$$
\phi\left(x_{1}, \ldots, x_{n}\right)=\rho_{1}\left(s_{1}\right)+\cdots+\rho_{r}\left(s_{r}\right)+\sum_{(u, v) \in E} w(u, v) \cdot \gamma_{r-\mathrm{cut}}(u, v) .
$$

To see this, observe that there is a correspondence between feasible assignments $s: V \rightarrow[r]$ and $r$-terminal cuts $X_{1}, \ldots, X_{r}$ by setting $X_{d}=\{v \in V: s(v)=d\}$, with the objective value remaining equal. Hence, an optimal assignment induces an optimal cut.

The $r$-Terminal Min-Cut problem can be solved in polynomial time if $r=2$, but it is NP-hard for any $r \geq 3$ [8]. Since every $\operatorname{VCSP}\left(\Gamma_{r \text {-cut }}\right)$ instance can also be reduced to an instance of the $r$-Terminal Min-Cut problem, the language $\Gamma_{r \text {-cut }}$ is globally tractable if $r=2$ and globally intractable for $r \geq 3$.

- Example 2 ( $r$-Way Min-Cut). Without setting out any terminals, the $r$-Way Min-Cut problem asks to partition $V$ into non-empty subsets $X_{1}, \ldots, X_{r}$ such that weight of the induced cut is minimised. Finding an optimal $r$-way min-cut is equivalent to solving the $\operatorname{VCSP}_{s}\left(\left\{\gamma_{r \text {-cut }}\right\}\right)$ instance $I=(V,[r], \phi)$ with objective function

$$
\phi\left(x_{1}, \ldots, x_{r}\right)=\sum_{(u, v) \in E} w(u, v) \cdot \gamma_{r \text {-cut }}(u, v) .
$$

The $r$-Way Min-Cut problem can be solved in polynomial time for every fixed integer $r$ [11]. Since every $\operatorname{VCSP}_{s}\left(\left\{\gamma_{r \text {-cut }}\right\}\right)$ instance can be reduced to a $r$-WAY Min-Cut problem as well, the language $\left\{\gamma_{r \text {-cut }}\right\}$ is globally $s$-tractable.

For a fixed $l: D \rightarrow V, \operatorname{VCSP}_{l}\left(\left\{\gamma_{r-c u t}\right\}\right)$ allows to model a generalisation of the $r$-WAY Min-Cut problem where a partition $X_{1}, \ldots, X_{r}$ of $V$ minimising the induced cut is sought under the condition that $\left|X_{d}\right| \geq l(d)$ for every $d \in D$. As far as we know, the complexity of both $\operatorname{VCSP}_{l}\left(\left\{\gamma_{r \text {-cut }}\right\}\right)$ and the lower-bounded $r$-WAY Min-CuT problem is unknown.

## Related Work

Early results on CSPs include the fundamental results of Schaefer on Boolean CSPs [20] and of Hell and Nešetřil on graph CSPs [12]. The computational complexity of CSPs has drawn a lot of attention following the seminal paper of Feder and Vardi [9]. Using the algebraic approach [15, 3], the complexity of CSPs on finite domains was resolved in two independent papers by Bulatov [4] and Zhuk [24]. The computational complexity of the problem of minimising the number of unsatisfied constraints (and more generally rational-valued weighted relations) was obtained by Thapper and Živný in [23]. Finally, the computational complexity of general-valued CSPs on finite domains was obtained by the work of Kozik and Ochremiak [18] and Kolmogorov, Krokhin, and Rolínek [16].

In addition to constraints that apply locally to the variables specified as arguments, forms of VCSPs have been considered where global conditions are imposed. Among those are CSPs with global cardinality constraints, or CCSPs, where it is specified how often exactly each label has to occur in an assignment. A dichotomy theorem for CCSPs on finite domains was established by Bulatov and Marx [5].

Surjective VCSPs, which can be seen as imposing a global condition as well, have been studied by Fulla, Uppman, and Živný [10], following earlier results on CSPs by Creignou and Hébrard [7] and Bodirsky, Kára, and Martin [1]. Unfortunately, the algebraic approach that has proved pivotal in the understanding of the computational complexity of regular CSPs and VCSPs is not applicable in the surjective setting.
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The following two facts are easy to show (see, e.g, [10]): (i) intractable languages are also $s$-intractable; (ii) a tractable language $\Gamma$ is also $s$-tractable if $\Gamma$ includes all constant relations. Consequently, new $s$-tractable languages can only occur (if at all) as subsets of tractable languages that do not contain all constant relations. [10] identified the first example of such languages. In particular, [10] identified languages on the Boolean domain that are essentially a downset, or EDS, as a new class of efficiently solvable problems and, in doing so, provided a classification of surjective VCSPs on the Boolean domain.

The tractability result of EDS languages is based on the Generalised Min-Cut (GMC) problem for graphs, also introduced in [10]. In a GMC instance, the goal is to find a nontrivial subset of the vertices such that the weight of the induced cut and a superadditive set function are minimised simultaneously. [10] showed how the objective function of surjective VCSPs that are EDS can be approximated by an instance of the GMC problem. In addition, they provided a polynomial-time algorithm to enumerate all solutions to the GMC problem that are optimal up to a constant factor, which in combination results in an efficient algorithm for surjective VCSPs that are EDS.

## Contributions

This paper extends the class EDS to arbitrary finite domains. We introduce a class SIM of languages that exhibit properties similar to Boolean languages. Based on this class, we define the class SEDS as a natural extension of EDS and classify languages from this extension based on two criteria. Firstly, we give a subclass SDS of SEDS that guarantees global $\ell$-tractability without additional requirements. Secondly, we prove that the complexity of lower-bounded VCSPs over any remaining SEDS languages is equivalent to the complexity over a particular language on a smaller domain, which can be constructed by including all possible ways to assign a certain label (formally defined in Section 3). This is illustrated in Figure 1 (left).


Figure 1 Classification of SEDS languages on arbitrary finite domains (left) and on three-element domains (right). A language $\Gamma$ is globally $\ell$-tractable when marked by horizontal (blue) lines and globally $s$-intractable when marked by vertical (red) lines, depending on the language fix ${ }_{0}(\Gamma)$ on a smaller domain. (Recall that global $s$-intractability implies global $\ell$-intractability.) In case of three-element domains, the Boolean language fix $(\Gamma)$ is either globally $\ell$-tractable or globally $\ell$-intractable, while this is not known for larger domains.

One implication of our results is a dichotomy theorem for lower-bounded VCSPs on the Boolean domain; every Boolean language is either globally $\ell$-tractable or globally $\ell$-intractable. Although lower-bounded VCSPs are more general than surjective VCSPs, this classification coincides with the dichotomy theorem for surjective VCSPs given by [10]. (Details are given in the full version of this paper [19].)

In addition, combining our reduction of SEDS languages to a smaller domain and the dichotomy theorem for the Boolean domain leads to a classification of all SEDS languages on three-element domains with respect to $\ell$-tractability, which is featured on the right-hand side of Figure 1.

The foundation of our results is an extension of the Generalised Min-Cut problem that might be of independent interest. Given integers $p, q \in \mathbb{N}_{0}$, a graph with non-negative edge weights and a superadditive set function defined on its vertices, the goal in the Bounded Generalised Min-Cut problem is, just like in the GMC problem, to find a subset of the vertices such that the sum of the induced cut and the superadditive set function evaluated on it are minimal among all possible solutions. The solution space, however, is restricted to subsets containing at least $q$ and at most all but $p$ vertices.

If an optimal solution has value 0 , there can be exponentially many optimal solution, e.g. when there are no edges and the superadditive function always evaluates to 0 . Our main algorithmic result is that, for all other instances and any constant bounds $p, q \in \mathbb{N}_{0}$, all solutions that are optimal up to a constant factor can be enumerated in polynomial time (and thus, in particular, there are only polynomially many of them).

## 2 The Bounded Generalised Min-Cut Problem

We begin by presenting our algorithm for the Bounded Generalised Min-Cut problem. The problem is based on the notion of superadditive set functions, which we define first.

- Definition 3. A set function on a finite set $V$ is a function $f: 2^{V} \rightarrow \overline{\mathbb{Q}}$ defined on subsets of $V$; it is normalised if it satisfies $f(\emptyset)=0$ and $f(X) \geq 0$ for all $X \subseteq V$.

A set function $f$ on $V$ is increasing if it is normalised and $f(X) \leq f(Y)$ for all $X \subseteq Y \subseteq V$. It is superadditive if it is normalised and, for all disjoint $X, Y \subseteq V$, it holds that

$$
\begin{equation*}
f(X)+f(Y) \leq f(X \cup Y) . \tag{SUP}
\end{equation*}
$$

Since equation (SUP) implies that $f(X) \leq f(X)+f(Y \backslash X) \leq f(Y)$ for all $X \subseteq Y \subseteq V$, every superadditive set function must also be increasing.

- Definition 4. For $q, p \in \mathbb{N}_{0}$, the Bounded Generalised Min-Cut problem with lower bound $q$ an upper bound $p$ is denoted by $\mathrm{GMC}_{q}^{p}$.
$A \mathrm{GMC}_{q}^{p}$ instance $h$ is given by an undirected graph $G=(V, E)$ with edge weights $w: E \rightarrow \mathbb{Q} \geq 0 \cup\{\infty\}$ and an oracle defining a superadditive set function $f$ on $V$. For $X \subseteq V$, let $w(X)=\sum_{|\{u, v\} \cap X|=1} w(\{u, v\})$ denote the weight of the cut induced by $X$.

A solution for instance $h$ is any set $X \subseteq V$ such that $|X| \geq q$ and $|X| \leq|V|-p$. The objective is to minimise the value $h(X)=f(X)+w(X)$. A solution $X$ is optimal if the value $h(X)$ is minimal among all solutions for this instance. We denote the value of an optimal solution by $\lambda$. For any $\alpha \geq 1$, a solution $X$ is $\alpha$-optimal if $h(X) \leq \alpha \lambda$.

The Generalised Min-Cut problem, simply denoted by GMC, is the Bounded Generalised Min-Cut problem with lower and upper bound 1. All $\alpha$-optimal solutions of a GMC instance can be enumerated in polynomial time according to [10, Theorem 5.11], which we restate here.

- Theorem 5. For any instance $h$ of the GMC problem on $n$ vertices with optimal value $0<\lambda<\infty$ and any constant $\alpha \in \mathbb{N}$, the number of $\alpha$-optimal solutions is at most $n^{20 \alpha-15}$. There is an algorithm that finds all of them in polynomial time.

We will assume that all edges are positive-valued, as they can be ignored otherwise. To simplify the problem further, observe that it can be determined in polynomial time whether the optimal value of a $\mathrm{GMC}_{q}^{p}$ instance is $\lambda=0$ or $\lambda=\infty$. If $\lambda=0$, an optimal solution can
be found by checking all connected components, because a solution of value 0 cannot cut any edges and because the superadditive set function $f$ is increasing. Moreover, in order to determine whether $\lambda=\infty$ it is sufficient to check all solutions of size $q$. When these solutions all have infinite value, each one must either contain an edge of infinite weight or the superadditive set function must evaluate to infinity. In either case, all supersets will have infinite value as well, implying $\lambda=\infty$.

Consequently, our goal is to provide a polynomial-time algorithm for enumerating nearoptimal solutions in the case that the optimal value is both positive and finite. Before doing so, we give two auxiliary lemmas. The first one is based on [10, Lemma 5.6].

- Lemma 6. For any $p, q \in \mathbb{N}_{0}$, any $\mathrm{GMC}_{q}^{p}$ instance $h$ on a graph $G=(V, E)$ and any subset $V^{\prime} \subseteq V$, there is a $\mathrm{GMC}_{q}^{p}$ instance $h^{\prime}$ on the induced subgraph $G\left[V^{\prime}\right]$ that preserves the objective value of all solutions $X \subseteq V^{\prime}$. In particular, any $\alpha$-optimal solution $X$ of $h$ such that $X \subseteq V^{\prime}$ is $\alpha$-optimal for $h^{\prime}$ as well.

Proof. Edges with exactly one endpoint in $V^{\prime}$ need to be taken into account separately because they do not appear in the induced subgraph. We accomplish that by defining the new set function $f^{\prime}$ by

$$
f^{\prime}(X)=f(X)+\sum_{u \in X} \sum_{v \in V \backslash V^{\prime}} w(u, v)
$$

for all $X \subseteq V^{\prime}$. By the construction, $f^{\prime}$ is superadditive, and the objective value $h^{\prime}(X)$ for any solution $X \subseteq V^{\prime}$ equals $h(X)$.

Note that the minimum objective value for $h^{\prime}$ is greater than or equal to the minimum objective value for $h$. Therefore, any solution $X \subseteq V^{\prime}$ that is $\alpha$-optimal for $h$ is also $\alpha$-optimal for $h^{\prime}$.

The next lemma, which is based on [10, Lemma 5.10], can be deduced from the superadditivity of $f$ and the posimodularity of the cut function $w$.

- Lemma 7. Let $h$ be a $\mathrm{GMC}_{q}^{p}$ instance over vertices $V$ with optimal value $\lambda$ and let $X, Y \subseteq V$ such that $h(X) \leq \alpha \lambda$ and $w(Y) \leq \beta \lambda$ for some $\alpha \geq 1$ and $\beta \geq 0$. Then it holds

$$
h(X \backslash Y)+h(X \cap Y)<(\alpha+2 \beta) \lambda .
$$

We now proceed with our main algorithmic result. We only sketch the proof here but full details are given in the full version [19].

- Theorem 8. For some constant $q \geq 2$, let h be a $\mathrm{GMC}_{q}^{1}$ instance on a graph $G=(V, E)$ of size $n=|V|$ with optimal value $0<\lambda<\infty$. Let $Y \cup Z=V$ be a partition of $V$ and let $Y_{1} \cup \cdots \cup Y_{k}=Y$ for some $k \in \mathbb{N}_{0}$ be a partition of $Y$ satisfying $0<\left|Y_{i}\right|<q$ and $h\left(Y_{i}\right) \leq \frac{\lambda}{3 q}$ for all $1 \leq i \leq k$.

Then for every constant $\alpha \geq 1$, at most $\frac{|Z|}{n} \cdot n^{\tau(q, \alpha)} \alpha$-optimal solutions $X \subseteq V$ of $h$ satisfy $|X \cap Y|<q$, where $\tau(q, \alpha)=60 q \alpha+41 q+7$. These solutions can all be enumerated in polynomial time.

Note that with $Y=\emptyset$ and $Z=V$, this theorem states for any $\mathrm{GMC}_{q}^{1}$ instance that the number of $\alpha$-optimal solutions is bounded by $n^{\tau(q, \alpha)}$.

Proof sketch. We give a proof by induction over $n+\frac{|Z|}{n+1}$. For $n \leq q$ or $Z=\emptyset$, there are no solutions of the described form and hence, the statement holds.

Now, fix some $n>q$, some $\mathrm{GMC}_{q}^{1}$ instance $h$ on a graph $G=(V, E)$ of size $n$ with optimum value $0<\lambda<\infty$ and partitions $Y \cup Z=V$ and $Y_{1} \cup \cdots \cup Y_{k}=Y$ as described. By the induction hypothesis, we can assume that the theorem holds for every graph of size $n^{\prime}<n$ as well as for every partition $\tilde{Y} \cup \tilde{Z}=V$ of graph $G$ satisfying $|\tilde{Z}|<|Z|$.

According to Lemma 6, there exists a $\mathrm{GMC}_{q}^{1}$ instance $h_{Z}$ on the induced subgraph $G[Z]$ that preserves the objective value of every solution $X^{\prime} \subsetneq Z$ with respect to $h$. In the following, we treat $h_{Z}$ as a GMC instance (i.e. with lower bound 1). Let $\lambda_{Z}$ denote the optimal value of $h_{Z}$ and let $Y_{k+1} \subsetneq Z$ be an optimal solution of $h_{Z}$, i.e. $h_{Z}\left(Y_{k+1}\right)=\lambda_{Z}$.

Consider any $\alpha$-optimal solution $X \subseteq V$ of $h$ satisfying $|X \cap Y|<q$. For some integer $t$, let $i_{1}, \ldots, i_{t}$ denote indices such that $X \cap Y=X \cap\left(Y_{i_{1}} \cup \cdots \cup Y_{i_{t}}\right)$, i.e. such that $X$ has vertices only in $Y_{i_{1}}, \ldots, Y_{i_{t}}$ and $Z$. Since $|X \cap Y|<q$, we require that $t<q$. Let $U=Y_{i_{1}} \cup \cdots \cup Y_{i_{t}}$. We distinguish two cases, which are illustrated in Figure 2.


Figure 2 Given a partition $V=Y \cup Z$ with $Y=Y_{1} \cup \cdots \cup Y_{k}$ of the vertices of a $\mathrm{GMC}_{q}^{1}$ instance $h$, we want to find every solution $X$ such that $h(X) \leq \alpha \lambda$ and $|X \cap Y|<q$. Consider the GMC instance $h_{Z}$ on $G[Z]$ with optimal solution $Y_{k+1}$. If $h\left(Y_{k+1}\right) \geq \frac{\lambda}{3 q}, X \cap Z$ must be a near-optimal solution of $h$ (left, first case). Otherwise, we apply the induction hypothesis either on the partition $V=Z^{\prime} \cup\left(Y_{1} \cup \cdots \cup Y_{k+1}\right)$ or on the subgraph $G\left[Z^{\prime}\right]$, where $Z^{\prime}=Z \backslash Y_{k+1}$ (right, second case).

In the first case, we assume that $\lambda_{Z} \geq \frac{\lambda}{3 q}$. From our assumption that $h\left(Y_{i}\right) \leq \frac{\lambda}{3 q}$ for all $1 \leq i \leq k$, it can be deduced that $w(U)<\frac{\lambda}{3}$. By Lemma 7 with $\beta=\frac{1}{3}$, it must hold that

$$
h(X \backslash U)+h(X \cap U) \leq\left(\alpha+\frac{2}{3}\right) \lambda .
$$

Since $X \cap Z=X \backslash U$, our assumption $\lambda_{Z} \geq \frac{\lambda}{3 q}$ then implies that $h(X \cap Z) \leq(3 q \alpha+2 q) \lambda_{Z}$. Hence, if $X \cap Z \subsetneq Z$, then $X \cap Z$ is a $(3 q \alpha+2 q)$-optimal solution of $h_{Z}$ when treated as a GMC instance. The number of choices for $X \cap Z$ can then be bounded by Theorem 5 .

At the same time, there are less than $n^{q}$ ways to pick at most $q-1$ vertices from $Y$ and therefore less than $n^{q}$ choices for $X \cap Y$. By pairing up all choices for $X \cap Z$ with those for $X \cap Y$, we can conclude that there are at most $\frac{1}{n} \cdot n^{\tau(q, \alpha)}$ choices for $X$ in this case.

In the second case, we assume $\lambda_{Z} \leq \frac{\lambda}{3 q}$. Note that $h_{Z}\left(Y_{k+1}\right)=\lambda_{Z}<\lambda$ implies $\left|Y_{k+1}\right|<q$. Let $Y^{\prime}=Y \cup Y_{k+1}, Z^{\prime}=Z \backslash Y_{k+1}$ and $U^{\prime}=U \cup Y_{k+1}$.

If $\left|X \cap Y^{\prime}\right|<q$, we can apply the induction hypothesis for instance $h$ with the partitions $Y^{\prime} \cup Z^{\prime}=V$ and $Y^{\prime}=Y_{1} \cup \cdots \cup Y_{k} \cup Y_{k+1}$. Consequently, the number of such solutions is at most $\frac{\left|Z^{\prime}\right|}{n} \cdot n^{\tau(\alpha)} \leq \frac{|Z|-1}{n} \cdot n^{\tau(\alpha)}$.

Therefore, we now assume that $\left|X \cap Y^{\prime}\right| \geq q$ and need to show that there are at most $\frac{1}{n} \cdot n^{\tau(\alpha)}$ choices for $X$ in this case. Given that $\lambda_{Z} \leq \frac{\lambda}{3 q}$, we can deduce that $w\left(U^{\prime}\right) \leq \frac{\lambda}{3}$. Thus, Lemma 7 implies that

$$
h\left(X \backslash U^{\prime}\right)+h\left(X \cap U^{\prime}\right) \leq\left(\alpha+\frac{2}{3}\right) \lambda .
$$

Being a solution of $h$, the set $X \cap U^{\prime}=X \cap Y^{\prime}$ must have value $h\left(X \cap Q^{\prime}\right) \geq \lambda$. It therefore holds that

$$
h\left(X \cap Z^{\prime}\right)=h\left(X \backslash U^{\prime}\right) \leq\left(\alpha+\frac{2}{3}\right) \lambda-h\left(X \cap Q^{\prime}\right) \leq\left(\alpha-\frac{1}{3}\right) \lambda .
$$

Let $h_{Z^{\prime}}$ denote the $\mathrm{GMC}_{q}^{1}$ instance on the induced subgraph $G\left[Z^{\prime}\right]$ that preserves the value of $h$ as detailed in Lemma 6. There are roughly $n^{q}$ choices for $X$ such that $\left|X \cap Z^{\prime}\right|<q$ or $X=Z^{\prime}$. Otherwise, the set $X \cap Z^{\prime}$ must be an $\left(\alpha-\frac{1}{3}\right)$-optimal solution of $h_{Z^{\prime}}$. By applying the induction hypothesis on $h_{Z^{\prime}}$ with the trivial partition $\emptyset \cup Z^{\prime}=Z^{\prime}$, the number of $\left(\alpha-\frac{1}{3}\right)$-optimal solutions can be bounded by $n^{\tau\left(q, \alpha-\frac{1}{3}\right)}$.

Next, we limit the number of choices for $X \cap Y^{\prime}$. Since $X$ contains at most $q-1$ vertices from $Y$ (less than $n^{q}$ choices) and since $Y_{k+1}$ contains at most $q-1$ vertices (at most $2^{q-1}$ choices), the number of possible choices for $X \cap Y^{\prime}$ is limited by $n^{q} \cdot 2^{q-1} \leq n^{2 q}$.

Pairing up each possible choice for $X \cap Z^{\prime}$ with each choice for $X \cap Y^{\prime}$ gives a total of at most $\frac{1}{n} \cdot n^{\tau(q, \alpha)}$ solutions, as required.

A polynomial-time algorithm to enumerate all such solutions follows immediately from these calculations. To see this, note that only the second case is defined recursively. Therefore, checking both the first and the second case does not increase the overall complexity of $n^{O(q+\alpha)}$. In particular, it is not necessary to know the value $\lambda$ beforehand.

- Corollary 9. For any $p, q \in \mathbb{N}_{0}$ and $\alpha \geq 1$, where $q$ and $\alpha$ are constants, and for any $\mathrm{GMC}_{q}^{p}$ instance $h$ with optimal value $0<\lambda<\infty$, all $\alpha$-optimal solutions can be enumerated in polynomial time.

Proof. Let $h=f+w$ be a $\mathrm{GMC}_{q}^{p}$ instance with $0<\lambda<\infty$. First, we assume that $p \geq 1$ and $q \geq 2$. The superadditive set function

$$
f^{\prime}(X)= \begin{cases}\infty & \text { if }|X|>|V|-p \\ f(X) & \text { otherwise }\end{cases}
$$

defines a $\mathrm{GMC}_{q}^{1}$ instance $h^{\prime}=f^{\prime}+w$ where every solution $X \subseteq V$ of size $|X|>|V|-p$ is infeasible so that the set of feasible solutions and their values are identical for $h$ and $h^{\prime}$. Therefore, it is sufficient to enumerate all $\alpha$-optimal solutions of $h^{\prime}$, which can be accomplished in polynomial time according to Theorem 8

If $p=0$ or $q<2$, there are up to $|V|+2$ additional solutions that can all be checked in polynomial time.

## 3 Extending EDS to Larger Domains

In this section, we formally introduce the classes SIM, SEDS and SDS. In order to simplify our notation, we will subsequently always consider the ( $k+1$ )-element domain $D=\{0,1, \ldots, k\}$ for some integer $k$. Any other domain of size $k+1$ can simply be relabelled without affecting its properties. One label from the domain will play a special role; without loss of generality (due to relabellings), it will be 0 .

## $3.1 \quad k$-Set Functions

It will be convenient to go back and forth between weighted relations and $k$-set functions, which is, subject to a minor technical assumption, always possible.

- Definition 10. Let $k \in \mathbb{N}$ and let $V$ be a finite set. A $k$-set function on $V$ is a function $f:(k+1)^{V} \rightarrow \overline{\mathbb{Q}}$ defined on $k$-tuples of pairwise disjoint subsets of $V$. A $k$-set function $f$ over $V$ is normalised if it satisfies $f(\emptyset, \ldots, \emptyset)=0$ and $f\left(X_{1}, \ldots, X_{k}\right) \geq 0$ for all disjoint $X_{1}, \ldots, X_{k} \subseteq V$.

Note that a 1 -set function is simply a set function as defined in Section 2.

- Definition 11. Let $\gamma$ be an n-ary weighted relation on the $(k+1)$-element domain $D=$ $\{0,1, \ldots, k\}$, and let $f$ be the $k$-set function on $V=[n]$ that is defined for disjoint sets $X_{1}, \ldots, X_{k} \subseteq V$ by $f\left(X_{1}, \ldots, X_{k}\right)=\gamma(\boldsymbol{x})$, where the $i$-th coordinate of $\boldsymbol{x}$ is given by $x_{i}=d$ if $i \in X_{d}$ for some $0 \neq d \in D$ and $x_{i}=0$ otherwise. Then $\gamma$ corresponds to $f$.

Furthermore, we say that $\gamma$ corresponds under normalisation to a $k$-set function if $\gamma\left(\mathbf{0}^{n}\right)<\infty$ and $\gamma\left(\mathbf{0}^{n}\right) \leq \gamma(\boldsymbol{x})$ for all $\boldsymbol{x} \in D^{n}$. In this case, the $k$-set function corresponding under normalisation to $\gamma$ is the normalised $k$-set function corresponding to $\gamma-\gamma\left(\mathbf{0}^{n}\right)$, i.e. the weighted relation with offset such that the assignment $\mathbf{0}^{n}$ evaluates to 0 .

According to this definition, there is a unique $k$-set function corresponding to every weighted relation on the $(k+1)$-element domain, and vice versa. Furthermore, assuming that $\gamma\left(\mathbf{0}^{n}\right)<\infty$, a weighted relation $\gamma$ corresponds under normalisation to a $k$-set function precisely if it admits multimorphism $\left\langle c_{0}\right\rangle$ (the definition of which can be found in [6]).

- Definition 12. Let $f$ be a $k$-set function and $g$ a set function on $V$. We say that $g$ $\alpha$-approximates $f$ if, for all disjoint $X_{1}, \ldots, X_{k} \subseteq V$, it holds that

$$
g\left(X_{1} \cup \cdots \cup X_{k}\right) \leq f\left(X_{1}, \ldots, X_{k}\right) \leq \alpha \cdot g\left(X_{1} \cup \cdots \cup X_{k}\right)
$$

### 3.2 Fixing a Label: Reduced Languages

Reducing a language to a smaller domain by fixing all possible occurrences of a certain label, as defined subsequently, will be a central tool in our classification.

- Definition 13. Let $f$ be a k-set function on $V$, let $0 \leq d \leq k$ be a label from the domain and let $U \subseteq V$. Then fix $_{d=U}[f]$ is the $(k-1)$-set function defined for disjoint sets $X_{1}, \ldots, X_{d-1}, X_{d+1}, \ldots, X_{k} \subseteq V \backslash U$ by

$$
\operatorname{fix}_{d=U}[f]\left(X_{1}, \ldots, X_{d-1}, X_{d+1}, \ldots, X_{k}\right)=f\left(X_{1}, \ldots, X_{d-1}, U, X_{d+1}, \ldots, X_{k}\right)
$$

Let $\gamma$ be the weighted relation on domain $D$ corresponding to $f$. Then fix ${ }_{d=U}[\gamma]$ denotes the weighted relation of arity $|V \backslash U|$ on domain $D \backslash\{d\}$ corresponding to fix ${ }_{d=U}[f]$.

In other words, $\mathrm{fix}_{d=U}[\gamma]$ takes an assignment from the domain $D \backslash\{d\}$ to all variables except for those with index in $U$, and evaluates it through $\gamma$ by assigning label $d$ to the remaining variables. In Definition 14, we generalise this concept in order to express the language that is generated by fixing every possible assignment of a certain label.

- Definition 14. Let $\Gamma$ be a language on domain $D$ and let $d \in D$. For any $\gamma \in \Gamma$, let $\operatorname{fix}_{d}(\gamma)=\left\{\operatorname{fix}_{d=U}[\gamma]: U \subseteq V\right\}$. We define the language fix $_{d}(\Gamma)$ on domain $D \backslash\{d\}$ by $\operatorname{fix}_{d}(\Gamma)=\bigcup_{\gamma \in \Gamma}$ fix $_{d}(\gamma)$.


### 3.3 Extending EDS to Larger Domains

The class EDS, or essentially a downset, has been introduced in [10] for the Boolean domain.

- Definition 15. For any $\alpha \geq 1$, a normalised set function $f$ on $V$ is $\alpha$-EDS if, for all $X, Y \subseteq V$, it holds that

$$
\begin{equation*}
f(X \backslash Y) \leq \alpha \cdot(f(X)+f(Y)) \tag{EDS}
\end{equation*}
$$

A weighted relation is $\alpha$-EDS if it corresponds under normalisation to a set function that is $\alpha-E D S$. Moreover, a language $\Gamma$ is EDS if there is some $\alpha \geq 1$ such that every weighted relation $\gamma \in \Gamma$ is $\alpha$-EDS.

Fulla et al. showed [10] that EDS languages are globally $s$-tractable. We improve upon this result by proving that such languages are in fact globally $\ell$-tractable, and we extend the idea of being essentially a downset to larger domains through the classes SIM, SEDS and SDS.

Intuitively, a language is SIM, or similar to a Boolean language, if, for every weighted relation, the value of any two assignments that assign label 0 to precisely the same set of variables is equal up to a constant factor.

- Definition 16. Let $f$ be a normalised $k$-set function on set $V$. For any $\alpha \geq 1, f$ is called $\alpha$-SIM if, for all disjoint $X_{1}, \ldots, X_{k} \subseteq V$ and all disjoint $Y_{1}, \ldots, Y_{k} \subseteq V$ such that $X_{1} \cup \cdots \cup X_{k}=Y_{1} \cup \cdots \cup Y_{k}$, it holds that

$$
\begin{equation*}
f\left(X_{1}, \ldots, X_{k}\right) \leq \alpha \cdot f\left(Y_{1}, \ldots, Y_{k}\right) \tag{SIM}
\end{equation*}
$$

A weighted relation is $\alpha$-SIM if it corresponds under normalisation to a $k$-set function that is $\alpha$-SIM. Moreover, a language $\Gamma$ is SIM if there is some $\alpha \geq 1$ such that every weighted relation $\gamma \in \Gamma$ is $\alpha-S I M$.

Note that every normalised set function is 1-SIM. Hence, EDS is a subclass of SIM. Going beyond the Boolean domain, the class SEDS of languages similar to EDS arises as a natural generalisation of EDS.

- Definition 17. For any $\alpha \geq 1$, a normalised $k$-set function $f$ on $V$ is $\alpha$-SEDS if it is $\alpha$-SIM and, for all disjoint $X_{1}, \ldots, X_{k} \subseteq V$ and all disjoint $Y_{1}, \ldots, Y_{k} \subseteq V$, it holds that

$$
\begin{equation*}
f\left(X_{1} \backslash Y_{1}, \ldots, X_{k} \backslash Y_{k}\right) \leq \alpha \cdot\left(f\left(X_{1}, \ldots, X_{k}\right)+f\left(Y_{1}, \ldots, Y_{k}\right)\right) \tag{SEDS}
\end{equation*}
$$

A weighted relation is $\alpha$-SEDS if it corresponds under normalisation to a $k$-set function that is $\alpha$-SEDS. Moreover, a language $\Gamma$ is SEDS if there is some $\alpha \geq 1$ such that every weighted relation $\gamma \in \Gamma$ is $\alpha-S E D S$.

The class SDS, or similar to a downset, imposes a stricter requirement than SEDS. When any arguments of a weighted relation are changed to label 0 , the value should decrease, stay equal or increase by at most a constant factor.

- Definition 18. For any $\alpha \geq 1$, a normalised $k$-set function $f$ on $V$ is $\alpha$-SDS if it is $\alpha$-SIM and in addition, for all disjoint $X_{1}, \ldots, X_{k}, Y_{1}, \ldots, Y_{k} \subseteq V$, it holds that

$$
\begin{equation*}
f\left(X_{1}, \ldots, X_{k}\right) \leq \alpha \cdot f\left(X_{1} \cup Y_{1}, \ldots, X_{k} \cup Y_{k}\right) \tag{SDS}
\end{equation*}
$$

A weighted relation is $\alpha$-SDS if it corresponds under normalisation to a $k$-set function that is $\alpha-S D S$, and a language $\Gamma$ is SDS if there is some $\alpha \geq 1$ such that every weighted relation $\gamma \in \Gamma$ is $\alpha-S D S$.

Note that SDS is a subclass of SEDS. To see this, consider any $\alpha$-SDS $k$-set function $f$ on $V$. Then it holds for all disjoint $X_{1}, \ldots, X_{k} \subseteq V$ and all disjoint $Y_{1}, \ldots, Y_{k} \subseteq V$ that

$$
f\left(X_{1} \backslash Y_{1}, \ldots, X_{k} \backslash Y_{k}\right) \leq \alpha \cdot f\left(X_{1}, \ldots, X_{k}\right) \leq \alpha \cdot\left(f\left(X_{1}, \ldots, X_{k}\right)+f\left(Y_{1}, \ldots, Y_{k}\right)\right)
$$

proving that $f$ is $\alpha$-SEDS.

## 4 Classifying SEDS and SDS Languages

In this section, we first show that a SEDS language $\Gamma$ is globally $\ell$-tractable if it is SDS or if the reduced language fix $(\Gamma)$ is globally $\ell$-tractable. Afterwards, we prove global $s$-intractability of the remaining SEDS languages conditioned on global $s$-intractability of fix ${ }_{0}(\Gamma)$.

We begin by restating [10, Theorem 5.17] concerning EDS languages and then devise similar approximations for SEDS and SDS languages.

- Theorem 19. For any $\alpha-E D S$ set function $f$ on $V$, there exists a GMC instance $h$ that $\alpha^{n+2}\left(n^{3}+2 n\right)$-approximates $f$, where $n=|V|$.
- Lemma 20. For any $\alpha$-SEDS $k$-set function $f$ on $V$, there exists an $\alpha$-EDS set function $g$ that $\alpha^{2}$-approximates $f$.
Proof. We define the set function $g$ on $V$ by $g(X)=\frac{1}{\alpha} f(X, \emptyset, \ldots, \emptyset)$. Observe that, since $f$ is normalised, it holds $g(\emptyset)=f(\emptyset, \ldots, \emptyset)=0$ and $g(X)=\frac{1}{\alpha} f(X, \emptyset, \ldots, \emptyset) \geq 0$ for every $X \subseteq V$. Thus, $g$ is normalised as well. In addition, for all $X, Y \subseteq V$, it holds that

$$
\alpha \cdot(g(X)+g(Y))=f(X, \emptyset, \ldots, \emptyset)+f(Y, \emptyset, \ldots, \emptyset) \geq \frac{1}{\alpha} \cdot f(X \backslash Y, \emptyset, \ldots, \emptyset)=g(X \backslash Y)
$$

where the second step uses equation (SEDS). Hence, $g$ is $\alpha$-EDS.
It remains to show that $g \alpha^{2}$-approximates $f$. For this purpose, consider any disjoint $X_{1}, \ldots, X_{k} \subseteq V$ and let $X=\bigcup_{i=1}^{k} X_{i}$ denote their union. Since $f$ is $\alpha$-SIM, it holds that

$$
g(X)=\frac{1}{\alpha} f(X, \emptyset, \ldots, \emptyset) \leq f\left(X_{1}, \ldots, X_{k}\right) \leq \alpha \cdot f(X, \emptyset, \ldots, \emptyset)=\alpha^{2} \cdot g(X)
$$

By combining Lemma 20 and Theorem 19, we can deduce the following result.

- Theorem 21. For any $\alpha$-SEDS $k$-set function $f$ on $V$, there exists a GMC instance $h$ that $\alpha^{n+4}\left(n^{3}+2 n\right)$-approximates $f$, where $n=|V|$.

For SDS languages, we can provide an even tighter result.

- Theorem 22. For any $\alpha$-SDS $k$-set function $f$ on $V$, there exists a superadditive set function $g$ that $n \alpha^{n+1}$-approximates $f$, where $n=|V|$.

Based on these approximations, we now show our main tractability theorem, which in places closely follows the proof of [10, Theorem 5.18].

- Theorem 23. Let $\Gamma$ be a SEDS language. Then $\Gamma$ is globally $\ell$-tractable if it is SDS or if the reduced language fix ${ }_{0}(\Gamma)$ is globally $\ell$-tractable.

Proof. Let $\Gamma$ be an SEDS language on domain $D$. Then every weighted relation $\gamma \in \Gamma$ corresponds under normalisation to a $k$-set function $f_{\gamma}$. Furthermore, weighted relations in $\Gamma$ are of bounded arity. If $\Gamma$ is SDS, Theorem 22 implies that for some $\alpha \in \mathbb{N}$, every such $k$-set function $f_{\gamma}$ can be $\alpha$-approximated by a superadditive set function $h_{\gamma}$. In the following, we treat $h_{\gamma}$ as a GMC instance without any edge weights. If $\Gamma$ is not SDS, we can still $\alpha$-approximate every $k$-set function $f_{\gamma}$ by a GMC instance $h_{\gamma}$ according to Theorem 21, but there is no restriction on the edge weights.

Let $l: D \rightarrow \mathbb{N}_{0}$ be a fixed lower bound and consider any $\operatorname{VCSP}_{l}(\Gamma)$ instance $I$ with objective function

$$
\phi_{I}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{t} w_{i} \cdot \gamma_{i}\left(\boldsymbol{x}^{i}\right) .
$$

Let $f_{I}$ be the $k$-set function corresponding under normalisation to the objective function $\phi_{I}$. We construct a GMC instance $h$ that $\alpha$-approximates $f_{I}$.

For $i \in[t]$, we relabel the vertices of $h_{\gamma_{i}}$ to match the variables in the scope $\boldsymbol{x}^{i}$ of the $i$-th constraint (i.e., vertex $j$ is relabelled to $x_{j}^{i}$ ) and identify vertices in case of repeated variables. As the constraint is weighted by a non-negative factor $w_{i}$, we also scale the weights of the edges of $h_{\gamma_{i}}$ and the superadditive set function by $w_{i}$ (note that non-negative scaling preserves superadditivity). Instance $h$ is then obtained by adding up GMC instances $h_{\gamma_{i}}$ for all $i \in[t]$. In the following, we treat $h$ as a $\mathrm{GMC}_{l^{*}}^{l(0)}$ instance, where $l^{*}=\sum_{i=1}^{k} l(i)$. Note that if $\Gamma$ is SDS, $h$ has zero edge weights.

Let $X_{0}, \ldots, X_{k}$ be a partition of $[n]$ such that $f_{I}\left(X_{1}, \ldots, X_{k}\right)$ is minimal among all partitions satisfying $\left|X_{d}\right| \geq l(d)$ for all $d \in D$. In other words, $X_{0}, \ldots, X_{k}$ corresponds to an optimal assignment for instance $I$. Let $X=\bigcup_{d=1}^{k} X_{d}$ denote all indices with non-zero labels. In addition, let $Y \subseteq[n]$ denote an optimal solution of the $\mathrm{GMC}_{l^{*}}^{l(0)}$ instance $h$ and let $\lambda=h(Y)$.

Since $|Y| \geq l^{*}$, there must exist some partition $Y_{1}, \ldots, Y_{k}$ of $Y$ such that $\left|Y_{d}\right| \geq l(d)$ for all $1 \leq d \leq k$. Because $h \alpha$-approximates $f_{I}$, it holds that

$$
\lambda \leq h(X) \leq f_{I}\left(X_{1}, \ldots, X_{k}\right) \leq f_{I}\left(Y_{1}, \ldots, Y_{k}\right) \leq \alpha \cdot h(Y)=\alpha \cdot \lambda
$$

Hence, $X$ is an $\alpha$-optimal solution of $h$.
As discussed in Section 2, it can be determined in polynomial time whether $\lambda=0, \lambda=\infty$ or $0<\lambda<\infty$. Furthermore, if $\lambda=0$, a solution $Z$ such that $h(Z)=0$ can be found. Because $Z$ must have size $|Z| \geq l^{*}$ as a solution of $\mathrm{GMC}_{l^{*}}^{l(0)}$ instance $h$, we can select some partition $Z_{1}, \ldots, Z_{k}$ of $Z$ such that $\left|Z_{d}\right| \geq l(d)$ for all $1 \leq d \leq k$. Since $h \alpha$-approximates $f_{I}$, it must hold $f_{I}\left(Z_{1}, \ldots, Z_{k}\right) \leq \alpha \cdot h(Z)=0$, meaning that $Z_{1}, \ldots, Z_{k}$ represents an optimal assignment for instance $I$.

If $\lambda=\infty$, then obviously there are no feasible solutions.
Otherwise, it holds $0<\lambda<\infty$. In this case, we distinguish whether $\Gamma$ is SDS or fix ${ }_{0}(\Gamma)$ is globally $\ell$-tractable.

First, we assume that $\Gamma$ is SDS and hence, that $h$ has zero edge weights. We claim that the size of $X$ is bounded by a constant. For the sake of contradiction, assume that $|X| \geq(\alpha+1) l^{*}$. Then there are disjoint subsets $Z_{1}, Z_{2}, \ldots, Z_{\alpha+1} \subseteq X$ such that $\left|Z_{i}\right| \geq l^{*}$ for all $1 \leq i \leq \alpha+1$. Being a solution of $h$, every $Z_{i}$ must have value at least $h\left(Z_{i}\right) \geq \lambda$. Based on the superadditivity of $h$, we arrive at the contradiction

$$
(\alpha+1) \cdot \lambda \leq h\left(Z_{1}\right)+\cdots+h\left(Z_{\alpha+1}\right) \leq h(X) \leq \alpha \cdot \lambda .
$$

Thus, it must hold $|X|<(\alpha+1) l^{*}$. This leaves less than $O\left(n^{(\alpha+1) l^{*}}\right)$ possible choices for $X$, each of which admits at most $O\left(k^{(\alpha+1) \iota^{*}}\right)$ partitions of the form $X_{1} \cup \cdots \cup X_{k}=X$. By checking all of these, we can retrieve the sets $X_{1}, \ldots, X_{k}$ in polynomial time.

Now, we assume that fix ${ }_{0}(\Gamma)$ is globally $\ell$-tractable. According to Corollary 9 , there are only polynomially many $\alpha$-optimal solutions of $h$, all of which can be computed in polynomial time. $X$ must be among those solutions. By repeating the following process for all of them, we can assume that $X$ is known, and so is $X_{0}=[n] \backslash X$.

Let $D^{*}=D \backslash\{0\}$ and let $l_{\Gamma_{D^{*}}}: D^{*} \rightarrow \mathbb{N}$ denote the restriction of $l$ to $D^{*}$. We can efficiently find a minimal assignment for the $\operatorname{VCSP}_{l_{\Gamma_{D^{*}}}}$ (fix $\left.{ }_{0}(\Gamma)\right)$ instance $I_{X}=\left(X, D^{*}, \phi_{X}\right)$ with objective function $\phi_{X}=\operatorname{fix}_{0=X_{0}}\left[\phi_{I}\right]$. The sets $X_{1}, \ldots, X_{k}$ represent an assignment for $I_{X}$ and, by assigning label 0 to the variables in $X_{0}$, every assignment for $I_{X}$ induces an assignment for $I$ with the same objective value. Thus, an optimal assignment for $I_{X}$ induces an optimal assignment for $I$.

Remark 24. If $\Gamma$ is SDS, the algorithm presented in Theorem 23 can in fact, for every fixed lower bound $l: D \rightarrow \mathbb{N}_{0}$ and every $\operatorname{VCSP}_{l}(\Gamma)$ instance $I$ with optimal value $0<\lambda<\infty$, enumerate all optimal solutions of $I$ in polynomial time.

If $\Gamma$ is SEDS and fix ${ }_{0}(\Gamma)$ is globally $\ell$-tractable, this property holds true under the condition that for every $\operatorname{VCSP}_{l}\left(\right.$ fix $\left._{0}(\Gamma)\right)$ instance with optimal value $0<\lambda<\infty$, all optimal solutions can be enumerated in polynomial time.

To complete our analysis of SEDS languages, we will now focus on the case that a language is not SDS and that fix ${ }_{0}(\Gamma)$ is globally $s$-intractable. Going even beyond SEDS, our main hardness result is that SIM languages are globally $s$-intractable under those circumstances. We only give a brief sketch of the proof here and provide the full proof in the full version of the paper [19].

- Theorem 25. Let $\Gamma$ be a valued constraint language over domain $D$ that is SIM, but not SDS, and let fix ${ }_{0}(\Gamma)$ be globally s-intractable. Then $\Gamma$ is globally s-intractable.

Proof sketch. Since $\Gamma$ is not SDS, there must exist a weighted relation $\gamma \in \Gamma$ of some arity $r$ and disjoint $X_{1}, \ldots, X_{k}, Y_{1}, \ldots, Y_{k} \subseteq[r]$ such that, in violation of equation (SDS), the $k$-set function $f$ corresponding under normalisation to $\gamma$ satisfies

$$
f\left(X_{1}, \ldots, X_{k}\right) \gg f\left(X_{1} \cup Y_{1}, \ldots, X_{k} \cup Y_{k}\right)
$$

Given any $\operatorname{VCSP}_{s}\left(\operatorname{fix}_{0}(\Gamma)\right)$ instance $I^{*}=\left(V, D^{*}, \phi_{I}^{*}\right)$ on domain $D^{*}=D \backslash\{0\}$, we construct a $\operatorname{VCSP}_{s}(\Gamma)$ instance $I=\left(V \cup\{z\}, D, \phi_{I}\right)$ instance as follows. Let $z$ denote an additional variable. The objective function $\phi_{I}$ consists of two components. The first component utilises the relation $\gamma$ to ensure that any optimal assignment $s$ for $I$ must satisfy $s(z)=0$ and $s(x) \neq 0$ for all $x \in V$. The second component models $\phi_{I}^{*}$ by replacing the constraints by corresponding weighted relations from $\Gamma$, where pinning values to label 0 is simulated by plugging in $z$.

This way, a solution for $I^{*}$ can be obtained by solving $I$, thereby reducing $\operatorname{VCSP}_{s}(\mathrm{fix}(\Gamma))$ to $\operatorname{VCSP}_{s}(\Gamma)$.

On the Boolean domain, we obtain a complete classification of lower-bounded VCSPs, which coincides with the classification of Boolean surjective VCSPs provided by [10].

- Theorem 26. Let $\Gamma$ be a Boolean language. Then $\Gamma$ is globally $\ell$-tractable if and only it is globally s-tractable. Otherwise, $\Gamma$ is globally $\ell$-intractable.

Moreover, we can now classify lower-bounded VCSPs over SEDS languages on threeelement domains.

- Theorem 27. Let $\Gamma$ be a SEDS language on domain $D=\{0,1,2\}$. Then $\Gamma$ is globally
$\ell$-tractable if it is SDS or if fix $\mathrm{x}_{0}(\Gamma)$ is globally $\ell$-tractable, and globally $\ell$-intractable otherwise.
Proof. If $\Gamma$ is SDS or fix ${ }_{0}(\Gamma)$ globally $\ell$-tractable, the statement follows from Theorem 23. Otherwise, fix ${ }_{0}(\Gamma)$ must be globally $s$-intractable by Theorem 26 and the dichotomy from [10, Theorem 3.2]. Hence, $\Gamma$ is globally $s$-intractable by Theorem 25 , which gives the result.


## 5 Conclusions

Based on the newly introduced Bounded Generalised Min-Cut problem and its tractability, which might be of independent interest, we have provided a conditional complexity classification of surjective and lower-bounded SEDS VCSPs on non-Boolean domains. Consequently, we obtained a dichotomy theorem with respect to $\ell$-tractability for Boolean domains as well as, more interestingly, for SEDS languages on three-element domains.

While our results only pertain to languages that admit multimorphism $\left\langle c_{d}\right\rangle$ for some label $d$ we expect our results and techniques to be useful in identifying new s-tractable and $\ell$-tractable languages going beyond those admitting $\left\langle c_{d}\right\rangle$.

As mentioned in Section 1, globally tractable languages that include constant relations are also $s$-tractable. It is easy to show the same for global $\ell$-tractability. For example, this shows that well-studied sources of tractability such as submodularity [22] and its generalisation $k$-submodularity [14], which are known to be globally tractable [17], are also globally $\ell$-tractable.

What other non-Boolean languages are s-tractable and $\ell$-tractable? Our results are a first step in this direction. In all cases we encountered global $s$-(in)tractability coincides with global $\ell$-(in)tractability. We do not know whether this is true in general.

The natural next step is to consider languages on three-element domains. As is often the case in the (V)CSP literature, languages on three-element domains are significantly more complex than Boolean languages; for instance, compare two-element CSPs [20] and three-element CSPs [2]. As a concrete open problem (of a surjective VCSP on a three-element domain), the 3-No-Rainbow-Colouring problem [1] asks to colour the vertices of a threeregular hypergraph such that every colour is used at least once, while no hyperedge attains all three colours. The complexity of this problem is open both the in the decision setting (is there a colouring) and also in the optimisation setting (what is the maximum number of properly colourable hyperedges/minimum number of improperly colourable hyperedges).
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#### Abstract

We investigate the complexity of the containment problem "Does $L(\mathcal{A}) \subseteq L(\mathcal{B})$ hold?", where $\mathcal{B}$ is an unambiguous register automaton and $\mathcal{A}$ is an arbitrary register automaton. We prove that the problem is decidable and give upper bounds on the computational complexity in the general case, and when $\mathcal{B}$ is restricted to have a fixed number of registers.
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## 1 Introduction

Register automata [10] are a widely studied model of computation that extend finite automata with finitely many registers that are able to hold values from an infinite domain and perform equality comparisons with data from the input word. This allows register automata to accept data languages, i.e., sets of data words over $\Sigma \times \mathbb{D}$, where $\Sigma$ is a finite alphabet and $\mathbb{D}$ is an infinite set called the data domain. The study of register automata is motivated by problems in formal verification and database theory, where the objects under study are accompanied by annotations (identification numbers, labels, parameters, ...), see the survey by Ségoufin [18]. One of the central problems in these areas is to check whether a given input document or program complies with a given input specification. In our context, this problem can be formalized as a containment problem: given two register automata $\mathcal{A}$ and $\mathcal{B}$, does $L(\mathcal{A}) \subseteq L(\mathcal{B})$ hold, i.e., is the data language accepted by $\mathcal{A}$ included in the data language accepted by $\mathcal{B}$ ? Here, $\mathcal{B}$ is understood as a specification, and one wants to check whether $\mathcal{A}$ satisfies the specification. For arbitrary register automata, the containment problem is undecidable [14, 4]. It is known that one can recover decidability in two different ways. First, the containment problem is known to be PSPACE-complete when $\mathcal{B}$ is a deterministic register automaton [4]. This is a severe restriction on the expressive power of $\mathcal{B}$, and it is of practical interest to find natural classes of register automata that can be tackled algorithmically and that can express more properties than deterministic register automata. Secondly, one can recover decidability of the containment problem when $\mathcal{B}$ is a non-deterministic register automaton with a single register [10, 4]. However, in this setting, the problem is Ackermann-complete [6]; it can therefore hardly be considered tractable.
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This motivates the study of unambiguous register automata, which are non-deterministic register automata for which every data word has at most one accepting run. Such automata are strictly more expressive than deterministic register automata $[10,11]$.

In the present paper, we investigate the complexity of the containment problem when $\mathcal{B}$ is restricted to be an unambiguous register automaton. We prove that the problem is decidable with a 2-EXPSPACE complexity, and is even decidable in EXPSPACE if the number of registers of $\mathcal{B}$ is a fixed constant. This is a striking difference to the non-deterministic case, where even for a fixed number of registers greater than 1 the problem is undecidable. Classically, one way to approach the containment problem (for general models of computation) is to reduce it to a reachability problem on an infinite state transition system, called the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$, cf. [15]. Proving decidability or complexity upper bounds for the containment problem then amounts to finding criteria of termination or bounds on the complexity of a reachability algorithm on this space. In this paper, our techniques also rely on the analysis of the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$, where our main contribution is to provide a bound on the size of synchronized states that one needs to explore before being able to certify that $L(\mathcal{A}) \subseteq L(\mathcal{B})$ holds. This bound is found by identifying elements of the synchronized state space whose behaviour is similar, and by showing that every element of the synchronized state space is equivalent to a small one. In the general case, where $\mathcal{B}$ is unambiguous and $\mathcal{A}$ is an arbitrary non-deterministic register automaton, we bound the size of the graph that one needs to inspect by a triple exponential in the size of $\mathcal{A}$ and $\mathcal{B}$. In the restricted case that $\mathcal{B}$ has a fixed number of registers, we proceed to give a better bound that is only doubly exponential in the size of $\mathcal{A}$ and $\mathcal{B}$.

Related Literature. A thorough study of the current literature on register automata reveals that there exists a variety of different definitions of register automata, partially with significantly different semantics. In this paper, we study register automata as originally introduced by Kaminski and Francez [10]. Such register automata process data words over an infinite data domain. The registers can take data values that appear in the input data word processed so far. The current input datum can be compared for (in)equality with the data that is stored in the registers. Kaminski and Francez study register automata mainly from a language-theoretic point of view; more results on the connection to logic, as well as the decidability status and computational complexity of classical decision problems like emptiness and containment are presented, e.g., in [17, 14, 4]. In [7], register automata over ordered data domains are studied.

Kaminski and Zeitlin [11] define a generalisation of the model in [10], in the following called register automata with guessing. The registers in such automata can non-deterministically reassign, or "guess", the datum of a register. In particular, such register automata can store data values that have not appeared in the input data word before, in contrast to the register automata in [10]. Register automata with guessing are strictly more expressive than register automata; for instance, there exists a register automaton with guessing that accepts the complement of the data language accepted by the register automaton in Figure 1 (Example 4 in [11]). Figueira [5] studies an alternating version of this model, also over ordered data domains. Colcombet [2, 1] considers unambiguous register automata with guessing. In Theorem 12 in [2], it is claimed that this automata class is effectively closed under complement, so that universality, containment and equivalence are decidable; however, to the best of our knowledge, this claim remains unproved.

Finally, unambiguity has become an important topic in automata theory, as witnessed by the growing body of literature in the recent years $[8,13,3,16]$. In addition to the motivations mentioned above, unambiguous automata form an important model of computation due to
their succinctness compared to their deterministic counterparts. For example, it is known that unambiguous finite automata can be exponentially smaller than deterministic automata [12] while the fundamental problems (such as emptiness, universality, containment, equivalence) remain tractable.

## 2 Main Definitions

We study register automata as introduced in the seminal paper by Kaminski and Francez [10]. Throughout the paper, $\Sigma$ denotes a finite alphabet, and $\mathbb{D}$ denotes an infinite set of data values. In our examples, we assume $\mathbb{D}=\mathbb{N}$, the set of non-negative integers. A data word is a finite sequence $\left(\sigma_{1}, d_{1}\right) \ldots\left(\sigma_{k}, d_{k}\right) \in(\Sigma \times \mathbb{D})^{*}$. A data language is a set of data words. We use $\varepsilon$ to denote the empty data word. The length $k$ of a data word $w$ is denoted by $|w|$. Given a data word $w$ as above and $0 \leq i \leq k$, we define the infix $w(i, j]:=\left(\sigma_{i+1}, d_{i+1}\right) \ldots\left(\sigma_{j}, d_{j}\right)$. Note that $w(i, i]=\varepsilon$. We use $\operatorname{data}(w)$ to denote the set $\left\{d_{1}, \ldots, d_{k}\right\}$ of all data occurring in $w$. We use $\operatorname{proj}(w)$ to denote the projection of $w$ onto $\Sigma^{*}$, i.e., the word $\sigma_{1} \ldots \sigma_{k}$.

Let $\mathbb{D}_{\perp}$ denote the set $\mathbb{D} \cup\{\perp\}$, where $\perp \notin \mathbb{D}$ is a fresh symbol not occurring in $\mathbb{D}$. A partial isomorphism of $\mathbb{D}_{\perp}$ is an injection $f: S \rightarrow \mathbb{D}_{\perp}$ with finite domain $S \subset \mathbb{D}_{\perp}$ such that if $\perp \in S$, then $f(\perp)=\perp$. We use boldface lower-case letters like $\boldsymbol{a}, \boldsymbol{b}, \ldots$ to denote tuples in $\mathbb{D}_{\perp}^{n}$, where $n \in \mathbb{N}$. Given a tuple $\boldsymbol{a} \in \mathbb{D}_{\perp}^{n}$, we write $a_{i}$ for its $i$-th component, and data $(\boldsymbol{a})$ denotes the set $\left\{a_{1}, \ldots, a_{n}\right\} \subseteq \mathbb{D}_{\perp}$ of all data occurring in $\boldsymbol{a}$.

Let $R=\left\{r_{1}, \ldots, r_{n}\right\}$ be a finite set of registers. A register valuation is a mapping $\boldsymbol{a}: R \rightarrow \mathbb{D}_{\perp} ;$ we may write $a_{i}$ as shorthand for $\boldsymbol{a}\left(r_{i}\right)$. Let $\mathbb{D}_{\perp}^{R}$ denote the set of all register valuations. Given $\lambda \subseteq R$ and $d \in \mathbb{D}$, define the register valuation $\boldsymbol{a}[\lambda \leftarrow d]$ by $(\boldsymbol{a}[\lambda \leftarrow d])\left(r_{i}\right):=d$ if $r_{i} \in \lambda$, and $(\boldsymbol{a}[\lambda \leftarrow d])\left(r_{i}\right):=a_{i}$ otherwise.

A register constraint over $R$ is defined by the grammar
$\phi::=$ true $|=r| \neg \phi \mid \phi \wedge \phi$,
where $r \in R$. We use $\Phi(R)$ to denote the set of all register constraints over $R$. We may use $\neq r$ or $\phi_{1} \vee \phi_{2}$ as shorthand for $\neg(=r)$ and $\neg\left(\neg \phi_{1} \wedge \neg \phi_{2}\right)$, respectively. The satisfaction relation $\models$ for $\Phi(R)$ on $\mathbb{D}_{\perp}^{R} \times \mathbb{D}$ is defined by structural induction in the obvious way; e.g., $\boldsymbol{a}, d \models\left(=r_{1} \wedge \neq r_{2}\right)$ if $a_{1}=d$ and $a_{2} \neq d$.

A register automaton over $\Sigma$ is a tuple $\mathcal{A}=\left(R, \mathcal{L}, \ell_{\text {in }}, \mathcal{L}_{\text {acc }}, E\right)$, where

- $R$ is a finite set of registers,
- $\mathcal{L}$ is a finite set of locations,
- $\ell_{\text {in }} \in \mathcal{L}$ is the initial location,
- $\mathcal{L}_{\text {acc }} \subseteq \mathcal{L}$ is the set of accepting locations, and
- $E \subseteq \mathcal{L} \times \Sigma \times \Phi(R) \times 2^{R} \times \mathcal{L}$ is a finite set of edges. We may write $\ell \xrightarrow{\sigma, \phi, \lambda} \ell^{\prime}$ to denote an edge $\left(\ell, \sigma, \phi, \lambda, \ell^{\prime}\right) \in E$. Here, $\sigma$ is the label of the edge, $\phi$ is the register constraint of the edge, and $\lambda$ is the set of updated registers of the edge. A register constraint true is vacuously true and may be omitted; likewise we may omit $\lambda$ if $\lambda=\emptyset$.
A state of $\mathcal{A}$ is a pair $(\ell, \boldsymbol{a}) \in \mathcal{L} \times \mathbb{D}_{\perp}^{R}$, where $\ell$ is the current location and $\boldsymbol{a}$ is the current register valuation. Given two states $(\ell, \boldsymbol{a})$ and $\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right)$ and some input letter $(\sigma, d) \in(\Sigma \times \mathbb{D})$, we postulate a transition $(\ell, \boldsymbol{a}) \xrightarrow{\sigma, d} \mathcal{A}\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right)$ if there exists some edge $\ell \xrightarrow{\sigma, \phi, \lambda} \ell^{\prime}$ such that $\boldsymbol{a}, d \models \phi$ and $\boldsymbol{a}^{\prime}=\boldsymbol{a}[\lambda \leftarrow d]$. If the context is clear, we may omit the index $\mathcal{A}$ and write $(\ell, \boldsymbol{a}) \xrightarrow{\sigma, d}\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right)$ instead of $(\ell, \boldsymbol{a}) \xrightarrow{\sigma, d}{ }_{\mathcal{A}}\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right)$. We use $\longrightarrow{ }^{*}$ to denote the reflexive transitive closure of $\longrightarrow$. A run of $\mathcal{A}$ on the data word $\left(\sigma_{1}, d_{1}\right) \ldots\left(\sigma_{k}, d_{k}\right)$ is a sequence $\left(\ell_{0}, \boldsymbol{a}^{\mathbf{0}}\right) \xrightarrow{\sigma_{1}, d_{1}}\left(\ell_{1}, \boldsymbol{a}^{\mathbf{1}}\right) \xrightarrow{\sigma_{2}, d_{2}} \ldots \xrightarrow{\sigma_{k}, d_{k}}\left(\ell_{k}, \boldsymbol{a}^{\boldsymbol{k}}\right)$ of transitions. We say that a run starts in
$(\ell, \boldsymbol{a})$ if $\left(\ell_{0}, \boldsymbol{a}^{\mathbf{0}}\right)=(\ell, \boldsymbol{a})$. A run is initialized if it starts in $\left(\ell_{\mathrm{in}},\{\perp\}^{R}\right)$, and a run is accepting if $\ell_{k} \in \mathcal{L}_{\text {acc. }}$. The data language accepted by $\mathcal{A}$, denoted by $L(\mathcal{A})$, is the set of data words $w \in(\Sigma \times \mathbb{D})^{*}$ such that there exists an initialized accepting run of $\mathcal{A}$ on $w$.

We classify register automata into deterministic register automata (DRA), unambiguous register automata (URA), and non-deterministic register automata (NRA). A register automaton is a DRA if for every data word $w$ there is at most one initialized run. A register automaton is a URA if for every data word $w$ there is at most one initialized accepting run. A register automaton without any restriction is an NRA. We say that a data language $L \subseteq(\Sigma \times \mathbb{D})^{*}$ is DRA-recognizable (URA-recognizable and NRA-recognizable, respectively), if there exists a DRA (URA and NRA, respectively) $\mathcal{A}$ over $\Sigma$ such that $L(\mathcal{A})=L$. We write DRA, URA, and NRA for the class of DRA-recognizable, URA-recognizable, and NRA-recognizable, respectively, data languages. Note that DRA $\subseteq \mathbf{U R A} \subseteq$ NRA. Also note that, albeit a semantical property, the unambiguity of a register automaton can be decided using a simple extension of a product construction, cf. [2].

The containment problem is the following decision problem: given two register automata $\mathcal{A}$ and $\mathcal{B}$, does $L(\mathcal{A}) \subseteq L(\mathcal{B})$ hold? We consider two more decision problems that stand in a close relation to the containment problem (namely, they both reduce to the containment problem): the universality problem is the question whether $L(\mathcal{B})=(\Sigma \times \mathbb{D})^{*}$ for a given register automaton $\mathcal{B}$. The equivalence problem is to decide, given two register automata $\mathcal{A}$ and $\mathcal{B}$, whether $L(\mathcal{A})=L(\mathcal{B})$.

## 3 Some Facts about Register Automata

For many computational models, a straightforward approach to solve the containment problem is by a reduction to the emptiness problem using the equivalence: $L(\mathcal{A}) \subseteq L(\mathcal{B})$ if, and only if, $L(\mathcal{A}) \cap \overline{L(\mathcal{B})}=\emptyset$. This approach proves useful for DRA, which is closed under complementation. Using the decidability of the emptiness problem for NRA, as well as the closure of NRA under intersection [10], we obtain the decidability of the containment problem for the case where $\mathcal{A}$ is an NRA and $\mathcal{B}$ is a DRA. More precisely, and using results in [4], the containment problem for this particular case is PSPACE-complete.

In contrast to DRA, the class NRA is not closed under complementation [10] so that the above approach must fail if $\mathcal{B}$ is an NRA. Indeed, it is well known that the containment problem for the case where $\mathcal{B}$ is an NRA is undecidable [4]. The proof is a reduction from the halting problem for Minsky machines: an NRA is capable to accept the complement of a set of data words encoding halting computations of a Minsky machine.

In this paper, we are interested in the containment problem for the case where $\mathcal{A}$ is an NRA and $\mathcal{B}$ is a URA. When attempting to solve this problem, an obvious idea is to ask whether the class URA is closed under complementation. Kaminski and Francez [10] proved that URA is not closed under complementation, and this even holds for the class of data languages that are accepted by URA that only use a single register. In Figure 1, we show a standard example of a URA for which the complement of the accepted data language cannot even be accepted by an NRA [11]. Intuitively, this automaton is unambiguous because it is not possible for two different runs of the automaton on some data word to reach the location $\ell_{1}$ with the same register valuation at the same time. Therefore, at any time only one run can proceed to the accepting location $\ell_{2}$. Note that this also implies DRA $\subsetneq$ URA.

An alternative approach for solving the containment problem is to explore the (possibly infinite) synchronized state space of $\mathcal{A}$ and $\mathcal{B}$, cf. [15]. Intuitively, the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$ stores for every state $(\ell, \boldsymbol{a})$ that $\mathcal{A}$ is in after processing a data word $w$


Figure 1 On the left we depict a URA with a single register $r$ and over a singleton alphabet (we omit the labels at the edges). The complement of the data language accepted by this URA cannot be accepted by any NRA. On the right we show a finite part of the infinite state space of the URA.
the set of states that $\mathcal{B}$ is in after processing the same data word $w$. For an example, see the computation tree on the right side of Figure 1, where the leftmost branch shows the set of states that the URA on the left side of Figure 1 reaches after processing the data word $(\sigma, 1)(\sigma, 1)(\sigma, 1)$, and the rightmost branch shows the set of states that the URA reaches after processing the data word $(\sigma, 2)(\sigma, 1)(\sigma, 3)$. The key property of the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$ is that it contains sufficient information to decide whether for every data word for which there is an initialized accepting run in $\mathcal{A}$ there is also an initialized accepting run in $\mathcal{B}$. We formalize this intuition in the following paragraphs.

We start by defining the state space of a given NRA. Fix an NRA $\mathcal{A}=\left(R, \mathcal{L}, \ell_{\text {in }}, \mathcal{L}_{\text {acc }}, E\right)$ over $\Sigma$. A configuration of $\mathcal{A}$ is a finite set $C \subseteq\left(\mathcal{L} \times \mathbb{D}_{\perp}^{R}\right)$ of states of $\mathcal{A}$; if $C=\{(\ell, \boldsymbol{a})\}$ is a singleton set, in slight abuse of notation and if the context is clear, we may omit the parentheses and write $(\ell, \boldsymbol{a})$. Given a configuration $C$ and an input letter $(\sigma, d) \in(\Sigma \times \mathbb{D})$, we use $\operatorname{Succ}_{\mathcal{A}}(C,(\sigma, d))$ to denote the successor configuration of $C$ on the input $(\sigma, d)$, formally defined by

$$
\operatorname{Succ}_{\mathcal{A}}(C,(\sigma, d)):=\left\{(\ell, \boldsymbol{a}) \in\left(\mathcal{L} \times \mathbb{D}_{\perp}^{R}\right) \mid \exists\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right) \in C .\left(\ell^{\prime}, \boldsymbol{a}^{\prime}\right) \xrightarrow{\sigma, d} \mathcal{A}(\ell, \boldsymbol{a})\right\} .
$$

In order to extend this definition to data words, we define inductively $\operatorname{Succ}_{\mathcal{A}}(C, \varepsilon):=C$ and $\operatorname{Succ}_{\mathcal{A}}(C, w \cdot(\sigma, d)):=\operatorname{Succ}_{\mathcal{A}}\left(\operatorname{Succ}_{\mathcal{A}}(C, w),(\sigma, d)\right)$. We say that a configuration $C$ is reachable in $\mathcal{A}$ if there exists some data word $w$ such that $C=\operatorname{Succ}_{\mathcal{A}}\left(\left(\ell_{\mathrm{in}},\{\perp\}^{R}\right), w\right)$. We say that a configuration $C$ is coverable in $\mathcal{A}$ if there exists some configuration $C^{\prime} \supseteq C$ such that $C^{\prime}$ is reachable in $\mathcal{A}$. We say that a configuration $C$ is accepting if there exists $(\ell, \boldsymbol{a}) \in C$ such that $\ell \in \mathcal{L}_{\text {acc }} ;$ otherwise we say that $C$ is non-accepting. We define data $(C):=\bigcup_{(\ell, \boldsymbol{a}) \in C} \operatorname{data}(\boldsymbol{a})$ as the set of data occurring in configuration $C$.

The following proposition follows immediately from the definition of URA.

- Proposition 1. If $\mathcal{A}$ is a URA and $C, C^{\prime}$ are two configurations of $\mathcal{A}$ such that $C \cap C^{\prime}=\emptyset$ and $C \cup C^{\prime}$ is coverable, then for every data word $w$ the following holds: if $\operatorname{Succ}_{\mathcal{A}}(C, w)$ is accepting, then $\operatorname{Succ}_{\mathcal{A}}\left(C^{\prime}, w\right)$ is non-accepting.

Let $C, C^{\prime}$ be two configurations of $\mathcal{A}$. Consider two data words $w=\left(\sigma_{1}, d_{1}\right) \ldots\left(\sigma_{k}, d_{k}\right)$ and $w^{\prime}=\left(\sigma_{1}, d_{1}^{\prime}\right) \ldots\left(\sigma_{k}, d_{k}^{\prime}\right)$ such that $\operatorname{proj}(w)=\operatorname{proj}\left(w^{\prime}\right)$. Recall that a partial function $f: \mathbb{D}_{\perp} \rightarrow \mathbb{D}_{\perp}$ with finite domain is a partial isomorphism if it is an injection such that if $\perp \in \operatorname{dom}(f)$ then $f(\perp)=\perp$. Let $f$ be a partial isomorphism of $\mathbb{D}_{\perp}$ and let $C$ be a configuration with $\operatorname{data}(C) \subseteq \operatorname{dom}(f)$. We define $f(C):=\left\{\left(\ell, f\left(d_{1}\right), \ldots, f\left(d_{|R|}\right)\right) \mid\right.$ $\left.\left(\ell, d_{1}, \ldots, d_{|R|}\right) \in C\right\}$; likewise, if $\left\{d_{1}, \ldots, d_{k}\right\} \subseteq \operatorname{dom}(f)$, we define $f\left(\left(\sigma_{1}, d_{1}\right) \ldots\left(\sigma_{k}, d_{k}\right)\right):=$ $\left(\sigma_{1}, f\left(d_{1}\right)\right) \ldots\left(\sigma_{k}, f\left(d_{k}\right)\right)$. We say that $C, w$ and $C^{\prime}$, $w^{\prime}$ are equivalent with respect to $f$, written $C, w \sim_{f} C^{\prime}, w^{\prime}$, if

$$
f(C)=C^{\prime} \text { and } f(w)=w^{\prime}
$$
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If $w=w^{\prime}=\varepsilon$, then we may simply write $C \sim_{f} C^{\prime}$. We write $C \sim C^{\prime}$ if $C \sim_{f} C^{\prime}$ for some partial isomorphism $f$ of $\mathbb{D}_{\perp}$.

- Proposition 2. If $C, w \sim C^{\prime}, w^{\prime}$, then $\operatorname{Succ}_{\mathcal{A}}(C, w(0, i]), w(i, k] \sim \operatorname{Succ}_{\mathcal{A}}\left(C^{\prime}, w^{\prime}(0, i]\right)$, $w^{\prime}(i, k]$ for all $0 \leq i \leq k$, where $k=|w|$.

Proof. The proof is by induction on $i$. For the induction base, let $i=0$. But then $\left.\operatorname{Succ}_{\mathcal{A}}(C, w(0,0])\right)=\operatorname{Succ}_{\mathcal{A}}(C, \varepsilon)=C$ and $w(0, k]=w$, and similarly for $C^{\prime}$ and $w^{\prime}$, so that the statement holds by assumption. For the induction step, let $i>0$. Define $C_{i-1}:=$ $\operatorname{Succ}_{\mathcal{A}}(C, w(0, i-1])$ and similarly $C_{i-1}^{\prime}$. By induction hypothesis, there exists some bijective mapping

$$
f_{i-1}: \operatorname{data}\left(C_{i-1}\right) \cup \operatorname{data}(w(i-1, k]) \rightarrow \operatorname{data}\left(C_{i-1}^{\prime}\right) \cup \operatorname{data}\left(w^{\prime}(i-1, k]\right)
$$

satisfying $(\star) f_{i-1}\left(C_{i-1}\right)=C_{i-1}^{\prime}$ and $f_{i-1}(w(i-1, k])=w^{\prime}(i-1, k]$. Define $C_{i}:=$ $\operatorname{Succ}_{\mathcal{A}}\left(C_{i-1},\left(\sigma_{i}, d_{i}\right)\right)$ and $C_{i}^{\prime}:=\operatorname{Succ}_{\mathcal{A}}\left(C_{i-1}^{\prime},\left(\sigma_{i}, d_{i}^{\prime}\right)\right)$. Note that data $\left(C_{i}\right) \subseteq \operatorname{data}\left(C_{i-1}\right) \cup$ $\left\{d_{i}\right\}$, and similarly for data $\left(C_{i}^{\prime}\right)$. Let $f_{i}$ be the restriction of $f_{i-1}$ to data $\left(C_{i}\right) \cup \operatorname{data}(w(i, k])$. We are going to prove that $C_{i}, w(i, k] \sim_{f_{i}} C_{i}^{\prime}, w^{\prime}(i, k]$. Note that $f_{i}(w(i, k])=w^{\prime}(i, k]$ holds by definition of $f_{i}$ and (2). We prove $f_{i}\left(C_{i}\right) \subseteq C_{i}^{\prime}$. Suppose $(\ell, \boldsymbol{a}) \in C_{i}$. Hence there exists $\left(\ell_{i-1}, \boldsymbol{b}\right) \in C_{i-1}$ such that $\left(\ell_{i-1}, \boldsymbol{b}\right) \xrightarrow{\sigma_{i}, d_{i}}(\ell, \boldsymbol{a})$. Thus there exists an edge $\ell_{i-1} \xrightarrow{\sigma_{i}, \phi, \lambda} \ell$ such that $\boldsymbol{b}, d_{i} \models \phi$ and $\boldsymbol{a}=\boldsymbol{b}\left[\lambda \leftarrow d_{i}\right]$. By induction hypothesis, there exists $\left(\ell_{i-1}, \boldsymbol{b}^{\prime}\right) \in C_{i-1}^{\prime}$ such that $f_{i-1}(\boldsymbol{b})=\boldsymbol{b}^{\prime}$. By induction on the structure of $\phi$, one can easily prove that $\boldsymbol{b}, d_{i} \models \phi$ if, and only if, $\boldsymbol{b}^{\prime}, d_{i}^{\prime} \models \phi$. Define $\boldsymbol{a}^{\prime}:=\boldsymbol{b}^{\prime}\left[\lambda \leftarrow d_{i}^{\prime}\right]$. We prove $f_{i}(\boldsymbol{a})=\boldsymbol{a}^{\prime}$ : there are two cases: (i) If $r \in \lambda$, then $f_{i}(\boldsymbol{a}(r))=f_{i}\left(d_{i}\right)=d_{i}^{\prime}=\boldsymbol{a}^{\prime}(r)$. (ii) If $r \notin \lambda$, then $f_{i}(\boldsymbol{a}(r))=f_{i}(\boldsymbol{b}(r))=f_{i-1}(\boldsymbol{b}(r))=\boldsymbol{a}^{\prime}(r)$. Hence, $f_{i}(\boldsymbol{a})=\boldsymbol{a}^{\prime}$. Altogether $\left(\ell, f_{i}(\boldsymbol{a})\right) \in C_{i}^{\prime}$, and thus $f_{i}\left(C_{i}\right) \subseteq C_{i}^{\prime}$. The proof for $C_{i}^{\prime} \subseteq f_{i}\left(C_{i}\right)$ is analogous. Altogether, $C_{i}, w(i, k] \sim_{f_{i}} C_{i}^{\prime}, w^{\prime}(i, k]$.

As an immediate consequence of Proposition 2, we obtain that $\sim$ preserves the configuration properties of being accepting respectively non-accepting.

- Corollary 3. Let $C$ and $C^{\prime}$ be two configurations of $\mathcal{A}$. If $C, w \sim C^{\prime}$, $w^{\prime}$ and $\operatorname{Succ}_{\mathcal{A}}(C, w)$ is non-accepting (accepting, respectively), then $\operatorname{Succ}_{\mathcal{A}}\left(C^{\prime}, w^{\prime}\right)$ is non-accepting (accepting, respectively).

Combining the last corollary with Proposition 1, we obtain

- Corollary 4. If $\mathcal{A}$ is a URA and $C, C^{\prime}$ are two configurations such that $C \cap C^{\prime}=\emptyset$ and $C \cup C^{\prime}$ is coverable in $\mathcal{A}$, then for every data word $w$ such that $C, w \sim C^{\prime}$, $w$, the configurations $\operatorname{Succ}_{\mathcal{A}}(C, w)$ and $\operatorname{Succ}_{\mathcal{A}}\left(C^{\prime}, w\right)$ are non-accepting.

For the rest of this paper, let $\mathcal{A}=\left(R^{\mathcal{A}}, \mathcal{L}^{\mathcal{A}}, \ell_{\text {in }}^{\mathcal{A}}, \mathcal{L}_{\text {acc }}^{\mathcal{A}}, E^{\mathcal{A}}\right)$ be an NRA over $\Sigma$, and let $\mathcal{B}=\left(R^{\mathcal{B}}, \mathcal{L}^{\mathcal{B}}, \ell_{\mathrm{in}}^{\mathcal{B}}, \mathcal{L}_{\text {acc }}^{\mathcal{B}}, E^{\mathcal{B}}\right)$ be a URA over $\Sigma$. Without loss of generality, we assume $R^{\mathcal{A}} \cap R^{\mathcal{B}}=\emptyset$ and $\mathcal{L}^{\mathcal{A}} \cap \mathcal{L}^{\mathcal{B}}=\emptyset$. We let $m$ be the number of registers of $\mathcal{A}$, and we let $n$ be the number of registers of $\mathcal{B}$.

A synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$ is a pair $((\ell, \boldsymbol{d}), C)$, where $(\ell, \boldsymbol{d}) \in\left(\mathcal{L}^{\mathcal{A}} \times \mathbb{D}_{\perp}^{R^{\mathcal{A}}}\right)$ is a single state of $\mathcal{A}$, and $C \subseteq\left(\mathcal{L}^{\mathcal{B}} \times \mathbb{D}_{\perp}^{R^{\mathcal{B}}}\right)$ is a configuration of $\mathcal{B}$. Given a synchronized configuration $S$, we use data $(S)$ to denote the set data $(\boldsymbol{d}) \cup \operatorname{data}(C)$ of all data occurring in $S$. We define $S_{\mathrm{in}}:=\left(\left(\ell_{\mathrm{in}}^{\mathcal{A}},\{\perp\}^{m}\right),\left\{\left(\ell_{\mathrm{in}}^{\mathcal{B}},\{\perp\}^{n}\right)\right\}\right)$ to be the initial synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$. We define the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$ to be the (infinite) state transition system $(\mathbb{S}, \Rightarrow)$, where $\mathbb{S}$ is the set of all synchronized configurations of $\mathcal{A}$ and $\mathcal{B}$, and $\Rightarrow$ is defined as follows. If $S=((\ell, \boldsymbol{d}), C)$ and $S^{\prime}=\left(\left(\ell^{\prime}, \boldsymbol{d}^{\prime}\right), C^{\prime}\right)$, then $S \Rightarrow S^{\prime}$ if there
exists a letter $(\sigma, d) \in(\Sigma \times \mathbb{D})$ such that $(\ell, \boldsymbol{d}) \xrightarrow{\sigma, d} \mathcal{A}\left(\ell^{\prime}, \boldsymbol{d}^{\prime}\right)$, and $\operatorname{Succ}_{\mathcal{B}}(C,(\sigma, d))=C^{\prime}$. We say that a synchronized configuration $S$ reaches a synchronized configuration $S^{\prime}$ in $(\mathbb{S}, \Rightarrow)$ if there exists a path in $(\mathbb{S}, \Rightarrow)$ from $S$ to $S^{\prime}$. We say that a synchronized configuration $S$ is reachable in $(\mathbb{S}, \Rightarrow)$ if $S_{\text {in }}$ reaches $S$. We say that a synchronized configuration $S=((\ell, \boldsymbol{d}), C)$ is coverable in $(\mathbb{S}, \Rightarrow)$ if there exists some synchronized configuration $S^{\prime}=\left((\ell, \boldsymbol{d}), C^{\prime}\right)$ such that $C^{\prime} \supseteq C$ and $S^{\prime}$ is reachable in $(\mathbb{S}, \Rightarrow)$.

We aim to reduce the containment problem $L(\mathcal{A}) \subseteq L(\mathcal{B})$ to a reachability problem in $(\mathbb{S}, \Rightarrow)$. For this, call a synchronized configuration $((\ell, \boldsymbol{d}), C)$ bad if $\ell \in \mathcal{L}_{\text {acc }}^{\mathcal{A}}$ is an accepting location and $C$ is non-accepting, i.e., $\ell^{\prime} \notin \mathcal{L}_{\text {acc }}^{\mathcal{B}}$ for all $\left(\ell^{\prime}, \boldsymbol{a}\right) \in C$. The following proposition is easy to prove, cf. [15].

- Proposition 5. $L(\mathcal{A}) \subseteq L(\mathcal{B})$ does not hold if, and only if, some bad synchronized configuration is reachable in $(\mathbb{S}, \Rightarrow)$.

We extend the equivalence relation $\sim$ defined above to synchronized configurations in a natural manner, i.e, given a partial isomorphism $f$ of $\mathbb{D}_{\perp}$ such that data $(\boldsymbol{d}) \cup \operatorname{data}(C) \subseteq$ $\operatorname{dom}(f)$, we define $((\ell, \boldsymbol{d}), C) \sim_{f}\left(\left(\ell, \boldsymbol{d}^{\prime}\right), C^{\prime}\right)$ if $f(C)=C^{\prime}$ and $f(\boldsymbol{d})=\boldsymbol{d}^{\prime}$. We shortly write $S \sim S^{\prime}$ if there exists a partial isomorphism $f$ of $\mathbb{D}_{\perp}$ such that $S \sim_{f} S^{\prime}$. Clearly, an analogon of Proposition 2 holds for this extended relation. In particular, we have the following:

- Proposition 6. Let $S, S^{\prime}$ be two synchronized configurations of $(\mathbb{S}, \Rightarrow)$ such that $S \sim S^{\prime}$. If $S$ reaches a bad synchronized configuration, so does $S^{\prime}$.

Note that the state transition system $(\mathbb{S}, \Rightarrow)$ is infinite. First of all, $(\mathbb{S}, \Rightarrow)$ is not finitely branching: for every synchronized configuration $S=((\ell, \boldsymbol{d}), C)$ in $\mathbb{S}$, every datum $d \in \mathbb{D}$ may give rise to its own individual synchronized configuration $S_{d}$ such that $S \Rightarrow S_{d}$. However, it can be easily seen that for every two different data values $d, d^{\prime} \in \mathbb{D} \backslash$ data $(S)$, if inputting $(\sigma, d)$ gives rise to a transition $S \Rightarrow S_{d}$ and inputting $\left(\sigma, d^{\prime}\right)$ gives rise to a transition $S \Rightarrow S_{d^{\prime}}$ (for some $\sigma \in \Sigma$ ), then $S_{d} \sim S_{d^{\prime}}$. Hence there exist synchronized configurations $S_{1}, \ldots, S_{k}$ for some $k \in \mathbb{N}$ such that $S \Rightarrow S_{i}$ for all $i \in\{1, \ldots, k\}$, and such that for all $S^{\prime} \in \mathbb{S}$ with $S \Rightarrow S^{\prime}$ there exists $i \in\{1, \ldots, k\}$ such that $S_{i} \sim S^{\prime}$. This is why we define in Section 4.3 the notion of abstract configuration, representing synchronized configurations up to the relation $\sim$. Second, and potentially more harmful for the termination of an algorithm to decide the reachability problem from Proposition 5 , the configuration $C$ of $\mathcal{B}$ in a synchronized configuration may grow unboundedly. As an example, consider the URA on the left side of Figure 1. For every $k \geq 1$, the configuration $\left\{\left(\ell_{0}, \perp\right),\left(\ell_{1}, d_{1}\right),\left(\ell_{1}, d_{2}\right) \ldots,\left(\ell_{1}, d_{k}\right)\right\}$ with pairwise distinct data values $d_{1}, \ldots, d_{k}$ is reachable in this URA by inputting the data word $\left(\sigma, d_{1}\right)\left(\sigma, d_{2}\right) \ldots\left(\sigma, d_{k}\right)$. In the next section, we prove that we can solve the reachability problem from Proposition 5 by focussing on a subset of configurations of $\mathcal{B}$ that are bounded in size, thus reducing to a reachability problem on a finite graph.

## 4 The Containment Problem for Register Automata

### 4.1 Types

Given $k \in \mathbb{N}$, a $k$-type ${ }^{1}$ of $\mathbb{D}_{\perp}$ is a quantifier-free formula $\varphi\left(y_{1}, \ldots, y_{k}\right)$ formed by a conjunction of (positive or negative) literals of the form $y_{i}=y_{j}$ and $y_{i}=\perp$ that is satisfiable in $\mathbb{D}_{\perp}$. A $k$-type is complete if for any other quantifier-free formula $\psi\left(y_{1}, \ldots, y_{k}\right)$, either

[^74]$\forall y_{1}, \ldots, y_{k} \cdot\left(\varphi\left(y_{1}, \ldots, y_{k}\right) \Rightarrow \psi\left(y_{1}, \ldots, y_{k}\right)\right)$ holds or $\varphi \wedge \psi$ is unsatisfiable. It is easy to see that given $\boldsymbol{a} \in \mathbb{D}^{k}$, there is a unique complete $k$-type $\varphi$ such that $\varphi(\boldsymbol{a})$ holds in $\mathbb{D}_{\perp}$. We call $\varphi$ the type of $\boldsymbol{a}$ and denote it by $\operatorname{tp}(\boldsymbol{a})$. It may be observed that $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{D}_{\perp}^{k}$ have the same type if, and only if, there exists a partial isomorphism $f$ of $\mathbb{D}_{\perp}$ such that $f(\boldsymbol{a})=\boldsymbol{b}$.

Recall that $m$ and $n$ denote the number of registers of $\mathcal{A}$ and $\mathcal{B}$. For every $\boldsymbol{a} \in \mathbb{D}_{\perp}^{n}$ and for every complete $(2 n+m)$-type $\varphi(\boldsymbol{y})$, where $\boldsymbol{y}=\left(y_{1}, \ldots, y_{2 n+m}\right)$, we define the set

$$
\mathcal{L}_{\varphi}(\boldsymbol{a})=\left\{\ell^{\prime} \in \mathcal{L}^{\mathcal{B}} \mid \exists \boldsymbol{b} \in \mathbb{D}_{\perp}^{n} \text { such that }\left(\ell^{\prime}, \boldsymbol{b}\right) \in C \text { and } \varphi(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{d}) \text { holds in } \mathbb{D}_{\perp}\right\} .
$$

Let $S=((\ell, \boldsymbol{d}), C)$ be a synchronized configuration and let $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{D}_{\perp}^{n}$ be two register valuations occurring in $C$, i.e., there exist $\ell_{\boldsymbol{a}}, \ell_{\boldsymbol{b}} \in \mathcal{L}^{\mathcal{B}}$ such that $\left(\ell_{\boldsymbol{a}}, \boldsymbol{a}\right),\left(\ell_{\boldsymbol{b}}, \boldsymbol{b}\right) \in C$. We say that $\boldsymbol{a}$ and $\boldsymbol{b}$ are indistinguishable in $S$, written $\boldsymbol{a} \equiv_{S} \boldsymbol{b}$, if $\mathcal{L}_{\varphi}(\boldsymbol{a})=\mathcal{L}_{\varphi}(\boldsymbol{b})$ for every complete $(2 n+m)$-type $\varphi(\boldsymbol{y})$.

- Example 7. Let $\left(\ell^{\mathcal{A}}, 3\right)$ be a state in some NRA with a single register, and let $C^{\prime}=$ $\left\{(\ell, 1,3),(\ell, 2,3),\left(\ell^{\prime}, 1,2\right)\right\}$ be a configuration of a URA with two registers. Let $S^{\prime}=$ $\left(\left(\ell^{\mathcal{A}}, 3\right), C^{\prime}\right)$ be the corresponding synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$. Consider $\boldsymbol{a}=(1,3)$ and $\boldsymbol{b}=(2,3)$. For the 5 -type

$$
\varphi_{1}=\left(y_{1} \neq y_{2}\right) \wedge\left(y_{1} \neq y_{3}\right) \wedge\left(y_{2}=y_{4}\right) \wedge\left(y_{4}=y_{5}\right) \wedge\left(y_{3} \neq y_{2}\right)
$$

we have $\mathcal{L}_{\varphi_{1}}(\boldsymbol{a})=\{\ell\}$ as $\varphi_{1}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{d})$ holds in $(\mathbb{N},=)$, and similarly, $\mathcal{L}_{\varphi_{1}}(\boldsymbol{b})=\{\ell\}$ as $\varphi_{1}(\boldsymbol{b}, \boldsymbol{a}, \boldsymbol{d})$ holds in $(\mathbb{N},=)$. However, we have $\mathcal{L}_{\varphi_{2}}(\boldsymbol{a})=\left\{\ell^{\prime}\right\}$ and $\mathcal{L}_{\varphi_{2}}(\boldsymbol{b})=\emptyset$ for the 5 -type

$$
\varphi_{2}=\left(y_{1} \neq y_{2}\right) \wedge\left(y_{1}=y_{3}\right) \wedge\left(y_{2} \neq y_{4}\right) \wedge\left(y_{2}=y_{5}\right) \wedge\left(y_{4} \neq y_{1}\right) .
$$

Hence $\boldsymbol{a} \equiv{ }_{S^{\prime}} \boldsymbol{b}$ does not hold. However, $\boldsymbol{a} \equiv{ }_{S} \boldsymbol{b}$ for $S=\left(\left(\ell^{\mathcal{A}}, 3\right), C\right)$ with $C:=C^{\prime} \cup\left\{\left(\ell^{\prime}, 2,1\right)\right\}$.

- Proposition 8. Let $S=\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), C\right)$ be a coverable synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$. Let $\boldsymbol{a}, \boldsymbol{b}$ be such that $\boldsymbol{a} \equiv_{S} \boldsymbol{b}$. Then the map $f: \operatorname{data}(\boldsymbol{a}) \rightarrow \operatorname{data}(\boldsymbol{b})$ defined by $f\left(a_{i}\right):=b_{i}$ is a partial isomorphism of $\mathbb{D}_{\perp}$. Moreover, if we let $C_{\boldsymbol{a}}:=\left\{(\ell, \boldsymbol{a}) \in C \mid \ell \in \mathcal{L}^{\mathcal{B}}\right\}$ and $C_{\boldsymbol{b}}:=\left\{(\ell, \boldsymbol{b}) \in C \mid \ell \in \mathcal{L}^{\mathcal{B}}\right\}$, then $C_{\boldsymbol{a}} \sim_{f} C_{\boldsymbol{b}}$.

Proof. Let $\varphi$ be the complete $(2 n+m)$-type of $(\boldsymbol{a}, \boldsymbol{a}, \boldsymbol{d})$. Note that for two vectors $\boldsymbol{u}, \boldsymbol{v} \in \mathbb{D}_{\perp}^{n}$, $\varphi(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{d})$ holds in $\mathbb{D}_{\perp}$ iff $\boldsymbol{u}=\boldsymbol{v}$ and $\operatorname{tp}(\boldsymbol{a}, \boldsymbol{d})=\operatorname{tp}(\boldsymbol{u}, \boldsymbol{d})=\operatorname{tp}(\boldsymbol{v}, \boldsymbol{d})$.

Let now $(\ell, \boldsymbol{a})$ be in $C_{\boldsymbol{a}}$. By definition, this means that $\ell \in \mathcal{L}_{\varphi}(\boldsymbol{a})$. By indistinguishibility, $\ell \in \mathcal{L}_{\varphi}(\boldsymbol{b})$ so that

$$
\varphi(\boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \text { holds in } \mathbb{D}_{\perp}
$$

for some $(\ell, \boldsymbol{c}) \in C$. Now, $(\dagger)$ implies $\boldsymbol{b}=\boldsymbol{c}$ and $\operatorname{tp}(\boldsymbol{b})=\operatorname{tp}(\boldsymbol{a})$. The former implies that $(\ell, \boldsymbol{b}) \in C_{\boldsymbol{b}}$, while the latter implies that $f$ is a partial isomorphism. Conversely, we obtain that $(\ell, \boldsymbol{b}) \in C_{\boldsymbol{b}}$ implies $(\ell, \boldsymbol{a}) \in C_{\boldsymbol{a}}$. Hence $f\left(C_{\boldsymbol{a}}\right)=C_{\boldsymbol{b}}$ and thus $C_{\boldsymbol{a}} \sim_{f} C_{\boldsymbol{b}}$.

### 4.2 Collapsing Configurations

As we pointed out in the introduction, the crucial ingredient of our algorithm for deciding whether $L(\mathcal{A}) \subseteq L(\mathcal{B})$ holds is to prevent configurations $C$ in a synchronized configuration $((\ell, \boldsymbol{d}), C)$ to grow unboundedly. We do this by collapsing two subconfigurations $C_{\boldsymbol{a}}, C_{\boldsymbol{b}} \subseteq C$ that behave equivalently with respect to reaching a bad synchronized configuration in $(\mathbb{S}, \Rightarrow)$ into a single subconfiguration. The key notions for deciding when two subconfigurations can be collapsed into a single one are $k$-types and indistinguishability from the previous subsection.

- Proposition 9. Let $S^{\prime}=\left((\ell, \boldsymbol{d}), C^{\prime}\right)$ be a coverable synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$. Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be two distinct register valuations in $C^{\prime}$ such that $\boldsymbol{a} \equiv_{S^{\prime}} \boldsymbol{b}$. Let $C_{\boldsymbol{b}}:=\{(\ell, \boldsymbol{b}) \in$ $\left.C^{\prime} \mid \ell \in \mathcal{L}^{\mathcal{B}}\right\}$. Then $S:=\left((\ell, \boldsymbol{d}), C^{\prime} \backslash C_{\boldsymbol{b}}\right)$ reaches a bad synchronized configuration if, and only if, $S^{\prime}$ reaches a bad synchronized configuration.

Proof. The "if" direction follows from the simple observation that for every data word $w$, if $\operatorname{Succ}_{\mathcal{B}}\left(C^{\prime}, w\right)$ is non-accepting, then so is $\operatorname{Succ}_{B}(D, w)$ for every subset $D \subseteq C^{\prime}$. For the "only if" direction, let $C_{\boldsymbol{a}}:=\left\{(\ell, \boldsymbol{a}) \in C^{\prime} \mid \ell \in \mathcal{L}^{\mathcal{B}}\right\}$ and $C:=C^{\prime} \backslash\left(C_{\boldsymbol{a}} \cup C_{\boldsymbol{b}}\right)$. Let $m$ be the number of registers of $\mathcal{A}$ and $n$ be the number of registers of $\mathcal{B}$. Suppose that there exists a data word $w$ such that there exists an accepting run of $\mathcal{A}$ on $w$ that starts in ( $\ell, \boldsymbol{d})$, and $\operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{a}} \cup C, w\right)$ is non-accepting. We assume in the following that $\operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{b}}, w\right)$ is accepting; otherwise we are done. Without loss of generality, we assume that data $(w) \cap \operatorname{data}\left(S^{\prime}\right) \subseteq$ $\operatorname{data}(\boldsymbol{b}) \cup \operatorname{data}(\boldsymbol{d})$. Otherwise, pick for every $d \in \operatorname{data}(w) \cap(\operatorname{data}(\boldsymbol{a}) \cup \operatorname{data}(C))$ such that $d \notin \operatorname{data}(\boldsymbol{b}) \cup \operatorname{data}(\boldsymbol{d})$, a fresh datum $d^{\prime} \in \mathbb{D}$ not occurring in $\operatorname{data}(w) \cup \operatorname{data}\left(S^{\prime}\right)$, and simultaneously replace every occurrence of $d$ in $w$ by $d^{\prime}$. Let $w^{\prime}$ be the resulting data word. Then $(\ell, \boldsymbol{d}), w \sim(\ell, \boldsymbol{d}), w^{\prime}$ and $C_{\boldsymbol{b}}, w \sim C_{\boldsymbol{b}}, w^{\prime}$. By Corollary $3, \operatorname{Succ}_{\mathcal{A}}\left((\ell, \boldsymbol{d}), w^{\prime}\right)$ is accepting, and $\operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{b}}, w^{\prime}\right)$ is accepting, too. Then there must exist some accepting run of $\mathcal{A}$ on $w^{\prime}$ starting in $(\ell, \boldsymbol{d})$, and, by Proposition $1, \operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{a}} \cup C, w^{\prime}\right)$ must be non-accepting. Hence, we could continue the proof with $w^{\prime}$ instead of $w$. Let us assume henceforth that $\operatorname{data}(w) \cap \operatorname{data}\left(S^{\prime}\right) \subseteq \operatorname{data}(\boldsymbol{b}) \cup \operatorname{data}(\boldsymbol{d})$ holds.

Let now $w^{\prime \prime}$ be the data word obtained from $w$ as follows: for every $b_{i} \in \operatorname{data}(w)$ with $b_{i} \neq a_{i}$, pick some fresh datum $e_{i} \in \mathbb{D}$ not occurring in data $(w) \cup \operatorname{data}\left(S^{\prime}\right)$. Then replace every occurrence of the letter $b_{i}$ in $w$ by $e_{i}$.

Note that $(\ell, \boldsymbol{d}), w \sim(\ell, \boldsymbol{d}), w^{\prime \prime}$ : the key argument for this is that by $\boldsymbol{a} \equiv_{S^{\prime}} \boldsymbol{b}$ we have $b_{i} \notin \operatorname{data}(\boldsymbol{d})$ whenever $b_{i} \neq a_{i}$. By Corollary 3, $\operatorname{Succ}_{\mathcal{A}}\left((\ell, \boldsymbol{d}), w^{\prime \prime}\right)$ is accepting. Hence there must exist some accepting run of $\mathcal{A}$ on $w^{\prime \prime}$ starting in $(\ell, \boldsymbol{d})$.

Further note that $C_{\boldsymbol{a}}, w^{\prime \prime} \sim C_{\boldsymbol{b}}, w^{\prime \prime}$ : by Proposition 8, $C_{\boldsymbol{a}} \sim_{f} C_{\boldsymbol{b}}$, where $f: \operatorname{data}(\boldsymbol{a}) \rightarrow$ $\operatorname{data}(\boldsymbol{b})$ is the bijective mapping defined by $f\left(a_{i}\right)=b_{i}$ for all $1 \leq i \leq n$. Now let $g$ : $\operatorname{data}(\boldsymbol{a}) \cup \operatorname{data}\left(w^{\prime \prime}\right) \rightarrow \operatorname{data}(\boldsymbol{b}) \cup \operatorname{data}\left(w^{\prime \prime}\right)$ be the bijective mapping that agrees with $f$ on all data in $\operatorname{data}(\boldsymbol{a})$, and that maps each datum $d \in \operatorname{data}\left(w^{\prime \prime}\right) \backslash \operatorname{data}(\boldsymbol{a})$ to $d$. One can easily see that $g$ is a bijection such that $g\left(C_{\boldsymbol{a}}\right)=C_{\boldsymbol{b}}$ and $g\left(w^{\prime \prime}\right)=w^{\prime \prime}$ so that indeed $C_{\boldsymbol{a}}, w^{\prime \prime} \sim_{g} C_{\boldsymbol{b}}, w^{\prime \prime}$. By Corollary $4, \operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{a}}, w^{\prime \prime}\right)$ and $\operatorname{Succ}_{\mathcal{B}}\left(C_{\boldsymbol{b}}, w^{\prime \prime}\right)$ are non-accepting.

Finally, we prove that $\operatorname{Succ}_{\mathcal{B}}\left(C, w^{\prime \prime}\right)$ is non-accepting, too. For this, let $\left(\ell^{\prime}, \boldsymbol{c}\right) \in C$; we prove that $\operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime}\right)$ is non-accepting. We distinguish the following two cases:

- For all $1 \leq i \leq n$ with $a_{i} \neq b_{i}$ we have $b_{i} \notin \operatorname{data}(\boldsymbol{c})$. Then $\left(\ell^{\prime}, \boldsymbol{c}\right), w \sim\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime}$, as witnessed by the bijection $f$ such that $f\left(b_{i}\right)=e_{i}$ for all $b_{i} \in \operatorname{data}(w)$ such that $b_{i} \neq a_{i}$, and that is the identity otherwise. Recall that by assumption $\operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}\right), w\right)$ is non-accepting. By Corollary 3, $\operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime}\right)$ is non-accepting.
- There exists $1 \leq i \leq n$ such that $a_{i} \neq b_{i}$ and $b_{i} \in \operatorname{data}(\boldsymbol{c})$.

Let $\varphi(\boldsymbol{y})$ be the $(2 n+m)$-type of $(\boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, and note that $\ell^{\prime} \in \mathcal{L}_{\varphi}(\boldsymbol{b})$. By assumption $\ell^{\prime} \in \mathcal{L}_{\varphi}(\boldsymbol{a})$ and there exists a state $\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right) \in C$ such that $\varphi\left(\boldsymbol{a}, \boldsymbol{c}^{\prime}, \boldsymbol{d}\right)$ holds. Note that for all $1 \leq j \leq n$ such that $b_{i}=c_{j}$ we have $a_{i}=c_{j}^{\prime}$. By assumption, $b_{i}=c_{j}$ for some $1 \leq j \leq n$. Since $a_{i} \neq b_{i}$, we can infer $c_{j} \neq c_{j}^{\prime}$, and hence $\left(\ell^{\prime}, \boldsymbol{c}\right) \neq\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right)$. Next we prove $\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime} \sim\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right), w^{\prime \prime}$. We define $f: \operatorname{data}(\boldsymbol{c}) \cup \operatorname{data}\left(w^{\prime \prime}\right) \rightarrow \operatorname{data}\left(\boldsymbol{c}^{\prime}\right) \cup \operatorname{data}\left(w^{\prime \prime}\right)$ as follows:

$$
f: \begin{cases}c_{p} \mapsto c_{p}^{\prime} & 1 \leq p \leq n \\ e \mapsto e & e \in \operatorname{data}\left(w^{\prime \prime}\right)\end{cases}
$$



Figure 2 An NRA $\mathcal{A}$ and a URA $\mathcal{B}$ over a singleton alphabet for which $L(\mathcal{A}) \subseteq L(\mathcal{B})$.

We prove below that
(i) for all $1 \leq p, q \leq n, c_{p}=c_{q}$ iff $c_{p}^{\prime}=c_{q}^{\prime}$;
(ii) for all $1 \leq p \leq n$, for all $e \in \operatorname{data}\left(w^{\prime \prime}\right), e=c_{p}$ iff $e=c_{p}^{\prime}$;
note that this implies that $f$ is well-defined and $f$ is a bijective mapping, and hence $\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime} \sim_{f}\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right), w^{\prime \prime}$. By Proposition 2, $\operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime}\right) \sim \operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right), w^{\prime \prime}\right)$. By Corollary $4, \operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}\right), w^{\prime \prime}\right)$ and $\operatorname{Succ}_{\mathcal{B}}\left(\left(\ell^{\prime}, \boldsymbol{c}^{\prime}\right), w^{\prime \prime}\right)$ are non-accepting. We now prove the two items from above: (i) Follows directly from the fact that $\varphi\left(\boldsymbol{a}, \boldsymbol{c}^{\prime}, \boldsymbol{d}\right)$ and $\varphi(\boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ hold, which implies that $\boldsymbol{c}^{\prime}$ and $\boldsymbol{c}$ have the same type. For (ii), recall that data $(w) \cap \operatorname{data}\left(S^{\prime}\right) \subseteq$ $\operatorname{data}(\boldsymbol{b}) \cup \operatorname{data}(\boldsymbol{d})$. This, the definition of $w^{\prime \prime}$, and $\boldsymbol{a} \equiv_{S^{\prime}} \boldsymbol{b}$ yield the claim.

Altogether, we proved that $\operatorname{Succ}_{\mathcal{B}}\left(C^{\prime}, w^{\prime \prime}\right)$ is non-accepting, while there exists some accepting run $(\ell, \boldsymbol{d}) \longrightarrow^{*}\left(\ell^{\prime \prime}, \boldsymbol{d}^{\prime \prime}\right)$ of $\mathcal{A}$ on $w^{\prime \prime}$. This finishes the proof for the "only if" direction.

When $S$ is obtained from $S^{\prime}$ by applying Proposition 9 to some pair of register valuations, we say that $S^{\prime}$ collapses to $S$. We say that $S$ is maximally collapsed if for all pairs $\boldsymbol{a}$ and $\boldsymbol{b}$ of distinct register valuations appearing in $C$ we have that $\boldsymbol{a} \equiv_{S} \boldsymbol{b}$ does not hold. Note that in Proposition 9, the synchronized configuration $S$ is again coverable. By iterating Proposition 9, one obtains that a coverable synchronized configurations reaches a bad synchronized configuration if, and only if, it collapses in finitely many steps to a maximally collapsed synchronized configuration that also reaches a bad synchronized configuration.

Before we present our algorithm for deciding the containment problem, we would like to point out that the intuitive notion of types alone is not sufficient for deciding whether synchronized configurations can be collapsed. More precisely, given a coverable synchronized configuration $S^{\prime}=\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), C^{\prime}\right)$ and two register valuations $\boldsymbol{a}$ and $\boldsymbol{b}$ that occur in $C^{\prime}$ and for which $\operatorname{tp}(\boldsymbol{a}, \boldsymbol{d})=\operatorname{tp}(\boldsymbol{b}, \boldsymbol{d})$, it is in general not the case that $S^{\prime}$ reaches a bad synchronized configuration if $S:=\left((\ell, \boldsymbol{d}), C^{\prime} \backslash C_{\boldsymbol{b}}\right)$, where $C_{\boldsymbol{b}}:=\left\{(\ell, \boldsymbol{b}) \in C^{\prime} \mid \ell \in \mathcal{L}^{\mathcal{B}}\right\}$, reaches a bad synchronized configuration. To see that, consider Figure 2, where two register automata over a singleton alphabet (we omit the labels at the edges) are depicted: an NRA $\mathcal{A}$ with a single register $r$ on the left side, and a URA $\mathcal{B}$ with two registers $r_{1}$ and $r_{2}$ on the right side. Note that $L(\mathcal{A}) \subseteq L(\mathcal{B})$. After processing the input data word $w=(\sigma, 1)(\sigma, 2)(\sigma, 3)$, the synchronized configuration $S^{\prime}=\left(\left(\ell^{\mathcal{A}}, 3\right), C^{\prime}\right)$, where $\left.C^{\prime}:=\left\{(\ell, 1,3),(\ell, 2,3),\left(\ell^{\prime}, 1,2\right)\right\}\right)$, is reached in the synchronized state space of $\mathcal{A}$ and $\mathcal{B}$. For $\boldsymbol{a}=(1,3)$ and $\boldsymbol{b}=(2,3)$, we have $\operatorname{tp}(\boldsymbol{a}, \boldsymbol{d})=\operatorname{tp}(\boldsymbol{b}, \boldsymbol{d})$, but $\boldsymbol{a} \equiv_{S^{\prime}} \boldsymbol{b}$ does not hold (cf. Example 7). Indeed, $\operatorname{Succ}_{\mathcal{B}}\left(C^{\prime} \backslash C_{\boldsymbol{b}},(\sigma, 2)\right)$ is non-accepting, while $C^{\prime}$ cannot reach any non-accepting configuration.

### 4.3 Abstract Configurations

In this section, we study synchronized configurations up to the equivalence relation $\sim$. Recall that $m$ is the number of registers of $\mathcal{A}$ and $n$ is the number of registers of $\mathcal{B}$. An abstract synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$ is a tuple $(\ell, \Gamma, \varphi)$ where $\varphi$ is a complete $(s n+m)$-type for some $s \in \mathbb{N}, \Gamma$ is an $s$-tuple of subsets of $\mathcal{L}^{\mathcal{B}}$, and $\ell \in \mathcal{L}^{\mathcal{A}}$.

The size of an abstract synchronized configuration is defined to be $(s n+m) \log (s n+m)+$ $s\left|\mathcal{L}^{\mathcal{B}}\right|+\log \left(\left|\mathcal{L}^{\mathcal{A}}\right|\right)$, which corresponds to the size needed on the tape of a Turing machine to encode an abstract synchronized configuration (where one encodes, for example, an ( $s n+m$ )type by giving for each of the $s n+m$ variables, a number in $\{1, \ldots, s n+m\}$ in a way that $y_{i}=y_{j}$ is a conjunct in $\varphi$ iff $y_{i}$ and $y_{j}$ are assigned the same number).

Every synchronized configuration $S=\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), C\right)$ gives rise to an abstract synchronized configuration in the following way: let $\boldsymbol{a}^{1}, \ldots, \boldsymbol{a}^{s}$ be the distinct register valuations in $C$, listed in some arbitrary order. Let $\varphi$ be the complete $(s n+m)$-type of $\left(\boldsymbol{a}^{1}, \ldots, \boldsymbol{a}^{s}, \boldsymbol{d}\right)$. Let $C_{\boldsymbol{a}^{i}}:=\left\{\ell \in \mathcal{L}^{\mathcal{B}} \mid\left(\ell, \boldsymbol{a}^{i}\right) \in C\right\}$. We obtain an abstract synchronized configuration $\left(\ell^{\mathcal{A}},\left(C_{\boldsymbol{a}^{1}}, \ldots, C_{\boldsymbol{a}^{s}}\right), \varphi\right)$. Different enumerations of the register valuations of $C$ can yield different abstract configurations. We let $\operatorname{abs}(S)$ be the set of all abstract synchronized configurations that can be obtained from $S$. Every two abstract synchronized configurations in $\operatorname{abs}(S)$ can be obtained from one another by permuting the variables from the type and the entries from the tuple accordingly. It is easy to prove that $S \sim S^{\prime}$ if, and only if, $\operatorname{abs}(S)=\operatorname{abs}\left(S^{\prime}\right)$.

An abstract configuration $(\ell, \Gamma, \varphi)$ is said to be maximally collapsed if there exists a synchronized configuration $S$ such that $(\ell, \Gamma, \varphi) \in \operatorname{abs}(S)$ and such that $S$ is maximally collapsed (equivalently, one could ask that every $S$ such that $(\ell, \Gamma, \varphi) \in \operatorname{abs}(S)$ is maximally collapsed). The main result of this section is that the number of different register valuations in a maximally collapsed synchronized configuration is bounded. Let $B_{r} \leq r^{r}$ be the number of complete $r$-types, which is also called the Bell number of order $r$.

- Proposition 10. Let $S=\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), C\right)$ be a maximally collapsed synchronized configuration of $\mathcal{A}$ and $\mathcal{B}$. The number of different register valuations appearing in $C$ is bounded by $\left(B_{2 n+m} \cdot 2^{\left|\mathcal{L}^{\mathcal{B}}\right|}\right)^{(2 n+m)^{n}}$.

Proof. We first prove a slightly worse upper bound, to give an idea of the proof. Let $K:=B_{2 n+m}$. We prove that the number of different register valuations is bounded by $2^{\left|\mathcal{L}^{\mathcal{B}}\right| K}$. Associate with every register valuation $\boldsymbol{a}$ appearing in $C$ the $K$-tuple $\left(\mathcal{L}_{\varphi_{1}}(\boldsymbol{a}), \ldots, \mathcal{L}_{\varphi_{K}}(\boldsymbol{a})\right)$ of subsets of $\mathcal{L}^{\mathcal{B}}$, where $\varphi_{1}, \ldots, \varphi_{K}$ is an enumeration of all the complete $(2 n+m)$-types. Note that there are at most $2^{\left|\mathcal{L}^{\mathcal{B}}\right| K}$ such tuples. Suppose by contradiction that $S$ contains more than $2^{\left|\mathcal{L}^{\mathcal{B}}\right| K}$ different register valuations. By the pigeonhole principle there are two different register valuations $\boldsymbol{a}$ and $\boldsymbol{b}$ that have the same associated $K$-tuple. Note that if $\boldsymbol{a}$ and $\boldsymbol{b}$ share the same $K$-tuple, then $\boldsymbol{a} \equiv_{S} \boldsymbol{b}$. By Proposition $9, S$ could be collapsed further, contradiction. Hence, we proved an upper bound of $2^{\left|\mathcal{L}^{\mathcal{B}}\right| K}$ on the number of different register valuations appearing in a given maximally collapsed synchronized configuration.

We now proceed to prove the actual bound. The important fact is that when $\boldsymbol{a}$ and $\boldsymbol{d}$ are fixed in $S$, then few (i.e., $\left.\leq(2 n+m)^{n}\right)$ entries in the tuple $\left(\mathcal{L}_{\varphi_{1}}(\boldsymbol{a}), \ldots, \mathcal{L}_{\varphi_{K}}(\boldsymbol{a})\right)$ are non-empty. Indeed, in a given $(2 n+m)$-type, each of the variables $y_{n+1}, \ldots, y_{2 n}$ can be constrained to be equal to one of $y_{1}, \ldots, y_{n}, y_{2 n+1}, \ldots, y_{2 n+m}$, or constrained to be different than all of them.

Therefore, it remains to bound the number of $K$-tuples with entries in $2^{\mathcal{L}^{\mathcal{B}}}$ and with at most $(2 n+m)^{n}$ non-empty entries. Each such tuple is characterised by the subset $T \subseteq\{1, \ldots, K\}$ of entries that are non-empty, together with a $|T|$-tuple of non-empty subsets of $\mathcal{L}^{\mathcal{B}}$. Since $|T|$ can be bounded by $(2 n+m)^{n}$, we obtain that there are at most $K^{(2 n+m)^{n}} \cdot 2^{\left|\mathcal{L}^{\mathcal{B}}\right|(2 n+m)^{n}}$ possible tuples, and thus at most $\left.\left(B_{2 n+m} \cdot 2^{\left|\mathcal{L}^{\mathcal{B}}\right|}\right)\right)^{(2 n+m)^{n}}$ different register valuations.

Note that the bound in Proposition 10 is doubly exponential in $n$ and exponential in $\left|\mathcal{L}^{\mathcal{B}}\right|$ and $m$. As a direct corollary, we obtain a bound on the number of maximally collapsed abstract synchronized configurations.
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- Proposition 11. The number of maximally collapsed abstract configurations is bounded by a triple exponential in $|\mathcal{A}|$ and $|\mathcal{B}|$. If the number of registers of $\mathcal{B}$ is fixed, then the number of maximally collapsed abstract configurations is bounded by a double exponential in $|\mathcal{A}|$ and $|\mathcal{B}|$.

Proof. Recall that $m$ is the number of registers of $\mathcal{A}$ and $n$ is the number of registers of $\mathcal{B}$. By Proposition 10, a maximally collapsed synchronized configuration $S=\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), C\right)$ is such that $C$ contains at most $K:=\left(B_{2 n+m} \cdot 2^{\left|\mathcal{L}^{\mathcal{B}}\right|}\right)^{(2 n+m)^{n}}$ different register valuations. Therefore, any abstract synchronized configuration in $\operatorname{abs}(S)$ is described by an $(s n+m)$-type with $s \leq K$. For a given $s$, there are at most $B_{s n+m} \cdot\left|\mathcal{L}^{\mathcal{B}}\right|^{s} \cdot\left|\mathcal{L}^{\mathcal{A}}\right|$ different abstract synchronized configurations. Summing up from $s=0$ to $K$, we obtain that there are at most

$$
\begin{aligned}
\sum_{s=0}^{K} B_{s n+m} \cdot\left|\mathcal{L}^{\mathcal{B}}\right|^{s} \cdot\left|\mathcal{L}^{\mathcal{A}}\right| & \leq\left|\mathcal{L}^{\mathcal{A}}\right| \cdot\left(B_{m}+B_{n+m}\left|\mathcal{L}^{\mathcal{B}}\right|+\cdots+B_{n K+m} \cdot\left|\mathcal{L}^{\mathcal{B}}\right|^{K}\right) \\
& \leq\left|\mathcal{L}^{\mathcal{A}}\right| \cdot(1+K) \cdot B_{n K+m} \cdot\left|\mathcal{L}^{\mathcal{B}}\right|^{K} \\
& \leq\left|\mathcal{L}^{\mathcal{A}}\right| \cdot(1+K) \cdot(n K+m)^{(n K+m)} \cdot\left|\mathcal{L}^{\mathcal{B}}\right|^{K}
\end{aligned}
$$

maximally collapsed abstract synchronized configurations. Since $K$ is doubly exponential in $|\mathcal{A}|$ and $|\mathcal{B}|$, this gives the first result. The second result follows from the fact that for fixed $n, K$ only depends exponentially on $m$ and $\left|\mathcal{L}^{\mathcal{B}}\right|$.

Given abstract synchronized configurations $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right)$ and $\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$, define $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right) \rightsquigarrow$ $\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$ if there exist synchronized configurations $S$ and $S^{\prime}$ such that:

- $S \Rightarrow S^{\prime}$,
- $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right)$ is in $\operatorname{abs}(S)$,
- $S^{\prime}$ can be maximally collapsed to some $S^{\prime \prime}$ such that $\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$ is in $\operatorname{abs}\left(S^{\prime \prime}\right)$.
- Lemma 12. Given two abstract synchronized configurations $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right)$ and $\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$, deciding whether $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right) \rightsquigarrow\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$ holds can be done in polynomial space.

Proof. In this proof, we assume without loss of generality that $\mathbb{D}=\mathbb{N}$. Let $s$ be such that $\varphi$ is an $(s n+m)$-type. Note that there is a synchronized configuration $S$ of the form $\left(\left(\ell^{\mathcal{A}}, \boldsymbol{d}\right), D\right)$ such that $\operatorname{data}(D) \cup \operatorname{data}(\boldsymbol{d}) \subseteq\{1, \ldots, s n+m\}$ and such that $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right) \in \operatorname{abs}(S)$. This $S$ is moreover computable in polynomial space.

To decide whether $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right) \rightsquigarrow\left(\ell^{\mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$ holds, one simply:

- guesses a letter $\sigma \in \Sigma$ and a datum $d$ in $\{1, \ldots, s n+m+1\}$,
- computes a synchronized configuration $S^{\prime}$ obtained by firing the transition corresponding to $(\sigma, d)$ from $S$,
- guesses a sequence $\left(\boldsymbol{a}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{a}^{r}, \boldsymbol{b}^{r}\right)$ of register valuations such that Proposition 9 can be applied $r$ times to obtain a maximally collapsed configuration $S^{\prime \prime}$,
- checks that $\left(\ell^{\prime \mathcal{A}}, \Gamma^{\prime}, \varphi^{\prime}\right)$ is in $\operatorname{abs}\left(S^{\prime \prime}\right)$.

At the second step, the size of $S^{\prime}$ is polynomially bounded by the size of $\mathcal{A}, \mathcal{B}$, and of $S$. Moreover, the maximal length of a collapsing sequence in the third step is also polynomially bounded, as the number of distinct register valuations decreases after each application of Proposition 9. Therefore, this algorithm uses a polynomial amount of space.

As for synchronized configuration, an abstract synchronized configuration $\left(\ell^{\mathcal{A}}, \Gamma, \varphi\right)$ is called bad if $\ell^{\mathcal{A}}$ is an accepting location and none of the states in $\Gamma$ contains an accepting location.

Proposition 13. A bad synchronized configuration is reachable in $(\mathbb{S}, \Rightarrow)$ if, and only if, a bad abstract synchronized configuration is reachable from $\operatorname{abs}\left(S_{\mathrm{in}}\right)$.

Proof. We prove that for every coverable synchronized configuration $S$ and every $n \geq 0$, a bad synchronized configuration is reachable in $n$ steps from $S$ if, and only if, a bad abstract synchronized configuration is reachable in $n$ steps from $\operatorname{abs}(S)$. The statement then follows by taking $S:=S_{\text {in }}$. The proof goes by induction on $n$, where the case $n=0$ is trivial in both directions.

Suppose now that $S$ reaches a bad synchronized configuration in $n$ steps. Let $S^{\prime}$ be such that $S \Rightarrow S^{\prime}$ and such that $S^{\prime}$ reaches a bad synchronized configuration in $n-1$ steps. Let $S^{\prime \prime}$ be such that $S^{\prime}$ can be maximally collapsed to $S^{\prime \prime}$. By iterating Proposition 9 , we have that $S^{\prime \prime}$ reaches a bad synchronized configuration in $n-1$ steps (the fact that the length of the path is unchanged can be seen from the proof of Proposition 9). It follows from the induction hypothesis that some $\left(\ell^{\prime}, \Gamma^{\prime}, \varphi^{\prime}\right) \in \operatorname{abs}\left(S^{\prime \prime}\right)$ reaches a bad abstract synchronized configuration in $n-1$ steps. Let $(\ell, \Gamma, \varphi)$ be an arbitrary abstraction in $\operatorname{abs}(S)$. We have by definition $(\ell, \Gamma, \varphi) \rightsquigarrow\left(\ell^{\prime}, \Gamma^{\prime}, \varphi^{\prime}\right)$, so that $(\ell, \Gamma, \varphi)$ reaches a bad abstract synchronized configuration in $n$ steps. The converse direction is proved similarly.

Finally, we are able to present the main theorem.

- Theorem 14. The containment problem $L(\mathcal{A}) \subseteq L(\mathcal{B})$, where $\mathcal{A}$ is a non-deterministic register automaton and $\mathcal{B}$ is an unambiguous register automaton, is in 2-EXPSPACE. If the number of registers of $\mathcal{B}$ is fixed, the problem is in EXPSPACE.

Proof. The algorithm checks whether a bad abstract synchronized configuration is reachable from $\operatorname{abs}\left(S_{\text {in }}\right)$, using the classical non-deterministic logspace algorithm for reachability. Every node of the graph can be stored using double-exponential space (see the second paragraph at the beginning of Section 4.3), and the size of the graph is triply exponential in the size of $\mathcal{A}$ and $\mathcal{B}$ by Proposition 11. Moreover, the relation $\rightsquigarrow$ is decidable in polynomial space by Lemma 12. Therefore, we obtain that the algorithm uses at most a double-exponential amount of space. In case the number of registers of $\mathcal{B}$ is fixed, Proposition 11 implies that the size of the graph is doubly exponential in the size of $\mathcal{A}$ and $\mathcal{B}$. We obtain that the algorithm uses at most an exponential amount of space.

As an immediate corollary of Theorem 14, we obtain that the universality problem is in 2-EXPSPACE and in PSPACE for fixed number of registers. Similarly, the equivalence problem for unambiguous register automata is in 2-EXPSPACE.

## 5 Open Problems

The most obvious problem is to figure out the exact computational complexity of the containment problem $L(\mathcal{A}) \subseteq L(\mathcal{B})$, when $\mathcal{B}$ is an URA. Finding lower bounds for unambiguous automata is a hard problem. Techniques for proving lower complexity bounds of the containment problem (respectively the universality problem) for the case where $\mathcal{B}$ is a non-deterministic automaton rely heavily on non-determinism (cf. Theorem 5.2 in [4]); as was already pointed out in [2], we are lacking techniques for finding lower computational complexity bounds for the case where $\mathcal{B}$ is unambiguous, even for the class of finite automata. Concerning the upper bound, computer experiments revealed that maximally collapsed synchronized configurations seem to remain small. Based on these experiments, we believe that the bound in Proposition 10 is not optimal and can be improved to $O\left(2^{\text {poly }\left(n, m,\left|\mathcal{L}^{\mathcal{B}}\right|\right)}\right)$. If this is correct, we would obtain an EXPSPACE upper-bound for the general containment problem.

We also would like to study to what extent our techniques can be used to solve the containment problem for other computation models. In particular, we are interested in the following:

- One can extend the definition of register automata to work over an ordered domain, where the register constraints are of the form $<r$ and $>r$. Proposition 9 turns out to be false in this setting, but it seems plausible that there exists a collapsibility notion that would work for this model.
- An automaton $\mathcal{B}$ is said to be $k$-ambiguous if it has at most $k$ accepting runs for every input data word, and polynomially ambiguous if the number of accepting runs for some input data word $w$ is bounded by $p(|w|)$ for some polynomial $p$. Again, it is likely that simple modifications of Proposition 9 would give an algorithm for the containment problem for $k$-ambiguous register automata.
- Last but not least, we would like to point out that our techniques cannot directly be applied to the class of unambiguous register automata with guessing which we mentioned in the introduction. Thus, the respective containment problem remains open for future research.
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#### Abstract

A minority process in a weighted graph is a dynamically changing coloring. Each node repeatedly changes its color in order to minimize the sum of weighted conflicts with its neighbors. We study the number of steps until such a process stabilizes. Our main contribution is an exponential lower bound on stabilization time. We first present a construction showing this bound in the adversarial sequential model, and then we show how to extend the construction to establish the same bound in the benevolent sequential model, as well as in any reasonable concurrent model. Furthermore, we show that the stabilization time of our construction remains exponential even for very strict switching conditions, namely, if a node only changes color when almost all (i.e., any specific fraction) of its neighbors have the same color. Our lower bound works in a wide range of settings, both for node-weighted and edge-weighted graphs, or if we restrict minority processes to the class of sparse graphs.
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## 1 Introduction

Given a simple graph and an initial coloring of its nodes, a minority process is a sequence of states (colorings) such that each state is obtained from the previous state by some of the nodes deciding to change their color. Each node, when it has the opportunity to act, switches to the least frequent color in its neighborhood. This may then prompt other neighbors of the node to switch their color, too, leading to a sequence of steps and a dynamically changing coloring. A state is stable when no node in the graph wants to change its color anymore, and the number of steps until a stable state is reached is known as the stabilization time of the process.

Minority processes have numerous applications in different areas where agents in a system are motivated to anti-coordinate with their neighbors. Assume, for instance, a set of wireless devices, each using a given frequency from a predefined set of frequencies for communication. In order to minimize interference with their neighbors, each device may repeatedly decide to switch to the frequency which is the least used in its neighborhood. In another setting, assume that some companies need to decide which product or commodity to produce, and they repeatedly adjust their strategy to avoid competition with specific other companies (that are e.g. geographically close, or share the same costumer base) [16]. Minority processes also appear in a wide range of other areas, including cellular biology [10], physics [6, 7] and social sciences [9].
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## 54:2 <br> Stabilization Time in Weighted Minority Processes

It is often quite natural to model such settings not only as graphs, but as weighted graphs, since in many applications, either the nodes or edges of the graphs naturally exhibit some kind of weights that define their importance in the minority setting. For example, when selecting products, some competitors may be larger or more resourceful than others, and thus it is more crucial for their neighbors to differentiate from these specific nodes. In the frequency allocation setting, some nodes may handle much more traffic than others, and thus it is more important to avoid interference with such neighbors. Frequency allocation also provides a natural example for edge weights, since the severity of interference can also depend on the distance between neighboring devices, and thus it might be more imperative for nodes to avoid interference with closer neighbors.

The paper considers minority processes in these weighted cases, when the cost function of a node to minimize is not simply the number of its conflicts, but the sum of these conflicts multiplied by the weight of the neighboring node or by the weight of the connecting edge. In such a weighted setting, the only straightforward upper bound on the number of steps is exponential. In this paper, we prove an asymptotically matching lower bound of $2^{\Theta(n)}$, showing that there are weighted graphs where stabilization can indeed last for an exponential number of steps.

For a realistic analysis of stabilization time in applications, some further aspects of the processes are also worth studying. To avoid unreasonably many switches, nodes may decide not to switch color if this benefit is too small. Thus it is often more reasonable to assume a proportional switching rule in the weighted setting, i.e. that a node only decides to change its color if this reduces its cost at least by a given fraction of its weighted degree (or, equivalently, if a large fraction of its neighborhood has the same color). Note that this is a significantly stricter switching rule, and thus proving a lower bound on the number of steps under this rule is a stronger result. Furthermore, in most application areas, the underlying graphs are sparse, i.e. contain only $O(n)$ edges, so it is also interesting to study if the behavior is different when restricting ourselves to sparse graph instances.

There are multiple different models to study minority processes, sequential and concurrent alike. Even in the sequential setting, when only one node switches in each step, we can observe different behaviors depending on the order in which the nodes are selected. For example, this order may be chosen by a benevolent player who aims to minimize stabilization time, or an adversarial player aiming to maximize it. While stabilization time in these models have been studied thoroughly in the related area of majority processes, stabilization time in minority processes has remained open.

In the paper, we present weighted graph constructions that prove an exponential lower bound on stabilization time. Our lower bound holds both for node-weighted and edgeweighted graphs, for any number of colors, and also if we restrict the process to the class of sparse graphs.

The main contributions of the paper are as follows. We first present a construction that shows an exponential lower bound in the adversarial model. Then with further improvements to the construction, we prove that the same bound also holds in the benevolent model. This shows that there are graphs where not only one, but every possible run of the process takes exponential time. Moreover, we also show that the lower bound holds not only for the sequential process, but also in any reasonable concurrent setting. Our lower bounds are shown for a very strict switching rule, when a node is only allowed to switch if a given fraction of its neighbors have the same color. Most surprisingly, our results show that even with this rule, the exponential lower bound holds for any non-trivial fraction of the neighborhood.

## 2 Related Work

The question of stabilization time has only been studied in detail for majority processes. In [15], the authors devise a weighted graph construction, which exhibits a majority process with $2^{\Theta(n)}$ stabilization time both in the synchronous and the adversarial sequential models (benevolent models are not discussed in this paper). For the unweighted case, the stabilization time of majority processes has been characterized by [11] in the synchronous, sequential adversarial and sequential benevolent models. The study of [15] also shows further results on some slightly different variants of majority processes in unweigthed graphs. On the other hand, apart from a straightforward $O\left(n^{2}\right)$ upper bound in the unweighted case [14, 15], to our knowledge, the stabilization time of minority processes in these models has remained open so far.

However, for unweighted graphs, there are numerous theoretical studies that focus on different properties of stable states, both in case of minority $[16,3,21,1,8]$ and majority $[3,12,13,20,4,2,5]$ processes.

Minority processes have also been thoroughly studied in special classes of graphs, such as grids, trees or cycles, by the cellular automata community [17, 18, 19]. However, these results work with unweighted graphs, and a different variant of the minority process which considers the closed neighborhood of nodes. Besides the theoretical results, some of these studies also include an experimental analysis of the process on grids.

Papers working with minority processes almost always consider the basic switching rule, i.e. when nodes switch color for any small amount of improvement (although they sometimes assume different rules for tie-breaking). Some slightly different switching rules, based on distance-2 neighborhood of nodes, are examined in [14]; however, the aim of these modified rules is not to achieve earlier stabilization, but to reduce the number of conflicts in the final (stable) state. To our knowledge, however, minority processes have not yet been studied under the proportional switching rule.

## 3 Models and Notation

## Preliminaries and notation

In the paper, we consider simple, undirected graphs, denoted by $G=(V, E)$, with $V$ being the set of nodes and $E$ the set of edges. The number of nodes is denoted by $n$, the edge between vertices $u$ and $v$ is denoted by $e(u, v)$. In case of node-weighted graphs, we assume a positive weight function $w: V \rightarrow \mathbb{R}^{+}$on the nodes of the graph, while for edge-weighted graphs, we assume $w: E \rightarrow \mathbb{R}^{+}$on the edges.

For a specific node $v \in V$, we denote by $N(v)$ the neighborhood of $v$. In case of node-weighted graphs, for a set $S \subseteq V$, we denote by $W_{S}$ the sum of weights $\sum_{u \in S} w(u)$. Specifically, we use $W_{N(v)}$ to denote the sum of weights in $v$ 's neighborhood.

Given a set of colors $\Gamma$, a coloring is a function $C: V \rightarrow \Gamma$. If for some edge $e(u, v)$ we have $C(u)=C(v)$, then we have a conflict, and the edge in question is a conflicting edge. Generally, the goal of graph coloring is to minimize the number of conflicts in the graph.

We also use the notation $N_{S}(v):=\{u \mid u \in N(v)$ and $C(u)=C(v)\}$ and $N_{O}(v):=$ $N(v) \backslash N_{S}(v)$ for a node $v$ under a coloring $C$ (the same-color and other-color neighborhood of $v$, respectively). Note that since we will use these notions in regard to a state of the process (a current coloring of $G$ ), we assume that the coloring function $C$ is clear from the context, and thus it is not included in the above notation for simplicity.

In both weighted settings, we have a natural cost function $f$ for each node $v$ of the graph. In node-weighted graphs, we define $f(v)=\sum_{u \in N_{S}(v)} w(u)$, while in the edge-weighted setting, we define the cost function as $f(v)=\sum_{u \in N_{S}(v)} w(e(u, v))$. The aim of nodes in the minority process is to minimize this cost function. For a color $c \in \Gamma$, let $f_{c}(v)$ denote the cost that node $v$ would have if it was recolored to color $c$, with the colors of all nodes in $N(v)$ remaining unchanged. Let us denote the preferred color of $v$ by $c^{*}=\arg \min _{c} f_{c}(v)$; in case of multiple minimal values, we select an arbitrary one of them as $c^{*}$. When $v$ switches, it changes its color to $c^{*}$. If $f(v)-f_{c^{*}}(v)$ is above a given threshold, or more generally, if the relation of $f(v)$ and $f_{c^{*}}(v)$ satisfies a specific condition known as the switching rule, then $v$ is switchable.

A minority process on $G$ is a sequence of colorings $S_{0}, S_{1}, \ldots$, known as states, where, except for $S_{0}$, each state $S_{i}$ can be obtained from $S_{i-1}$ by switching a set of nodes that are switchable in $S_{i-1}$. The state $S_{0}$ is referred to as the initial state. Given a graph and an initial state, the set of nodes to be switched in each step (and thus the entire sequence of states) is determined by the model, as discussed below.

We say that a state $S_{i}$ is stable if there are no switchable nodes in $S_{i}$. A process stabilizes if it reaches a stable state; the number of steps until the process stabilizes is the stabilization time of the process.

While presenting our construction, we assume node-weighted graphs and $|\Gamma|=2$ available colors. Section 4 discusses how to generalize our lower bound to edge-weighted graphs or more than 2 colors.

## Models

We consider minority processes in the following models:

- Sequential Adversarial (SA): In each step, only one node switches. This node is chosen by an adversarial player, who aims to maximize the stabilization time.
- Sequential Benevolent (SB): In each step, only one node switches. This node is chosen by a benevolent player, who aims to minimize the stabilization time.
- Concurrent Benevolent (CB): In each step, the benevolent player can switch any set of switchable nodes concurrently, in order to minimize the stabilization time.

There are many further popular models of minority processes, for example, with synchronous or randomized behavior. However, these models always exhibit a larger stabilization time than model $C B$, since in model $C B$, the benevolent player is free to choose any sequence of (possibly concurrent) steps to minimize stabilization time, and thus he can also simulate the behavior of any of these additional models. Therefore, a lower bound for model $C B$ also implies the same bound in these various other models.

Note that in concurrent models, it is possible that neighboring nodes repeatedly force each other to switch at the same step, cycling through the same colors infinitely. Because of this, related studies in the synchronous model often use an alternative definition of stabilization, also considering a periodically repeating process to be stable. However, the design of our benevolent construction ensures that connected nodes can never be switchable at the same time, and thus in our graphs, even in concurrent models, the process always terminates in a fixed state. Nonetheless, our lower bound also holds with this alternative, more permissive definition of stabilization.

Our lower bound construction for model $S A$ is shown in Section 5. Then Section 6 describes how to extend this construction to the case of model $S B$. Once we present our construction for model $S B$, it will follow that this same construction also proves the lower bound in model $C B$. As the construction heavily restricts the set of selectable sequences,
always allowing only a few switchable nodes in the graph, even in model $C B$, the benevolent player has no other option than to execute exactly the same steps as in the sequential case, possibly some of them at the same time. On the other hand, the construction will have specific nodes that alone switch $2^{\Theta(n)}$ times, and thus even with some of the steps executed simultaneously, stabilization takes $2^{\Theta(n)}$ steps.

## Switching rules

Most of the related work studies the following switching rule:
Rule I (Basic Switching): $v$ is switchable if $W_{N_{S}(v)}-W_{N_{O}(v)}>0$.
Here we introduce a stricter switching rule, based on a real parameter $\lambda$ (where $0<\lambda<1$ ):
Rule II (Proportional Switching): $v$ is switchable if $W_{N_{S}(v)}-W_{N_{O}(v)} \geq \lambda \cdot W_{N(v)}$.
This alternative switching condition is reasonable in many settings where switching comes with a certain cost for the node, and therefore, it is only beneficial when this allows the node to reduce its cost considerably, i.e. by a given factor of $W_{N(v)}$. Since we have $W_{N_{S}(v)}+W_{N_{O}(v)}=$ $W_{N(v)}$ in the case of two colors, this condition is equivalent to $W_{N_{S}(v)} \geq \frac{1+\lambda}{2} \cdot W_{N(v)}$, i.e. that a node is only allowed to switch if $\frac{1+\lambda}{2}$ fraction of its (weighted) neighborhood has the same color. Therefore, if $\lambda$ is close to 1 , then Rule II intuitively means that in order to switch $v$ twice, we also have to switch almost every neighbor of $v$ in the meantime to make $v$ switchable again for the second time.

While the above definition of Rule II is more intuitive, for the analysis, it is often convenient to express Rule II in another alternative form: $v$ is switchable if $W_{N_{S}(v)} \geq \Lambda \cdot W_{N_{O}(v)}$, for some other constant $\Lambda$. One can show that this is equivalent to the definition with a choice of $\Lambda:=\frac{1+\lambda}{1-\lambda}$. We will mostly use this alternative $\Lambda$ parameter throughout our analysis.

Our technique proves the lower bound for Rule II with any $\lambda<1$. However, for ease of presentation, we are first going to describe our construction for a specific parameter value of $\lambda \approx \frac{2}{3}$. Note that $\lambda=\frac{2}{3}$ corresponds to 5 in the $\Lambda$-notation; let us introduce the new notation $\Lambda_{B}:=5$ for this base value. We need this extra notation because the construction we present is actually not for $\Lambda=5$, but in fact only for $\Lambda=5-\epsilon$ with any $\epsilon>0$, hence proving the lower bound for Rule II with any $\Lambda<5$ (or, using the $\lambda$-notation, for any $\lambda<\frac{2}{3}$ ). Note that we have specifically chosen $\lambda>\frac{1}{2}$ for demonstration because some challenges in the construction are easier if $\lambda \leq \frac{1}{2}$.

Given the proof of the lower bound for $\Lambda=5-\epsilon$ with any $\epsilon>0$, we then discuss how to generalize the same construction technique for any other odd integer $\Lambda_{B}$ as a base value. This proves the lower bound for $\Lambda=7-\epsilon, \Lambda=9-\epsilon$, and so on, with any $\epsilon>0$.

Note that $\lim _{\Lambda_{B} \rightarrow \infty} \lambda=1$, that is, as $\Lambda_{B}$ goes to infinity, the $\lambda$ value corresponding to $\Lambda_{B}-\epsilon$ gets arbitrarily close to 1 (this follows from the fact that $\lambda$ can be expressed as $\frac{\Lambda-1}{\Lambda+1}$, by the definition of $\Lambda$ ). Therefore, we can obtain any $\lambda<1$ value with an appropriate odd integer $\Lambda_{B}$ and appropriate $\epsilon>0$, and since our construction can be generalized for $\Lambda_{B}-\epsilon$ with any such $\Lambda_{B}$ and $\epsilon$, this already establishes the lower bound for every $\lambda \in(0,1)$.

While it is not required for our lower bound proof, the full version of the paper also presents a general method to prove the monotonicity of the lower bound: that is, for any $\lambda_{0}$ and $\lambda<\lambda_{0}$ values, given a construction for $\lambda_{0}$, there is a straightforward way to convert it into a construction for $\lambda$. Note that this monotonicity is trivial in the adversarial case: since any node that is switchable for Rule II with $\lambda_{0}$ is also switchable for the rule with $\lambda$, the construction for $\lambda_{0}$ is, without any change, also a valid construction for $\lambda$, exhibiting the same stabilization time. The case is, however, not this simple for benevolent models, where a

STACS 2019
lower $\lambda$ value may allow a wider set of moves for the benevolent player, which might reduce the stabilization time significantly. Monotonicity in this model can be shown using so-called fixed nodes; see the full version for a discussion.

## Helpful tools and definitions

We say that a node $v$ is dominated by a subset $S \subseteq N(v)$ if $W_{S} \geq \frac{\Lambda}{\Lambda+1} \cdot W_{N(v)}$, that is, if $S$ having the same color as $v$ is enough to make $v$ switchable. If $v$ is dominated by a single-node subset $\{u\}$, then we say that $v$ is a follower node, and $u$ is the dominant node of $v$; this implies that the preferred color of $v$ is always simply the opposite of $u$ 's color.

One tool we will frequently use in our constructions is the addition of so-called fixed node neighbors. A fixed node is a node that is added to the graph construction in a way that ensures it can never become switchable throughout the process, and thus always keeps its initial color. This can easily be achieved by adding a black and a white stabilizer node to the graph, and connecting each fixed node to the stabilizer of the opposite color. If we then assign significantly larger weights to the stabilizer nodes than to all other nodes in the graph (i.e., sufficiently large weights such that each fixed node is a followers of its (opposite-colored) stabilizer node neighbor), then the fixed nodes can indeed never switch throughout the process.

In our construction, each fixed node we add is only connected to one specific node $v$, and its only purpose is to influence the behavior of $v$ in the process (i.e., make it easier or harder to switch $v$ to a specific color). We may add a separate black and a white fixed node neighbor (with any desired weight) to every node $v$ of the construction. However, note that it makes no sense to add more than two fixed neighbors to a node $v$ : if we were to add two same-colored fixed neighbors to $v$, we could simply combine the two into one fixed neighbor with the sum of the two weights. Therefore, the use of fixed node neighbors adds at most $2 n+2$ extra nodes to the graph, only changing the magnitude of $n$ by a constant factor, and thus it does not affect the exponential nature of stabilization time.

## 4 Basic Observations

## Node or edge weights

We consider minority processes on both node-weighted and edge-weighted graphs. Note that edge weights have at least as much (in fact, more) expressive power than node weights: assume that we have a graph $G$ with some node weights $w(v)$, and consider the edgeweighted graph that consist of the same nodes and edges, and edge weights are defined as $w(e(u, v))=w(u) \cdot w(v)$. A minority process in this derived graph behaves the exact same way as in the original, node-weighted graph: for any node $v$, each neighbor $u \in N(v)$ stands for a $\frac{w(u)}{W_{N(v)}}$ portion of $W_{N(v)}$ in the node-weighted case, and $u$ contributes exactly the same $\frac{w(u) \cdot w(v)}{W_{N(v)} \cdot w(v)}$ portion in the derived edge-weighted graph.

This implies that for any node-weighted graph, we can create a corresponding edgeweighted graph with the same stabilization time, regardless of the model. Therefore, when showing the lower bounds of the paper, we only consider node-weighted graph constructions. Our observations imply that the same lower bound will then also hold for edgeweighted graphs.

## Number of colors

The constructions in the paper assume there are only two available colors: black and white. However, it is simple to generalize the lower bound to any number of colors. The main idea is to take the lower bound construction for 2 colors, and for each node of the graph and for every additional color, add an extra neighbor with high weight having this color. The process in the resulting graph will behave as if the graph only consisted of the original nodes and the original two colors. A detailed discussion of the technique is available in the full version of the paper. The method allows us to generalize the lower bound not only to any constant number of, but also up to $\Theta(n)$ colors.

## Matching upper bound

While the proof of exponential lower bound is quite involved, it is straightforward to show an exponential upper bound on stabilization time in sequential models. To discuss this upper bound, we briefly return to the case of edge-weighted graphs, as they can exhibit a wider set of behaviors. Since for each node-weighted graph there exists an edge-weighted graph with the same stabilization time, the upper bound on edge-weighted graphs immediately implies the same upper bound on node-weighted graphs.

In an edge-weighted graph, for each state (i.e., coloring of the graph), we can define a potential value as the sum of $w(e)$ for all edges $e$ in the graph that are currently conflicting. In sequential models when only one node switches in one step, this potential strictly decreases after every step, since the incentive of the nodes is exactly to reduce the potential in their neighborhood. This allows for a simple upper bound on stabilization time in sequential models: since each state has a fixed potential value and potential is monotonously decreasing throughout the process, each state can be visited at most once. For the case of 2 colors, there are $2^{n}$ distinct possible states, which implies that stabilization time is upper bounded by $2^{n}$.

## 5 Construction for the Adversarial Case

We first present a graph construction to show the exponential lower bound in model $S A$.

- Theorem 1. For Switching Rule II with any $\lambda<1$, there exists a class of (sparse) weighted graphs with $2^{\Theta(n)}$ stabilization time in model $S A$.

While the theorem holds for any $\lambda<1$, recall that we present the construction for a concrete value of $\lambda \approx \frac{2}{3}$ (that is, $\Lambda=5-\epsilon$ for some small $\epsilon>0$ ).

Throughout the presentation of our construction, nodes that are shown vertically higher in figures will always have larger weight than nodes that are placed below. Based on this, we also refer to neighbors of nodes as upper or lower neighbors. We will define the weight of each node in the graph as a function of the weights of the nodes below. As such, one can determine a concrete set of node weights for the construction by following these rules in a bottom-to-top fashion, with the lowermost weights chosen arbitrarily.

The basic idea behind our construction is recursive, and as such, the resulting graph consists of multiple levels. Given a construction that exhibits a sequence which switches some specific nodes of the graph $s$ times at least, we show how to extend this graph with a constant number of new nodes (a next level) to obtain another construction where, with the correct choice of sequence, a specific new set of nodes switch $\frac{3}{2} s$ times. With a repeated application of this step, after adding $\ell$ levels, we obtain a set of nodes that switch $\left(\frac{3}{2}\right)^{\ell} \cdot s$ times. Since each new level consists of only $O(1)$ nodes, our graph can contain linearly many levels, yielding a final construction with $2^{\Theta(n)}$ switches.


Figure 1 A 6 -tuple of base nodes (below) and control nodes (above). The symbol $\times$ denotes a complete bipartite connection.


Figure 2 Final structure of a level, with two distinct 6 -tuples of base and control nodes.


Figure 3 A control sequence of 6 steps, each time switching a 4 -node subset of the control nodes (marked by a dotted line). The resulting switch of the base nodes is shown on the right.

The key nodes of our graph are the base nodes, which appear in 6-tuples with the same weight and same initial color. Each 6 -tuple of base nodes has 6 common upper neighbors, known as the control nodes for these base nodes, forming a complete bipartite graph. The two 6 -tuples together comprise a level of our construction (see Figure 1).

The 6 control nodes in a level also all have the same weight; let us denote this weight by $w\left(v_{c}\right)$. The main idea of the construction is to choose $w\left(v_{c}\right)$ sufficiently large such that 5 of the 6 control nodes already dominate each of the base nodes below. Assuming that one of the base node $v_{b}$ has further (lower) neighbors of weight $w_{L}$ altogether, this requires $5 \cdot w\left(v_{c}\right) \geq \Lambda \cdot\left(w\left(v_{c}\right)+w_{L}\right)$ to hold, which can be ensured by a choice of $w\left(v_{c}\right) \geq \frac{5-\epsilon}{\epsilon} \cdot w_{L}$ for our current $\Lambda=5-\epsilon$. Thus we can select sufficiently large weights such that a base node $v_{b}$ is indeed switchable whenever 5 out of 6 control nodes have the same color as $v_{b}$.

Note that from the initial state shown in Figure 1, we only need to switch 4 of the 6 control nodes (from white to black) in order to force a base node $v_{b}$ below to switch to white. In fact, we can specify a sequence of 4-node subsets of the control nodes such that every time we switch the next subset in the sequence, we once again have 5 control nodes with the same color that $v_{b}$ currently has, and therefore $v_{b}$ can be switched again. A possible such sequence is shown in Figure 3; we refer to this as the control sequence. The sequence has a couple of convenient properties: each control node is switched exactly 4 times throughout the sequence, and each control node (and also $v_{b}$ ) returns to its initial color at the end of the sequence.

This is exactly the technique that allows us to increase the number of switches by a factor of $\frac{3}{2}$ within each level of the construction. If the upper levels provide a way to switch each of the 6 control nodes in the current level $s$ times, then this allows us to execute the control sequence $\frac{s}{4}$ times, and each such execution switches the base nodes in the current level 6 times, adding up to $\frac{6}{4} s$ switches for each of the 6 base nodes.

It only remains to connect the different levels of our recursive construction. It comes as a natural first idea that the 6 -tuple of base nodes in a level could also directly take the role of the control nodes in the level below. The first difficulty to overcome with this approach


Figure 4 When a conflict is created at the top of the chain, then switching the nodes one by one propagates this conflict down through the chain.


Figure 5 When charging (a), we propagate each new conflict to the next position (Figure 4 shows the first step of (a) in detail). When unloading (b), we always propagate the lowermost stored conflict to the bottom.
is the color of the nodes in question: while all 6 base nodes of a level have the same color (say, initially black), the control nodes initially have mixed color ( 5 white and 1 black) in the control sequence. We can overcome this by duplicating the structure in Figure 1 in the opposite initial color, and redefining a level as these two bipartite graphs together. Since a level now consists of 12 base nodes, 6 white and 6 black initially, we can reorganize these nodes into two appropriate groups ( 5 white +1 black, 5 black +1 white) to act as the control nodes of the next level (see Figure 2).

There is a further problem with using the base nodes directly as the control nodes of the level below: our level design only provides a way to switch a 6 -tuple of base nodes together (that is, consecutively in any order). However, in order to execute the control sequence, we need to be able to switch specific subsets of the control nodes. For example, in the sequence of Figure 3, the second node from the left has already switched twice before the rightmost node ever switches. Thus, the fact that we can switch both 6 -tuples of base nodes $s$ times does not yet imply that we can switch specific 4-node subsets of them in the given order, as needed for the control sequence.

To provide a way to switch the control nodes in any order of our choice, we connect the levels of the construction with tools known as storage chains. A storage chain is a path of 5 nodes, initially colored in an alternating fashion. The weights of the nodes in the chain are chosen such that each node is a follower node of its upper neighbor (this can be ensured by defining node weights in a bottom-to-top fashion, always choosing sufficiently large weight for the next node). The uppermost and lowermost nodes may have other upper and lower neighbors outside of the chain, respectively.

Assume now that the topmost node in the chain is switched by some external condition (i.e., its upper neighbors outside of the chain). This introduces a conflict into the chain between the uppermost two nodes, as shown in Figure 4. However, recall that by our definition of node weights, the second node (from the top) is a follower of the uppermost node, and therefore this conflict makes the second node switchable. Switching the second node (to black) resolves the original conflict, but creates a new conflict between the second and third nodes instead (now making the third node switchable). Generally, whenever there is a conflicting pair of subsequent nodes above an alternating-colored (part of the) chain, we are able to switch the lower node, and thus move the conflict down to the next node pair in the chain. We can use this method to move a conflict down to any point in the chain, as shown in the figure; we refer to this process as propagating down the conflict in the chain.
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Figure 6 Two levels of the construction, connected by storage chains (edges within a level are shown in dashed). For simpler illustration, the two sides of the lower level are horizontally swapped.

With this technique, we can accumulate and store conflicts in the chain "for later use". If the uppermost node is forced to switch 4 times, then we can propagate down each of the emerging conflicts to a different position (i.e., pair of nodes) in the chain, ending up with 4 conflicts in a completely monochromatic chain. This process (see Figure 5a) is referred to as charging the chain. In another sequence of steps, we can then unload the chain and propagate these conflicts one by one to the bottom of the chain, essentially using the stored conflicts to switch the lowermost node 4 times in a timing of our own choice (see Figure 5 b). When the sequence is finished, each node in the chain once again has its original color.

We use such storage chains to connect subsequent levels of our construction, with the base nodes and control nodes being the uppermost and lowermost nodes in the chains, respectively, as shown in Figure 6. This way, every time after the 6 -tuple of base nodes in the upper level switch (together), we can execute the next step in charging each of the storage chains. After each of the base nodes switch 4 times, each of the storage chains are charged. Then, by unloading each chain in 4 steps in the order of our choice, we can switch each of the control nodes below 4 times, in any preferred order; this enables us to execute the control sequence on the lower level. Thus, if the upper-level base nodes are switched 4 times, we can indeed switch the lower-level base nodes 6 times.

For a high-level overview of the process, the execution of the adversarial sequence on a given level $L$ could be summarized by the following recursive pseudocode:

```
Function ProcessLevel( \(L\) )
    For each of the 6 steps of the control sequence:
        On both sides, switch the next subset of 4 control nodes
        Switch all \(6+6\) base nodes
        Propagate down the conflict in each chain as far as possible
        If the chains below are fully charged:
            Call ProcessLevel \((L+1)\) (execution continues on level below)
    Return (execution continues on level above)
```

Even with the storage chain connections, the addition of each new level increases the number of nodes only by a constant value. This implies that a graph on $n$ nodes can contain $\Theta(n)$ levels, and thus each node in the lowermost level indeed switches $2^{\Theta(n)}$ times.

There is one more detail to discuss: for convenience, we assumed that the number of switches $s$ in an upper level is always divisible by 4 . However, $s$ switches in each control node in fact allows for only $\left\lfloor\frac{s}{4}\right\rfloor$ complete executions of the control sequence, and hence $\left\lfloor\frac{s}{4}\right\rfloor \cdot 6$ switches for the base nodes. Nonetheless, this still implies exponential increase for $s$ large enough (for example, $\left\lfloor\frac{s}{4}\right\rfloor \cdot 6 \geq \frac{6}{5} s$ holds if $s \geq 20$ ). Thus to overcome this problem, we ensure that the control nodes in the uppermost level already switch 20 times; this is achieved by adding an initially charged storage chain of 21 nodes above each uppermost control node. Unloading the chains allows us to switch these top-level control nodes 20 times in the preferred order, and thus the exponential increase of switches is guaranteed.

This proves our lower bound in model $S A$ for the case of Rule II with $\Lambda=5-\epsilon$ for any $\epsilon>0$. However, the construction is straightforward to generalize to any other odd integer $\Lambda_{B}$ : for most of the analysis, one only needs to replace the value 4 by $\left(\Lambda_{B}-1\right)$ and the value 6 by $\left(\Lambda_{B}+1\right)$. This provides a construction with $\left(\Lambda_{B}+1\right)$-tuples of control and base nodes, and a $\frac{\Lambda_{B}+1}{\Lambda_{B}-1}$ factor of increase in switches for every new level. The control sequence can also be generalized for other $\Lambda_{B}$ values; details of the generalization are discussed in the full version of the paper.

## 6 Benevolent Case

It is significantly more difficult to show an exponential lower bound for benevolent models, since such a construction needs to guarantee that every possible sequence lasts for an exponential number of steps. We overcome this problem by heavily restricting the set of selectable sequences in the graph. Specifically, we start from the construction of Section 5 , and we show how to add a set of extra nodes which ensure that the previously defined sequence is the only possible sequence the benevolent player can choose. In this section, we outline the main ideas of this benevolent construction; a detailed discussion of the technique is provided in the full version of the paper.

- Theorem 2. For Switching Rule II with any $\lambda<1$, there exists a class of (sparse) weighted graphs that have $2^{\Theta(n)}$ stabilization time in the benevolent models (models $S B$ and $C B$ ).

We basically use two tools (gadgets) to ensure that the player, when selecting the sequence, has to follow the procedure described in the pseudocode above. On the one hand, we show how to build logical AND gates and OR gates, in order to check that a given step of the procedure is reached, and use these gates to allow the player to proceed to the next step of the procedure. On the other hand, we devise a state chain in order to keep track of the current phase of the procedure, which can then be used as a condition in the logical gates that control the execution of the procedure.

With the appropriate combination of these two gadgets, we can ensure that the benevolent player has no other option than to switch the control nodes, base nodes and storage chain nodes in the order described by the recursive procedure. We add a separate such combination of these gadgets to each level of the construction of Section 5. However, since in our recursive procedure, each level of the graph executes the same sequence of steps multiple times (the lower levels exponentially many times), the design of these gadgets also needs to ensure that the gadget can execute its task multiple times. This is achieved through introducing a method to repeatedly "reset" the gadgets to their initial state.

For the purpose of resetting these gadgets, we introduce another tool, the third main ingredient of our benevolent construction, known as a pacer system. The main idea of the resetting technique is to connect each gadget (logical gate or state chain) to so-called pacer
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nodes higher in the graph, and to ensure that each such pacer node switches at least twice between two consecutive times of using the gadget. The gadgets are designed in a way which guarantees that this pacer node switching twice results in the gadget being reset to its default state (i.e., each node to its initial color).

Such a pacer node essentially "recharges" the gadget with conflicts: since the weighted sum of conflicts in the graph monotonically decreases, the gadget can only return to the same (initial) state repeatedly if it "acquires" new conflicts from some other part of the graph. This is achieved through the connection to the pacer node, which is in a higher level of the graph (with larger weights), and thus has significantly more conflicts to "push down" into the gadget as a byproduct of its switching.

The simplest way to add pacer nodes to our construction is to place a pair of them between a set of control and base nodes, as shown in Figure 7. In this modified level version, the steps of the control sequence do not switch the base nodes directly. Instead, this happens indirectly: after 5 of the 6 control nodes are black, first the upper pacer node, and then the lower pacer node switches, followed by the base nodes in the end. Thus, the addition of pacer nodes leaves the general behavior of the level unchanged: the base nodes will still switch eventually after each step of the control sequence. However, in this new level construction, the newly added pacer nodes will also both switch in each of these steps.

The actual pacer systems used in our construction are more sophisticated constructions based on this idea. They consist of multiple pacer nodes in order to be able to recharge gadgets of both colors, and they are also responsible for checking that the recharging process has indeed been executed on the connected gadgets.

Given the technique to reset gadgets, it only remains to briefly present the behavior of the two gadgets (logical gates and state chains), and to outline how they are used in the construction. For the convenient description of gadgets, we first introduce two special kinds of node concepts. Essentially, these are methods to carefully select the weight of some specific neighbors of nodes such that they fulfill the following roles:

- Observer node: given a set of nodes $U_{0}$, we can add a new common neighbor $v_{o}$ to these nodes such that the behavior of $v_{o}$ depends on the nodes in $U_{0}$, but the behavior of $U_{0}$ is unaffected by the addition of $v_{o}$
- Enabler node: given a node $u_{1}$ dominated by another node $u_{d}$, we can add a new neighbor $v_{e}$ to $u_{1}$, such that $u_{1}$ is no longer dominated by $\left\{u_{d}\right\}$, but it is dominated by the subset $\left\{u_{d}, v_{e}\right\}$

Given a set of input nodes $U_{0}$ and an output node $u_{1}$, we can use these concepts to build an AND gate which only enables the switching of $u_{1}$ if all nodes in $U_{0}$ are colored with a given color. This gadget connects to each of the input nodes in $U_{0}$ through a common observer node, and connects to the output $u_{1}$ through an enabler node. Besides the observer and enabler node, the gadget only requires an extra relay node (and an appropriate choice of weights) to connect these two nodes, and an extra upper neighbor for each node in order to connect the gadget to a pacer system which resets it after use. A brief illustration of the gadget is available in Figure 8. In a very similar fashion, we can also create AND gates for inputs of the other color, OR gates, or even multi-layer gates that allow us to combine different conditions.

Besides logical gates, the other key gadget in our benevolent construction is the state chain. For each level of the construction, we add a separate state chain in order to indicate the current state (i.e., point in the execution) of the procedure on this level. Essentially, a state chain is a vertical chain of nodes, where every node in the chain is dominated by its upper neighbor, similarly to the case of a storage chain. However, while storage chains are


Figure 7 Adding a pair of pacers between a layer of control nodes and base nodes.


Figure 8 Logical (e.g. AND) gate.


Figure 9 Simplified illustration of a state chain on 4 states (see the full version of the paper for a more detailed illustration). The position of the conflict in the chain shows our current state of the procedure. When propagating the conflict down by one step, the chain proceeds to the next state.
used to accumulate conflicts, a state chain will, on the other hand, always contain exactly one conflict, which we propagate down step by step. The different possible positions of the conflict can then correspond to different states of the procedure, and at a given point in time, our current state in the procedure is determined by the current position of the conflict in the chain (as illustrated in Figure 9).

One such state chain is added to each level of our benevolent construction. The node pairs in the chain that express a state are included in the conditions of the logical gates that control the execution of the recursive procedure on the level, ensuring that certain steps are only available to the benevolent player at certain points in the process. Furthermore, the nodes in the state chain are also connected to enabler nodes, and thus proceeding to the next state is always based on a given condition. Therefore, the benevolent player has no other option than to simultaneously proceed through the steps of the recursive process and the states of the state chain, in the appropriate order. With a couple of auxiliary nodes at the top of the chain, we can also connect the state chain to a pacer node, allowing us to reset the chain and jump back to the first state whenever the last state of the chain is reached.

Given these gadgets, let us now briefly reflect on the states and conditions we need to encode in order to ensure that the player has to follow the recursive sequence. The main idea is to use the logical gates to control the flow of execution within a given level: through the enabler nodes of the gates, we ensure that the switching of the next $2 \times 4$ control nodes (i.e., the next step of the control sequence) is only enabled after the previous switching of the base nodes is finished. In practice, this means that, after the base nodes have switched, when the newly added conflicts are propagated down far enough in each of the $2 \times 6$ storage chains below, the gates enable the further down-propagation of the appropriate $2 \times 4$ conflicts in the storage chains above, which will in turn make the next subset of $2 \times 4$ control nodes switchable. That is, the input (observer) nodes of these logical gates are connected to specific nodes of the storage chains below the level, while their output (enabler) nodes are connected to nodes of the storage chains above the level.
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However, recall that charging the storage chains below takes 4 steps, while executing the control sequence above consist of 6 steps, so the two processes do not remain in synchrony. Thus in different phases of the procedure, the same set of storage chain nodes below have to enable different subsets of the control nodes above. Because of this, our construction encodes these different phases of the procedure as states in the state chain, and the appropriate state is also included in the condition of the logical gate that enables the next set of control nodes. When a cycle is finished (i.e., the two processes return to their default state at the same time), the state chain is reset and iteration starts again from the first state of the chain.

Furthermore, note that throughout the recursion, execution repeatedly leaves the current level and continues on the level above (or below), so the state chain of each level also has specific states indicating that the execution is currently on a level above (or below).

Altogether, these benevolent-case modifications only add constantly many gadgets (each of constant-size) to each level of the construction. Therefore, the modified construction still has only $O(1)$ nodes in a level, allowing for $\Theta(n)$ levels and thus $2^{\Theta(n)}$ stabilization time. This establishes our lower bound for model $S B$. By design, the construction only has a few (at most constantly many) switchable nodes at every point in time, and thus even in model $C B$, it allows for only very limited concurrency for the benevolent player. Specifically, since there are concrete nodes in the construction that switch $2^{\Theta(n)}$ times, the number of steps is still exponential in model $C B$.

Also, note that even with the gadgets added in the benevolent case, each node of the graph still has a constant degree, and thus our bound is also valid for sparse graphs.
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#### Abstract

We show the decidability of the finite sequentiality problem for unambiguous max-plus tree automata. A max-plus tree automaton is called unambiguous if there is at most one accepting run on every tree. The finite sequentiality problem asks whether for a given max-plus tree automaton, there exist finitely many deterministic max-plus tree automata whose pointwise maximum is equivalent to the given automaton.
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## 1 Introduction

A max-plus automaton is a finite automaton which assigns real numbers to words over a given alphabet. The transitions of a max-plus automaton each carry a weight from the real numbers. To every run of the automaton, a weight is associated by summing over the weights of the transitions which constitute the run. The weight of a word is given by the maximum over the weights of all runs on this word.

More generally, max-plus automata and their min-plus counterparts are weighted automata $[31,30,22,5,11]$ over the max-plus or min-plus semiring. Min-plus automata were originally introduced by Imre Simon as a means to show the decidability of the finite power property [34, 35]. Since their introduction, max-plus and min-plus automata enjoy a continuing interest $[21,14,18,10,12,6]$ and they have been employed in many different contexts. To only name some examples, they can be used to determine the star height of a language [13], to prove the termination of some string rewriting systems [36], and to model certain discrete event systems [19]. Additionally, they appear in the context of natural language processing [24], where for reasons of numerical stability, probabilities are often computed in the min-plus semiring as negative log-likelihoods.

A very prominent open question about max-plus automata is the sequentiality problem, the problem of deciding whether for an arbitrary max-plus automaton there exists a deterministic equivalent. A max-plus automaton is called deterministic or sequential if for each pair of a state and an input symbol, there is at most one valid transition into a next state. Although the decidability of this problem is unknown for max-plus automata in general, it is known to be decidable for the subclasses of unambiguous [24], finitely ambiguous [18], and even polynomially ambiguous [17] automata. A max-plus automaton is called unambiguous if there exists at most one accepting run on every word. It is called finitely ambiguous if the number of runs on each word is bounded by a global constant. If on every word the number of accepting runs is bounded polynomially in the length of the word, the automaton is said to

be polynomially ambiguous. Note that the ambiguity of a max-plus automaton is a decidable property, as it is easily reduced to deciding the ambiguity of a finite automaton. Deciding the sequentiality of a finite automaton is trivial, polynomial time algorithms for deciding the unambiguity, the finite ambiguity, and the polynomial ambiguity of a finite automaton can be found in [7, 37, 33]. Furthermore, the classes of functions definable by deterministic, unambiguous, finitely ambiguous, polynomially ambiguous, and arbitrary max-plus automata form a strictly ascending hierarchy $[18,15,23]$.

A decidability problem which is closely related to the sequentiality problem is the finite sequentiality problem. The finite sequentiality problem asks whether a given max-plus automaton can be represented as a pointwise maximum of deterministic max-plus automata. In [14], it was left as an open question to determine the decidability of the finite sequentiality problem for finitely ambiguous max-plus automata. It was shown only recently that for the classes of unambiguous as well as finitely ambiguous automata, the finite sequentiality problem is decidable [3, 2]. The class of functions which allow a finitely sequential representation by max-plus automata lies strictly between the classes of functions definable by deterministic and by finitely ambiguous max-plus automata, and it is incomparable to the class of functions definable by unambiguous max-plus automata [18].

In this paper, we show that the finite sequentiality problem is decidable for unambiguous max-plus tree automata. Max-plus tree automata are a generalization of max-plus automata and operate on trees instead of words. Applications for max-plus tree automata include proving the termination of certain term rewriting systems [20], and they are also commonly employed in natural language processing [27] in the form of probabilistic context-free grammars. Our approach to show the decidability of the finite sequentiality problem employs ideas from [3]. In [3], the fork property is shown to be a decidable criterion to determine the existence of a finitely sequential equivalent. More precisely, a max-plus word automaton is shown to possess a finitely sequential representation if and only if it does not satisfy the fork property. It is shown elementarily that an automaton satisfying the fork property cannot possess a finitely sequential equivalent. The proof for the existence of a finitely sequential representation in case that the fork property is not satisfied, on the other hand, relies on the construction of finitely many unambiguous max-plus automata whose pointwise maximum is equivalent to the original automaton, and which all satisfy the twins property. It was shown by Mohri [24] that an unambiguous max-plus automaton which satisfies the twins property is determinizable. A finitely sequential representation is thus found by determinizing the unambiguous automata.

For tree automata, we generalize the fork property to the tree fork property by adding a condition which accounts for the nonlinear structure of trees. We then prove that an unambiguous max-plus tree automaton possesses a finitely sequential representation if and only if it does not satisfy the tree fork property. As in the word case, the most challenging part of the proof is to show the existence of a finitely sequential representation whenever the tree fork property is not satisfied. Like in the proof for word automata, we construct finitely many unambiguous max-plus tree automata which possess a deterministic equivalent. However, we need to take a different approach in order to obtain these automata. In [3], a modified Schützenberger covering [32, 29] is first constructed from the unambiguous max-plus automaton, from which in turn an automaton is constructed which monitors the occurrence of certain states of the modified Schützenberger covering. This latter automaton is then decomposed into the finitely many unambiguous automata. This approach, however, is not applicable to trees, as the monitoring of states requires all relevant states to occur linearly. This happens trivially for word automata due to the inherent linear structure of words, but for
tree automata examples can be found where relevant states occur nonlinearly. The approach we use here relies on constructing a max-plus automaton which tracks certain pairs of states of the original automaton. When applied to word automata, this immediately yields an automaton which can be decomposed into the desired unambiguous automata. Unfortunately, for tree automata this tracking of pairs of states again fails due to states occurring nonlinearly. Surprisingly however, our construction can be applied to the Schützenberger covering of the original tree automaton, as the states relevant for tracking all occur pairwise linearly in the Schützenberger covering. The most difficult part of our proof is to show that the Schützenberger covering indeed has the property we just indicated.

## 2 Preliminaries

For a set $X$, we denote the power set of $X$ by $\mathcal{P}(X)$ and the cardinality of $X$ by $|X|$. For two sets $X$ and $Y$ and a mapping $f: X \rightarrow Y$, we call $X$ the domain of $f$, denoted by $\operatorname{dom}(f)$, and $Y$ the range of $f$, denoted by range $(f)$. For a subset $X^{\prime} \subseteq X$, we call the set $f\left(X^{\prime}\right)=\left\{y \in Y \mid \exists x \in X^{\prime}: f(x)=y\right\}$ the image or range of $X^{\prime}$ under $f$. For an element $y \in Y$, we call the set $f^{-1}(y)=\{x \in X \mid f(x)=y\}$ the preimage of $y$ under $f$. For a second mapping $g: X \rightarrow Y$, we write $f=g$ if for all $x \in X$ we have $f(x)=g(x)$.

Let $\mathbb{N}=\{0,1,2, \ldots\}$. By $\mathbb{N}^{*}$ we denote the set of all finite words over $\mathbb{N}$. The empty word is denoted by $\varepsilon$, and the length of a word $w \in \mathbb{N}^{*}$ by $|w|$. The set $\mathbb{N}^{*}$ is partially ordered by the prefix relation $\leq_{p}$ and totally ordered with respect to the lexicographic ordering $\leq_{l}$. Two words from $\mathbb{N}^{*}$ are called prefix-dependent if they are in prefix relation, and otherwise they are called prefix-independent.

A ranked alphabet is a pair $\left(\Gamma, \mathrm{rk}_{\Gamma}\right)$, often abbreviated by $\Gamma$, where $\Gamma$ is a finite set and $\mathrm{rk}_{\Gamma}: \Gamma \rightarrow \mathbb{N}$ a mapping which assigns a rank to every symbol. For every $m \geq 0$ we define $\Gamma^{(m)}=\operatorname{rk}_{\Gamma}^{-1}(m)$ as the set of all symbols of rank $m$. The rank of $\Gamma$ is defined as $\operatorname{rk}(\Gamma)=\max \left\{\mathrm{rk}_{\Gamma}(a) \mid a \in \Gamma\right\}$. The set of (finite, labeled, and ordered) $\Gamma$-trees, denoted by $T_{\Gamma}$, is the set of all pairs $t=\left(\operatorname{pos}(t), \operatorname{label}_{t}\right)$, where $\operatorname{pos}(t) \subset \mathbb{N}^{*}$ is a finite non-empty prefix-closed set of positions, label $_{t}: \operatorname{pos}(t) \rightarrow \Gamma$ is a mapping, and for every $w \in \operatorname{pos}(t)$ we have $w i \in \operatorname{pos}(t)$ iff $1 \leq i \leq \operatorname{rk}_{\Gamma}\left(\operatorname{label}_{t}(w)\right)$. We write $t(w)$ for $\operatorname{label}_{t}(w)$ and $|t|$ for $|\operatorname{pos}(t)|$. We also refer to the elements of $\operatorname{pos}(t)$ as nodes, to $\varepsilon$ as the root of $t$, and to prefix-maximal nodes as leaves. The height of $t$ is defined as height $(t)=\max _{w \in \operatorname{pos}(t)}|w|$. For a leaf $w \in \operatorname{pos}(t)$, the set $\left\{v \in \operatorname{pos}(t) \mid v \leq_{p} w\right\}$ is called a branch of $t$.

Now let $s, t \in T_{\Gamma}$ and $w \in \operatorname{pos}(t)$. The subtree of $t$ at $w$, denoted by $t \Gamma_{w}$, is a $\Gamma$-tree defined as follows. We let $\operatorname{pos}\left(t \upharpoonright_{w}\right)=\left\{v \in \mathbb{N}^{*} \mid w v \in \operatorname{pos}(t)\right\}$ and for $v \in \operatorname{pos}\left(t \upharpoonright_{w}\right)$, we let $\operatorname{label}_{t \dagger_{w}}(v)=t(w v)$. The substitution of $s$ into $w$ of $t$, denoted by $t\langle s \rightarrow w\rangle$, is a $\Gamma$-tree defined as follows. We let $\operatorname{pos}(t\langle s \rightarrow w\rangle)=\left\{v \in \operatorname{pos}(t) \mid w \not \mathbb{Z}_{p} v\right\} \cup\{w v \mid v \in \operatorname{pos}(s)\}$. For $v \in \operatorname{pos}(t\langle s \rightarrow w\rangle)$, we let $\operatorname{label}_{t\langle s \rightarrow w\rangle}(v)=s(u)$ if $v=w u$ for some $u \in \operatorname{pos}(s)$, and otherwise label $t_{\langle s \rightarrow w\rangle}(v)=t(v)$.

For $a \in \Gamma^{(m)}$ and trees $t_{1}, \ldots, t_{m} \in T_{\Gamma}$, we also write $a\left(t_{1}, \ldots, t_{m}\right)$ to denote the tree $t$ with $\operatorname{pos}(t)=\{\varepsilon\} \cup\left\{i w \mid i \in\{1, \ldots, m\}, w \in \operatorname{pos}\left(t_{i}\right)\right\}, \operatorname{label}_{t}(\varepsilon)=a$, and $\operatorname{label}_{t}(i w)=t_{i}(w)$.

For a ranked alphabet $\Gamma$, a tree over the alphabet $\Gamma_{\diamond}=\left(\Gamma \cup\{\diamond\}, \mathrm{rk}_{\Gamma} \cup\{\diamond \mapsto 0\}\right)$ is called a $\Gamma$-context. Let $t \in T_{\Gamma_{\diamond}}$ be a $\Gamma$-context and let $w_{1}, \ldots, w_{n} \in \operatorname{pos}(t)$ be a lexicographically ordered enumeration of all leaves of $t$ labeled $\diamond$. Then we call $t$ an $n$ - $\Gamma$-context and define $\diamond_{i}(t)=w_{i}$ for $i \in\{1, \ldots, n\}$. For an $n$ - $\Gamma$-context $t$ and contexts $t_{1}, \ldots, t_{n} \in T_{\Gamma_{\diamond}}$, we define $t\left(t_{1}, \ldots, t_{n}\right)=t\left\langle t_{1} \rightarrow \diamond_{1}(t)\right\rangle \ldots\left\langle t_{n} \rightarrow \diamond_{n}(t)\right\rangle$ by substitution of $t_{1}, \ldots, t_{n}$ into the $\diamond$-leaves of $t$. A 1 - $\Gamma$-context is also called a $\Gamma$-word. For a $\Gamma$-word $s$, we define $s^{1}=s$ and $s^{n+1}=s\left(s^{n}\right)$ for $n \geq 1$.

A commutative semiring is a tuple $(K, \oplus, \odot, \mathbb{O}, \mathbb{1})$, abbreviated by $K$, with operations sum $\oplus$ and product $\odot$ and constants $\mathbb{D}$ and $\mathbb{1}$ such that $(K, \oplus, \mathbb{O})$ and $(K, \odot, \mathbb{1})$ are commutative monoids, multiplication distributes over addition, and $\kappa \odot \mathbb{O}=\mathbb{O} \odot \kappa=\mathbb{O}$ for every $\kappa \in K$. In this paper, we only consider the max-plus semiring $\mathbb{R}_{\max }=(\mathbb{R} \cup\{-\infty\}$, max $,+,-\infty, 0)$ where the sum and the product operations are max and + , respectively, extended to $\mathbb{R} \cup\{-\infty\}$ in the usual way.

A max-plus weighted bottom-up finite state tree automaton (short: max-plus-WTA) over $\Gamma$ is a tuple $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ where $Q$ is a finite set (of states), $\Gamma$ is a ranked alphabet (of input symbols), $\mu: \bigcup_{m=0}^{\mathrm{rk}(\Gamma)} Q^{m} \times \Gamma^{(m)} \times Q \rightarrow \mathbb{R}_{\max }$ (the function of transition weights), and $\nu: Q \rightarrow \mathbb{R}_{\max }$ (the function of final weights). We define $\Delta_{\mathcal{A}}=\operatorname{dom}(\mu)$. A tuple $(\bar{p}, a, q) \in \Delta_{\mathcal{A}}$ is called a transition and $(\bar{p}, a, q)$ is called valid if $\mu(\bar{p}, a, q) \neq-\infty$. A state $q \in Q$ is called final if $\nu(q) \neq-\infty$.

For a tree $t \in T_{\Gamma}$, a mapping $r: \operatorname{pos}(t) \rightarrow Q$ is called a quasi-run of $\mathcal{A}$ on $t$. For a quasi-run $r$ on $t$ and a position $w \in \operatorname{pos}(t)$ with $t(w)=a \in \Gamma^{(m)}$, the tuple $\mathbb{t}(t, r, w)=$ $(r(w 1), \ldots, r(w m), a, r(w))$ is called the transition at $w$. The quasi-run $r$ is called a (valid) run if for every $w \in \operatorname{pos}(t)$ the transition $\mathbb{t}(t, r, w)$ is valid with respect to $\mathcal{A}$. We call a run $r$ accepting if $r(\varepsilon)$ is final. By $\operatorname{Run}_{\mathcal{A}}(t)$ and $\operatorname{Acc}_{\mathcal{A}}(t)$ we denote the sets of all runs and all accepting runs of $\mathcal{A}$ on $t$, respectively. Similar to trees, we define restrictions of runs as follows. Let $t \in T_{\Gamma}, r \in \operatorname{Run}_{\mathcal{A}}(t)$, and $w \in \operatorname{pos}(t)$. We define $r \upharpoonright_{w} \in \operatorname{Run}_{\mathcal{A}}\left(t \upharpoonright_{w}\right)$ by $r \upharpoonright_{w}(v)=r(w v)$ for $v \in \operatorname{pos}\left(t \upharpoonright_{w}\right)$.

For $r \in \operatorname{Run}_{\mathcal{A}}(t)$, the weight of $r$ is defined by $\mathrm{wt}_{\mathcal{A}}(t, r)=\sum_{w \in \operatorname{pos}(t)} \mu(\mathbb{t}(t, r, w))$. The behavior of $\mathcal{A}$, denoted by $\llbracket \mathcal{A} \rrbracket$, is the mapping defined for every $t \in T_{\Gamma}$ by $\llbracket \mathcal{A} \rrbracket(t)=$ $\max _{r \in \operatorname{Acc}_{\mathcal{A}}(t)}\left(\mathrm{wt}_{\mathcal{A}}(t, r)+\nu(r(\varepsilon))\right)$, where the maximum over the empty set is $-\infty$ by convention.

For a max-plus-WTA $\mathcal{A}=(Q, \Gamma, \mu, \nu)$, a run of $\mathcal{A}$ on a $\Gamma$-context $t$ is a run of the max-plus-WTA $\mathcal{A}^{\prime}=\left(Q, \Gamma_{\diamond}, \mu^{\prime}, \nu\right)$ on $t$, where $\mu^{\prime}(\diamond, q)=0$ for all $q \in Q$ and $\mu^{\prime}(d)=\mu(d)$ for $d \in \Delta_{\mathcal{A}}$. We denote $\operatorname{Run}_{\mathcal{A}}^{\diamond}(t)=\operatorname{Run}_{\mathcal{A}^{\prime}}(t)$ and for $r \in \operatorname{Run}_{\mathcal{A}}^{\diamond}(t)$ write wt ${ }_{\mathcal{A}}^{\diamond}(t, r)=\mathrm{wt}_{\mathcal{A}^{\prime}}(t, r)$. For a $\Gamma$-word $s$, we write $p \xrightarrow{s \mid x} q$ if there exists a run $r \in \operatorname{Run}_{\mathcal{A}}^{\diamond}(s)$ with $\left.r( \rangle_{1}(s)\right)=p$, $r(\varepsilon)=q$, and wt $t_{\mathcal{A}}^{\diamond}(s, r)=x$. In this case, $r$ is said to realize $p \xrightarrow{s \mid x} q$. Note that $r \in \operatorname{Run}_{\mathcal{A}}^{\diamond}(s)$ implies $x \neq-\infty$.

For a max-plus-WTA $\mathcal{A}$, we define a relation $\leq$ on $Q$ by $q \leq p$ iff $p \xrightarrow{s \mid x} q$ for some $\Gamma$-word $s \in T_{\Gamma_{\bullet}}$. We call $\mathcal{A}$ trim if for every $p \in Q$ there exists $t \in T_{\Gamma}, r \in \operatorname{Acc}(t)$, and $w \in \operatorname{pos}(t)$ with $r(w)=p$. The trim part of $\mathcal{A}$ is the automaton obtained by removing all states $p \in Q$ for which no such $t, r$, and $w$ exist. This process obviously has no influence on $\llbracket \mathcal{A} \rrbracket$.

A max-plus-WTA $\mathcal{A}$ is called deterministic or sequential if for every $m \geq 0, a \in \Gamma^{(m)}$, and $\bar{p} \in Q^{m}$, there exists at most one $q \in Q$ with $\mu(\bar{p}, a, q) \neq-\infty$. We call $\mathcal{A}$ unambiguous if $\left|\operatorname{Acc}_{\mathcal{A}}(t)\right| \leq 1$ for every $t \in T_{\Gamma}$. We call the behavior $\llbracket \mathcal{A} \rrbracket$ of $\mathcal{A}$ finitely sequential if there exist deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\Gamma$ with $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$, where the maximum is taken pointwise.

## 3 Main Result

We will show that for an unambuous max-plus-WTA $\mathcal{A}$, it is decidable whether its behavior $\llbracket \mathcal{A} \rrbracket$ is finitely sequential. Moreover, if it is finitely sequential, we will obtain that the deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ can be effectively constructed. For this, we follow ideas from [3], where the decidability of the finite sequentiality problem was proved for unambiguous max-plus word automata. The general outline of our proof is similar to that of [3] and presents itself as follows. We introduce the tree fork property and show that it
is decidable whether an unambiguous max-plus-WTA $\mathcal{A}$ satisfies this property. Then we show that the behavior of an unambiguous max-plus-WTA is finitely sequential if and only if it does not satisfy the tree fork property. In conclusion, we obtain the decidability of the finite sequentiality problem for unambiguous max-plus-WTA. Elementary proof methods can be used to show that $\llbracket \mathcal{A} \rrbracket$ is not finitely sequential if $\mathcal{A}$ satisfies the tree fork property. On the other hand, if $\mathcal{A}$ does not satisfy the tree fork property, we show how to construct finitely many unambiguous max-plus-WTA whose pointwise maximum is $\llbracket \mathcal{A} \rrbracket$, and which all satisfy the twins property [24]. Every unambiguous max-plus-WTA which satisfies the twins property possesses an effectively constructable deterministic equivalent [9]. Thus, we obtain finitely many deterministic max-plus-WTA whose pointwise maximum is $\llbracket \mathcal{A} \rrbracket$, which is hence finitely sequential.

In the following, we recall the twins property and introduce the tree fork property. Let $\Gamma$ be a ranked alphabet. We begin with the concepts of siblings and twins. Intuitively, two states are called siblings if they can be "reached" by the same tree. Two siblings are called twins if for every $\Gamma$-word which can "loop" in both states, the maximal weight for the loop is the same in both states.

- Definition 1. Let $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ be a max-plus-WTA. Two states $p, q \in Q$ are called siblings if there exists a tree $u \in T_{\Gamma}$ and runs $r^{p}, r^{q} \in \operatorname{Run}_{\mathcal{A}}(u)$ with $r^{p}(\varepsilon)=p$ and $r^{q}(\varepsilon)=q$. We recall that $\operatorname{Run}_{\mathcal{A}}(u)$ contains only valid runs.

Two siblings $p, q$ are called twins if for every $\Gamma$-word $s$ and weights
we have $x=y$ whenever $x \neq-\infty$ and $y \neq-\infty$ holds.
A max-plus-WTA is said to satisfy the twins property if all of its siblings are twins. For unambiguous max-plus-WTA, the twins property is a criterion to decide the sequentiality problem. An unambiguous max-plus-WTA possesses a deterministic equivalent if and only if it satisfies the twins property. For words, this result is due to [24, Theorem 12], for trees, we cite the following theorem.

- Theorem 2 ([9, Lemma 5.10], [26, Lemma 17]). Let $\mathcal{A}$ be a trim unambiguous max-plus$W T A$. There exists a deterministic max-plus-WTA $\mathcal{A}^{\prime}$ with $\llbracket \mathcal{A} \rrbracket=\llbracket \mathcal{A}^{\prime} \rrbracket$ if and only if $\mathcal{A}$ satisfies the twins property. If it exists, it can be effectively constructed.

It is intuitive that the twins property is a necessary condition if we consider the following Lipschitz property which every deterministic max-plus word automaton $\mathcal{A}$ satisfies [18, End of Section 2.4][24, Section 3.2]. If $\mathcal{A}$ is deterministic and $L$ is the largest weight, in terms of absolute value, occurring in $\mathcal{A}$ (excluding $-\infty$ ), then for two words $w_{1}=u v_{1}$ and $w_{2}=u v_{2}$ which have an accepting run in $\mathcal{A}$, the difference between $\llbracket \mathcal{A} \rrbracket\left(w_{1}\right)$ and $\llbracket \mathcal{A} \rrbracket\left(w_{2}\right)$ can be at most $|L|\left(\left|v_{1}\right|+\left|v_{2}\right|+2\right)$. This is clear since the unique runs of $\mathcal{A}$ on $w_{1}$ and $w_{2}$ will be identical on the prefix $u$, and then with every remaining letter of each word the difference between both runs cannot grow more than $|L|$.

If an unambiguous max-plus word automaton $\mathcal{A}$ does not satisfy the twins property, we can find states $p$ and $q$ which are siblings and not twins. We assume that our witnesses for this are $u$ and $s$ as above. We consider words of the form $w_{1}=u s^{N} v_{p}$ and $w_{2}=u s^{N} v_{q}$, where $v_{p}$ and $v_{q}$ are two fixed words which lead from $p$ and $q$, respectively, to some final state. For every fixed $L$, we can choose $N$ sufficiently large to ensure that $\left|\llbracket \mathcal{A} \rrbracket\left(w_{1}\right)-\llbracket \mathcal{A} \rrbracket\left(w_{2}\right)\right|>|L|\left(\left|v_{p}\right|+\left|v_{q}\right|+2\right)$. It is thus not possible to determinize $\mathcal{A}$ if it does not satisfy the twins property.

The twins property is decidable for both max-plus word automata $[1,4,24,25,16]$ and max-plus tree automata [8, Section 3]. Deciding whether a max-plus word automaton satisfies the twins property is PSPACE-complete [16]. For max-plus tree automata, the problem is thus PSPACE-hard, but no upper complexity bound is stated in [8]. Note that in general, it is undecidable whether two given siblings are twins [16], but for unambiguous max-plus automata, it was shown to be decidable on both words [1, Section 4] and trees [8, Section 3].

There exist unambiguous max-plus automata which cannot be determinized, but whose behavior is finitely sequential [18, Section 3.1], see also Figure 1. Thus, for the finite


Figure 1 A max-plus word automaton $\mathcal{A}$ over the alphabet $\{a\}$ which is unambiguous, whose behavior is finitely sequential, but which does not satisfy the twins property as $p$ and $q$ are siblings but not twins. The behavior $\llbracket \mathcal{A} \rrbracket$ of $\mathcal{A}$ assigns 0 to all words of odd length and $|w|$ to all words $w$ of even length.
sequentiality problem we inevitably have to deal with unambiguous automata in which not all siblings are twins. In the following, we will call two such states rivals. For unambiguous automata, which are the only type of max-plus-WTA we consider in this paper, the following definition is equivalent to being siblings and not twins.

- Definition 3. Let $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ be a max-plus-WTA. Two states $p, q \in Q$ are called rivals if there exists a tree $u \in T_{\Gamma}$, runs $r^{p}, r^{q} \in \operatorname{Run}_{\mathcal{A}}(u)$ with $r^{p}(\varepsilon)=p$ and $r^{q}(\varepsilon)=q$, and $a \Gamma$-word $s$ such that $p \xrightarrow{s \mid x} p$ and $q \xrightarrow{s \mid y} q$ with $x \neq y$.
We do not have to consider a maximum over runs here since $\mathcal{A}$ is unambiguous. Also note that by our definition of $\operatorname{Run}_{\mathcal{A}}^{\diamond}(s)$, we have $x \neq-\infty$ and $y \neq-\infty$ above.

We now come to the tree fork property which, as we will show, is satisfied by an unambiguous max-plus-WTA if and only if its behavior is not finitely sequential. The property consists of two separate conditions. The first condition intuitively states that there exist two rivals $p$ and $q$ and a $\Gamma$-word $t$ which can loop in $p$, and which can also lead from $p$ to $q$. The second condition states that there exist two rivals which can occur at prefix-independent positions.

- Definition 4. Let $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ be a max-plus-WTA. We say that $\mathcal{A}$ satisfies the tree fork property if at least one of the following two conditions is satisfied.
(i) There exist rivals $p, q \in Q$ and $a \Gamma$-word $t$ with $p \xrightarrow{t \mid z_{p}} p$ and $p \xrightarrow{t \mid z_{q}} q$ for some weights $z_{p}, z_{q} \in \mathbb{R}$. In this case, $t$ is also called a $p$ - $q$-fork.
(ii) There exist rivals $p, q \in Q$, a $2-\Gamma$-context $t \in T_{\Gamma_{\diamond}}$, and a run $r \in \operatorname{Run}_{\mathcal{A}}^{\diamond}(t)$ with $r\left(\diamond_{1}(t)\right)=p$ and $r\left(\diamond_{2}(t)\right)=q$.
The tree fork property can be regarded as an extension of the fork property which was introduced in [3] and which for max-plus word automata plays the same role as the tree fork property does for max-plus tree automata. Condition (i) is essentially a tree version of the fork property. Casually put, if we take only condition (i) and replace " $\Gamma$-word" by "word", we obtain the fork property. The automaton depicted in Figure 2 is unambiguous and satisfies the fork property. Condition (ii) is new and possesses no counterpart in the fork property. We have the following theorem which relates the tree fork property to the finite sequentiality problem.
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Figure 2 An unambiguous max-plus word automaton $\mathcal{A}$ over the alphabet $\{a, b\}$ which satisfies the fork property. With $u=a$ and $s=b$, we see that $p$ and $q$ are rivals, and $a$ is a $p-q$-fork. All $b$ 's after the last $a$ in a word are treated differently from the $b$ 's before the last $a$. A deterministic automaton cannot "guess" which $a$ is the last in the word, and since there may be arbitrarily many $a$ 's in a word, even finitely many deterministic automata cannot compensate this inability to guess.

- Theorem 5. Let $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ be a trim unambiguous max-plus-WTA over $\Gamma$. Then there exist deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\Gamma$ with $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$ if and only if $\mathcal{A}$ does not satisfy the tree fork property. In particular, the finite sequentiality problem is decidable for unambiguous max-plus-WTA.

Proof. Here, we only show that it is decidable whether $\mathcal{A}$ satisfies the tree fork property. The rest of the proof is deferred to Sections 4 and 5 , where we show that the behavior of $\mathcal{A}$ is finitely sequential if and only if $\mathcal{A}$ does not satisfy the tree fork property.

To decide whether $\mathcal{A}$ satisfies condition (i), we first show that if there exists a $p$ - $q$-fork $t$ for two rivals $p$ and $q$, then there exists a $p-q$-fork $t^{\prime}$ of height at most $|Q|^{2}$. If $t$ is a $p-q$-fork with height $(t)>|Q|^{2}$ and $r_{p}$ and $r_{q}$ are runs that realize $p \xrightarrow{t \mid z_{p}} p$ and $p \xrightarrow{t \mid z_{q}} q$ for some weights $z_{p}, z_{q} \in \mathbb{R}$, then by pigeon hole principle there are positions $w_{1}<_{p} w_{2}$ in $s$ with $r_{p}\left(w_{1}\right)=r_{p}\left(w_{2}\right)$ and $r_{q}\left(w_{1}\right)=r_{q}\left(w_{2}\right)$. Thus, by removing the part of $t$ between $w_{1}$ and $w_{2}$, we obtain that $t^{\prime}=t\left\langle t \upharpoonright_{w_{2}} \rightarrow w_{1}\right\rangle$ is a $p$ - $q$-fork as well. Iterating this process, we obtain a $p-q$-fork of height at most $|Q|^{2}$.

Next, we identify all pairs of rivals, which is possible since for unambiguous max-plus tree automata, we can decide for every pair of states whether they are siblings and not twins [8, Section 3]. Then, for every pair of rivals $p, q$ and all $\Gamma$-words $t$ of height at most $|Q|^{2}$, we check whether $t$ is a $p-q$-fork. If this yields no $p-q$-fork, $\mathcal{A}$ does not satisfy condition (i).

In order to decide whether $\mathcal{A}$ satisfies condition (ii), we first compute the relation $\leq$ on $Q$. This is possible since $Q$ is a finite set and $\leq$ is the smallest transitive and reflexive relation satisfying $\mu\left(q_{1}, \ldots, q_{m}, a, q_{0}\right) \neq-\infty \rightarrow q_{0} \leq q_{i}$ for all transitions $\left(q_{1}, \ldots, q_{m}, a, q_{0}\right) \in \Delta_{\mathcal{A}}$ and $i \in\{1, \ldots, m\}$. Then, by the trimness of $\mathcal{A}$, condition (ii) is satisfied if and only if there exist two rivals $p$ and $q$, a transition $\left(q_{1}, \ldots, q_{m}, a, q_{0}\right) \in \Delta_{\mathcal{A}}$ with $\mu\left(q_{1}, \ldots, q_{m}, a, q_{0}\right) \neq-\infty$, and indices $i, j \in\{1, \ldots, m\}$ with $i \neq j, q_{i} \leq p$, and $q_{j} \leq q$.

The following two sections are dedicated to completing the proof of Theorem 5.

## 4 Necessity

In this section, we show that if an unambiguous max-plus-WTA $\mathcal{A}$ satisfies either condition (i) or condition (ii) of the tree fork property, then its behavior $\llbracket \mathcal{A} \rrbracket$ is not finitely sequential. For condition (i), we adapt the corresponding proof from the word case [3, Theorem 2]. The proof relies on the Lipschitz property of deterministic max-plus automata and its approach is similar to the above outline that the twins property is a necessary condition for determinizability. We omit the proof here as it is a straightforward generalization of the proof from [3].

- Theorem 6. Let $\mathcal{A}$ be a trim unambiguous max-plus-WTA over $\Gamma$. If $\mathcal{A}$ satisfies condition (i) of the tree fork property, then there do not exist deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\Gamma$ with $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$.

We consider condition (ii) of the tree fork property. On words, states cannot occur in prefix-independent positions. Thus, this condition is new for the tree case. Intuitively, the reason that the behavior of an unbiguous max-plus-WTA $\mathcal{A}$ cannot be finitely sequential if it satisfies condition (ii) is as follows. Assume we have a $2-\Gamma$-context $t$ and two rivals $p$ and $q$ as in condition (ii) and let $u$ and $s$ be as in the definition of rivals. Then we can construct trees of the form $t\left(s^{n}(u), s^{n}(u)\right)$ such that, by increasing $n$, the difference between the weights on the two subtrees $s^{n}(u)$ is arbitrarily large. However, a deterministic automaton necessarily assigns the same weight to both subtrees.

- Theorem 7. Let $\mathcal{A}$ be a trim unambiguous max-plus-WTA over $\Gamma$. If $\mathcal{A}$ satisfies condition (ii) of the tree fork property, then there do not exist deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\Gamma$ with $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$.

Proof (Sketch). For contradiction, we assume that $\mathcal{A}$ satisfies condition (ii) of the tree fork property and that there exist deterministic max-plus-WTA $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\Gamma$ with $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$. We write $\mathcal{A}_{i}=\left(Q_{i}, \Gamma, \mu_{i}, \nu_{i}\right)$ and let $N=\max _{i=1}^{n}\left|Q_{i}\right|$. Let $p, q, t$ be as in condition (ii) of the tree fork property and for the rivals $p$ and $q$, let $u$ and $s$ be as in the definition of rivals.

By assumption, $u$ can reach both $p$ and $q$, and $s$ can loop both in $p$ and in $q$. In particular, the tree $s^{N}(u)$ can reach $p$ by looping $s$ in $p$ and $q$ by looping $s$ in $q$. Due to our assumption on $t$, there hence exists a run on the tree $t^{\prime}=t\left(s^{N}(u), s^{N}(u)\right)$ which loops $s$ in $p$ on the left branch and in $q$ on the right branch. Since $\mathcal{A}$ is trim, we may even assume that this run is accepting, as on top of $t$ we can always add a $\Gamma$-word which leads to a final state.

We assume that $\llbracket \mathcal{A} \rrbracket\left(t^{\prime}\right)=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket\left(t^{\prime}\right)$, so there must be some $j$ with $\llbracket \mathcal{A} \rrbracket\left(t^{\prime}\right)=$ $\llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)$. As $\mathcal{A}_{j}$ is deterministic, the unique accepting run of $\mathcal{A}_{j}$ on $t^{\prime}$ is identical on both $s^{N}(u)$-subtrees. Furthermore, since $N \geq\left|Q_{j}\right|$, we find that by pigeon hole principle some sub- $\Gamma$-word $s^{m}$ of $s^{N}$ loops in a state of $\mathcal{A}_{j}$ in the subtrees $s^{N}(u)$, say with weight $z$.

We let $x$ and $y$ be the weights such that $\mathcal{A}$ loops $s^{m}$ in $p$ with weight $x$ and in $q$ with weight $y$. By choice of $s$, we have $x \neq y$. We may assume that $x<y$. We consider two cases. First, if $z \geq \frac{x+y}{2}$, then for the tree $t^{+}=t\left(s^{N+m}(u), s^{N}(u)\right)$ we obtain

$$
\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket\left(t^{+}\right) \geq \llbracket \mathcal{A}_{j} \rrbracket\left(t^{+}\right)=\llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)+z \geq \llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)+\frac{x+y}{2}>\llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)+x=\llbracket \mathcal{A} \rrbracket\left(t^{+}\right)
$$

Note that this follows because $\mathcal{A}$ and $\mathcal{A}_{j}$ are both unambiguous, i.e., if we construct an accepting run on a given tree, we know that the weight of this run must be the weight assigned to the tree by the automaton. For the other case, namely that $z \leq \frac{x+y}{2}$, we see that for the tree $t^{-}=t\left(s^{N}(u), s^{N-m}(u)\right)$ we obtain

$$
\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket\left(t^{-}\right) \geq \llbracket \mathcal{A}_{j} \rrbracket\left(t^{-}\right)=\llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)-z \geq \llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)-\frac{x+y}{2}>\llbracket \mathcal{A}_{j} \rrbracket\left(t^{\prime}\right)-y=\llbracket \mathcal{A} \rrbracket\left(t^{-}\right) .
$$

In both cases, we see that $\llbracket \mathcal{A} \rrbracket=\max _{i=1}^{n} \llbracket \mathcal{A}_{i} \rrbracket$ does not hold, which is a contradiction.
Together, Theorems 6 and 7 show that if a trim unambiguous max-plus-WTA satisfies the tree fork property, then its behavior is not finitely sequential.

## 5 Sufficiency

In this section, we show that the behavior of an unabiguous max-plus-WTA $\mathcal{A}$ which does not satisfy the tree fork property is finitely sequential. For simplicity, we begin with a description of our method of proof on max-plus word automata and compare it to the proof method of Bala and Koniński [3].

Both proofs work by distributing the runs of $\mathcal{A}$ across a finite set of unambiguous max-plus word automata such that all of these automata satisfy the twins property. This distribution essentially has the aim of separating the rivals of $\mathcal{A}$. By Theorem 2, these unambiguous automata can then be determinized. The major difference between our approach and that of [3] lies in way we obtain these unambiguous automata. To understand our approach, let $p$ and $q$ be two rivals of $\mathcal{A}$. Furthermore, let $u=u_{1} \cdots u_{n}$ be a word for which there exist valid runs $r^{p}=p_{0} \xrightarrow{u_{1}} p_{1} \xrightarrow{u_{2}} \cdots \xrightarrow{u_{n-1}} p_{n-1} \xrightarrow{u_{n}} p$ and $r^{q}=q_{0} \xrightarrow{u_{1}} q_{1} \xrightarrow{u_{2}} \cdots \xrightarrow{u_{n-1}} q_{n-1} \xrightarrow{u_{n}} q$ of $\mathcal{A}$ on $u$.

We now show that the first occurrence of either $p$ or $q$ in the runs $r^{p}$ and $r^{q}$ serves as a "distinguisher" between the two runs. We let $i$ be the smallest index with the property that $p_{i} \in\{p, q\}$. Similarly, we let $j$ be the smallest index with the property that $q_{j} \in\{p, q\}$. We obtain valid runs $p_{i} \xrightarrow{u_{i+1} \cdots u_{n}} p$ and $q_{j} \xrightarrow{u_{j+1} \cdots u_{n}} q$.

Now assume it would hold that $i=j$ and $p_{i}=q_{j}$, i.e., the first occurrence is at the same position in the word, and also the state at this position is the same in both runs. Then with $t=u_{i+1} \cdots u_{n}$, we see that we have valid runs $p_{i} \xrightarrow[\rightarrow]{t} p$ and $p_{i} \xrightarrow{t} q$, where $p_{i} \in\{p, q\}$. Thus, $\mathcal{A}$ would satisfy the fork property. Since our assumption is that $\mathcal{A}$ does not satisfy the fork property, we have either $i \neq j$ or $p_{i} \neq q_{j}$.

This fundamental property is also used in the corresponding proof of [3], but our way of exploiting it differs from [3]. In their proof for word automata, Bala and Koniński use this property implicitly to show that certain states of a modified Schützenberger covering of $\mathcal{A}$ occur at most once in every run [3, Lemma 6]. They can therefore construct a new max-plus automaton which for each run keeps a record of all occurrences of these states. The above mentioned unambiguous automata are then obtained by separating runs with differing records into different automata. For tree automata, the number of these occurrences is unfortunately not bounded, for reasons which we will also indicate below.

For now, we continue outlining our new approach, which is to construct an automaton which adds a distinguishing marker to every run when first encountering one of the rivals $p$ or $q$. This marker consists of a number, which is used to distinguish occurrences at different positions, and the state from $\{p, q\}$ which was visited first. Whenever reading a letter which causes some valid run to visit $p$ or $q$ for the first time, the automaton selects the smallest marker which was not used by any valid run on the prefix read so far, and annotates it to the run. For example, assume that neither $p$ nor $q$ occur in any valid run the word $u$, but that our run $r$ on $u a$ leads to $p$. Then $r$ obtains the marker $1_{p}$. Now assume there is a valid run on uaa which leads to $p$ and which visited neither $p$ nor $q$ before that. Then this run obtains the marker $2_{p}$, since $1_{p}$ is already assigned to $r$. Next, assume that after reading uaaa another marker for $p$ has to be assigned, and that $r$ cannot be extended to a valid run on $u a a$. Then we assign the marker $1_{p}$, as now no valid run on uaa exists to which the marker $1_{p}$ is assigned. See Figure 3 for an example of this annotation process on the word aaa for the automaton depicted there.

With this procedure, runs like $r^{p}$ and $r^{q}$ above receive different markers since either one run obtains a marker later than the other, and therefore a different marker, or at least the states they visit first are different, which also leads to a different marker. To separate the rivals of $\mathcal{A}$, we can thus make a copy of $\mathcal{A}$ for every marker, and only allow runs which carry the respective automaton's marker. Whenever a different marker would be assigned, the execution of the run is blocked.

Note here that the number of markers we need for this annotation process is bounded. Since the automaton $\mathcal{A}$ is unambiguous, the number of valid runs on every given word is bounded by the number of states in $\mathcal{A}$. If this were not the case, there would exist two distinct
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Figure 3 On the left, an unambiguous max-plus word automaton over the alphabet $\{a, b\}$ which does not satisfy the twins property but whose behavior is finitely sequential. On the right, an illustration of the runs of the automaton on the words $\varepsilon, a, a a$, and $a a a$ together with appropriate markers. Arrows indicate a transition. The states $p$ and $q$ are rivals with witnesses $u=\varepsilon$ and $s=b$.
valid runs on the same word which lead to the same state, from which a counterexample to the unambiguity of $\mathcal{A}$ could be constructed. In particular, the number of markers assigned at any given "time" is bounded by the number of states of $\mathcal{A}$.

All of this can easily be generalized to the situation where there is more than one pair of rivals. Then, runs simply obtain a marker for each pair of rivals of the automaton, and the copies of $\mathcal{A}$ allow a distinguished marker for each of these pairs.

Unfortunately, these ideas do not translate to trees as easily. For example, consider the runs in Figure 4. Intuitively, both runs should obtain the marker $1_{p}$. However, since $p$ and $q$ are rivals, this marker does not serve the purpose of distinguishing runs as it does in the word case. The first $p$ occurs in different subtrees of both runs, thus the annotation of distinct markers is not possible. Also, it is easy to construct an automaton where a rival $p$ can occur at arbitrarily many pairwise prefix-independent positions, thus a simple lexicographic distinction is not possible. This is also the reason why the approach from [3] does not work for tree automata.

$$
\begin{aligned}
\nu(q) & =0 \\
\mu(p, a, q) & =0 \\
\mu(p, b, p) & =1 \\
\mu(q, b, q) & =-1 \\
\mu\left(p, q_{0}, c, p\right)=\mu\left(q_{0}, p, c, q\right) & =0 \\
\mu(d, p)=\mu\left(d, q_{0}\right) & =0
\end{aligned}
$$



Figure 4 Two accepting runs of the max-plus tree automaton $\mathcal{A}=\left(\left\{q_{0}, p, q\right\}, \Gamma, \mu, \nu\right)$ over the ranked alphabet $\Gamma=\{a, b, c, d\}$ where $c \in \Gamma^{(2)}, a, b \in \Gamma^{(1)}, d \in \Gamma^{(0)}$. All unspecified weights are assumed to be $-\infty$. The states $p$ and $q$ are rivals.

Our solution is to distribute not the runs of the automaton $\mathcal{A}$, but the runs of its Schützenberger covering. The Schützenberger covering of a max-plus automaton $\mathcal{A}$ is a max-plus automaton which possesses the same behavior as $\mathcal{A}$. It has already been employed in a number of decidability results for max-plus automata [ $18,3,2,26$ ]. Its construction is inspired by a paper of Schützenberger [32] and was made explicit by Sakarovitch in [29].

To better explain the idea behind its construction, we first point out a certain aspect of the classical powerset construction for finite automata [28]. Assume that $\mathcal{D}$ is the result of applying the powerset construction to an NFA $\mathcal{B}$. Then we might say that for a word
$w=w_{1} w_{2}$, the state which $\mathcal{D}$ is in after reading the prefix $w_{1}$ is the set of all states which $\mathcal{B}$ could be in after reading $w_{1}$. Similarly, the Schützenberger covering of a max-plus automaton $\mathcal{A}$ annotates to every state of a run of $\mathcal{A}$ on a word $w$ the set of all states which " $\mathcal{A}$ could be in" at this point, i.e., which can be reached by some valid run on the considered prefix of $w$. Like the powerset construction, these ideas easily carry over to trees.

The reason we consider the Schützenberger covering of $\mathcal{A}$ is that each pair $\mathbf{p}, \mathbf{q}$ of its rivals satisfies the following property. For every tree $t$, either (1) pand $\mathbf{q}$ do not occur together in any run on $t$ or (2) $\mathbf{p}$ and $\mathbf{q}$ occur only linearly, i.e., there is a distinguished branch of $t$ such that for every run on $t$, all occurrences of $\mathbf{p}$ and $\mathbf{q}$ lie on this branch. In particular, the situation of Figure 4 is not possible. All pairs which satisfy the first condition can simply be separated into different automata, all pairs which satisfy the second condition can be handled like in the word case. The proof of this is non-trivial and needs some preparation. We begin with the formal definition of the Schützenberger covering.

For the rest of this section, let $\mathcal{A}=(Q, \Gamma, \mu, \nu)$ be a trim unambiguous max-plus-WTA which does not satisfy the tree fork property.
Definition 8 (Schützenberger covering, [29]). The Schützenberger covering $\mathcal{S}=\left(Q_{\mathcal{S}}, \Gamma, \mu_{\mathcal{S}}\right.$, $\left.\nu_{\mathcal{S}}\right)$ of $\mathcal{A}$ is the trim part of the max-plus-WTA $\left(Q \times \mathcal{P}(Q), \Gamma, \mu^{\prime}, \nu^{\prime}\right)$ defined for $a \in \Gamma$ with $\mathrm{rk}_{\Gamma}(a)=m$ and $\left(p_{0}, P_{0}\right), \ldots,\left(p_{m}, P_{m}\right) \in Q \times \mathcal{P}(Q)$ by

$$
\begin{aligned}
& \mu^{\prime}\left(\left(p_{1}, P_{1}\right), \ldots,\left(p_{m}, P_{m}\right), a,\left(p_{0}, P_{0}\right)\right)= \\
& \begin{cases}\mu\left(p_{1}, \ldots, p_{m}, a, p_{0}\right) & \text { if } P_{0}=\left\{q_{0} \in Q \mid \exists\left(q_{1}, \ldots, q_{m}\right) \in P_{1} \times \ldots \times P_{m}\right. \text { with } \\
& \left.\mu\left(q_{1}, \ldots, q_{m}, a, q_{0}\right) \neq-\infty\right\} \\
-\infty & \text { otherwise }\end{cases} \\
& \nu^{\prime}\left(p_{0}, P_{0}\right)=\nu\left(p_{0}\right) .
\end{aligned}
$$

We let $\pi_{1}: Q \times \mathcal{P}(Q) \rightarrow Q,(p, P) \mapsto p$ and $\pi_{2}: Q \times \mathcal{P}(Q) \rightarrow \mathcal{P}(Q),(p, P) \mapsto P$ be the projections.
It is elementary to show that for a run of $\mathcal{S}$ on a tree $t$, the second entry of the state at a position $w$ consists of all states of $\mathcal{A}$ which can be reached by a valid run of $\mathcal{A}$ on $t \upharpoonright_{w}$. In particular, two runs on the same tree coincide on their second entries. Furthermore, projecting all states of a run of $\mathcal{S}$ to their first coordinate yields a run of $\mathcal{A}$, and the weights of these runs coincide. It follows that $\mathcal{S}$ is unambiguous and satisfies $\llbracket \mathcal{S} \rrbracket=\llbracket \mathcal{A} \rrbracket$. Also, $\mathcal{S}$ is trim by definition.

We can make the following observation about the rivals of $\mathcal{S}$. Let $\mathbf{p}$ and $\mathbf{q}$ be rivals of $\mathcal{S}$ and let $u$ and $s$ be as in the definition of rivals. Since all runs of $\mathcal{S}$ on $u$ coincide on the second entry of the state at the root, $\mathbf{p}$ and $\mathbf{q}$ also coincide on their second entry. Moreover, as projecting the runs of $\mathcal{S}$ on $u$ and $s$ to their first entries yields runs of $\mathcal{A}$ on $u$ and $s$, respectively, we additionally see that the first entries of $\mathbf{p}$ and $\mathbf{q}$ are rivals in $\mathcal{A}$. Thus, if two states $\mathbf{p}, \mathbf{q} \in Q_{\mathcal{S}}$ are rivals in $\mathcal{S}$, then $\mathbf{p}=(p, P)$ and $\mathbf{q}=(q, P)$ for some set $P \subseteq Q$ and two states $p, q \in Q$ which are rivals in $\mathcal{A}$.

In order to prove some deeper results about the rivals of $\mathcal{S}$, we need two preparatory lemmata. As a first simplification, we show that we may assume that two rivals $p$ and $q$ of $\mathcal{A}$ are always comparable with respect to the relation $\leq$. To see this, note that by condition (ii) of the tree fork property, $p$ and $q$ may not occur in prefix-independent positions in a run. If in addition, $p$ and $q$ can also not appear in prefix-dependent positions in a run, they never appear in the same run of $\mathcal{A}$. Thus, we can create two copies of $\mathcal{A}$, one in which we remove $p$ and one in which we remove $q$, and the pointwise maximum of these two automata will be equivalent to the behavior of $\mathcal{A}$.

- Lemma 9. For all rivals $p, q \in Q$, we may assume that either $p \leq q$ or $q \leq p$, or both.

Next, we note an elementary statement about self-maps $f: X \rightarrow X$. Namely, if $X$ is a finite set and $f: X \rightarrow X$ a mapping, then for every $a \in X$ there exists some element $b \in X$ and an integer $n \geq 1$ such that after $n$ iterations of $f$, both $a$ and $b$ are mapped to $b$. To see this, consider the elements $a, f(a), f^{2}(a), \ldots, f^{|X|}(a)$. By pigeon hole principle, there are numbers $0 \leq m_{1}<m_{2} \leq|X|$ with $f^{m_{1}}(a)=f^{m_{2}}(a)$. Then if we choose $n \geq m_{1}$ as a multiple of $m_{2}-m_{1}$ and $b=f^{n}(a)$, we see that $f^{n}(a)=b=f^{n}(b)$.

- Lemma 10. Let $X$ be a finite set and $f: X \rightarrow X$ a mapping. Then for every $a \in X$, there exists an element $b \in X$ and an integer $n \geq 1$ with $f^{n}(a)=b=f^{n}(b)$. Here, $f^{n}$ is the $n$-th iterate of $f$, i.e., $f^{0}=\operatorname{id}_{X}$ and $f^{m+1}=f \circ f^{m}$.

We come to the first important property which all rivals of $\mathcal{S}$ satisfy. Namely, if $P \subseteq Q$ is the second entry of some rival, then it cannot occur in the form of a "triangle" in any valid run of $\mathcal{S}$. More precisely, if we have a run $r$ and positions $w, w v_{1}$, and $w v_{2}$ such that the second entry of $r(w), r\left(w v_{1}\right)$, and $r\left(w v_{2}\right)$ is $P$, then $w v_{1}$ and $w v_{2}$ are prefix-dependent.

- Lemma 11. Let $(p, P),(q, P) \in Q_{\mathcal{S}}$ be rivals in $\mathcal{S}$. Furthermore, let $t^{\prime} \in T_{\Gamma}$ be a tree, $r^{\prime} \in \operatorname{Run}_{\mathcal{S}}\left(t^{\prime}\right)$ a run of $\mathcal{S}$ on $t^{\prime}$, and $w_{1}, w_{2} \in \operatorname{pos}\left(t^{\prime}\right)$ be positions in $t^{\prime}$. If $\pi_{2} \circ r^{\prime}(\varepsilon)=$ $\pi_{2} \circ r^{\prime}\left(w_{1}\right)=\pi_{2} \circ r^{\prime}\left(w_{2}\right)=P$, then $w_{1}$ and $w_{2}$ are prefix-dependent.
Proof (Sketch). We proceed by contradiction and assume that $t^{\prime}, r^{\prime}, w_{1}, w_{2}$ as in the statement of the lemma exist such that $w_{1}$ and $w_{2}$ are prefix-independent. We show that then, $\mathcal{A}$ satisfies condition (i) of the tree fork property. For the rivals $(p, P)$ and $(q, P)$, let $u$ and $s$ be as in the definition of rivals and let $v=\diamond_{1}(s)$.

By assumption, $u$ can reach $(p, P)$ and $s$ can loop in $(p, P)$, thus the trees $s^{|P|}(u)$ and $s^{|P|^{|P|}}(u)$ can reach $(p, P)$. Due to the construction of $\mathcal{S}$, this means both of these trees can also reach the states of $r^{\prime}$ at $w_{1}$ and $w_{2}$. In particular, there exists a run of $\mathcal{S}$ on the tree $t=t^{\prime}\left\langle s^{|P|}(u) \rightarrow w_{1}\right\rangle\left\langle s^{|P|^{|P|}}(u) \rightarrow w_{2}\right\rangle$ and for this run, the second entry of every state at the beginning or end of an $s$-loop is $P$. In addition, $t$ leads to a state with second entry $P$, so there in fact exist $|P|$ runs of $\mathcal{S}$ on $t$, one for each state in $P$. We let $r_{1}, \ldots, r_{|P|}$ be the projections of these runs to their first entry and obtain $|P|$ runs of $\mathcal{A}$ on $t$ where the state at the root and all states at the beginning or end of an $s$-loop are from $P$.

By pigeonhole principle, there is some subloop $s^{n}$ below $w_{2}$ which loops in all runs at the same time, i.e., where for some $n_{1}$ we have $r_{i}\left(w_{2} v^{n_{1}}\right)=r_{i}\left(w_{2} v^{n_{1}+n}\right)$ for all runs $r_{i}$. For each $r_{i}$, we let $q_{i}=r_{i}\left(w_{2} v^{n_{1}}\right) \in P$ be the state which $r_{i}$ loops in and let $x_{i}$ be the weight of this loop.

If $x_{i} \neq x_{j}$ for some $i$ and $j$, the states $q_{i}$ and $q_{j}$ are rivals in $\mathcal{A}$ with witnesses $u$ and $s^{n}$. By Lemma 9, we may therefore assume $q_{i} \leq q_{j}$. Again by pigeon hole principle, the run $r_{i}$ loops below $w_{1}$ in $s^{m}$ for some $m \geq 1$ with some state $p_{i} \in P$, say with weight $y_{i}$. Due to $x_{i} \neq x_{j}$, we have $m x_{i} \neq n y_{i}$ or $m x_{j} \neq n y_{i}$. Since $u$ can reach every state from $P$, the state $p_{i}$ is thus a rival of $q_{i}$ or $q_{j}$ with witnesses $u$ and $s^{n m}$. From the existence of $r_{i}$ and the assumption that $q_{i} \leq q_{j}$, we see that $p_{i}$ can occur prefix-independently both from $q_{i}$ and from $q_{j}$. This is a contradiction to the assumption that $\mathcal{A}$ does not satisfy the tree fork property. It must therefore hold that $x_{1}=\ldots=x_{|P|}$.

We let $x$ and $y$ be the weights such that $\mathcal{A}$ loops $s$ in $p$ with weight $x$ and in $q$ with weight $y$. Then from $x \neq y$ it follows that $n x \neq x_{1}$ or $n y \neq x_{1}$, so the states $q_{i}$ are either all rivals of $p$ or all rivals of $q$ with witnesses $u$ and $s^{n}$. We assume all $q_{i}$ to be rivals of $p$ and apply Lemma 10 to the mapping $f: P \rightarrow\left\{q_{1}, \ldots, q_{|P|}\right\}, r_{i}(\varepsilon) \mapsto q_{i}$ with $a=p$ to obtain $q_{j} \in P$ and $m \geq 1$ such that $f^{m}(p)=q_{j}=f^{m}\left(q_{j}\right)$. Then with $\tilde{s}=t\left\langle\diamond \rightarrow w_{2} v^{n_{1}}\right\rangle$, we see that the $\Gamma$-word $\tilde{s}^{m}$ is a $q_{j}$-p-fork, i.e., $\mathcal{A}$ satisfies condition (i) of the tree fork property.

## E. Paul

The previous lemma showed that if $P$ is the second entry of some rival from $\mathcal{S}$, states with second entry $P$ do not occur in the form of a triangle. The next lemma shows that even prefix-independent occurrences are restricted to a certain degree. Namely, if we have two rivals $(p, P)$ and $(q, P)$ with $p \leq q$, then all occurrences of $P$ are prefix-dependent on $(p, P)$.

- Lemma 12. Let $(p, P),(q, P) \in Q_{\mathcal{S}}$ be rivals in $\mathcal{S}$ with $p \leq q$. Furthermore, let $t^{\prime} \in T_{\Gamma}$ be a tree, $r^{\prime} \in \operatorname{Run}_{\mathcal{S}}\left(t^{\prime}\right)$ a run of $\mathcal{S}$ on $t^{\prime}$, and $w_{1} \in \operatorname{pos}\left(t^{\prime}\right)$ a position in $t^{\prime}$ with $r^{\prime}\left(w_{1}\right)=(p, P)$. Then all positions $w_{2} \in \operatorname{pos}\left(t^{\prime}\right)$ with $\pi_{2} \circ r^{\prime}\left(w_{2}\right)=P$ are prefix-dependent on $w_{1}$.

Proof (Sketch). We proceed by contradiction and take $(p, P),(q, P), t^{\prime}, r^{\prime}, w_{1}$ as in the statement of the lemma and assume that there exists a position $w_{2} \in \operatorname{pos}\left(t^{\prime}\right)$ which is prefix-independent from $w_{1}$ and for which $\pi_{2} \circ r^{\prime}\left(w_{2}\right)=P$. We show that under these assumptions, $\mathcal{A}$ satisfies condition (ii) of the tree fork property. For the rivals $(p, P)$ and $(q, P)$, let $u$ and $s$ be as in the definition of rivals.

As we have seen in the proof of Lemma 11, the tree $s^{|P|}(u)$ can reach $(p, P)$, so due to the construction of $\mathcal{S}$, it can also reach the state of $r^{\prime}$ at $w_{2}$. Thus, there exists a run of $\mathcal{S}$ on the tree $t=t^{\prime}\left\langle s^{|P|}(u) \rightarrow w_{2}\right\rangle$ for which the state at $w_{1}$ is $(p, P)$ and for which the second entry of every state at the beginning or end of an $s$-loop is $P$. We let $r$ be the projection of this run to the first entries of the states.

By pigeonhole principle, we find some subloop $s^{n}$ below $w_{2}$ in $r$ which loops in a state $p^{\prime} \in P$. Let $z$ be the weight of this loop and let $x$ and $y$ be the weights such that $\mathcal{A}$ loops $s$ in $p$ with weight $x$ and in $q$ with weight $y$. Due to $x \neq y$, we have $n x \neq z$ or $n y \neq z$. Since $u$ can reach every state from $P$, the state $p^{\prime}$ is a rival of $p$ or $q$ with witnesses $u$ and $s^{n}$. From the fact that $r\left(w_{1}\right)=p$ and the assumption that $p \leq q$, we see that $p^{\prime}$ can occur prefix-independently both from $p$ and from $q$. This is a contradiction to the assumption that $\mathcal{A}$ does not satisfy the tree fork property.

We can now prove that every run of $\mathcal{S}$ satisfies at least one of the following two conditions. If $(p, P)$ and $(q, P)$ are rivals with $p \leq q$, then for every run $r$ on a tree $t$ either (i) $(p, P)$ does not occur in $r$ or (ii) all states with second entry $P$ occur along a distinguished branch of $t$. This property enables us to apply the idea from the word case of using markers to indicate the first visit of a rival in a run. If $u$ is a witness for $(p, P)$ and $(q, P)$ to be siblings, there is in particular a run on $u$ which leads to $(p, P)$. This run then satisfies condition (ii) and since the second entries of runs on the same tree coincide, all states with second entry $P$ occur along a distinguished branch of $u$ in every run of $\mathcal{S}$ on $u$. This is true in particular for the two rivals $(p, P)$ and $(q, P)$.

- Theorem 13. Let $(p, P),(q, P) \in Q_{\mathcal{S}}$ be rivals in $\mathcal{S}$ with $p \leq q$. Then for every tree $t \in T_{\Gamma}$ and every run $r \in \operatorname{Run}_{\mathcal{S}}(t)$ of $\mathcal{S}$ on $t$, at least one of the following two conditions holds.
(i) The state $(p, P)$ does not occur in $r$, i.e., $r(w) \neq(p, P)$ for all $w \in \operatorname{pos}(t)$.
(ii) All states with second entry $P$ occur linearly in $r$, i.e., for all $w_{1}, w_{2} \in \operatorname{pos}(t)$ with $\pi_{2} \circ r\left(w_{1}\right)=\pi_{2} \circ r\left(w_{2}\right)=P$ we have $w_{1} \leq_{p} w_{2}$ or $w_{2} \leq_{p} w_{1}$.

Proof. Let $(p, P),(q, P), t, r$ be as in the statement of the theorem. Assume that (i) does not hold, i.e., there is a position $w \in \operatorname{pos}(t)$ with $r(w)=(p, P)$. Let $w_{1}, w_{2} \in \operatorname{pos}(t)$ be two positions with $\pi_{2} \circ r\left(w_{1}\right)=\pi_{2} \circ r\left(w_{2}\right)=P$. By Lemma 12, we see that then $w_{1}$ and $w_{2}$ are prefix-dependent on $w$. From the definition of the prefix relation, we see that if either $w_{1} \leq_{p} w$ or $w_{2} \leq_{p} w$, then all three positions are in prefix relation. We thus consider the case that $w \leq_{p} w_{1}$ and $w \leq_{p} w_{2}$. In this case, we see from Lemma 11 that $w_{1}$ and $w_{2}$ are prefix-dependent.
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We now construct the automaton which tracks the first occurrences of rivals, and whose runs we distribute across multiple automata in order to separate all rivals.

- Construction 14. Let $R_{1}, \ldots, R_{n} \subseteq Q_{\mathcal{S}}$ be an enumeration of all (unordered) pairs of rivals of $\mathcal{S}$, i.e., for all $i \in\{1, \ldots, n\}$ we have $R_{i}=\left\{\left(p_{i}, P_{i}\right),\left(q_{i}, P_{i}\right)\right\}$ such that $\left(p_{i}, P_{i}\right)$ and $\left(q_{i}, P_{i}\right)$ are rivals in $\mathcal{S}$ and for every two rivals $(p, P),(q, P) \in Q_{\mathcal{S}}$, we have $R_{i}=\{(p, P),(q, P)\}$ for some $i \in\{1, \ldots, n\}$. Since by Lemma 9 , we may assume that all rivals in $\mathcal{A}$ are in $\leq$-relation, we assume in the following that $p_{i}$ and $q_{i}$ are named such that $p_{i} \leq q_{i}$ for all $i \in\{1, \ldots, n\}$.

For each pair of rivals $R_{i}$, we define a set of markers by $I_{i}=\{0,|Q|+1\} \cup\left(\{1, \ldots,|Q|\} \times R_{i}\right)$. The set of all combined records of markers is defined by $I=I_{1} \times \ldots \times I_{n}$. For $\bar{a} \in I$, we denote by $\bar{a}[i]$ the $i$-th entry of $\bar{a}$.

Intuitively, the states of our new automaton will consist of a state from $\mathcal{S}$ together with a record of markers from $I$. However, in order to properly update markers, we need to know in each step the records of all other runs as well. Thus, our states will be from $Q_{\mathcal{S}} \times I \times \mathcal{P}\left(Q_{\mathcal{S}} \times I\right)$. In order to define the transition function of our new automaton, we first define how markers are updated. Assume we transition into the state $\mathbf{q} \in Q_{\mathcal{S}}$, we have $m$ subtrees below our current position in the tree, the runs we consider on these subtrees have obtained markers $\bar{a}_{1}, \ldots, \bar{a}_{m} \in I$, and the sets of states we could be in on these trees, together with their markers, are given by $A_{1}, \ldots, A_{m} \subseteq Q_{\mathcal{S}} \times I$.

Every pair $(\mathbf{p}, \bar{a}) \in A_{k}$ corresponds to exactly one run of $\mathcal{S}$ on the $k$-th subtree together with its markers. Since $\mathcal{S}$ is unambiguous, we can therefore assume that $\left|A_{k}\right| \leq|Q|$. Also, since $\bar{a}_{k}$ is the marker of a run on the $k$-th subtree, we may assume that $\left(Q_{\mathcal{S}} \times\left\{\bar{a}_{k}\right\}\right) \cap A_{k} \neq \emptyset$.

For $k \in\{1, \ldots, m\}$ and $i \in\{1, \ldots, n\}$, we define the sets of unassigned counters $B_{k}[i] \subseteq$ $\{1, \ldots,|Q|\}$ by $B_{k}[i]=\{1, \ldots,|Q|\} \backslash\left\{j \mid \exists(\mathbf{p}, \bar{a}) \in A_{k}\right.$ with $\left.\bar{a}[i] \in\{j\} \times R_{i}\right\}$. Then if for all $k \in\{1, \ldots, m\}$ we have $\left|A_{k}\right| \leq|Q|$ and $\left(Q_{\mathcal{S}} \times\left\{\bar{a}_{k}\right\}\right) \cap A_{k} \neq \emptyset$, we define the record of markers $\bar{b}$ for our current position by (explanations below)

$$
\bar{b}[i]= \begin{cases}0 & \text { if } m=0 \text { and } \mathbf{q} \notin R_{i} \\ (1, \mathbf{q}) & \text { if } m=0 \text { and } \mathbf{q} \in R_{i} \\ \bar{a}_{k}[i] & \text { if } k \in\{1, \ldots, m\} \text { satisfies: } \bar{a}_{l}[i]=0 \text { for all } l \neq k \text { and } \\ & \text { either } \bar{a}_{k}[i] \neq 0 \text { or } \mathbf{q} \notin R_{i} \\ \left(\min B_{k}[i], \mathbf{q}\right) & \text { if } \mathbf{q} \in R_{i} \text { and } k \in\{1, \ldots, m\} \text { satisfies: } \\ & \bar{a}_{k}[i]=0 \text { and for all } l \neq k \text { and all }(\mathbf{p}, \bar{a}) \in A_{l}: \bar{a}[i]=0 \\ |Q|+1 & \text { otherwise }\end{cases}
$$

for $i \in\{1, \ldots, n\}$. If $\left|A_{k}\right|>|Q|$ or $Q_{\mathcal{S}} \times\left\{\bar{a}_{k}\right\} \cap A_{k}=\emptyset$ for some $k$, we let $\bar{b}[1]=\ldots=$ $\bar{b}[n]=|Q|+1$. Note that $\min B_{k}[i]$ in above case distinction always exists since $\left|A_{k}\right| \leq$ $|Q|,\left(Q_{\mathcal{S}} \times\left\{\bar{a}_{k}\right\}\right) \cap A_{k} \neq \emptyset$, and in the case in question we have $\bar{a}_{k}[i]=0$. We define $\mathcal{I}\left(\mathbf{q}, \bar{a}_{1}, \ldots, \bar{a}_{m}, A_{1}, \ldots, A_{m}\right)=\bar{b}$.

Case 1 of the definition above means our current position is a leaf and $\mathbf{q}$ is not from $R_{i}$, so we assign the dummy marker 0 . Case 2 means our current position is a leaf and $\mathbf{q}$ is from $R_{i}$, so we assign the marker $(1, \mathbf{q})$. Case 3 means that either (1) there is exactly one subtree below our current position which already obtained a marker different from 0 and we keep this marker for our current position, or (2) the markers of all subtrees are 0 and $\mathbf{q}$ is also not from $R_{i}$, so we continue with the dummy marker 0 .

Case 4 means the markers of all subtrees below our current position are 0 , the state $\mathbf{q}$ is from $R_{i}$, and there is at most one subtree on which runs exist that obtained a marker for $R_{i}$. Then, we take the smallest number which is not already used in a marker for $R_{i}$ in any run on this subtree, and use this number together with $\mathbf{q}$ as the marker for our current position.

## E. Paul

Case 5, the "otherwise-case", applies in two situations. This case means that either (1) two distinct subtrees below our current position have already obtained a marker, or that (2) all markers below our current position are 0 and $\mathbf{q}$ is from $R_{i}$, but we cannot apply case 4 as there are two distinct subtrees on which runs exist which obtained markers for $R_{i}$. In other words, markers were assigned nonlinearly, and our run satisfies only condition (i) of Theorem 13. In this case, we assign the dummy marker $|Q|+1$.

The extra case covers the situation where in case 4 , the set $B_{k}[i]$ would be empty. This case is necessary to ensure our definition is formally complete, but in our applications of the operator $\mathcal{I}$ it will not actually occur.

We define our "run-marking" max-plus-WTA $\mathcal{B}=(\tilde{Q}, \Gamma, \tilde{\mu}, \tilde{\nu})$ as follows. We let $\tilde{Q}^{\prime}=$ $Q_{\mathcal{S}} \times I \times \mathcal{P}\left(Q_{\mathcal{S}} \times I\right)$ and let $\mathcal{B}$ be the trim part of the automaton $\mathcal{B}^{\prime}=\left(\tilde{Q}^{\prime}, \Gamma, \tilde{\mu}^{\prime}, \tilde{\nu}^{\prime}\right)$ defined for $a \in \Gamma$ with $\operatorname{rk}_{\Gamma}(a)=m$ and $\left(\mathbf{p}_{0}, \bar{a}_{0}, A_{0}\right), \ldots,\left(\mathbf{p}_{m}, \bar{a}_{m}, A_{m}\right) \in Q_{\mathcal{S}} \times I \times \mathcal{P}\left(Q_{\mathcal{S}} \times I\right)$ by

$$
\begin{aligned}
& \tilde{\mu}^{\prime}\left(\left(\mathbf{p}_{1}, \bar{a}_{1}, A_{1}\right), \ldots,\left(\mathbf{p}_{m}, \bar{a}_{m}, A_{m}\right), a,\left(\mathbf{p}_{0}, \bar{a}_{0}, A_{0}\right)\right)= \\
& \begin{cases}\mu_{\mathcal{S}}\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{m}, a, \mathbf{p}_{0}\right) & \text { if } \bar{a}_{0}=\mathcal{I}\left(\mathbf{p}_{0}, \bar{a}_{1}, \ldots, \bar{a}_{m}, A_{1}, \ldots, A_{m}\right) \text { and } \\
& A_{0}=\left\{\left(\mathbf{q}_{0}, \bar{b}_{0}\right) \in Q_{\mathcal{S}} \times I \mid \exists\left(\left(\mathbf{q}_{1}, \bar{b}_{1}\right), \ldots,\left(\mathbf{q}_{m}, \bar{b}_{m}\right)\right) \in\right. \\
& A_{1} \times \ldots \times A_{m} \text { with } \mu_{\mathcal{S}}\left(\mathbf{q}_{1}, \ldots, \mathbf{q}_{m}, a, \mathbf{q}_{0}\right) \neq-\infty \text { and } \\
\left.\bar{b}_{0}=\mathcal{I}\left(\mathbf{q}_{0}, \bar{b}_{1}, \ldots, \bar{b}_{m}, A_{1}, \ldots, A_{m}\right)\right\} \\
-\infty & \text { otherwise }\end{cases} \\
& \tilde{\nu}^{\prime}\left(\mathbf{p}_{0}, \bar{a}_{0}, A_{0}\right)=\nu_{\mathcal{S}}\left(\mathbf{p}_{0}\right) .
\end{aligned}
$$

The automaton $\mathcal{B}$ is trim, unambiguous, and satisfies $\llbracket \mathcal{B} \rrbracket=\llbracket \mathcal{A} \rrbracket$. Furthermore, if $(\mathbf{p}, \bar{a}, A)$ and $(\mathbf{q}, \bar{b}, B)$ are rivals in $\mathcal{B}$, we have $\bar{a}[i] \neq \bar{b}[i]$ for some $i \in\{1, \ldots, n\}$.

We come to our final construction where we distribute the runs of $\mathcal{B}$ across multiple automata. For every record of markers $\bar{c} \in I$, we construct one automaton $\mathcal{B}_{\bar{c}}$ which for each pair of rivals $R_{i}$ admits only runs using the markers 0 and $\bar{c}[i]$. All runs in which rivals occur nonlinearly are covered by admitting the marker $|Q|+1$. All other runs are covered by admitting an appropriate marker from $\{1, \ldots,|Q|\} \times R_{i}$.

- Construction 15. For every tuple $\bar{c} \in I$, we define a max-plus-WTA $\mathcal{B}_{\bar{c}}=\left(\tilde{Q}_{\bar{c}}, \Gamma, \tilde{\mu}, \tilde{\nu}\right)$ by removing states from $\mathcal{B}$ through

$$
\begin{aligned}
\tilde{Q}_{\bar{c}}= & \left\{(\mathbf{p}, \bar{a}, A) \in \tilde{Q} \mid \text { for all } i \in\{1, \ldots, n\} \text { it holds: if } \bar{c}[i]=|Q|+1 \text { then } \mathbf{p} \neq\left(p_{i}, P_{i}\right),\right. \\
& \text { and if } \bar{c}[i] \neq|Q|+1 \text { then } \bar{a}[i] \in\{0, \bar{c}[i]\}\} .
\end{aligned}
$$

The automata $\mathcal{B}_{\bar{c}}$ are unambiguous, their pointwise maximum is equivalent to the behavior of $\mathcal{A}$, and they all satisfy the twins property, which means that they can be determinized.

- Theorem 16. We have $\llbracket \mathcal{A} \rrbracket=\max _{\bar{c} \in I} \llbracket \mathcal{B}_{\bar{c}} \rrbracket$ and for every $\bar{c} \in I$, the automaton $\mathcal{B}_{\bar{c}}$ is unambiguous and satisfies the twins property.

We now obtain a finitely sequential representation of $\mathcal{A}$ by applying Theorem 2 to the automata $\mathcal{B}_{\bar{c}}$. In particular, we see that the behavior of a trim unambiguous max-plus-WTA is finitely sequential if it does not satisfy the tree fork property. This concludes the proof of Theorem 5.
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#### Abstract

We study a generalization of the classic paging problem that allows the amount of available memory to vary over time - capturing a fundamental property of many modern computing realities, from cloud computing to multi-core and energy-optimized processors.

It turns out that good performance in the "classic" case provides no performance guarantees when memory capacity fluctuates: roughly speaking, moving from static to dynamic capacity can mean the difference between optimality within a factor 2 in space and time, and suboptimality by an arbitrarily large factor. More precisely, adopting the competitive analysis framework, we show that some online paging algorithms, despite having an optimal $(h, k)$-competitive ratio when capacity remains constant, are not ( $3, k$ )-competitive for any arbitrarily large $k$ in the presence of minimal capacity fluctuations.

In this light it is surprising that several classic paging algorithms perform remarkably well even if memory capacity changes adversarially - in fact, even without taking those changes into explicit account! In particular, we prove that LFD still achieves the minimum number of faults, and that several classic online algorithms such as LRU have a "dynamic" $(h, k)$-competitive ratio that is the best one can achieve without knowledge of future page requests, even if one had perfect knowledge of future capacity fluctuations. Thus, with careful management, knowing/predicting future memory resources appears far less crucial to performance than knowing/predicting future data accesses.

We characterize the optimal "dynamic" $(h, k)$-competitive ratio exactly, and show it has a somewhat complex expression that is almost but not quite equal to the "classic" ratio $\frac{k}{k-h+1}$, thus proving a strict if minuscule separation between online paging performance achievable in the presence or absence of capacity fluctuations.
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## 1 Introduction

This work examines a generalization of the classic paging problem that allows the amount of available memory to vary over time. After briefly reviewing the paging problem (Subsection 1.1) this section motivates paging with dynamic capacity (Subsection 1.2) and provides an overview of our results and of the organization of the rest of the article (Subsection 1.3).

### 1.1 The paging problem

The memory/data storage system of modern computing devices is almost always organized as a hierarchy of several layers of progressively larger capacity but also higher access cost (in terms of both time and energy); efficiently orchestrating the flow of information across
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the memory hierarchy is crucial for performance. The most widely used model for studying this paging problem is that of a two-layer system: a smaller memory layer with a capacity of $k$ pages (data blocks), and a larger layer of infinite capacity whose pages can only be accessed by first copying them into memory - an operation termed a (page) fault. Given any sequence of pages that must be accessed in order, an algorithm for the paging problem must choose which page(s) to "evict" from memory, whenever a new page must be copied into it, so as to minimize the total number of faults.

The simple algorithm LFD (Longest Forward Distance) that evicts the page accessed furthest in the future has long been known to be optimal [4]. However, paging is often studied as an online problem, i.e. an algorithm can decide evictions only on the basis of past requests. A popular framework for evaluating the performance of online paging algorithms is that of competitive analysis [20]. A paging algorithm is said to have an $(h, k)$-competitive ratio of (no more than) $\rho$ if, for every request sequence, it incurs in expectation with a memory of capacity $k$ at most $\rho$ times as many faults as an optimal offline algorithm incurs with a memory of capacity $h \leq k$, plus a number of faults independent of the request sequence. The ratio $\frac{k}{h}$ is called the resource augmentation. Resource augmentation and competitive ratio capture, respectively, the space and access cost overheads incurred by an online algorithm.

Many simple, deterministic algorithms including $\mathrm{LRU}^{1}, \mathrm{FIFO}^{2}, \mathrm{FWF}^{3}$ and $\mathrm{CLOCK}^{4}$ have an $(h, k)$-competitive ratio of $\frac{k}{k-h+1}[30,8]$; and the same ratio holds for RAND $^{5}$ [29]. This ratio is optimal for deterministic algorithms, and even for randomized ones if page requests can depend on previous choices of the paging algorithm (the "adaptive adversary" model [29] which we adopt throughout the article ${ }^{6}$ ). Since $\frac{k}{k-k / 2+1}<2$, many simple online algorithms never fare worse than the optimal offline algorithm would on a memory system with half the capacity and twice the access cost. This justifies the use of competitive analysis for preliminary performance evaluation of paging algorithms. Its "worst-case" approach may be somewhat pessimistic, but it is not overly so for many popular online paging algorithms for which it provides guarantees of performance within a factor 2 of the optimal under any workload (in terms of faults and required memory capacity). In contrast, the finer granularity evaluation provided by experimental benchmarking is inevitably tied to specific workloads.
[8] and [10] provide two excellent surveys of the many variants of competitive analysis for the paging problem: these include somehow limiting the choice of the adversarial request sequence $[9,13,14,21]$, amortizing the performance evaluation over a spectrum of sequences [1, 2, 5] or of memory capacities [32], considering pages of different size and access cost [19, 32], and accounting for the non-zero cost of non-fault requests [31].
${ }^{1}$ Least Recently Used - evict the least recently accessed page.
2 First In First Out - evict the page brought least recently into memory.
${ }^{3}$ Flush When Full - evict all pages whenever memory is full and space is needed.
${ }^{4}$ Mark any page accessed; to evict a page, cycle through pages, unmarking those found marked and evicting the first found unmarked.
${ }^{5}$ Evict a page chosen uniformly at random.
${ }^{6}$ More precisely, in the online adaptive adversary model, the choices of the reference offline algorithm can depend only on the past random choices of the online algorithm; in the offline adaptive adversary model they can depend on the random choices of the online algorithm over the entire request sequence. The bounds above - and in fact all the bounds in this article - hold for both models, with one exception: the upper bound on the competitive ratio of RAND above, and the corresponding upper bound we provide for RAND in Theorem 10, only hold in the adaptive online model.
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### 1.2 Memory capacity often varies over time

In all variants of the paging problem, until a few years ago memory capacity was always fixed throughout the request sequence. This no longer reflects many computing realities. In a cloud computing environment, the amount of physical memory available to an individual virtual machine varies considerably over time depending on the virtual machine's load and on the number, load and relative class of service of other virtual machines hosted on the same hardware. Even on a simple PC, most modern operating systems have and use the option of declaring some critical virtual pages temporarily "unswappable", pinning them in main memory and thus reducing the amount of main memory available to user processes. Memory fluctuations also take place when considering the cache-RAM interface - in which case memory represents cache memory and pages represent cache lines. In many multi-core processor designs cache capacity is partitioned dynamically between different cores [28]. And low-power chip designs can often dynamically disable underutilized portions of the cache to save energy [18], again resulting in a capacity that can vary over time.

Note that, although there exists a large body of work on servicing the same request sequence with a policy that is simultaneously "good" on memories of different [32] and perhaps unknown [15] but unchanging capacity, allowing capacity to vary dynamically during the course of the computation is an entirely different problem; as we shall see, a solution to the former does not guarantee even an approximate solution to the latter.

A seminal work considering memory fluctuations in a hierarchical memory system is [3], that presents efficient algorithms for problems such as sorting or FFT assuming each algorithm can explicitly choose which pages to keep in memory. A slightly different approach is that taken by the recent literature on cache-adaptive algorithms for sorting, FFT and many other problems $[6,7]$, where management of the memory is devolved to an "automatic optimal" page replacement policy; the choice is justified by showing that a LRU policy is $O(1)$-competitive with $O(1)$ resource augmentation.

Our work instead focuses on the page replacement policy itself, assuming as in classic paging that the request sequence is provided by an adversary. The adversary also controls how memory capacity fluctuates between 1 and $k$ pages; these fluctuations may be either known beforehand to the paging algorithm (an "offline" problem), or unknown until they take place (an "online" problem). We stress that, when comparing different paging algorithms, we take a slightly different approach from that of [7]: we assume identical/proportional memory capacity when servicing the same page request, whereas [7] assumes identical/proportional capacity after an identical/proportional number of faults. As [7] itself notes when referencing this work (the preliminary version of which predates [7]), both models are natural and reflect a different emphasis on what may initiate capacity changes.

Another related, but fundamentally different, paradigm is that of $R A M$ rental [11, 23], where memory capacity fluctuates under control of the paging algorithm and the goal is to minimize a linear combination of average capacity and fault rate over time. In practice there are very strong constraints on the set of admissible capacity values, on how they can change over time, and on their relative costs (which may themselves fluctuate). Also, a number of architectural approaches (e.g. [12]) decouple the portion of the system responsible for page replacement from that responsible for capacity allocation. Then, assuming as we do that capacity fluctuations are not controlled by the paging algorithm (in fact, that they may be unknown beforehand and even chosen adversarially) leads to a more robust evaluation of page replacement policies.
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### 1.3 Our results

The rest of this article is organized as follows. Section 2 introduces some formalism and terminology. In particular, it extends the notion of "online vs. offline" problem to encompass the extra dimension of future memory capacity, and it extends the notion of $(h, k)$-resource augmentation to the dynamic capacity scenario (in a nutshell, restricting the offline algorithm to at most a fraction $\frac{h}{k}$ of the online algorithm's current memory capacity).

Section 3 shows the existence of online paging algorithms that have an (optimal) $(h, k)$-competitive ratio of $\frac{k}{k-h+1}$ in the "classic" paging model, and yet are no longer $(3, k)$-competitive for any arbitrarily large $k$ if their memory capacity is subject to single page fluctuations. This very negative result provides strong justification for our inquiry, as one cannot infer performance in the presence of (even minimal) memory fluctuations from performance in their absence.

In this light, it is surprising that many well-known algorithms perform remarkably well in the presence of memory fluctuations even if those fluctuations are chosen adversarially. In Section 4 we show that the classic LFD algorithm remains strictly optimal for all possible memory capacity fluctuations even though it does not explicitly take those fluctuations into account (i.e. it is an online algorithm in terms of memory fluctuations). We also show that in the dynamic capacity framework every online algorithm that is either marking [14] like LRU, FWF or MARK ${ }^{7}$, or dynamically conservative (a simple refinement of the notion of "conservative algorithm" $[33])$, like LRU, CLOCK or FIFO, has an $(h, k)$-competitive ratio no larger than $\rho_{E L}(h, k)=\max _{k^{\prime} \leq k, k^{\prime} \in \mathcal{N}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor}{ }^{8}$. Exactly the same bound holds for RAND (against an online adaptive adversary).

Section 5 analyses $\rho_{E L}(h, k)$. We show that it is a lower bound to the $(h, k)$-competitive ratio achievable by any online paging algorithm in the presence of memory fluctuations, proving the optimality of marking and dynamically conservative algorithms. We also show that $\rho_{E L}(h, k)$ almost, but not quite, matches the "classic" bound of $\frac{k}{k-h+1}$ on the $(h, k)$-competitive ratio. More precisely, $\rho_{E L}(h, k)$ is always less than $\left(1+\frac{1}{k}\right)$ times the classic $\frac{k}{k-h+1}$ ratio - and if $h>k-\sqrt{k}$ the two quantities actually coincide. However, $\rho_{E L}(h, k)$ is also at least $1+\left(\frac{1}{k}-\frac{2}{k^{2}}\right)$ times as large as $\frac{k}{k-h+1}$ for any odd $h$ and $k=2 h$, which proves a strict if minuscule separation between performance achievable in the presence and absence of memory fluctuations.

Section 6 briefly looks at the implications of our results for the RAM rental problem. In a nutshell, since many simple replacement are near optimal regardless of capacity fluctuations, RAM rental is simplified into the problem of just choosing a "good" capacity sequence without worrying about replacement.

Finally, Section 7 summarizes our results and looks at their significance and at possible directions of future work.

## 2 Some formalism/terminology

We can easily extend the notion of request sequence $\sigma=r_{1}, r_{2}, \ldots$ to the case of memory fluctuations. We simply assume that, interleaved with standard page requests, it is possible to have two additional types of requests, growths and shrinks. On a growth, memory capacity increases by 1 page; on a shrink, it decreases by 1 - and if the memory was full a page must

[^75]
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be evicted. We assume that initially memory capacity is 0 . Throughout the rest of the article, we denote a growth request by the symbol + and a shrink request by the symbol - , and we denote $k$ consecutive growths / shrinks by $+^{k}$ and $-{ }^{k}$. Thus, a standard request sequence $p_{1}, \ldots, p_{n}$ on a memory of capacity $k$ simply becomes $+{ }^{k}, p_{1}, \ldots, p_{n}$ in the more general dynamic capacity framework.

The request sequence automatically induces a page sequence $\pi=<p_{1}, p_{2}, \cdots>$ (the sequence of requested pages $p_{1}, p_{2}, \ldots$, as in the classic paging problem) and a capacity sequence $\mu=m_{1}, m_{2}, \ldots$ where $m_{i}$ is the memory capacity immediately before the request for $p_{i}$ (i.e. it is equal to the number of +s minus the number of -s in the request prefix ending with $p_{i}$ ). Note that the presence of growths and shrinks introduces a second aspect of "onlineness". More formally:

- Definition 1. A paging algorithm ALG is online relative to the page sequence if its eviction choices before servicing a request are independent of any future page requests; otherwise it is offline relative to the page sequence. Similarly, ALG is online relative to the capacity sequence if its eviction choices before servicing a request are independent of any subsequent growths and shrinks; otherwise it is offline relative to the capacity sequence. ALG is a fully online, partially offline and fully offline paging algorithm if it is online relative to (respectively) both, one, or neither of the page and the capacity sequence.

Thus, in the dynamic capacity model, all well-known paging algorithms such as LRU, FIFO, FWF, CLOCK, RAND and MARK are fully online, and LFD is partially offline, being offline relative to the page sequence but online relative to the capacity sequence.

We can easily extend the notion of $(h, k)$-competitive ratio to the dynamic capacity model by comparing the cost (i.e. number of faults) incurred by an online algorithm whose memory capacity never exceeds $k$ to the cost incurred by an offline algorithm whose memory capacity never exceeds $\frac{h}{k}$ times that of the online algorithm. More formally, denote by OPT the optimal offline algorithm, and by $c_{A L G}(\pi, \mu)$ the cost incurred by an algorithm ALG when servicing a page sequence $\pi=p_{1}, \ldots, p_{n}$ with a capacity sequence $\mu=m_{1}, \ldots, m_{n}$. Also, given a capacity sequence $\mu=m_{1}, \ldots, m_{n}$ and a non-negative number $a$, denote by $\lfloor a \cdot \mu\rfloor$ the capacity sequence $m_{1}^{\prime}, \ldots, m_{n}^{\prime}$ with $m_{i}^{\prime}=\left\lfloor a \cdot m_{i}\right\rfloor$. Then:

- Definition 2. A paging algorithm ALG has a dynamic ( $h, k$ )-competitive ratio of (at most) $\rho$ if there exists some constant $d$ such that, for any page sequence $\pi=p_{1}, \ldots, p_{n}$ and any capacity sequence $\mu=m_{1}, \ldots, m_{n}$ such that, $\forall i, m_{i} \leq k$ :

$$
c_{A L G}(\pi, \mu) \leq \rho \cdot c_{O P T}\left(\pi,\left\lfloor\frac{h}{k} \cdot \mu\right\rfloor\right)+d
$$

Note that the dynamic $(h, k)$-competitive ratio of an algorithm is always an upper bound to its $(h, k)$-competitive ratio. Thus online paging with dynamic capacity is in some sense "harder" than classic online paging, and no online algorithm can have a dynamic $(h, k)$-competitive ratio lower than the "classic" ratio $\frac{k}{k-h+1}$.

## 3 Minimal capacity fluctuations can lead to arbitrarily large performance degradation

This section shows that there exist online paging algorithms that do not depend explicitly on memory capacity, and that have an optimal $(h, k)$-competitive ratio in the classic setting of fixed memory capacity, but are not competitive at all, even with arbitrary resource augmentation, when faced with even slight fluctuations in memory capacity. Consider the
online paging algorithm LFRU (Least Frequently / Recently Used) that starts as LRU and then alternates between LFU and LRU - switching from LRU to LFU after any palindrome subsequence incurring more faults in its second half, and switching from LFU to LRU after any palindrome subsequence incurring more faults in its first half:

```
Algorithm 1 LFRU: service \(p_{0}, \ldots, p_{n}\) as follows.
    at \(p_{0}\) POLICY \(\leftarrow\) LRU
    for \(i=1 \ldots n\) do
        if at \(p_{i}\) POLICY \(=\) LRU AND \(\exists j<i\) :
        \(<p_{j} \ldots p_{i}>\) is palindrome AND faults \(\left(p_{j} \ldots p_{\left\lfloor\frac{i+j}{2}\right\rfloor}\right)<\operatorname{faults}\left(p_{\left\lceil\frac{i+j}{2}\right\rceil} \ldots p_{i}\right)\)
        then at \(p_{i+1}\) POLICY \(\leftarrow\) LFU
        else if at \(p_{i}\) POLICY \(=\operatorname{LFU}\) AND \(\exists j<i\) :
        \(<p_{j} \ldots p_{i}>\) is palindrome AND faults \(\left(p_{j} \ldots p_{\left\lfloor\frac{i+j}{2}\right\rfloor}\right)>\operatorname{faults}\left(p_{\left\lceil\frac{i+j}{2}\right\rceil} \ldots p_{i}\right)\)
        then at \(p_{i+1}\) POLICY \(\leftarrow\) LRU
    end for
```

We would convince the reader that LFRU, while undoubtedly artificial and difficult to implement in practice, is not too different from many real-world paging heuristics designed for static memory capacity (note that the behaviour of LFRU, like that of LRU and LFU, does not depend explicitly on memory capacity). In fact, pure LRU tends to be outperformed in practice by various LRU/LFU hybrids [22, 24]. The main reason is the common coexistence of "local" or "temporal" computations sporting a high degree of temporal locality and data reuse, and "streaming" computations that access long sequences of sequential data without any temporal locality. In such cases, under LRU and similar policies such as CLOCK, streaming data not only gain no benefit from being kept in the fast memory layer (since every new access is a fault) but actively pollute it, forcing the eviction of temporal data and preventing the temporal computation from deriving more than a minimal benefit from the fast memory layer. One possible solution is to combine LRU with eviction schemes biased, like LFU, against data that have no reuse history even if their last (and only) access was very recent. And since LRU performs best when future requests are a "mirror image" of the past, it may seem reasonable to switch to it when such palindrome sequences sport good data-reuse behaviour, and switch to LFU when such palindrome sequences exhibit sport poor data-reuse behaviour - which is what LFRU does.

It turns out that LFRU has an optimal $(h, k)$-competitive ratio in the classic paging model where memory capacity is fixed. At the same time, even if faced with capacity fluctuations of just a single page, and even if allowed the use of an arbitrarily large amount of memory, LFRU's fault rate can be arbitrarily larger than that of an offline algorithm running with just 3 pages of memory. More formally we prove:

- Theorem 3. LFRU has an $(h, k)$-competitive ratio equal to $\frac{k}{k-h+1}$ if memory capacity is constant, but has no finite dynamic ( $h, k$ )-competitive ratio for any $h \geq 3$ and any arbitrarily large $k$.

Proof. Let us first prove that LFRU has an $(h, k)$-competitive ratio equal to $\frac{k}{k-h+1}$ if memory maintains an arbitrary but fixed capacity $k$. We need only prove that, as long as LFRU keeps behaving as LRU, on no page request sequence a palindrome subsequence incurs more faults in its second half: then LFRU keeps behaving exactly as LRU and shares its $(h, k)$-competitive ratio of $\frac{k}{k-h+1}$.
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Consider a palindrome page subsequence $\pi=p_{i_{1}}, \ldots, p_{i_{\ell}}, p_{i_{\ell}}, \ldots, p_{i_{1}}$ of even length $2 \ell$, containing $\lambda \leq \ell$ distinct pages $p_{1}, \ldots, p_{\lambda}$. Note that, if $\lambda \leq k$, by the end of the first half of $\pi$ the $\lambda$ most recently requested pages are $p_{i}, \ldots, p_{\lambda}$, which are then in memory and prevent any fault from taking place during the second half of $\pi$. Then, we need only consider the case $\lambda>k$

Let us focus on the first half of $\pi$. For each distinct page, we analyse separately the first request to it (which we call a cold request), and the remaining requests, if any (which we call hot requests). The $i^{t h}$ cold request is certainly a fault for any $i>k$, since at least $k$ distinct pages have been requested before it in $p_{i_{1}}, \ldots, p_{i_{\ell}}$; so the number of cold requests incurring faults is at least $\ell-k$. Let us now look at hot requests, and let $r_{i}$ be the number of hot requests of $p_{i}$ in the first half of $\pi$. For $1 \leq i \leq \lambda$ and $1 \leq j \leq r_{i}$, let $D_{i}^{j}$ be the set of distinct pages requested between the $j^{t h}$ hot request for $p_{i}$ and the previous request for $p_{i}$, inclusive (so $D_{i}^{j}$ always includes $p_{i}$ ). Then the $j^{t h}$ hot request to $p_{i}$ is a fault if and only if $\left|D_{i}^{j}\right|>k$, and the total number of faults in $p_{i_{1}}, \ldots, p_{i_{\ell}}$ is:

$$
\begin{equation*}
f_{\pi}^{\frac{1}{2}} \geq(\ell-k)+\left|\left\{(i, j):\left|D_{i}^{j}\right|>k\right\}\right| \tag{1}
\end{equation*}
$$

Let us now focus on the second half of $\pi$. Again, we divide requests for any distinct page into a cold request (the first) and hot requests (subsequent ones, if any). The first $k$ cold requests of $p_{i_{\ell}}, \ldots, p_{i_{1}}$ are for the last $k$ distinct pages requested in $p_{i_{1}}, \ldots, p_{i_{\ell}}$, which are then present in memory at the beginning of $p_{i_{\ell}}, \ldots, p_{i_{1}}$. So in $p_{i_{\ell}}, \ldots, p_{i_{1}}$ none of the first $k$ cold requests incurs a fault, yielding and at most $\lambda-k$ faults on cold requests. Let us now look at the hot requests of $p_{i_{\ell}}, \ldots, p_{i_{1}}$; those for $p_{i}$ are obviously $r_{i}$, as in the first half of $\pi$. For $1 \leq i \leq \lambda$ and $1 \leq j \leq r_{i}$, let $\bar{D}_{j}^{i}$ be set of distinct pages between the $j^{t h}$ hot request for $p_{i}$ and its previous request, including $p_{i}$ itself; then the $j^{t h}$ hot request for $p_{i}$ is a fault if and only if $\left|\bar{D}_{i}^{j}\right|>k$, and the total number of faults in $p_{i_{\ell}}, \ldots, p_{i_{1}}$ is:

$$
\begin{equation*}
\bar{f}_{\pi}^{\frac{1}{2}} \leq(\ell-k)+\left|\left\{(i, j):\left|\bar{D}_{i}^{j}\right|>k\right\}\right| \tag{2}
\end{equation*}
$$

It is crucial to observe that, since $\pi$ is palindrome, $\bar{D}_{j}^{i}=D_{r_{i}-j+1}^{i}$. Then $\mid\left\{(i, j):\left|\bar{D}_{i}^{j}\right|>\right.$ $k\}\left|=\left|\left\{(i, j):\left|D_{i}^{j}\right|>k\right\}\right|\right.$ and $f_{\pi}^{\frac{1}{2}} \geq \bar{f}_{\pi}^{\frac{1}{2}}$. The analysis is virtually identical for palindrome subsequences of odd length; and thus with static memory capacity LFRU incurs no more faults on the second half of any palindrome subsequence than in the first half and has an $(h, k)$-competitive ratio equal to $\frac{k}{k-h+1}$.

To prove that LFRU can incur arbitrarily more faults than an optimal offline algorithm OPT when memory capacity fluctuates - even if OPT is limited to a capacity fluctuating between capacity 3 and 2 , while LFRU's fluctuates between $3 m$ and $3 m-1$ for an arbitrarily large $m$ - we show how LFRU can be coaxed into, and kept in, LFU behaviour, and how that behaviour can result in arbitrarily more faults than OPT even with arbitrarily larger capacity.

Denoting by $r^{m}$ the concatenation of $m$ consecutive copies of $r$, consider a page sequence formed by a prefix $\pi_{1}=<p_{1}, p_{2}, p_{3}^{\ell} \ldots, p_{3 m}^{\ell}, p_{1}, p_{2}, p_{3}, \ldots, p_{3 m}, p_{3 m}, \ldots, p_{2}, p_{1}>$ followed by a suffix $p_{2}=\left(p_{2}, p_{1}\right)^{\ell-1}$. Assume LFRU's memory capacity while servicing $\pi_{1}$ remains equal to $3 m$ except for the last $3 m$ requests, during which it drops by 1 to $3 m-1$; and assume it then remains equal to $3 m-1$ while servicing $\pi_{2}$. It is immediate to see that when capacity drops $p_{1}$ is evicted, and that the last $6 m$ requests of $\pi_{1}$ form a palindrome subsequence experiencing a fault (only) on the last request. Thus, on that request, LFRU switches to LFU behaviour, and evicts $p_{2}$ (which, like $p_{1}$, has experienced $\ell-1$ fewer requests than every other page $\left.p_{i}, i \geq 3\right)$. Then LFRU services $\pi_{2}=\left(p_{2}, p_{1}\right)^{\ell-1}$ with memory capacity $3 m-1$
by alternatively evicting $p_{2}$ and $p_{1}$ in turn, since $p_{1}$ and $p_{2}$ remain until the end of $\pi_{2}$ the two pages having experienced the fewest requests so far; thus LFRU incurs at least $2 \ell-2$ faults to service $\pi_{2}$.

An optimal algorithm (or even just LRU) with memory capacity 3 throughout all but the last $3 m$ requests of $\pi_{1}$, and with memory capacity 2 thereafter, would instead incur no more than $3 m+3 m+3 m=9 m$ faults during $\pi_{1}$, and no faults at all during $\pi_{2}$ (retaining only $p_{1}$ and $p_{2}$ in memory). Thus, since $\ell$ can be chosen arbitrarily larger than $m$, LFRU cannot have a finite $(3,3 m)$-competitive ratio for any arbitrarily large $m$.

## 4 Dealing with adversarial fluctuations efficiently - and "implicitly"

In the light of Theorem 3 it may be surprising that many well-known "good" paging algorithms still perform remarkably well in the dynamic capacity setting - even though they do not take memory fluctuations into explicit account. It is very easy to prove:

- Theorem 4. LFD incurs the minimal number of faults on any request sequence.

Proof. We can safely ignore algorithms leaving unoccupied space in memory after an eviction, as such an eviction could be delayed without incurring additional faults. Let a page be close if it will be accessed before another page currently in memory, far otherwise. LFD is the algorithm evicting no close pages. We prove the theorem showing that one can always eliminate the earliest close eviction without altering previous evictions or increasing the number of faults.

Let $p$ be the close page evicted earliest, at time $t$, by an algorithm $A L G$ servicing a request sequence. Consider the algorithm $\overline{A L G}$ that operates as $A L G$ until $t$, when it instead evicts a far page $\bar{p}$, and then operates as follows. Denote by $M$ and $\bar{M}$ the sets of pages respectively in $A L G$ 's and $\overline{A L G}$ 's memory. When both $A L G$ and $\overline{A L G}$ must incur an eviction, $\overline{A L G}$ evicts the same page as $A L G$ if possible; otherwise, when $\overline{A L G}$ must incur an eviction, it evicts a page not in $M$ (as soon as $\bar{M}=M, A L G$ and $\overline{A L G}$ coincide). After $t$, let $t^{\prime}$ be the time of the first request or eviction of either $p$ or $\bar{p}$. Until $t^{\prime}$ ALG and $\overline{A L G}$ incur exactly the same faults and evictions, and thus $M \backslash \bar{M}=\{\bar{p}\}$ and $\bar{M} \backslash M=\{p\}$. At $t^{\prime} \overline{A L G}$ evicts $p$ if and only if $A L G$ evicts $\bar{p}$ - in which case $M$ and $\bar{M}$ converge. Otherwise $p$ is requested at $t^{\prime}$ and $A L G$, but not $\overline{A L G}$, incurs a fault; and since $\overline{A L G}$ never evicts a page unless $A L G$ also has evicted it, $|\bar{M} \backslash M|$ never increases after $t$, and drops to 0 no later than the first fault incurred by $\overline{A L G}$ and not by $A L G$. In both cases $\overline{A L G}$ incurs no more misses than ALG.

It is interesting to note that Theorem 4 yields as an immediate corollary Theorem 4.1 in [17] - in a nutshell, for a given, dynamically changing, partition of the memory space between different processes, using LFD for each process on its own partition yields the minimum total number of faults. It is not, however, immediately obvious that the result in [17] implies the thesis of Theorem 4. Furthermore, the result in [17] is only stated, and not proved - the proof is deferred to the full version of the article because of its complexity compared to the "classic" proof of LFD's optimality.

Let us now focus on online paging algorithms. It turns out that the dynamic ( $h, k$ ) -competitive ratio achievable by many well-known online algorithms is almost, but not quite, as good as the "plain" $(h, k)$-competitive ratio $\frac{k}{k-h+1}$ - and in particular equal to:

$$
\rho_{E L}(h, k)=\max _{k^{\prime} \leq k, k^{\prime} \in \mathcal{N}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor}
$$

## E. Peserico

The formula for $\rho_{E L}$ is more complex, but vaguely reminiscent of the formula for the "classic" $(h, k)$-competitive ratio; and indeed it is easy to verify that for $h=k$ both equal $k$. A detailed analysis of the behaviour of $\rho_{E L}$, including a proof that it is a lower bound on the dynamic ( $h, k$ )-competitive ratio of any online algorithm, can be found in the following Section 5. The remainder of this section is devoted to proving that a dynamic $(h, k)$-competitive ratio $\rho_{E L}(h, k)$ is indeed achieved by all marking algorithms ${ }^{9}$ (including MARK, LRU and FWF), by RAND, and by all dynamically conservative algorithms. The latter form a class of algorithms that is slightly narrower than that of conservative algorithms ${ }^{10}[33]$ but still includes LRU, FIFO and CLOCK. The cornerstone of the analysis lies in the notion of short subsequence, which is the "correct" extension of the concept of $k$-phase to dynamic capacity:

- Definition 5. Given a generic (sub)sequence of consecutive requests, its width is the number of distinct pages in it.
- Definition 6. Consider a generic request sequence $\sigma$, and a subsequence $\sigma^{\prime}$ of consecutive requests in $\sigma$ (including page requests, growths and shrinks). $\sigma^{\prime}$ is short if, for every prefix $\pi$ of $\sigma^{\prime}$, the width of $\pi$ does not exceed the memory capacity at the end of $\pi$.
- Definition 7. A dynamically conservative algorithm never incurs more than $w$ faults on any short subsequence of width $w$.

Note that a dynamically conservative algorithm is also always a conservative algorithm according to the definition of [33] since with a memory of fixed capacity $k$ every short subsequence involves access to at most $k$ pages, and thus incurs at most $k$ faults. The converse is not true: LFRU from Section 3 is conservative but not dynamically conservative. However, we can easily prove:

- Theorem 8. LRU, FIFO and CLOCK are dynamically conservative.

Proof. It is not difficult to verify that all three algorithms have the following property: if a page $p$ is brought into memory at time $t$, and a page $p^{\prime}$ already in memory at time $t$ and is never accessed again, then $p^{\prime}$ will be evicted before $p$. This holds for LRU because $p$ is more recently accessed than $p^{\prime}$. It holds for FIFO because $p^{\prime}$ entered the memory before $p$. It holds for CLOCK because after $t$ the unmark/evict process will encounter $p^{\prime}$ before encountering $p$ - thus either evicting or at least unmarking $p^{\prime}$ before unmarking $p$, and thus certainly evicting it before evicting $p$. Then none of the three algorithms evicts a page accessed during a short sequence before the end of the sequence (since there is always sufficient memory to hold all pages accessed during the sequence), and thus none can incur more faults than the width of the sequence.

The main result of this section is then:

- Theorem 9. The dynamic ( $h, k$ )-competitive ratio of any online paging algorithm that is either marking or dynamically conservative is no larger than $\rho_{E L}(h, k)$.

Proof. Let us begin with marking algorithms. The proof bears some resemblance to that of the static case, with a number of subtle but profound differences. One such difference is that, instead of partitioning the request sequence into maximal length phases each involving
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access to $k$ distinct pages, we partition it into maximal short sequences $\pi_{1}, \ldots, \pi_{n}$ where $\pi_{i}$ is the longest short sequence beginning immediately after the end of $\pi_{i-1}$. Furthermore, the strategy of analysing each short subsequence in isolation does not work, and we can only bound the ratio over the whole sequence, through careful accounting and a potential argument.

Denote by $w_{i}$ the width of $\pi_{i}$. We can assume without loss of generality that the request sequence ends with a page request, so $w_{i}>0 \forall i$. Note that, for $i>1$, the first request $\pi_{i, 1}$ of $\pi_{i}$ must be either a shrink or a request for a page not in $\pi_{i-1}$; in the first case we say that $\pi_{i-1}$ is capacity bound, in the second that it is page bound.

It is easy to verify by simultaneous induction the following claims hold for all $i$ :

1. All pages in memory are unmarked when $\pi_{i, 1}$ is serviced.
2. Every one of the $w_{i}$ pages accessed during $\pi_{i}$ (and no other page) remains marked and thus in memory until the end of $\pi_{i}$.
3. Immediately before $\pi_{i+1,1}$ is serviced, the memory is full and holds $w_{i}$ pages, all marked.

Claim 1 holds trivially for $i=1$. If Claim 1 holds for $i$, Claim 2 also holds for $i$, since until the end of $\pi_{i}$ the memory is large enough to accommodate all pages accessed so far during $\pi_{i}$, which are the only ones marked. If Claim 2 holds for $i$, Claim 3 also holds for $i$, since immediately before $\pi_{i+1,1}$ is serviced the memory capacity exactly matches the number of distinct pages accessed in $\pi_{i}$. If Claim 3 holds for $i$, Claim 1 holds for $i+1$ (proving the inductive step), since the first request of $\pi_{i+1}$ must be either a shrink or a request for a page not in $\pi_{i}$, and thus causes all pages in memory to become unmarked.

From Claim 2 it is obvious that a marking algorithm incurs a number of faults at most equal to $w_{i}$ during short sequence $\pi_{i}$, for a total number of faults equal to at most:

$$
\begin{equation*}
c_{A L G} \leq \sum_{i=1}^{n} w_{i} \tag{3}
\end{equation*}
$$

Let us compute the number of faults incurred by any other algorithm $\overline{A L G}$ with a memory of capacity at most $\frac{h}{k}$ times that of the marking algorithm, in the interval $\pi_{i}^{\prime}$ from immediately after the first request $\sigma$ of $\pi_{i}$ is serviced, to immediately after the first request of $\pi_{i+1}$ is serviced or to the end of the request sequence if $i=n$. Let $r_{i}$ be equal to 1 if $\pi_{i}$ is page bound, and to 0 if it is capacity bound, for $1 \leq i<n$, and let $r_{0}=0$ and $r_{n}=0$. Remember that the first request of a short phase $\pi_{i}$ is a shrink if $\pi_{i-1}$ is capacity bound, and a page not in $\pi_{i-1}$ if $\pi_{i-1}$ is page bound - and a growth if $i=1$. Denoting by $w_{i}^{\prime}$ the number of distinct pages in $\pi_{i}^{\prime}$ after removing the page involved in the first request of $\pi_{i}$ if any (i.e. if $\pi_{i-1}$ is page bound), we can then write for $1 \leq i \leq n$ :

$$
\begin{equation*}
w_{i}^{\prime}=-r_{i-1}+w_{i}+r_{i} \tag{4}
\end{equation*}
$$

The subset of these pages in the memory of $\overline{A L G}$ immediately before servicing the first request of $\pi_{i}^{\prime}$ is then at most:

$$
m_{i}= \begin{cases}0 & \text { if } i=1  \tag{5}\\ \left\lfloor\frac{h}{k}\left(w_{i-1}-1\right)\right\rfloor & \text { if } i>1\end{cases}
$$

Equation 5 is immediate if $i=1$ or if $\pi_{i-1}$ is capacity bound - since then the first request of $\pi_{i}$ shrinks the memory available to $A L G$ from $w_{i-1}$ to $w_{i-1}-1$. If instead $\pi_{i-1}$ is page bound, of the $\left\lfloor\frac{h}{k} w_{i-1}\right\rfloor$ pages $\overline{A L G}$ 's memory can hold, one must be the first
page of $\pi_{i}$ that has just been requested and that does not contribute to $m_{i}$ - leaving only $\left\lfloor\frac{h}{k} w_{i-1}\right\rfloor-1 \leq\left\lfloor\frac{h}{k}\left(w_{i-1}-1\right)\right\rfloor$. Then the total number of faults incurred by $\overline{A L G}$ is at least:

$$
\begin{equation*}
\left.\sum\left(w_{i}^{\prime}-m_{i}\right) \geq \sum_{i=1}^{n}\left(-r_{i-1}+w_{i}+r_{i}\right)-\sum_{i=2}^{n}\left\lfloor\frac{h}{k}\left(w_{i-1}\right)-1\right)\right\rfloor \geq \sum_{i=1}^{n}\left(w_{i}-\left\lfloor\frac{h}{k}\left(w_{i}-1\right)\right\rfloor\right) \tag{6}
\end{equation*}
$$

Remembering that both $w_{i}$ and $w_{i}-\left\lfloor\frac{h}{k}\left(w_{i}-1\right)\right\rfloor$ with $h \leq k$ are positive, and that $\forall a, b, c, d>0$ we have that $\frac{a+b}{c+d}=\frac{c}{c+d} \cdot \frac{a}{c}+\frac{d}{c+d} \cdot \frac{b}{d} \leq \max \left(\frac{a}{c}, \frac{b}{d}\right)$, the dynamic $(h, k)$-competitive ratio of $A L G$ is at most:

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} w_{i}}{\sum_{i=1}^{n}\left(w_{i}-\left\lfloor\frac{h}{k}\left(w_{i}-1\right)\right\rfloor\right)} \leq \max _{i} \frac{w_{i}}{w_{i}-\left\lfloor\frac{h}{k}\left(w_{i}-1\right)\right\rfloor} \leq \max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor} \tag{7}
\end{equation*}
$$

This proves the theorem for marking algorithms. The proof for dynamically conservative algorithms proceeds identically, except for the fact that in this case one can immediately obtain, from Definition 7, the bound given by Equation 3 on the cost incurred by the online algorithm.

The analysis of RAND faces similar difficulties similar to those in the proof of Theorem 9 in terms of "compartimentalization of costs"; but they can be addressed in a different way due to the randomized nature of the algorithm, by exploiting its lack of memory. In this sense it may be somewhat surprising that exactly the same bound obtained in Theorem 9 also applies to RAND, particularly because in the (very slightly different) cache-adaptive model RAND is not competitive at all, regardless of resource augmentation ${ }^{11}$. Instead, we prove:

- Theorem 10. RAND's dynamic $(h, k)$-competitive ratio is no larger than $\rho_{E L}(h, k)$ in the adaptive online adversary model.

Proof. We cannot apply the "classic" paging analysis of RAND due to the fact that, if $h<k$, cache shrinks may not be "synchronized" and RAND may incur shrinks when the optimal offline algorithm OPT does not. Instead of comparing the number of faults $c_{R A N D}$ and $c_{O P T}$ incurred, respectively, by RAND and OPT, we then begin by comparing the number of page evictions $e_{R A N D}$ and $e_{O P T}$. For simplicity, assume that, after any given request (for a page, or for a capacity change), the request is served in the following order. OPT performs any page eviction; then it loads into memory any requested page not yet there; then RAND does the same; finally, OPT adjusts its memory capacity, and then RAND does the same. Note that since capacity is adjusted one page at a time (see Section 2), evictions are always performed one page at a time.

Let the garbage of RAND at any given point in time be the set $G$ of pages in its memory and not in the memory of OPT. First of all, note that $G$ can increase only when OPT incurs an eviction (and at most by 1 page for each eviction), since RAND never brings into memory a page not requested by OPT - which at that point must then be in OPT's memory.
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Immediately before RAND incurs an eviction, its memory must be full; denote by $k^{\prime}$ and $h^{\prime}$ the memory capacity of RAND and OPT at that point. If the eviction is the result of a shrink, then the number of pages in RAND's memory that are not garbage are at most:

$$
\begin{equation*}
h^{\prime}=\left\lfloor\frac{h}{k}\left(k^{\prime}-1\right)\right\rfloor \tag{8}
\end{equation*}
$$

Note that at this point OPT has adjusted its memory capacity to the shrink but RAND has not. If the eviction is the result of a page fault, then the requested page at this point is in OPT's memory but not in RAND's, and the number of pages in RAND's memory that are not garbage are at most:

$$
\begin{equation*}
h^{\prime}-1=\left\lfloor\frac{h}{k} k^{\prime}\right\rfloor-1 \leq\left\lfloor\frac{h}{k}\left(k^{\prime}-1\right)\right\rfloor \tag{9}
\end{equation*}
$$

Thus the probability that, when RAND incurs an eviction, $|G|$ decreases by 1 is at least:

$$
\begin{equation*}
p_{R A N D}=\min _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}-\left\lfloor\frac{h}{k}\left(k^{\prime}-1\right)\right\rfloor}{k^{\prime}} \tag{10}
\end{equation*}
$$

and at any given time we have that, in expectation:

$$
\begin{equation*}
|G| \leq e_{O P T}-e_{R A N D} \cdot p_{R A N D} \tag{11}
\end{equation*}
$$

Appending to any request sequence sufficient shrinks to bring RAND's memory capacity to 0 obviously brings $|G|$ to 0 , without increasing the number of faults incurred by $R A N D$ or $O P T$. For any algorithm that evicts a single page at a time, when the memory holds no pages the number of faults and evictions incurred must coincide. Setting $|G|$ to 0 , as well as $c_{O P T}=e_{O P T}$ and $c_{R A N D}=e_{R A N D}$, in Equation 11 then yields for RAND a dynamic $(h, k)$-competitive ratio equal at most to:

$$
\begin{equation*}
\frac{c_{R A N D}}{c_{O P T}} \leq \frac{1}{p_{R A N D}}=\max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor} \tag{12}
\end{equation*}
$$

## 5 An exact characterization of the competitive ratio

The upper bound $\rho_{E L}(h, k)$ obtained in Section 4 for the dynamic $(h, k)$-competitive ratio of many online paging algorithms is actually tight. In fact, no paging algorithm that is online relative to the page request sequence can achieve a better $(h, k)$-competitive ratio, even if it has from the start full knowledge of the entire capacity sequence. More formally we can prove:

- Theorem 11. No paging algorithm that is online relative to the page sequence has a dynamic ( $h, k$ )-competitive ratio (against any online or offline adaptive adversary if randomized) lower than:

$$
\rho_{E L}(h, k)=\max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor}
$$

Proof. Let $\bar{k}=\operatorname{argmax}_{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor}$, and let $A L G$ be a generic paging algorithm online relative to the page sequence. Consider a request sequence $\sigma_{n}=<+{ }^{(\bar{k}-1)}, \pi_{1}, \ldots, \pi_{n}>$, where:

$$
\begin{equation*}
\pi_{i}=<+{ }^{(k-\bar{k}+1)}, p_{i, 1},-{ }^{(k-\bar{k}+1)}, \ldots,+{ }^{(k-\bar{k}+1)}, p_{i, \bar{k}},-{ }^{(k-\bar{k}+1)}> \tag{13}
\end{equation*}
$$

## E. Peserico

and $p_{i, j}$ is any one page, from the set $p_{1}, \ldots, p_{\bar{k}}$, that is not in $A L G$ 's memory just before it is requested - note that immediately before any page request ALG's memory holds at most $\bar{k}-1$ pages, so there always exists one such page. $A L G$ then incurs a fault on every page request, for a total number of faults equal to:

$$
\begin{equation*}
c_{A L G}\left(\sigma_{n}\right)=n \cdot \bar{k} \tag{14}
\end{equation*}
$$

Also, note that the capacity sequence associated to $\sigma_{n}$ does not depend on ALG, so we can freely assume that the design of ALG incorporates full knowledge of it.

Consider an offline algorithm $\overline{A L G}$ with access to a memory that has at most $\frac{h}{k}$ times the capacity of $A L G$ 's at any given time; in particular, $\overline{A L G}$ 's memory capacity grows to $h$ immediately before any page request, and immediately afterwards drops to capacity:

$$
\begin{equation*}
\left\lfloor\frac{h}{k}(\bar{k}-1)\right\rfloor=\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor<h \tag{15}
\end{equation*}
$$

$\overline{A L G}$ can easily maintain in its "permanent" $\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor$ memory locations the $\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor$ pages with most expected accesses in $\sigma_{n}$, incurring for each only one initial fault. Note that the total number of accesses to these pages is, in expectation, at least $n \bar{k} \cdot \frac{\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor}{\bar{k}}=n\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor$. Every other page, when requested, is brought into the "temporary" location(s) immediately eliminated by the following shrink. $\overline{A L G}$ then incurs an expected number of faults equal to:

$$
\begin{equation*}
c_{\overline{A L G}}\left(\sigma_{n}\right) \leq\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor+n\left(\bar{k}-\left\lfloor h \frac{\bar{k}}{k}-\frac{h}{k}\right\rfloor\right) \tag{16}
\end{equation*}
$$

Then the competitive ratio of $A L G$ can be no lower than:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{c_{A L G}\left(\sigma_{n}\right)}{c_{\overline{A L G}}\left(\sigma_{n}\right)}=\lim _{n \rightarrow \infty} \frac{n \bar{k}}{\left\lfloor h \overline{\frac{k}{k}}-\frac{h}{k}\right\rfloor+n\left(\bar{k}-\left\lfloor h \overline{\frac{k}{k}}-\frac{h}{k}\right\rfloor\right)}=\max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor} \tag{17}
\end{equation*}
$$

It is important to observe that, if $A L G$ is randomized, $\overline{A L G}$ need only know $A L G$ 's probabilistic behaviour to choose which pages to keep in its own memory; and it can choose which page to request next based only on $A L G$ 's current memory contents. Thus the lower bound we proved holds for deterministic and randomized algorithms both in the adaptive offline and in the adaptive online adversary models.

As noted in Section 4 the expression of the optimal dynamic $(h, k)$-competitive ratio $\rho_{E L}(h, k)$ appears considerably more complex than, but vaguely reminiscent of, that of the "classic" bound on the $(h, k)$-competitive ratio, $\frac{k}{k-h+1}$. It is natural to ask whether the two are actually different, and if so to what extent. We show that $\rho_{E L}(h, k)$ is, in fact, a factor $\approx 1+\frac{1}{k}$ larger for some "natural" values of $h$ and $k$-though it is never more than a factor $1+\frac{1}{k}$ larger, and actually coincides with $\frac{k}{k-h+1}$ if $h$ is equal or very close to $k$. This is stated more formally in the following two theorems:

- Theorem 12. For any odd $h$ and $k=2 h, \rho_{E L}(h, k) \geq\left(1+\frac{1}{k}-\frac{2}{k^{2}}\right) \frac{k}{k-h+1}$.

Proof. For any integer $i \geq 0$, choosing $h=2 i+1, k=2 h$, and $k^{\prime}=k-1$, we obtain immediately:

$$
\begin{align*}
\rho_{E L}(h, k) & \geq \frac{4 i+1}{4 i+1-\left\lfloor(2 i+1) \frac{4 i+1}{4 i+2}-\frac{2 i+1}{4 i+2}\right\rfloor}=\frac{4 i+1}{4 i+1-\left\lfloor\frac{4 i+1}{2}-\frac{1}{2}\right\rfloor}=\frac{4 i+1}{2 i+1} \\
& =\frac{k-1}{\frac{k}{2}}=\frac{k-1}{\frac{k}{2}} \cdot \frac{\frac{k}{2}+1}{k} \cdot \frac{k}{k-h+1}=\left(1+\frac{1}{k}-\frac{2}{k^{2}}\right) \frac{k}{k-h+1} \tag{18}
\end{align*}
$$

- Theorem 13. $\frac{k}{k-h+1} \leq \rho_{E L}(h, k)<\left(1+\frac{1}{k}\right)_{\frac{k}{k-h+1}}$ for all $h, k \in \mathbb{Z}^{+}$with $h \leq k$, and $\rho_{E L}(h, k)=\frac{k}{k-h+1}$ if $k \geq h>k-\sqrt{k}$.

Proof. It is immediate to verify that, for $k^{\prime}=k$ :

$$
\begin{equation*}
\rho_{E L}(h, k) \geq \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor}=\frac{k}{k-h+1} \tag{19}
\end{equation*}
$$

And since, if $k^{\prime} \leq h$, we have that:

$$
\begin{equation*}
\frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor} \leq \frac{k^{\prime}}{k^{\prime}-\left(h \frac{k^{\prime}}{k}-\frac{h}{k}\right)}=\frac{k^{\prime} \frac{k}{k^{\prime}}}{k^{\prime} \frac{k}{k^{\prime}}-h \frac{k^{\prime}}{k} \frac{k}{k^{\prime}}+\frac{h}{k} \frac{k}{k^{\prime}}} \leq \frac{k}{k-h+1} \tag{20}
\end{equation*}
$$

then values of $k^{\prime} \leq h$ can be disregarded in the max operation. To prove that, for all $h \leq k$, $\rho_{E L}(h, k) \leq\left(1+\frac{1}{k}\right)_{\frac{k}{k-h+1}}$, note that:

$$
\begin{align*}
\rho_{E L}(h, k) & =\max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left\lfloor h \frac{k^{\prime}}{k}-\frac{h}{k}\right\rfloor} \\
& \leq \max _{k^{\prime} \in\{1, \ldots, k\}} \frac{k^{\prime}}{k^{\prime}-\left(h \frac{k^{\prime}}{k}-\frac{h}{k}\right)}=\frac{k}{k-\left(h \frac{k}{k}-\frac{h}{k}\right)}=\frac{k}{k-h+\frac{h}{k}} \tag{21}
\end{align*}
$$

Then we obtain:

$$
\begin{equation*}
\frac{\rho_{E L}(h, k)}{\frac{k}{k-h+1}} \leq \frac{k-h+1}{k-h+\frac{h}{k}}=1+\frac{\frac{k-h}{k}}{k-h+\frac{h}{k}}=1+\frac{1}{k+\frac{h}{k-h}}<1+\frac{1}{k} \tag{22}
\end{equation*}
$$

To prove that $\rho_{E L}(h, k)$ coincides with $\frac{k}{k-h+1}$ for $h>k-\sqrt{k}$ let us rewrite $h$ and $k^{\prime}$ as $h=k-a$ and $k^{\prime}=k-b$, with $a>b$ and $a, b \in \mathbb{Z}_{0}^{+}$. We obtain:

$$
\begin{align*}
\rho_{E L}(h>(k-\sqrt{k}), k) & =\max _{\sqrt{k}>a>b} \frac{k-b}{k-b-\left\lfloor\frac{(k-a)(k-b)}{k}-\frac{k-a}{k}\right\rfloor} \\
& =\max _{\sqrt{k}>a>b} \frac{k-b}{k-b-\left\lfloor k-(a+b)+\frac{a b}{k}-1+\frac{a}{k}\right\rfloor} \\
& =\max _{\sqrt{k}>a>b} \frac{k-b}{k-b-k+(a+b)+1-\left\lfloor\frac{a(b+1)}{k}\right\rfloor} \\
& <\max _{\sqrt{k}>a>b} \frac{k}{k-h+1-\left\lfloor\frac{a(b+1)}{k}\right\rfloor}=\frac{k}{k-h+1} \tag{23}
\end{align*}
$$

where the last equality follows from the fact that, since $a=k-h<\sqrt{k}$ and $b \leq a-1<\sqrt{k}-1$, then $a(b+1)<k$.

The complex expression of $\rho_{E L}(h, k)$ is in part due to the "rounding" of the memory capacity of the optimal offline algorithm. However, it is important to note that this rounding is not sufficient to explain why $\rho_{E L}(h, k)$ can be strictly larger than the "classic" ratio $\frac{k}{k-h+1}$ obtained when capacity is fixed at its maximum value: at smaller capacities rounding can only favour the online algorithm, and for any fixed ratio $\frac{k^{\prime}}{h^{\prime}}, \frac{k^{\prime}}{k^{\prime}-h^{\prime}+1}$ strictly decreases with $k^{\prime}$, again favouring the online algorithm at smaller capacities. Capacity fluctuations (rather than simply the choice between different, constant capacities) are then the source of the separation between $\rho_{E L}(h, k)$ and the "classic" $(h, k)$-competitive ratio $\frac{k}{k-h+1}$.

## E. Peserico

## 6 Decoupling replacement from capacity in RAM rental

The results from Section 4 can be readily applied to the RAM rental problem, in which a paging algorithm ALG can choose the capacity sequence (with maximum capacity $k$ ), and the cost it incurs and must minimize on a request sequence $\sigma$ is:

$$
\begin{equation*}
R_{A L G}^{k}(\sigma)=\sum_{i=1}^{|\sigma|}(\alpha f(i)+\beta w(i)) \tag{24}
\end{equation*}
$$

where $w(i)$ is the capacity when serving the $i^{t h}$ request of $\sigma$, and $f(i)$ is 1 if that request is a fault and 0 otherwise. The fundamental consequence of our results from Section 4 is that to a large extent the replacement policy can be decoupled from the choice of capacities. More precisely, Theorem 9 yields:

- Corollary 14. Consider a paging algorithm ALG, servicing each request $\sigma_{i}$ of a sequence $\sigma$ with capacity $w(i) \leq h$ and an arbitrary (even offline) replacement policy; and a second paging algorithm $A L G^{\prime}$ servicing $\sigma_{i}$ with capacity $2 w(i)$ and a replacement policy that can be any marking or dynamically conservative algorithm. Then, for any choice of $\alpha, \beta$ and $w(\cdot) \leq h$ :

$$
\begin{equation*}
R_{A L G^{\prime}}^{2 h}(\sigma) \leq 2 \cdot R_{A L G}^{h}(\sigma) \tag{25}
\end{equation*}
$$

which follows immediately from the fact that the sum of all faults incurred by $A L G^{\prime}$ is at most twice that by $A L G$ as long as $A L G^{\prime}$ maintains twice the capacity of $A L G$. In other words, RAM rental is all about choosing the correct capacity at any given time; and any of the "classic" replacement policies analysed in the previous section will be close to optimal for any choice of $\alpha$, of $\beta$, and of the capacity sequence.

## 7 Conclusions

Good performance in the case of constant memory capacity provides no performance guarantees whatsoever in the case of fluctuating memory capacity: moving from a scenario where capacity remains constant to one where it can fluctuate by a single page can mean the difference between performance optimal within a factor 2, and performance suboptimal by an arbitrarily large factor. This suggests the need of extreme caution when evaluating with classic methodologies the performance of paging algorithms meant for memory systems with dynamic capacity.

A counterpoint to this very "negative" result is that several extremely simple classic paging algorithms achieve optimal or nearly optimal performance even in the dynamic capacity framework - which is surprising because none of those algorithms is designed to take memory capacity fluctuations into explicit account. Counterintuitively then, while knowledge of future page requests provides an advantage, knowledge of future memory capacity does not. A practical corollary is that, in the design of memory architectures, one can efficiently decouple the problem of allocating memory resources to different cores/processes/threads from the problem of managing the allocated memory - greatly simplifying system design and analysis and providing a strong (a posteriori!) theoretical justification for the exokernel approach [12].

As in classic paging, in the dynamic capacity framework competitive analysis fails to distinguish between the performance of LRU, of FIFO, and of more naive algorithms such as RAND or FWF - at least without resorting to more sophisticated approaches such as
access graphs. While each of these algorithms is still guaranteed to outperform an optimal offline algorithm (and thus any other online algorithm) whose memory system has half the capacity and twice the access cost, there are probably differences within those factors of 2 that would be important to characterize in practice. It is by no means clear whether the winner in the dynamic capacity scenario would be the same as in the classic one, or whether models designed a posteriori to explain the superiority of e.g. LRU over FIFO would still provide correct predictions.

In this sense we are not aware of any experimental benchmarks specifically designed to assess the impact of memory capacity fluctuations. A fundamental obstacle in their development seems to be the difficulty of characterizing "typical" fluctuation patterns encountered in practice. An interesting line of inquiry would be to investigate whether one can obtain, from the performance numbers of a black box algorithm under a small "basis" of specific fluctuation patterns, sufficient information to compute a good assessment of the algorithm's performance numbers under any other pattern.

Finally, the impact of resource fluctuation on how efficiently a task can be solved is a line of inquiry obviously not limited to memory management. There are a number of other problems where the amount of resources available can realistically vary over time. Examples include call admission [16] (with variable circuit capacity) and the numerous variants of online scheduling [27] (with e.g. variable number or speed of servers). In addition to studying each problem individually, it would be extremely interesting to identify broad classes sharing similar characteristics. For example, which problems can be solved optimally or almost optimally without knowledge of the amount of resources available in the future (as in the case of paging with dynamic memory capacity)?

## References

1 Susanne Albers, Lene M. Favrholdt, and Oliver Giel. On paging with locality of reference. J. Comput. Syst. Sci., 70(2):145-175, 2005. doi:10.1016/j.jcss.2004.08.002.
2 Spyros Angelopoulos, Reza Dorrigiv, and Alejandro López-Ortiz. On the separation and equivalence of paging strategies. In Proceedings of the Eighteenth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2007, New Orleans, Louisiana, USA, January 7-9, 2007, pages 229-237, 2007. URL: http://dl.acm.org/citation.cfm?id=1283383.1283408.
3 Rakesh D. Barve and Jeffrey Scott Vitter. A Theoretical Framework for Memory-Adaptive Algorithms. In 40th Annual Symposium on Foundations of Computer Science, FOCS '99, 17-18 October, 1999, New York, NY, USA, pages 273-284, 1999. doi:10.1109/SFFCS.1999.814599.
4 Laszlo A. Belady. A Study of Replacement Algorithms for Virtual-Storage Computer. IBM Systems Journal, 5(2):78-101, 1966. doi:10.1147/sj.52.0078.
5 Shai Ben-David and Allan Borodin. A New Measure for the Study of On-Line Algorithms. Algorithmica, 11(1):73-91, 1994. doi:10.1007/BF01294264.
6 Michael A. Bender, Erik D. Demaine, Roozbeh Ebrahimi, Jeremy T. Fineman, Rob Johnson, Andrea Lincoln, Jayson Lynch, and Samuel McCauley. Cache-Adaptive Analysis. In Proceedings of the 28th ACM Symposium on Parallelism in Algorithms and Architectures, SPAA 2016, Asilomar State Beach/Pacific Grove, CA, USA, July 11-13, 2016, pages 135-144, 2016. doi:10.1145/2935764.2935798.
7 Michael A. Bender, Roozbeh Ebrahimi, Jeremy T. Fineman, Golnaz Ghasemiesfeh, Rob Johnson, and Samuel McCauley. Cache-Adaptive Algorithms. In Proceedings of the TwentyFifth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2014, Portland, Oregon, USA, January 5-7, 2014, pages 958-971, 2014. doi:10.1137/1.9781611973402.71.

8 Allan Borodin and Ran El-Yaniv. Online computation and competitive analysis. Cambridge University Press, 1998.

## E. Peserico

9 Allan Borodin, Sandy Irani, Prabhakar Raghavan, and Baruch Schieber. Competitive Paging with Locality of Reference. J. Comput. Syst. Sci., $50(2): 244-258$, 1995. doi:10.1006/jcss. 1995. 1021

10 Joan Boyar, Sandy Irani, and Kim S. Larsen. A Comparison of Performance Measures for Online Algorithms. Algorithmica, 72(4):969-994, 2015. doi:10.1007/s00453-014-9884-6.
11 Marek Chrobak. SIGACT news online algorithms column 17. SIGACT News, 41(4):114-121, 2010. doi:10.1145/1907450. 1907547.

12 Dawson R. Engler, M. Frans Kaashoek, and James O'Toole. Exokernel: An Operating System Architecture for Application-Level Resource Management. In Proceedings of the Fifteenth ACM Symposium on Operating System Principles, SOSP 1995, Copper Mountain Resort, Colorado, USA, December 3-6, 1995, pages 251-266, 1995. doi:10.1145/224056. 224076.
13 Amos Fiat and Anna R. Karlin. Randomized and multipointer paging with locality of reference. In Proceedings of the Twenty-Seventh Annual ACM Symposium on Theory of Computing, 29 May-1 June 1995, Las Vegas, Nevada, USA, pages 626-634, 1995. doi: 10.1145/225058. 225280.

14 Amos Fiat, Richard M. Karp, Michael Luby, Lyle A. McGeoch, Daniel Dominic Sleator, and Neal E. Young. Competitive Paging Algorithms. J. Algorithms, 12(4):685-699, 1991. doi:10.1016/0196-6774(91)90041-V.
15 Matteo Frigo, Charles E. Leiserson, Harald Prokop, and Sridhar Ramachandran. CacheOblivious Algorithms. ACM Trans. Algorithms, 8(1):4:1-4:22, 2012.
16 Juan A. Garay, Inder S. Gopal, Shay Kutten, Yishay Mansour, and Moti Yung. Efficient On-Line Call Control Algorithms. J. Algorithms, 23(1):180-194, 1997.
17 Avinatan Hassidim. Cache Replacement Policies for Multicore Processors. In ICS, pages 501-509. Tsinghua University Press, 2010.
18 Houman Homayoun, Mohammad A. Makhzan, and Alexander V. Veidenbaum. Multiple sleep mode leakage control for cache peripheral circuits in embedded processors. In Proceedings of the 2008 International Conference on Compilers, Architecture, and Synthesis for Embedded Systems, CASES 2008, Atlanta, GA, USA, October 19-24, 2008, pages 197-206, 2008. doi: 10.1145/1450095. 1450125.

19 Sandy Irani. Page Replacement with Multi-Size Pages and Applications to Web Caching. Algorithmica, 33(3):384-409, 2002.
20 Anna R. Karlin, Mark S. Manasse, Larry Rudolph, and Daniel Dominic Sleator. Competitive Snoopy Caching. Algorithmica, 3:77-119, 1988. doi:10.1007/BF01762111.
21 Elias Koutsoupias and Christos H. Papadimitriou. Beyond Competitive Analysis. SIAM J. Comput., 30(1):300-317, 2000.
22 Donghee Lee, Jongmoo Choi, Jong-Hun Kim, Sam H. Noh, Sang Lyul Min, Yookun Cho, and Chong-Sang Kim. LRFU: A spectrum of policies that subsumes the least recently used and least frequently used policies. IEEE Trans. Computers, 50(12):1352-1361, 2001.
23 Alejandro López-Ortiz and Alejandro Salinger. Minimizing Cache Usage in Paging. In WAOA, volume 7846 of Lecture Notes in Computer Science, pages 145-158. Springer, 2012.
24 Nimrod Megiddo and Dharmendra S. Modha. Outperforming LRU with an Adaptive Replacement Cache Algorithm. IEEE Computer, 37(4):58-65, 2004. doi:10.1109/MC. 2004.1297303.
25 Enoch Peserico. Elastic Paging. SIGMETRICS Perform. Eval. Rev., 41(1):349-350, June 2013. doi:10.1145/2494232. 2479781.

26 Enoch Peserico. Paging with dynamic memory capacity. CoRR, abs/1304.6007, 2013. arXiv: 1304.6007 v 1.

27 Kirk Pruhs. Competitive online scheduling for server systems. SIGMETRICS Performance Evaluation Review, 34(4):52-58, 2007. doi:10.1145/1243401.1243411.
28 Moinuddin K. Qureshi and Yale N. Patt. Utility-Based Cache Partitioning: A Low-Overhead, High-Performance, Runtime Mechanism to Partition Shared Caches. In MICRO, pages 423-432. IEEE Computer Society, 2006.

29 Prabhakar Raghavan and Marc Snir. Memory versus randomization in on-line algorithms. IBM Journal of Research and Development, 38(6):683-708, 1994.
30 Daniel Dominic Sleator and Robert Endre Tarjan. Amortized Efficiency of List Update and Paging Rules. Commun. ACM, 28(2):202-208, 1985. doi:10.1145/2786.2793.
31 Eric Torng. A Unified Analysis of Paging and Caching. Algorithmica, 20:194-203, 1998.
32 Neal E. Young. On-Line Caching as Cache Size Varies. In Proceedings of the Second Annual ACM/SIGACT-SIAM Symposium on Discrete Algorithms, 28-30 January 1991, San Francisco, California, USA., pages 241-250, 1991. URL: http://dl.acm.org/citation.cfm?id=127787. 127832.

33 Neal E. Young. The K-Server Dual and Loose Competitiveness for Paging. Algorithmica, 11:525-541, 1994.

# Random Noise Increases Kolmogorov Complexity and Hausdorff Dimension 

Gleb Posobin<br>Computer Science department, Columbia University, New York, USA<br>posobin@gmail.com

Alexander Shen<br>LIRMM CNRS \& University of Montpellier, 161 rue Ada, 34095, Montpellier, France, On leave from IITP RAS, Moscow<br>https://www.lirmm.fr/~ashen<br>alexander.shen@lirmm.fr


#### Abstract

Consider a bit string $x$ of length $n$ and Kolmogorov complexity $\alpha n$ (for some $\alpha<1$ ). It is always possible to increase the complexity of $x$ by changing a small fraction of bits in $x$ [2]. What happens with the complexity of $x$ when we randomly change each bit independently with some probability $\tau$ ? We prove that a linear increase in complexity happens with high probability, but this increase is smaller than in the case of arbitrary change considered in [2]. The amount of the increase depends on $x$ (strings of the same complexity could behave differently). We give exact lower and upper bounds for this increase (with $o(n)$ precision)

The same technique is used to prove the results about the (effective Hausdorff) dimension of infinite sequences. We show that random change increases the dimension with probability 1 , and provide an optimal lower bound for the dimension of the changed sequence. We also improve a result from [5] and show that for every sequence $\omega$ of dimension $\alpha$ there exists a strongly $\alpha$-random sequence $\omega^{\prime}$ such that the Besicovitch distance between $\omega$ and $\omega^{\prime}$ is 0 .

The proofs use the combinatorial and probabilistic reformulations of complexity statements and the technique that goes back to Ahlswede, Gács and Körner [1].
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## 1 Introduction

The Kolmogorov complexity $\mathrm{C}(x)$ of a binary string $x$ is defined as the minimal length of a program that generates $x$, assuming that we use an optimal programming language that makes the complexity function minimal up to an $O(1)$ additive term (see $[8,12]$ for details). There are several versions of Kolmogorov complexity; we consider the original version, called plain complexity. In fact, for our considerations the difference between different versions of Kolmogorov complexity does not matter, since they differ only by $O(\log n)$ additive term for $n$-bit strings, but we restrict ourselves to plain complexity for simplicity.

The complexity of $n$-bit strings is between 0 and $n$ (we omit $O(1)$ additive terms). Consider a string $x$ of length $n$ that has some intermediate complexity, say $0.5 n$. Imagine that we are allowed to change a small fraction of bits in $x$, say, $1 \%$ of all bits. Can we decrease the complexity of $x$ ? Can we increase the complexity of $x$ ? What happens if we change randomly chosen $1 \%$ of bits?

In other words, consider a Hamming ball with center $x$ and radius $0.01 n$, i.e., the set of strings that differ from $x$ in at most $0.01 n$ positions. What can be said about the minimal complexity of strings in this ball? the maximal complexity of strings in this ball? the typical complexity of strings in this ball?

The answer may depend on $x$ : different strings of the same complexity may behave differently if we are interested in the complexities of neighbor strings. For example, if the first half of $x$ is a random string, and the second half contains only zeros, the string $x$ has complexity $0.5 n$ and it is easy to decrease its complexity by shifting the boundary between the random part and zero part: to move the boundary to $0.48 n$ from $0.5 n$ we need to change about $0.01 n$ bits, and the complexity becomes close to $0.48 n$. On the other hand, if $x$ is a random codeword of an error-correcting code with $2^{0.5 n}$ codewords of length $n$ that corrects up to $0.01 n$ errors, then $x$ also has complexity $0.5 n$, but no change of $0.01 n$ (or less) bits can decrease the complexity of $x$, since $x$ can be reconstructed from the changed version.

The question about the complexity decrease is studied by algorithmic statistics (see [14] or the survey [13]), and the full answer is known. For each $x$ one may consider the function

$$
d \mapsto(\text { the minimal complexity of strings in the } d \text {-ball centered at } x) \text {. }
$$

It starts at $\mathrm{C}(x)$ (when $d=0$ ) and then decreases, reaching 0 at $d=n / 2$ (since we can change all bits to zeros or to ones). The algorithmic statistic tells us which functions may appear in this way (see [13, section 6.2] or [12, theorem 257]). ${ }^{1}$

The question about the complexity increase is less studied. It is known that some complexity increase is always guaranteed, as shown in [2]. The amount of this increase may depend on $x$. If $x$ is a random codeword of an error-correcting code, then the changed version of $x$ contains all the information both about $x$ itself and the places where it was changed. This leads to the maximal increase in complexity. The minimal increase, as shown in [2], happens for $x$ that is a random element of the Hamming ball of some radius with center $0^{n}$. However, the natural question: which functions may appear as $d \mapsto$ (the maximal complexity of strings in the $d$-ball centered at $x$ ), remains open.

In our paper we study the typical complexity of a string that can be obtained from $x$ by changing a fraction of bits chosen randomly. Let us return to our example and consider again a string $x$ of length $n$ and complexity $0.5 n$. Let us change about $1 \%$ of bits in $x$, changing

[^78]each bit independently ${ }^{2}$ with probability 0.01 . Does this change increase the complexity of $x$ ? It depends on the changed bits, but it turns out that random change increases the complexity of the string with high probability: we get a string of complexity at least $0.501 n$ with probability at least $99 \%$, for all large enough $n$ (the result is necessarily asymptotic, since the Kolmogorov complexity function is defined up to $O(1)$ terms).

Of course, the parameters above are chosen only as an example, and the following general statement is true. For some $\tau \in(0,1)$ consider the random noise $N_{\tau}$ that changes each position in a given $n$-bit string independently with probability $\tau$.

- Theorem 1. There exists a strictly positive function $\delta(\alpha, \tau)$ defined for $\alpha, \tau \in(0,1)$ with the following property: for all sufficiently large $n$, for every $\alpha \in(0,1)$, for every $\tau \in(0,1)$, for $\beta=\alpha+\delta(\alpha, \tau)$, and for every $x$ such that $\mathrm{C}(x) \geqslant \alpha n$, the probability of the event " $\mathrm{C}\left(N_{\tau}(x)\right)>\beta n$ " is at least $1-1 / n$.
- Remark 2. We use the inequality $\mathrm{C}(x) \geqslant \alpha n$ (and not an equality $\mathrm{C}(x)=\alpha n$ ) to avoid technical problems: the complexity $\mathrm{C}(x)$ is an integer, and $\alpha n$ may not be an integer.
- Remark 3. One may consider only $\tau \leqslant 1 / 2$ since reversing all bits does not change Kolmogorov complexity (so $\tau$ and $1-\tau$ give the same increase in complexity). For $\tau=1 / 2$ the variable $N_{\tau}(x)$ is uniformly distributed in the Boolean cube $\mathbb{B}^{n}$, so its complexity is close to $n$, and the statement is easy (for arbitrary $\beta<1$ ).
- Remark 4. We use $\alpha, \tau$ as parameters while fixing the probability bound as $1-1 / n$. As we will see, the choice of this bound is not important: we could use a stronger bound (e.g., $1-1 / n^{d}$ for arbitrary $d$ ) as well.

Now a natural question arises: what is the optimal bound in Theorem 1, i.e., the maximal possible value of $\delta(\alpha, \tau)$ ? In other words, fix $\alpha$ and $\tau$. Theorem 1 guarantees that there exists some $\beta>\alpha$ such that every string $x$ of length $n$ (sufficiently large) and complexity at least $\alpha n$ is guaranteed to have complexity at least $\beta n$ after $\tau$-noise $N_{\tau}$ (with high probability). What is the maximal value of $\beta$ for which such a statement is true (for given $\alpha$ and $\tau$ )?

Before answering this question, we should note that the guaranteed complexity increase depends on $x$ : for different strings of the same complexity the typical complexity of $N_{\tau}(x)$ could be different. Here are the two opposite examples (with minimal and maximal increase, as we will see).

- Example 5. Consider some $p \in(0,1)$ and the Bernoulli distribution $B_{p}$ on the Boolean cube $\mathbb{B}^{n}$ (bits are independent; every bit equals 1 with probability $p$ ). With high probability the complexity of a $B_{p}$-random string is $o(n)$-close to $n \mathrm{H}(p)$ (see, e.g., [12, chapter 7]), where $\mathrm{H}(p)$ is the Shannon entropy function $\mathrm{H}(p)=-p \log p-(1-p) \log (1-p)$. After applying $\tau$-noise the distribution $B_{p}$ is transformed into $B_{N(\tau, p)}$, where $N(\tau, p)=p(1-\tau)+(1-p) \tau=$ $p+\tau-2 p \tau$ is the probability to change the bit if we first change it with probability $p$ and then (independently) with probability $\tau .{ }^{3}$ The complexity of $N_{\tau}(x)$ is close (with high probability) to $H(N(\tau, p)) n$ since the $B_{p}$-random string $x$ and the $\tau$-noise are chosen independently. So in this case we have (with high probability) the complexity increase $\mathrm{H}(p) n \rightarrow \mathrm{H}(N(\tau, p)) n$. Note that $N(\tau, p)$ is closer to $1 / 2$ than $p$, and H is strictly increasing on $[0,1 / 2]$, so indeed some increase happens.

[^79]- Example 6. Now consider an error-correcting code that has $2^{\alpha n}$ codewords and corrects up to $\tau n$ errors (this means that the Hamming distance between codewords is greater than $2 \tau n)$. Such a code may exist or not depending on the choice of $\alpha$ and $\tau$. The basic result in coding theory, Gilbert's bound, guarantees that such a code exists if $\alpha$ and $\tau$ are not too large. Consider some pair of $\alpha$ and $\tau$ for which such a code exist; moreover, let us assume that it corrects up to $\tau^{\prime} n$ errors for some $\tau^{\prime}>\tau$. We assume also that the code itself (the list of codewords) has small complexity, say, $O(\log n)$. This can be achieved by choosing the first (in some ordering) code with required parameters.

Now take a random codeword of this code; most of the codewords have complexity close to $\alpha n$. If we randomly change each bit with probability $\tau$, then with high probability we get at most $\tau^{\prime} n$ errors, therefore, decoding is possible and the pair ( $x$, noise) can be reconstructed from $N_{\tau}(x)$, the noisy version of $x$. Then the complexity of $N_{\tau}(x)$ is close to the complexity of the pair ( $x$, noise), which (due to independence) is close to $\alpha n+\mathrm{H}(\tau) n$ with high probability. So in this case we have the complexity increase $\alpha n \rightarrow(\alpha+\mathrm{H}(\tau)) n$.

- Remark 7. Note that this increase is the maximal possible not only for random independent noise but for any change in $x$ that changes a $\tau$-fraction of bits. See below about the difference between random change and arbitrary change.

Now we formulate the result we promised. It says that the complexity increase observed in Example 5 is the minimal possible: such an increase is guaranteed for every string of given complexity.

- Theorem 8. Let $\alpha=\mathrm{H}(p)$ for some $p \leqslant 1 / 2$. Let $\tau$ be an arbitrary number in $(0,1)$. Let $\beta=\mathrm{H}(N(p, \tau))$. Then for sufficiently large $n$ the following is true: for every string $x$ of length $n$ with $\mathrm{C}(x) \geqslant \alpha n$, we have $\operatorname{Pr}\left[\mathrm{C}\left(N_{\tau}(x)\right) \geqslant \beta n-o(n)\right] \geqslant 1-\frac{1}{n}$.

Here $o(n)$ denotes some function such that $o(n) / n \rightarrow 0$ as $n \rightarrow \infty$. This function does not depend on $\alpha, \beta$, and $\tau$. As the proof will show, we may take $o(n)=c \sqrt{n} \log ^{3 / 2} n$ for some $c$.


Figure 1 The curves $\left(\mathrm{H}(p), \mathrm{H}\left(p^{\prime}\right)\right)$ where $p^{\prime}=N(p, \tau)$. Six different values of $\tau$ are shown.

Figure 1 shows the values of $(\alpha, \beta)$ where Theorem 8 can be applied, for six different values of $\tau$. Example 5 shows that the value of $\beta$ in this theorem is optimal.

In the next section we explain the scheme of the proof of Theorem 8. Then we explain the details of the proof. It starts with the Shannon information counterpart of our complexity statement that is proven in [15]. In Section 3 we derive two different combinatorial counterparts following [1]. Finally, in Section 4 we consider the details of the conversion of a combinatorial statement to a complexity one and finish the proof. In Section 5 we extend our techniques to infinite sequences and improve some results obtained in [5].

## 2 Proof sketch

### 2.1 Three ways to measure the amount of information

Kolmogorov's first paper on algorithmic information theory [7] was called "Three approaches to the Quantitative Definition of Information". These three approaches can be summarized as follows:

- (Combinatorial): an element of a set of cardinality $N$ carries $\log N$ bits of information.
- (Algorithmic): a binary string $x$ carries $\mathrm{C}(x)$ bits of information, where $\mathrm{C}(x)$ is the minimal bit length of a program that produces $x$.
- (Shannon information theory, or probabilistic approach): a random variable $\xi$ that has $k$ values with probabilities $p_{1}, \ldots, p_{k}$, carries $\mathrm{H}(\xi)$ bits of information, where $\mathrm{H}(\xi)$ is the Shannon entropy of $\xi$, defined as $\mathrm{H}(\xi)=p_{1} \log \frac{1}{p_{1}}+\ldots+p_{k} \log \frac{1}{p_{k}}$
One cannot compare directly these three quantities since the measured objects are different (sets, strings, random variables). Still these quantities are closely related, and many statements that are true for one of these notions can be reformulated for other two. Several examples of this type are discussed in [12, chapters 7 and 10], and we use this technique in our proof.


### 2.2 Arbitrary change

We start by recalling an argument from [2] for the case when we are allowed to change arbitrary bits (only the number of changed bits is bounded) and want to increase complexity. (A similar reduction will be a part of our argument.)

Fix some parameters $\alpha$ (determining the complexity of the original string), $\tau$ (the maximal fraction of changed bits), and $\beta$ (determining the complexity of the changed string). Let us repeat the complexity statement and give its combinatorial equivalent.

- (Complexity version) Every string $x$ of length $n$ and complexity at least $\alpha n$ can be changed in at most $\tau n$ positions to obtain a string of complexity at least $\beta n$.
- (Combinatorial version) For every subset $B$ of the Boolean cube $\mathbb{B}^{n}$ of cardinality at most $2^{\beta n}$, its $\tau n$-interior has cardinality at most $2^{\alpha n}$.
Here by $d$-interior of a set $X \subset \mathbb{B}^{n}$ we mean the set of strings $x \in \mathbb{B}^{n}$ such that the entire ball of radius $d$ centered at $x$ belongs to $X$. In other words, a string $x$ does not belong to the $d$-interior of $X$ if $x$ can be changed in at most $d$ positions to get a string outside $X$.
- Remark 9. The combinatorial statement can be reformulated in a dual way: for every set $A \subset \mathbb{B}^{n}$ of cardinality greater than $2^{\alpha n}$, its $d$-neighborhood has cardinality greater than $2^{\beta n}$.
These two statements (combinatorial and complexity versions) are almost equivalent: one of them implies the other if we allow a small change in $\alpha$ and $\beta$ (in fact, $O(\log n) / n$ change is enough). Indeed, assume first that the combinatorial statement is true. Consider the set $B$ of all $n$-bit strings that have complexity less than $\beta n$. Then $\# B<2^{\beta n}$, so we can
apply the combinatorial statement. ${ }^{4}$ It guarantees that the $\tau n$-interior of $B$ (we denote it by $A)$ has at most $2^{\alpha n}$ elements. The set $A$ can be enumerated given $n, \beta n$ and $\tau n$. Indeed, knowing $n$ and $\beta n$, one can enumerate elements of $B$ (by running in parallel all programs of length less than $\beta n$; note that there are less than $2^{\beta n}$ of them). Knowing also $\tau n$, we may enumerate $A$ (if a ball is contained in $B$ entirely, this will become known at some stage of the enumeration of $B$ ). Then every element of $A$ can be encoded by its ordinal number in this enumeration. This guarantees that the complexity of all elements of $A$ does not exceed $\alpha n+O(\log n)$ (the additional $O(\log n)$ bits are needed to encode $n, \beta n$, and $\tau n)$. Therefore, if some $x$ has complexity greater that $\alpha n+O(\log n)$, it is not in $A$, i.e., $x$ can be changed in at most $\tau n$ positions to get a string outside $B$. By the definition of $B$, this changed string has complexity at least $\beta n$, as required. The term $O(\log n)$ can be absorbed by a small change in $\alpha$.

Let us explain also (though this direction is not needed for our purpose) why the complexity statement implies the combinatorial one. Assume that there are some sets $B$ that violate the combinatorial statement, i.e., contain at most $2^{\beta n}$ strings but have $\tau n$-interior of size greater than $2^{\alpha n}$. Such a set can be found by exhaustive search, and the first set $B$ that appears during the search has complexity $O(\log n)$. Its elements, therefore, have complexity $\beta n+O(\log n)$ : to specify an element, we need to specify $B$ and the ordinal number of the element in $B$. From this we conclude, using the complexity statement (and changing $\beta$ slightly) that all elements of the $\tau n$-interior of $B$ have complexity at most $\alpha n$. Therefore, there are at most $O\left(2^{\alpha n}\right)$ of them, and the size of the interior is bounded by $2^{\alpha n}$ (again up to a small change in $\alpha$ ).

Now we return to the result from [2]. Let $x$ be a string of length $n$ and complexity at least $\alpha n+O(\log n)$, where $\alpha=\mathrm{H}(p)$ for some $p \leqslant 1 / 2$. Let $\tau$ be a real such that $p+\tau \leqslant 1 / 2$, and $\beta=\mathrm{H}(p+\tau)$. Then $x$ can be changed in at most $\tau n$ positions to get a string of complexity at least $\beta n$. As we have seen, this statement from [2] is a corollary of the following combinatorial result.

- Proposition 10. Let $p \leqslant 1 / 2$ be some number and let $\alpha=\mathrm{H}(p)$. Let $\tau$ be some positive number so that $p+\tau \leqslant 1 / 2$, and let $\beta=\mathrm{H}(p+\tau)$. Let $B$ be an arbitrary subset of $\mathbb{B}^{n}$ of size at most $2^{\beta n}$. Let $A$ be a subset of $\mathbb{B}^{n}$, and for every $x \in A$ the Hamming ball of radius $\tau n$ with center $x$ is contained in $B$. Then the cardinality of $A$ does not exceed poly $(n) 2^{\alpha n}$.

This proposition is a direct consequence of Harper's theorem (see, e.g., [4]) that says that for a subset of $\mathbb{B}^{n}$ of a given size, its $d$-interior (for some fixed $d$ ) is maximal when the subset is a Hamming ball (formally speaking, is between two Hamming balls of sizes $k$ and $k+1$ for some $k$ ). Or, in dual terms, Harper's theorem says that the d-neighborhood of a set of a given size is minimal if this set is a Hamming ball. The relation between $2^{\alpha n}$ and $2^{\beta n}$ in the proposition is just the relation between the sizes of balls of radii $p n$ and $(p+\tau) n$ (if we ignore factors that are polynomial in $n$ ). Note that $p+\tau \leqslant 1 / 2$ is needed since otherwise the radius exceeds $n / 2$ and then the log-size of the ball is close to $n$ and not to $\mathrm{H}(p+\tau) n$. The poly $(n)$ factor is needed due to the polynomial factor in the estimate for the ball size in terms of Shannon entropy (the ball of radius $\gamma n$ has size poly $\left.(n) 2^{\mathrm{H}(\gamma) n}\right)$.

We do not go into details here (and do not reproduce the proof of Harper's theorem) since we need this result only to motivate the corresponding relation between combinatorial and complexity statements for the case of a random noise we are interested in.

[^80] term anyway.

### 2.3 Random noise: four versions

For the random noise case we need a more complicated argument. First, we need to consider also the probabilistic version of the statement (in addition to the complexity and combinatorial versions). Second, we need two combinatorial versions (strong and weak). Fix some $\alpha, \beta$ and $\tau$. Here are the four versions we are speaking about; all four statements are equivalent (are true for the same parameters $\alpha, \tau$, and $\beta$, up to $o(1)$-changes in the parameters):

- (Shannon information version, [15]) For every random variable $P$ with values in $\mathbb{B}^{n}$ such that $\mathrm{H}(P) \geqslant \alpha n$, the variable $N_{\tau}(P)$ that is obtained from $P$ by applying independent noise changing each bit with probability $\tau$, has entropy $\mathrm{H}\left(N_{\tau}(P)\right) \geqslant \beta n$.
- (Complexity version) For every string $x$ of length $n$ and complexity $\mathrm{C}(x) \geqslant \alpha n$, the probability of the event " $\mathrm{C}\left(N_{\tau}(x)\right) \geqslant \beta n$ " is at least $1-1 / n$. (Again, $N_{\tau}$ is random noise that independently changes each bit with probability $\tau$, but now it is applied to the string $x$ and not to a random variable)
- (Strong combinatorial version) For every set $B \subset \mathbb{B}^{n}$ of size at most $2^{\beta n}$ the set $A$ of all strings $x$ such that $\operatorname{Pr}\left[N_{\tau}(x) \in B\right] \geqslant 1 / n$ has size $\# A \leqslant 2^{\alpha n}$.
- (Weak combinatorial version) For every set $B \subset \mathbb{B}^{n}$ of size at most $2^{\beta n}$ the set $A$ of all strings $x$ such that $\operatorname{Pr}\left[N_{\tau}(x) \in B\right] \geqslant 1-1 / n$ has size $\# A \leqslant 2^{\alpha n}$.

The difference between weak and strong combinatorial versions is due to the different thresholds for the probability. In the weak version the set $A$ contains only strings that get into $B$ after the noise almost surely (with probability at least $1-1 / n$ ). In the strong version the set $A$ is bigger and includes all strings that get into $B$ with non-negligible probability (at least $1 / n)$, so the upper bound for $\# A$ becomes a stronger statement.

- Remark 11. In the case of arbitrary changes (the result from [2]) we consider the $\tau n$-interior of $B$, the set of points that remain in $B$ after arbitrary change in (at most) $\tau n$ positions. If a point is not in the interior, it can be moved outside $B$ by changing at most $\tau n$ bits. Now we consider (in the strong version) the set of points that get into $B$ with probability at least $1 / n$. If a point is not in this set, the random $\tau$-noise will move it outside $B$ almost surely (with probability at least $1-1 / n$ ). Again the complexity and (strong) combinatorial versions are equivalent up to $o(1)$ changes in parameters, for the same reasons.

This explains why we are interested in the strong combinatorial statement. The weak one is used as an intermediate step in the chain of arguments. This chain goes as follows:

- First the Shannon entropy statement is proven using tools from information theory (one-letter characterization and inequalities for Shannon entropy); this was done in [15].
- Then we derive the weak combinatorial statement from the entropy statement using a simple coding argument from [1].
- Then we show that weak combinatorial statement implies the strong one, using a tool that is called the "blowing-up lemma" in [1] (now it is more popular under the name of "concentration inequalities").
- Finally, we note that the strong combinatorial statement implies the complexity statement (using the argument sketched above).


### 2.4 Tools used in the proof

Let us give a brief description of the tools used in these arguments.
To prove the Shannon entropy statement, following [15], fix some $\tau$. Consider the set $S_{n}$ of all pairs $\left(\mathrm{H}(P), \mathrm{H}\left(N_{\tau}(P)\right)\right)$ for all random variables with values in $\mathbb{B}^{n}$. For each $n$ we get a subset of the square $[0, n] \times[0, n]$. For $n=1$ it is a curve made of all points
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$(\mathrm{H}(p), \mathrm{H}(N(p, \tau)))$ (shown in Figure 1 for six different values of $\tau)$. We start by showing that this curve is convex (performing some computation with power series). Then we show, using the convexity of the curve and some inequalities for entropies, that for every $n$ the set $S_{n}$ is above the same curve (scaled by factor $n$ ), and this is the entropy statement we need. (See the arxiv version of this paper for details.)

To derive the weak combinatorial statement from the entropy statement, we use a coding argument. Assume that two sets $A$ and $B$ are given, and for every point $x \in A$ the random point $N_{\tau}(x)$ belongs to $B$ with probability at least $1-1 / n$. Consider a random variable $U_{A}$ that is uniformly distributed in $A$. Then $\mathrm{H}\left(U_{A}\right)=\log \# A$, and if $\# A \geqslant 2^{\alpha n}$, then $\mathrm{H}\left(U_{A}\right) \geqslant \alpha n$ and $\mathrm{H}\left(N_{\tau}\left(U_{A}\right)\right) \geqslant \beta n$ (assuming the entropy statement is true for given $\alpha, \beta$, and $\tau)$. On the other hand, the variable $N_{\tau}\left(U_{A}\right)$ can be encoded as follows:

- one bit (flag) says whether $N_{\tau}\left(U_{A}\right)$ is in $B$ or not;
- if yes, then $\log \# B$ bits are used to encode an element of $B$;
- otherwise $n$ bits are used to encode the value of $N_{\tau}\left(U_{A}\right)$ (trivial encoding).

The average length of this code for $\left.N_{\tau}\left(U_{A}\right)\right)$ does not exceed

$$
1+\left(1-\frac{1}{n}\right) \log \# B+\frac{1}{n} \cdot n \leqslant \log \# B+O(1)
$$

(Note that if the second case has probability less than $1 / n$, the average length is even smaller.) The entropy of a random variable $N_{\tau}\left(U_{A}\right)$ does not exceed the average length of the code. So we get $\beta n \leqslant \mathrm{H}\left(N_{\tau}\left(U_{A}\right)\right) \leqslant \log \# B+O(1)$ and $\log \# B \geqslant \beta n-O(1)$, assuming that $\log \# A \geqslant \alpha n$.

The next step is to derive the strong combinatorial version from the weak one. Assume that two sets $A, B \subset \mathbb{B}^{n}$ are given, and for each $x \in A$ the probability of the event $N_{\tau}(x) \in B$ is at least $1 / n$. For some $d$ consider the set $B_{d}$, the $d$-neighborhood of $B$. We will prove (using the concentration inequalities) that for some $d=o(n)$ the probability of the event $N_{\tau}(x) \in B_{d}$ is at least $1-1 / n$ (for each $x \in A$ ). So one can apply the weak combinatorial statement to $B_{d}$ and get a lower bound for $\# B_{d}$. On the other hand, there is a simple upper bound: $\# B_{d} \leqslant \# B \times$ (the size of $d$-ball); combining them, we get the required bound for $\# B$. See Section 3 for details.

- Remark 12. One may also note (though it is not needed for our purposes) that the entropy statement is an easy corollary of the complexity statement, and therefore all four are equivalent up to small changes in parameters. This can be proven in a standard way. Consider $N$ independent copies of random variable $P$ and independently apply noise to all of them. Then we write the inequality for the typical values of the complexities; in most cases they are close to the corresponding entropies (up to $o(N)$ error). Therefore, we get the inequality for entropies with $o(N)$ precision (for $N$ copies) and with $o(1)$ precision for one copy (the entropies are divided by $N$ ). As $N \rightarrow \infty$, the additional term $o(1)$ disappears and we get an exact inequality for entropies.


## 3 Combinatorial version

Recall the entropy bound from [15] discussed above (we reproduce its proof in the arxiv version for reader's convenience):

- Proposition 13. Let $P$ be an arbitrary random variable with values in $\mathbb{B}^{n}$, and let $P^{\prime}=$ $N_{\tau}(P)$ be its noisy version obtained by applying $N_{\tau}$ independently to each bit in $P$. Choose $p \leqslant 1 / 2$ in such a way that $\mathrm{H}(P)=n \mathrm{H}(p)$. Then consider $q=N(p, \tau)$, the probability to get 1 if we apply $N_{\tau}$ to a variable that equals 1 with probability $p$. Then $\mathrm{H}\left(P^{\prime}\right) \geqslant n \mathrm{H}(q)$.

In this section we use this entropy bound to prove the combinatorial bounds. We start with the weak one and then amplify it to get the strong one, as discussed in Section 2. First, let us formulate explicitly the weak bound that is derived from Proposition 13 using the argument of Section 2.

- Proposition 14. Let $\alpha=\mathrm{H}(p)$ and $\beta=\mathrm{H}(N(p, \tau))$. Let $A, B \subset \mathbb{B}^{n}$ and for every $x \in A$ the probability of the event " $N_{\tau}(x) \in B$ " is at least $1-1 / n$. If $\log \# A \geqslant \alpha n$, then $\log \# B \geqslant \beta n-O(1)$.
In fact, this " $O(1)$ " is just 2, but we do not want to be too specific here.
Now we need to extend the bound to the case when the probability of the event $N_{\tau}(x) \in B$ is at least $1 / n$. We already discussed how this is done. Consider for some $d$ (depending on $n$ ) the Hamming $d$-neighborhood $B_{d}$ of $B$. We need to show that

$$
\operatorname{Pr}\left[N_{\tau}(x) \in B\right] \geqslant \frac{1}{n} \Rightarrow \operatorname{Pr}\left[N_{\tau}(x) \in B_{d}\right] \geqslant 1-\frac{1}{n}
$$

for every $x \in \mathbb{B}^{n}$ (for a suitable $d$ ). In fact, $x$ does not matter here: we may assume that $x=0 \ldots 0$ (flipping bits in $x$ and $B$ simultaneously). In other terms, we use the following property of the Bernoulli distribution with parameter $\tau$ : if some set $B$ has probability not too small according to this distribution, then its neighborhood $B_{d}$ has probability close to 1 . We need this property for $d=o(n)$, see below about the exact value of $d$.

Such a statement is called a blowing-up lemma in [1]. There are several (and quite different) ways to prove statements of this type. The original proof in [1] used a result of Margulis from [9] that says that the (Bernoulli) measure of a boundary of an arbitrary set $U \subset \mathbb{B}^{n}$ is not too small compared to the measure of a boundary of a ball of the same size. Iterating this statement (a neighborhood is obtained by adding boundary layer several times), we get the lower bound for the measure of the neighborhood. Another proof was suggested by Marton [10]; it is based on the information-theoretical considerations that involve transportation cost inequalities for bounding measure concentration. In this paper we provide a simple proof that uses the McDiarmid inequality [11], a simple consequence of the Azuma-Hoeffding inequality [6]. This proof works for $d=O(\sqrt{n \log n})$.

Let us state the blowing-up lemma in a slightly more general version than we need. Let $X_{1}, \ldots, X_{n}$ be (finite) probability spaces. Consider the space $X=X_{1} \times \ldots \times X_{n}$ with the product measure $\mu$ (so the coordinates are independent) and Hamming distance $d$ (the number of coordinates that differ). In our case $X=\mathbb{B}^{n}$ and $\mu$ is the Bernoulli measure with parameter $\tau$. The blowing-up lemma says, informally speaking, that if a set is not too small, then its neighborhood has small complement (the size is measured by $\mu$ ). It can be reformulated in a more symmetric way: if two sets are not too small, then the distance between them is rather small. (Then this symmetric statement is applied to the original set and the complement of its neighborhood.) Here is the symmetric statement:

- Proposition 15 (Blowing-up lemma, symmetric version). Let $B, B^{\prime}$ be two subsets of $X=$ $X_{1} \times \ldots \times X_{n}$ with the product measure $\mu$. Then

$$
d\left(B, B^{\prime}\right) \leqslant \sqrt{(n / 2) \ln (1 / \mu(B))}+\sqrt{(n / 2) \ln \left(1 / \mu\left(B^{\prime}\right)\right)}
$$

To prove the blowing-up lemma, we use the McDiarmid concentration inequality:

- Proposition 16 (McDiarmid's inequality, [11]). Consider a function $f: X_{1} \times \ldots \times X_{n} \rightarrow$ $\mathbb{R}$. Assume that changing the $i$-th coordinate changes the value of $f$ at most by some $c_{i}$ : $\left|f(x)-f\left(x^{\prime}\right)\right| \leqslant c_{i}$, if $x$ and $x^{\prime}$ coincide everywhere except for the ith coordinate. Then

$$
\operatorname{Pr}[f-\mathbb{E} f \geqslant z] \leqslant \exp \left(-\frac{2 z^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right)
$$

for arbitrary $z \geqslant 0$.

Here the probability and expectation are considered with respect to the product distribution $\mu$ (the same as in the blowing-up lemma, see above). This inequality shows that $f$ cannot be much larger than its average on a big set. Applying this inequality to $-f$, we get the same bound for the points where the function is less than its average by $z$ or more. (For the reader's convenience we reproduce the proof of the McDiarmid inequality in the arxiv version of this paper.)

Now let us show why it implies the blowing-up lemma (in the symmetric version).
Proof of the blowing-up lemma. Let $f(x)=d(x, B)$ be the distance between $x$ and $B$, i.e., the minimal number of coordinates that one has to change in $x$ to get into $B$. This function satisfies the bounded differences property with $c_{i}=1$, so we can apply the McDiarmid inequality to it. Let $m$ be the expectation of $f$. The function $f$ equals zero for arguments in $B$ and therefore is below its expectation at least by $m$ (everywhere in $B$ ), so

$$
\mu(B) \leqslant \exp \left(-\frac{2 m^{2}}{n}\right), \quad \text { or } \quad m \leqslant \sqrt{(n / 2) \ln (1 / \mu(B))}
$$

On the other hand, the function $f$ is at least $d\left(B, B^{\prime}\right)$ for arguments in $B^{\prime}$, so it exceeds its expectation at least by $d\left(B, B^{\prime}\right)-m$ (everywhere in $\left.B^{\prime}\right)$, therefore the McDiarmid inequality gives

$$
d\left(B, B^{\prime}\right)-m \leqslant \sqrt{(n / 2) \ln \left(1 / \mu\left(B^{\prime}\right)\right)},
$$

and it remains to combine the last two inequalities.
Here is the special case of the blowing-up lemma we need:

- Corollary 17. If $\mu$ is a distribution on $\mathbb{B}^{n}$ with independent coordinates, and $B \subset \mathbb{B}^{n}$ has measure $\mu(B) \geqslant 1 / n$, then for $d=O(\sqrt{n \log n})$ we have $\mu\left(B_{d}\right) \geqslant 1-1 / n$.

Indeed, we may apply the blowing-up lemma to $B$ and $B^{\prime}$, where $B^{\prime}$ is a complement of $B_{d}$. If both $B$ and $B^{\prime}$ have measures at least $1 / n$, we get a contradiction for $d \geqslant 2 \sqrt{(n / 2) \ln n}$ (the distance between $B$ and the complement of its neighborhood $B_{d}$ exceeds $d$ ).

- Remark 18. In the same way we get a similar result for probabilities $1 / n^{c}$ and $1-1 / n^{c}$ for arbitrary constant $c$ (only the constant factor in $O(\sqrt{n \log n})$ will be different).

Now we are ready to prove the strong combinatorial version:

- Proposition 19. Let $\alpha=\mathrm{H}(p)$ and $\beta=\mathrm{H}(N(p, \tau))$. Let $A, B \subset \mathbb{B}^{n}$ and for every $x \in A$ the probability of the event " $N_{\tau}(x) \in B$ " is at least $1 / n$. If $\log \# A \geqslant \alpha n$, then $\log \# B \geqslant \beta n-O\left(\sqrt{n} \log ^{3 / 2} n\right)$.

Proof. As we have seen, the weak combinatorial version (Proposition 14) can be applied to the neighborhood $B_{d}$ for $d=O(\sqrt{n \log n})$. The size of $B_{d}$ can be bounded by the size of $B$ multiplied by the size of a Hamming ball of radius $d$. The latter is poly $(n) 2^{n \mathrm{H}(d / n)}$. Combining the inequalities, we get

$$
\log \# B \geqslant \log \# B_{d}-n \mathrm{H}(d / n)-O(\log n) \geqslant \beta n-n \mathrm{H}(d / n)-O(\log n)
$$

For small $p$ we have $\mathrm{H}(p)=p \log \frac{1}{p}+(1-p) \log \frac{1}{1-p}=p \log \frac{1}{p}+p+o(p)=O\left(p \log \frac{1}{p}\right)$. We have $p=d / n=O(\sqrt{\log n / n})$, so $n \mathrm{H}(d / n)=n O(\sqrt{\log n / n} \log n)=O\left(\sqrt{n} \log ^{3 / 2} n\right)$, as promised.

## 4 Complexity statement

Now we combine all pieces and prove Theorem 8. It states:
Let $\alpha=\mathrm{H}(p)$ for some $p \leqslant 1 / 2$. Let $\tau$ be an arbitrary number in $(0,1)$. Let $\beta=\mathrm{H}(N(p, \tau))$. Then for sufficiently large $n$ the following is true: for every string $x$ of length $n$ with $\mathrm{C}(x) \geqslant \alpha n$, we have $\operatorname{Pr}\left[\mathrm{C}\left(N_{\tau}(x)\right) \geqslant \beta n-o(n)\right] \geqslant 1-\frac{1}{n}$.

Here $o(n)$ is actually $O\left(\sqrt{n} \log ^{3 / 2} n\right)$.
We already have all the necessary tools for the proof, but some adjustments are needed. We already know how to convert a combinatorial statement into a complexity one. For that we consider the set $B$ of all strings in $\mathbb{B}^{n}$ that have complexity less than $\beta n-c \sqrt{n} \log ^{3 / 2} n$ for some $c$ (to be chosen later). Then we consider the set $A$ of all $x$ such that $\operatorname{Pr}\left[N_{\tau}(x) \in B\right] \geqslant 1 / n$. The combinatorial statement (strong version, Proposition 19) guarantees that $\# A \leqslant 2^{\alpha n}$. We would like to conclude that all elements of $A$ have complexity only slightly exceeding $\alpha n$. (Then we have to deal with this excess, see below.) For that we need an algorithm that enumerates $A$. First, we need to enumerate $B$, and for that it is enough to know $n$ and the complexity bound for elements of $B$. But now (unlike the case of arbitrary change where we need to know only the maximal number of allowed changes) we need to compute the probability $\operatorname{Pr}\left[N_{\tau}(x) \in B\right]$, and the value of $\tau$ may not be computable, and an infinite amount of information is needed to specify $\tau$. How can we overcome this difficulty?

Note that it is enough to enumerate some set that contains $A$ but has only slightly larger size. Consider some rational $\tau^{\prime}$ that is close to $\tau$ and the set $A^{\prime}=\left\{x: \operatorname{Pr}\left[N_{\tau^{\prime}}(x) \in B\right]>1 / 2 n\right\}$ The combinatorial statement remains true (as we noted in Remark 18, even $1 / n^{c}$ would be OK, not only $1 / 2 n$ ), so we may still assume that $\# A^{\prime} \leqslant 2^{\alpha n}$. We want $A^{\prime} \supset A$. This will be guaranteed if the difference between $\operatorname{Pr}\left[N_{\tau}(x) \in B\right]$ and $\operatorname{Pr}\left[N_{\tau^{\prime}}(x) \in B\right]$ is less than $1 / 2 n$. To use the coupling argument, let us assume that $N_{\tau}(x)$ and $N_{\tau^{\prime}}(x)$ are defined on the same space: to decide whether the noise changes $i$ th bit, we generate a fresh uniformly random real in $[0,1]$ and compare it with thresholds $\tau$ and $\tau^{\prime}$. This comparison gives different results if this random real falls into the gap between $\tau$ and $\tau^{\prime}$. Using the union bound for all bits, we conclude that $\operatorname{Pr}\left[N_{\tau}(x) \neq N_{\tau^{\prime}}(x)\right]$ in this setting is bounded by $n\left|\tau^{\prime}-\tau\right|$. Therefore, if the approximation error $\left|\tau^{\prime}-\tau\right|$ is less than $1 / 2 n^{2}$, we get the desired result, and to specify $\tau^{\prime}$ that approximates $\tau$ with this precision we need only $O(\log n)$ bits. This gives us the following statement:
for every string $x$ of length $n$ with $\mathrm{C}(x) \geqslant \alpha n+O(\log n)$, we have
$\operatorname{Pr}\left[\mathrm{C}\left(N_{\tau}(x)\right) \geqslant \beta n-o(n)\right] \geqslant 1-\frac{1}{n}$.
The only difference with the statement of Theorem 8 is that we have a stronger requirement $\mathrm{C}(x) \geqslant \alpha n+O(\log n)$ instead of $\mathrm{C}(x) \geqslant \alpha n$. To compensate for this, we need to decrease $\alpha$ a bit and apply the statement we have proven to $\alpha^{\prime}=\alpha-O(\log n / n)$. Then the corresponding value of $\beta$ also should be changed, to get a point $\left(\alpha^{\prime}, \beta^{\prime}\right)$ on the curve (Figure 1) on the left of the original point $(\alpha, \beta)$. Note that the slope of the curve is bounded by 1 (it is the case at the right end where the curve reaches $(1,1)$, since the curve is above the diagonal $\alpha=\beta$, and the slope increases with $\alpha$ due to convexity). Therefore, the difference between $\beta$ and $\beta^{\prime}$ is also $O(\log n / n)$ and is absorbed by the bigger term $O\left(\sqrt{n} \log ^{3 / 2} n\right)$.

Theorem 8 is proven.
In the next section we apply our technique to get some related results about infinite bit sequences and their effective Hausdorff dimension. We finish the part about finite strings with the following natural question.
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- Question 1. Fix some $x$ and apply random noise $N_{\tau}$. The complexity of $N_{\tau}(x)$ becomes a random variable. What is the distribution of this variable? The blowing-up lemma implies that it is concentrated around some value. Indeed, if we look at strings below 1\%-quantile and above 99\%-quantile, the blowing-up lemma guarantees that the Hamming distance between these two sets is at most $O(\sqrt{n})$, and therefore the thresholds for Kolmogorov complexity differ at most by $O(\sqrt{n} \log n)$ (recall that for two strings of length $n$ that differ in $i$ positions, their complexities differ at most by $O(i \log n)$, since it is enough to add information about $i$ positions and each position can be encoded by $\log n$ bits).

So with high probability the complexity of $N_{\tau}(x)$ is concentrated around some value (defined up to $O(\sqrt{n} \log n)$ precision). For each $\tau$ we get some number (expected complexity, with guaranteed concentration) that depends not only on $n$ and $\mathrm{C}(x)$, but on some more specific properties of $x$. What are these properties? Among the properties of this type there exists a Vitanyi-Vereshchagin profile curve for balls, the minimal complexity in the neighborhood as function of the radius (see [12, section 14.4]); is it somehow related?

As we have mentioned, this question is open also for maximal complexity in d-balls around $x$, not only for typical complexity after $\tau$-noise.

## 5 Infinite sequences and Hausdorff dimension

Let $X=x_{1} x_{2} x_{3} \ldots$ be an infinite bit sequence. The effective Hausdorff dimension of $X$ is defined as $\liminf _{n \rightarrow \infty}\left(\mathrm{C}\left(x_{1} \ldots x_{n}\right) / n\right)$. A natural question arises: what happens with the Hausdorff dimension of a sequence when each its bit is independently changed with some probability $\tau$ ? The following result states that the dimension increases with probability 1 (assuming the dimension was less than 1 , of course), and the guaranteed increase follows the same curve as for finite sequences.

- Theorem 20. Let $p, \tau \in(0,1 / 2)$ be some reals, $\alpha=\mathrm{H}(p)$ and $\beta=\mathrm{H}(N(p, \tau))$. Let $X$ be an infinite sequence that has effective Hausdorff dimension at least $\alpha$. Then the effective Hausdorff dimension of the sequence $N_{\tau}(X)$ that is obtained from $X$ by applying random $\tau$-noise independently to each position, is at least $\beta$ with probability 1.

Proof. It is enough to show, for every $\beta^{\prime}<\beta$, that the dimension of $N_{\tau}(X)$ is at least $\beta^{\prime}$ with probability 1. Consider $\alpha^{\prime}<\alpha$ so that the pair $\left(\alpha^{\prime}, \beta^{\prime}\right)$ lies on the boundary curve. By definition of the effective Hausdorff dimension, we know that $\mathrm{C}\left(x_{1} \ldots x_{n}\right)>\alpha^{\prime} n$ for all sufficiently large $n$. Then Theorem 8 can be applied to $\alpha^{\prime}$ and $\beta^{\prime}$. It guarantees that with probability at least $1-1 / n$ the changed string has complexity at least $\beta^{\prime} n-o(n)$. Moreover, as we have said, the same is true with probability at least $1-1 / n^{2}$. This improvement is important for us: the series $\sum 1 / n^{2}$ converges, so the Borel-Cantelli lemma says that with probability 1 only finitely many prefixes have complexity less than $\beta^{\prime} n-o(n)$, therefore the dimension of $N_{\tau}(X)$ is at least $\beta^{\prime}$ with probability 1.

In the next result we randomly change bits with probabilities depending on the bit position. The probability of change in the $n$th position converges to 0 as $n \rightarrow \infty$. This guarantees that with probability 1 we get a sequence that is Besicovitch-close to a given one. Recall that the Besicovitch distance between two bit sequences $X=x_{1} x_{2} \ldots$ and $Y=y_{1} y_{2} \ldots$ is defined as $\lim \sup _{n \rightarrow \infty}\left(d\left(x_{1} \ldots x_{n}, y_{1} \ldots y_{n}\right) / n\right)$, where $d$ stands for the Hamming distance. So $d(X, Y)=0$ means that the fraction of different bits in the $n$-bit prefixes of two sequences converges to 0 as $n \rightarrow \infty$. The strong law of large numbers implies that if we start with some sequence $X$ and change $i$ th bit independently with probability $\tau_{i}$ with $\lim _{n} \tau_{n}=0$, we get (with probability 1 ) the sequence $X^{\prime}$ such that the Besicovitch distance between $X$ and $X^{\prime}$ is 0 . This allows us to prove the following result using a probabilistic argument.

- Theorem 21. Let $X=x_{1} x_{2} \ldots$ be a bit sequence whose effective Hausdorff dimension is at least $\gamma$ for some $\gamma<1$. Let $\delta_{n}$ be a sequence of positive reals such that $\lim _{n} \delta_{n}=0$. Then there exists a sequence $X^{\prime}=x_{1}^{\prime} x_{2}^{\prime} \ldots$ such that:
- the Besicovitch distance between $X$ and $X^{\prime}$ is 0 ;
- $\mathrm{C}\left(x_{1}^{\prime} \ldots x_{n}^{\prime}\right)$ is at least $n\left(\gamma+\delta_{n}\right)$ for all sufficiently large $n$.

Proof. For this result we use some decreasing sequence $\tau_{i} \rightarrow 0$ and change $i$ th bit with probability $\tau_{i}$. Since $\tau_{i} \rightarrow 0$, with probability 1 the changed sequence is Besicovitch-equivalent (distance 0 ) to the original one. It remains to prove that the probability of the last claim (the lower bound for complexities) is also 1 for the changed sequence, if we choose $\tau_{i} \rightarrow 0$ in a suitable way.

To use different $\tau_{i}$ for different $i$, we have to look again at our arguments. We start with Proposition 13: the proof remains valid if each bit is changed independently with probability $\tau_{i} \geqslant \tau$ depending on the bit's position (see the arxiv version of the paper for details). Indeed, for every $\tau^{\prime} \geqslant \tau$ the corresponding $\tau^{\prime}$-curve is above the $\tau$-curve, so the pairs of entropies (original bit, bit with noise) are above the $\tau$-curve and we may apply the same convexity argument.

The derivation of the combinatorial statement (first the weak one, then the strong one) also remains unchanged. The proof of the weak version does not mention the exact nature of the noise at all; in the strong version we use only that different bits are independent (to apply the McDiarmid inequality and the blowing-up lemma). The only problem arises when we derive the complexity version from the combinatorial one. In our argument we need to know $\tau$ (or some approximation for $\tau$ ) to enumerate $A$. If for each bit we have its own value of $\tau$, even one bit to specify this value is too much for us.

To overcome this difficulty, let us agree that we start with $\tau_{i}=1 / 2$, then change them to $1 / 4$ at some point, then to $1 / 8$ etc. If for $n$th bit we use $\tau_{n}=2^{-m}$, then to specify all the $\tau_{i}$ for $i \leqslant n$ we need to specify $O(m \log n)$ bits (each moment of change requires $O(\log n)$ bits). For $\tau=2^{-m}$ we choose a pair $(\alpha, \beta)$ on the $\tau$-curve such that $\alpha<\gamma<\beta$. To decide when we can start using this value of $\tau$, we wait until $\mathrm{C}\left(x_{1} \ldots x_{n}\right)>\alpha n+O(m \log n)$ becomes true and stays true forever, and also $\gamma+\delta_{n}<\beta-O\left(\sqrt{n} \log ^{3 / 2} n\right)$ becomes and stays true. Note that $m$ is fixed when we decide when to start using $\tau=2^{-m}$, so such an $n$ can be found. In this way we guarantee that the probability that $x_{1}^{\prime} \ldots x_{n}^{\prime}$ will have complexity more than $\left(\gamma+\delta_{n}\right)$ is at least $1-1 / n^{2}$ (we need a converging series, so we use the bound with $n^{2}$ ), and it remains to apply the Borel-Cantelli lemma.

Theorem 21 implies that for every $X$ that has effective Hausdorff dimension $\alpha$ there exist a Besicovitch equivalent $X^{\prime}$ that is $\alpha$-random (due to the complexity criterion for $\alpha$-randomness, see [5]), and we get the result of [5, Theorem 2.5] as a corollary. Moreover, we can get this result in a stronger version than in [5], since for slowly converging sequence $\delta_{n}$, for example, $\delta_{n}=1 / \log n$, we get strong $\alpha$-randomness instead of weak $\alpha$-randomness used in [5]. (For the definition of weak and strong $\alpha$-randomness and for the complexity criteria for them see [3, Section 13.5].)

## Final remarks

In fact, if we are interested only in some increase of entropy when applying noise, and do not insist on the optimal lower bound, some simpler arguments (that do not involve entropy arguments and just prove the combinatorial statement with a weaker bound) are enough. One of them uses Fourier transform and was suggested by Fedor Nazarov; one can also use the hypercontractivity argument to improve this bound, but the resulting bound is not optimal either. Both arguments are explained in the arxiv version of the paper.

The arxiv version also contains the proof of the result from [1] (about the increase in entropy caused by random noise) for reader's convenience, and also because we need a slightly more general version for non-constant noise probability. Short (and quite standard) proofs of the McDiarmid inequality as a corollary of the Azuma-Hoeffding inequality, and of the Azuma-Hoeffding inequality itself are also given there to make the paper self-contained.
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#### Abstract

By combining several interesting applications of random sampling in geometric algorithms like point location, linear programming, segment intersections, binary space partitioning, Clarkson and Shor [4] developed a general framework of randomized incremental construction (RIC ). The basic idea is to add objects in a random order and show that this approach yields efficient/optimal bounds on expected running time. Even quicksort can be viewed as a special case of this paradigm. However, unlike quicksort, for most of these problems, sharper tail estimates on their running times are not known. Barring some promising attempts in [15, 3, 20], the general question remains unresolved.

In this paper we present a general technique to obtain tail estimates for RIC and and provide applications to some fundamental problems like Delaunay triangulations and construction of Visibility maps of intersecting line segments. The main result of the paper is derived from a new and careful application of Freedman's [9] inequality for Martingale concentration that overcomes the bottleneck of the better known Azuma-Hoeffding inequality. Further, we explore instances, where an RIC based algorithm may not have inverse polynomial tail estimates. In particular, we show that the RIC time bounds for trapezoidal map can encounter a running time of $\Omega(n \log n \log \log n)$ with probability exceeding $\frac{1}{\sqrt{n}}$. This rules out inverse polynomial concentration bounds within a constant factor of the $O(n \log n)$ expected running time.
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## 1 Introduction

One of the most natural and elegant paradigm for designing geometric algorithms is randomized incremental construction or RIC for short. It can be viewed as generalization of Quicksort and evolved over a sequence of papers [18, 2] eventually culminating in a very general framework of configuration space by Clarkson and Shor [4]. The basic procedure is described in Figure 1. Quicksort itself can be viewed through this paradigm as refinement of the current partially ordered set (partitions) by inserting the next splitter and updating the partitions.

An abstract configuration space, that we will refer to as $\Pi(S)$ is defined by the given set $S$ of $n$ elements. A configuration $\sigma$ is a subset of the Euclidean space that is defined by $O(1)$ objects of $S$ denoted by $d(\sigma)$. The conflict list of a configuration $\sigma$ is denoted by $\ell(\sigma)=\sigma \cap\{S-d(\sigma)\}$, i.e. the elements of $S$ that intersect $\sigma$, not including $d(\sigma)$. We define $\Pi^{i}(S)=\{\sigma:|\ell(\sigma)|=i\}$ and $\Pi(S)=\bigcup_{i=0}^{n} \Pi^{i}(S)$. For analyzing RIC, the properties of $\Pi^{0}(R)$ for a randomly chosen subset $R \subset S$ turns out to be very crucial. In particular, they characterize how the uninserted elements of $S$ interact with the current partially constructed structure, denoted by $H(R)$. For notational simplicity, the conflict list of any $\sigma \in \Pi^{0}(R)$, $\ell(\sigma)=\sigma \cap S$ (instead of $\sigma \cap R$ ) which will be an important parameter in the analysis.

We illustrate the framework and the notations in the context of quicksort. A configuration $\sigma$ is an interval defined by $\left\{x_{i}, x_{j}\right\} \in S$, i.e., $|d(\sigma)|=2$ and $\ell\left(\left[x_{i}, x_{j}\right]\right)=S \cap\left[x_{i}, x_{j}\right]$, i.e., the points of $S$ that lie in this interval. The configurations space $\Pi(S)$ is the set of intervals
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```
Procedure RIC \((S)\).
    \(\mathcal{N}=\left[x_{1}, x_{2} \ldots x_{n}\right]:\) a random permutation of \(S . ;\)
    \(T \leftarrow \phi, H\) is some data structure appropriately initialized;
    for \(i=1\) to \(n\) do
        \(T \leftarrow T \cup\left\{x_{i}\right\} ;\)
        Update \(H(T)\)
    Return \(H(T)\);
```

Figure 1 Randomized Incremental Construction.
defined by all pairs $x_{i}, x_{j} \in S$. Note that $\Pi^{0}(S)$ consists of intervals defined by the sorted set of points in $S$. The associated data structure $H(R)$ for a sample $R \subset S$ may be thought of as an incidence relation between intervals $\sigma \in \Pi^{0}(R)$ and $\ell(\sigma) \in S-R$. This is precisely the ordered intervals induced by the points in $R$ and the uninserted points $S-R$ partially ordered by these intervals.
When the next randomly chosen element $x \in S-R$ is added to $R, H(R)$ is updated to $H(R \cup\{x\})$ and this cost contributes to the running time of RIC. In [4], the data-structure is maintained as a conflict graph that maintains relation between $\sigma \in \Pi^{0}(R)$ and $S-R$ as a bipartite graph. Although configurations are created and destroyed, the total cost can be shown to be twice the cost of new configurations created and the ones destroyed can be charged to the cost of its creation. In the case of quicksort, $H(S)$ yields the information about the sorted set since it contains all the ordered intervals. The reader is referred to $[4,17]$ for further details regarding this framework. We include a brief description in the Appendix.

Although the initial analysis in [4] was somewhat intricate and complex, subsequent papers [1, 19] simplified the analysis using a clever technique called backward analysis. In this paper, we will appeal to the simpler analysis. Often the full conflict graph information can be replaced by simpler relations (see [10, 19]. However, the conflict graph approach is very general and works for diverse problems.

A related, but a somewhat distinct approach was developed in the work of Seidel [19, 20, 1] that maintains a solution inductively, that is recomputed from scratch if the next insertion modifies it. For example, the closest pair can be computed in this similar manner ([12]). Although our techniques can be applied to the latter work also, we will focus primarily on the Clarkson-Shor incremental paradigm of a configuration space.

While the primary focus was on deriving bounds on the expected running time of RIC, it was clear that obtaining concentration bounds on the expected running time would make the RIC more practical and attractive. The conjecture was that the running times are concentrated around their expected values but to the best of our knowledge, there has been little progress in this direction barring some papers related to computing line segment intersections using RIC [3, 15] and on fixed dimensional linear programming [20]. For problems like planar hulls, high probability bounds can be proved based on linear ordering that do not extend to higher dimensions. Although, by resampling $\Omega(\log n)$ times, we can obtain inverse polynomial concentration bounds, it comes at the expense of the increasing the running time by an $O(\log n)$ factor.

In this paper, we revisit the problem and present a general methodology to obtain tail bounds for specific problems like Delaunay triangulation, 3-D convex hulls, and line segment intersections that are based on RIC - these are summarized in Table 1. For the case of

Table 1 Summary of results for some representative problems using our technique. w.p. : "with probability" $\alpha(n)$ : inverse Ackerman function, $\gamma>0$ some constant The third result alludes to a version that doesn't use conflict lists explicitly.

| Problem | Expected Running time | Tail estimates |
| :--- | :--- | :--- |
| Quicksort | $O(n \log n)$ | $O(c \gamma n \log n)$ w.p. $\geq 1-n^{-c}$ |
| Delaunay Triangulation | $O(n \log n)$ | $O(c \gamma n \log n)$ w.p. $\geq 1-2^{-c}$ |
| Segment intersections/ | $O(n \log n+m)$ | $O(n \log n+m)$ w.p. |
| Trapezoidal maps | $n:$ segments, $m:$ intersections | $1-\exp -\left(\frac{m+n \log n}{n \alpha(n)}\right)$ |

finding intersection of line segments, our bounds are not only better than [15] but also distinctly less involved in terms of calculations. Moreover, we develop a unified approach based on a well-known Martingale inequality, unlike the previous approaches that were arguably more ad-hoc.

We also provide some evidence of the non-existence of such generalized tail estimates by constructing an instance of the trapezoidal maps (based on maintaining conflict lists) for which inverse polynomial tail estimates is possible only for running times exceeding $\Omega(n \log n \log \log n)$ and rules out concentration bounds within constant factor of expectation.

Remark. In RIC based algorithms, the term running time is often interchangeably used with structural changes caused by each insertion, particularly when the underlying data structure is a conflict-graph.

### 1.1 Main techniques and organization

We begin by introducing a useful probabilistic inequality, viz., Freedman's inequality [9] for Martingales that will be used to model the running time of the generic RIC algorithms. In the following section, we illustrate the use of this technique for analyzing quicksort that can also be viewed within the framework of RIC. The application to quicksort doesn't yield any better result than what was previously known, but it provides a stepping stone to the more complex and general framework. In particular, even the more commonly used Azuma-Hoeffding bound is not known to be effective for quicksort concentration bounds because its dependence on the worst-case bound (sum of bounded differences).

It is unlikely that the previously known techniques for concentration bound of quicksort can be extended to generic RIC analysis as the intermediate structures in $R I C$ are more complex and can be bound only in an expected sense. Starting with quicksort in section 3 which has a predictable intermediate structure consisting of $i+1$ intervals in stage $i$, we tackle increasingly complex scenarios. In the case of Delaunay triangulation (in section 4), although the number of triangles in the $i$-th step is $O(i)$, the number of additional triangles created in the $i$-th step can be bound only in expectation. In section 5 we consider the case of line segment intersections where the size of the intermediate structure can be bound only in an expected sense and may have a large variance.

In the last section, we construct a family of inputs for the $R I C$ for trapezoidal maps to show that inverse polynomial concentration bound is not attainable if we rely on conflict-list based update mechanism.
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## 2 Basic framework and tools

Let $S=\left\{x_{1}, x_{2} \ldots x_{n}\right\}$ be a set of $n$ objects. A permutation $\pi$ of $S$ is a 1-1 function $\pi(i)=j$ where $i, j \in\{1,2, \ldots n\}$ that produces a permutation $x_{\pi(1)}, x_{\pi(2)} \ldots x_{\pi(n)}$. A random permutation of $S$ is one of the $n$ ! permutation function chosen uniformly at random. A $k$-prefix of a permutation $\pi$ is the sequence of the first $k$ objects and denoted by $\pi^{(k)}$ consisting of $x_{\pi^{-1}(1)}, x_{\pi^{-1}(2)} \ldots x_{\pi^{-1}(k)}$. Note that the permutation $x_{3}, x_{1}, x_{2}$ is defined as $\pi(1)=2 ; \pi(2)=3 ; \pi(3)=1$, so the permutation is $x_{\pi^{-1}(1)}, x_{\pi^{-1}(2)}, x_{\pi^{-1}(3)}$.

Let $X_{1}, X_{2} \ldots X_{n}$ where $X_{i}=x_{\pi^{-1}(i)}$ corresponding to a random permutation $\pi$. Further, let $\bar{X}^{(k)}$ denote a sequence of $k$ random variables that will also be used it to refer to a fixed choice of the $k$ variables, i.e., $\bar{X}^{k}=\pi^{(k)}$.

Let $(\Omega, \mathcal{U})$ denote the space of all possible permutations of $n$ objects and $\mathcal{U}$ is the uniform probability distribution. For $0 \leq i \leq n$, let $\mathcal{B}_{i}$ consist of blocks of permutations, partitioned into some equivalent classes according to the $i$-prefixes where $\mathcal{B}_{0}$ is a single block consisting of all permutations. In this context, let us define $Z_{i}=\mathbb{E}\left[Z \mid \bar{X}^{(i)}\right]$ for any well-defined random variable $Z$ over the probability space $(\Omega, \mathcal{U})$ where the conditioning is over the blocks of $\mathcal{B}_{i}$. The sequence $Z_{i}$ defines a martingale sequence that is widely known as a Doob Martingale $[5,7,8]$. The reader may recognize that these blocks form the basis of a nested filter sequence that formally defines a martingale sequence.

It is more intuitive to visualize the above process as a tree $\tau$, where the level $i$ nodes correspond to blocks of $\mathcal{B}_{i}$ with arity $n-i$ and each sub-block is connected to its parent block by an edge directed from the parent. Any node in the $j$-th level of this tree can be labelled by the (unique) sequence $X^{(j)}$ leading to it. An edge is labelled by the (random) choice made at that level and also has an associated weight $w\left(\tau\left(\bar{X}^{(i-1)}\right), \tau\left(\bar{X}^{(i)}\right)\right)$ that corresponds to the cost of the $i$-th incremental step. Here $\tau\left(\bar{X}^{(i)}\right)$ represents the node of the tree $\tau$ after adding/deleting a sequence of random variable $\bar{X}^{(i)}$, we have We will use $\bar{w}$ to denote an upper bound of $w()$ in the context of specific algorithms. Let $Y=\sum_{j=0}^{j=n} w\left(\tau\left(\bar{X}^{(j-1)}\right), \tau\left(\bar{X}^{(j)}\right)\right)$ be a random variable that corresponds to the sum of the cost of the edges on a path that corresponds to the cost of the RIC. Let $Y_{i}=\mathbb{E}\left[Y \mid \mathbb{F}_{i}\right]=\mathbb{E}\left[Y \mid \bar{X}^{(i)}\right]$.

Even if we interpret the sequence as deletion sequence starting from $\left\{x_{1}, x_{2}, x_{3}\right\}$, the reader can easily verify that this preserves the nesting property of blocks, and hence a valid filter. For example, $\mathcal{B}_{1}$ would contain the blocks ( $x_{1} x_{2} x_{3}, x_{1}, x_{3}, x_{2}$ ) corresponding to deletion of $x_{1}$ and $\mathcal{B}_{2}$ would contain the block ( $x_{1}, x_{2}, x_{3}$ ) when $x_{2}$ is the next element deleted and so on. Since every insertion sequence has a unique backward deletion sequence, this interpretation amounts to running the RIC in the reverse direction with each step associated with the same cost as the forward direction. This perspective is is very similar to the idea of backward analysis [21].

In the Doob's martingale sequence, $Y_{0}$ denotes the expected running time of the RIC. We would like to bound the deviation $\left|Y_{n}-Y_{0}\right|$ for any run of the algorithm with high probability, which in the context of this paper will be inverse polynomial, unless otherwise mentioned. Likewise the random deletion sequence also defines a Doob's martingale on the subsets which will be referred to as the backward-sequence martingale (BSM henceforth).

The following martingale tail bound is the basis of many later results in this paper which is distinct from Azuma's inequality and referred to as the Method of bounded variance.

- Theorem 1 (Freedman [9]). Let $X_{1}, X_{2} \ldots X_{n}$ be a sequence of random variables and let $Y_{k}$, a function of $X_{1} \ldots X_{k}$ be a martingale sequence, i.e., $\mathbb{E}\left[Y_{k} \mid X_{1} \ldots X_{k}\right]=Y_{k-1}$ such that $\max _{1 \leq k \leq n}\left\{\left|Y_{k}-Y_{k-1}\right|\right\} \leq M_{n}$. Let

$$
W_{k}=\sum_{j=1}^{k} \mathbb{E}\left[\left(Y_{j}-Y_{j-1}\right)^{2} \mid X_{1} \ldots X_{j-1}\right]=\sum_{j=1}^{k} \operatorname{Var}\left(Y_{j} \mid X_{1} \ldots X_{j-1}\right)
$$

where Var is the variance using $\mathbb{E}\left[Y_{j}\right]=Y_{j-1}$. Then for all $\lambda$ and $W_{n} \leq \Delta^{2}, \quad \Delta^{2}>0$,

$$
\operatorname{Pr}\left[\left|Y_{n}-Y_{0}\right| \geq \lambda\right] \leq 2 \exp \left(-\frac{\lambda^{2}}{2\left(\Delta^{2}+M_{n} \cdot \lambda / 3\right)}\right)
$$

Note that the term $\Delta^{2}$ can be bound by $\sum_{j=1}^{n} \max _{X_{1}, X_{2} \ldots X_{j}} \operatorname{Var}\left(Y_{j} \mid X_{1} \ldots X_{j-1}\right)$ i.e., the worst case bounds over all choices of length $j$ prefix $X^{(j)}$. If the inner term can be bound by some function of $j$, say, $\omega(j)$, then we may obtain an upper bound on the probability of deviation for any sequence $\bar{X}^{(n)}$ as $\sum_{j=1}^{n} \omega(j)$ which can be viewed as a function of $n$.

Further, we will actually use a minor variation of this result (see [6, 13]). Suppose $\operatorname{Pr}\left[M_{n} \geq g(n)\right] \leq \frac{1}{f(n)}$ for some non-decreasing functions $g, f$. If we let $B$ denote the event $M_{n} \geq g(n)$, then the overall bound becomes

$$
\begin{equation*}
\operatorname{Pr}\left[\left|Y_{n}-Y_{0}\right| \geq \lambda\right] \leq 2 \exp \left(-\frac{\lambda^{2}}{2\left(\Delta^{2}+g(n) \lambda / 3\right)}\right)+\operatorname{Pr}(B) \tag{1}
\end{equation*}
$$

Similarly it can also be extended to the case where $W_{n} \leq \Delta^{2}$ holds with probability $1-\frac{1}{f(n)}$. Henceforth, in the remaining paper, we will appeal to the following version of Freedman's inequality where the bounds on $M_{n}$ and $W_{n}$ hold with high probability. Often the term $\frac{1}{f(n)}$ will be the dominant term, so the final tail bound will effectively be $O\left(\frac{1}{f(n)}\right)$.

- Corollary 2. Let $\operatorname{Pr}\left[\max _{1 \leq k \leq n}\left\{\left|Y_{k}-Y_{k-1}\right|\right\} \geq M_{n}, W_{n} \geq \Delta^{2}\right] \leq \frac{1}{f(n)}$, then,

$$
\operatorname{Pr}\left[\left|Y_{n}-Y_{0}\right| \geq \lambda\right] \leq 2 \exp \left(-\frac{\lambda^{2}}{2\left(\Delta^{2}+M_{n} \cdot \lambda / 3\right)}\right)+O(1 / f(n))
$$

## 3 Application to Quicksort and related problems

Let us consider quicksort in the $R I C$ framework and without loss of generality, let the input elements be $\{1,2 \ldots n\}$. The $j$-th pivot, $1 \leq j \leq n$, partitions the input into $j+1$ ordered sets, by splitting some existing partition $P$. Any element $x \in P$ is charged the cost of comparison with the pivot - any element $x^{\prime} \notin P$ is not charged. The running time of the algorithm can be bound by the cumulative charges accrued by each element. In this analysis we will bound the charge of each element with high probability (w.h.p. henceforth) to denote probability exceeding $1-1 / n^{\alpha}$ for some appropriate constant $\alpha>0$, and the overall running time bound follows from multiplying by $n$.

The associated weight with each edge is either 1 or 0 depending on whether the latest random choice is one of the boundary elements of the interval containing $x$. We define a random variable $I_{j}^{x}=\{1$ if interval containing $x$ changes in step $j 0$ otherwise $\}$. From backward analysis, the probability of this is at most $\frac{2}{j}$ for a uniformly chosen child node ${ }^{1}$. For completeness, we have included a detailed description of backward analysis in the appendix. We will also omit the superscript $x$ and just use $I_{j}$ since we will obtain a worst case bound over all choices of $x$. The reader may note that the bound on $\mathbb{E}\left[I_{j}\right]$ is only a function of $j$ and not $\bar{X}^{(j)}$ over all random choices of any prefix of $j$ elements.

[^81]It will also help to focus on the BSM for quicksort. A random deletion sequence creates a nested sequence of random subsets starting from the all the elements and ending in the empty sequence. An edge of this tree $(K, K-\{y\})$ is given a value 1 for a subset $K$ and an element $y \in K$ if in the (forward) quicksort algorithm, selecting $y$ as a pivot and leading to $K$ (all the pivots selected) forces a comparison between $y$ and $x$. Clearly two edges from any subset will be given a value 1 , so that the expected cost for a random deletion is $\frac{2}{n-j}$ in the $j$-th level, $n \geq j \geq 0$. Figure 2 gives a depiction of this random variable in the quicksort process.

Consider a path $\mathcal{P}=v_{0} v_{1} \ldots v_{n}$ from root to a leaf-node in this tree. The cost of this path is given by $w(\mathcal{P})=\sum_{i=1}^{n} w\left(v_{i}, v_{i+1}\right)$. A random path corresponds to one where $v_{i+1}$ is a child of $v_{i}$ chosen uniformly at random among the $n-i$ children. The expected cost of such a random path is given by

$$
\mathbb{E}_{\text {random } \mathcal{P}}[w(\mathcal{P})]=\mathbb{E}\left[\sum_{i=1}^{n} w\left(V_{i}, V_{i+1}\right)\right] \text { where } V_{i+1} \text { is a random child of node } V_{i}
$$

We will follow the convention that small letters will denote fixed choices, i.e., $v_{i}$ where the capital letters will correspond to random variables, i.e., $V_{i}$. Let $\mathbb{E}_{j}[Z]$ denote $\mathbb{E}_{X_{j}}\left[Z \mid \bar{X}^{(j-1)}\right]$ for some random variable $Z$. Note that $\bar{X}^{(j-1)}$ represents a fixed path from the root of the tree $\tau$ corresponding to the deletion sequence $X_{1} X_{2} \ldots X_{j-1}$, to a level $j-1$ node, say $V_{j-1}$. Then,

$$
\mathbb{E}_{j}[Y]=Y_{j}=\sum_{k=0}^{j-1} w\left(v_{k}, v_{k+1}\right)+\mathbb{E}_{j}\left[\sum_{k=j}^{n-1} w\left(V_{k}, V_{k+1}\right)\right]=\sum_{k=0}^{j-1} w\left(v_{k}, v_{k+1}\right)+\sum_{k=j+1}^{n} \mathbb{E}\left[I_{k}\right]
$$

It follows that $Y_{0}=2 H_{n}$ and we want to obtain a tail estimate for $Y_{n}-Y_{0}$.
So,

$$
\begin{align*}
Y_{j}-Y_{j-1} & =w\left(v_{j-1}, v_{j}\right)+\left(\sum_{k=j+1}^{n} \mathbb{E}\left[I_{k}^{\prime}\right]\right)-\left(\sum_{k=j}^{n} \mathbb{E}\left[I_{k}\right]\right)  \tag{2}\\
& =I_{j}-E\left[I_{j}\right] \text { assuming } I_{j}, I_{j}^{\prime} \text { 's have the same distribution } \tag{3}
\end{align*}
$$

To see this, the reader may recall that the probability that a fixed element $x$ is affected by the pivot is a function only of the number of elements deleted (in the backward sequence) and not on the elements themselves or how they are distributed. So $\mathbb{E}_{j}\left[\left(Y_{j}-Y_{j-1}\right)^{2}\right]=$ $\mathbb{E}_{j}\left[\left(I_{j}-E\left[I_{j}\right]\right)^{2}\right]$ which shows that the value of $Y_{j}$ differs from $Y_{j-1}$ because of the specific choice of the random variable $X_{j}$.

For quicksort, we can complete the analysis as follows.

$$
\begin{aligned}
\mathbb{E}_{j}\left[\left(I_{j}-E\left[I_{j}\right]\right)^{2}\right] & =\mathbb{E}_{j}\left[I_{j}^{2}\right]-\mathbb{E}_{j}^{2}\left[I_{j}\right] \leq \mathbb{E}_{j}\left[I_{j}^{2}\right]-\frac{4}{(n-j)^{2}} \\
& \leq \frac{2}{n-j} \text { since } I_{j}^{2} \text { is also a 0-1 indicator rv }
\end{aligned}
$$

So $\sum_{j=1}^{n} \mathbb{E}_{j-1}\left[\left(Y_{j}-Y_{j-1}\right)^{2}\right] \leq \sum_{j=1}^{n} \frac{2}{n-j} \leq 2 H_{n}$ where $H_{n} \leq \log n$. Plugging in $\lambda=2 c \log n$ for some constant $c$ and using Freedman's theorem, we obtain

$$
\operatorname{Pr}\left[\left|Y_{n}-Y_{0}\right| \geq c \log n\right] \leq \exp \left(-\frac{4 c^{2} \log ^{2} n}{2(\log n+c \log n / 3)}\right) \leq \frac{1}{n^{c}}
$$

Note that $M_{n}=Y_{i}-Y_{i-1} \leq 1$.


Figure 2 Tree corresponding to the Backward Sequence Martingale corresponding to the comparisons for a fixed element $x$. The root corresponds to $Y_{0}$ which denotes the expected running time. Every edge has cost 0 or 1 depending on whether $x$ and $X_{i}$ belong to the same interval and a path in this tree reveals the indicator variables $I_{j}$.

This shows that a single element incurs at most $O(\log n)$ cost with high probability and therefore quicksort runs in $O(n \log n)$ time with high probability.

- Remark. A straightforward application of the classic Azuma-Hoeffding bound [16] $\operatorname{Pr}\left[\left|Y_{n}-Y_{0}\right| \geq t\right] \leq \exp \left(\frac{-t^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right)$ would not have been effective since the the bound $c_{i}=M_{n}=1$ makes the denominator too large for an $O(\log n)$ deviation bound. In [21], the author obtained a similar bound by using Chernoff bounds for binomial distribution that require independence of $I_{j} \mathrm{~s}$ across different levels. Also note that, there exists a superior bound of $O\left(n^{-\Omega(\log \log n)}\right)$ for Quicksort obtained in [14].

The above argument can be directly extended to obtain a concentration bound on the dart throwing game that has many applications (Mulmuley [18]). Consider throwing $n$ darts randomly in $n$ ordered locations, say numbered $\{1,2 \ldots n\}$. Let $S(i)$ be a random variable that denotes the smallest numbered location among the first $i$ randomly thrown darts. Let $Z(i)=1$ if $S(i) \neq S(i-1)$ and $Z(1)=1$. So $Z(i)$ is the number of times $S(i)$ changes among the first $i$ darts thrown. We are interested in $\mathbb{E}[Z(n)]$ which can be shown to be $\sum_{i=1}^{n} \frac{1}{i}=H_{n}$, the $n$-th harmonic. This follows from backward analysis by observing that among a set of $i$ randomly chosen numbers, the probability of picking the smallest number as the last number is $\frac{1}{i}$. This is related to many visibility problems in geometry as well as the analysis of Trieps. Using the Freedman's inequality, we can easily show the following from the previous argument and looking at the changes in the leftmost interval induced by the darts.

## - Corollary 3.

$$
\operatorname{Pr}\left[\left|Z(n)-H_{n}\right| \geq 0.9 \log n\right] \leq \exp (-0.7 \log n) \leq \frac{1}{n^{0.7}}
$$

This implies that $\operatorname{Pr}[0.1 \log n \leq Z(n) \leq 1.9 \log n] \geq 1-n^{-0.7}$. The above result has been stated in a slightly weaker manner so that we can claim a lower bound on $Z(n)$ that will be invoked later to show the limitations of RIC.

The analysis in this section also extends to problems like constructing trapezoidal maps that can be used for point location (Seidel [19]). Since a trapezoid can be defined by at most 4 segments, the expected work for point location is $\sum_{i=1}^{n} \frac{4}{j} \leq 4 \log n$. Using a straightforward extension of the previous arguments, the following result can be obtained.

- Lemma 4. Given a set of n non-intersecting line segments, a trapezoidal map can be constructed using RIC such that for any query point $q$, the number times the trapezoid containing $q$ changes can be bound by $O(\log n)$ with inverse polynomial probability.

This result will turn out to be very useful for some later results.

### 3.1 Extension to more general cost function

The bound obtained in Equation 3 can be extended to a more general situations of RIC where a single change can affect multiple "intervals" (more precisely, configurations). More specifically, when $\bar{w}$ not bounded by a constant we have the following generalization as long as $\mathbb{E}\left[w\left(V_{j-1}, V_{j}\right)\right]$ are same across all nodes in level $j-1$ for a random choice of the next node. Let $\mathcal{W}_{j}=w\left(V_{j-1}, V_{j}\right)$, then by generalizing the calculations in Equation 3, we obtain

$$
\begin{equation*}
\mathbb{E}_{j}\left[\left(Y_{j}-Y_{j-1}\right)^{2}\right] \leq \mathbb{E}_{j}\left[\mathcal{W}_{j}^{2}\right]-\mathbb{E}_{j}^{2}\left[\mathcal{W}_{j}\right] \leq \mathbb{E}_{j}\left[\mathcal{W}_{j}^{2}\right] \tag{4}
\end{equation*}
$$

Although the generalized analysis of $R I C$ is not described here is details, we appeal to the intuitions of the reader that the expected cost of the $j$-th step depends on $j$ and not the actual choice of the elements - see Equation 5. Note that in the general analysis of RIC, we obtain an upper bound on the $\mathbb{E}\left[\mathcal{W}_{j}\right]$ as a function of $j$. The upper bounds can be considered as the (identical) expected cost of the $i$-th step and the martingale bounds can be applied on these costs, so the final bounds would still hold as deviation from this (uniform) expected upper-bounds.

### 3.2 Comparison with an earlier bound

We briefly recall the framework of Mehlhorn, Sharir and Welzl [15] to model the general RIC algorithm. A rooted ( $n, r$ ) tree $T$ is either a single node for $r=0$ or (for $r>0$ ) the tree has $n$ children which are recursively defined $(n-1, r-1)$ subtrees. Each of the $n$ edges has an associated weight $d_{i}$ corresponding to the $i$-th child and $\max _{i=1}^{n} d_{i} \leq d(n)$ and $\sum_{i} d_{i} \leq M(n)$. The expected cost of a path in this recursively defined tree is $A=\sum_{i=1}^{n-1} \frac{M(n-i)}{(n-i)}$. One of the main results in the paper is the following tail bound (Theorem 1 in [15]).

$$
\operatorname{Pr}(X \geq B) \leq\left(\frac{e}{1+B / A}\right)^{B / d(n)} \text { for all } B \geq 0
$$

Although this bound looks somewhat simpler to use, this is not directly comparable to Freedman's bound except for some special cases like Lemma 4 and quicksort where the concentration results are similar. It may be noted that the authors [15] analyze the backward execution of the algorithm for these results. This bound becomes weaker if $d(n)$ is not a constant - for some of the later applications $d(n)$ may be larger than $A$ in the worst case. The authors improve the bound for the specific problem of building visibility maps of line segments by using the expected value of $M(n)$. However, there is no generalization given for other problems.

## 4 Incremental Delaunay Triangulation

We will now consider somewhat more complex scenarios like construction of Delaunay Triangulation and three dimensional convex hull (see Guibas Knuth and Sharir [10]). Broadly speaking these algorithms have two distinct components -
(i) Updating the (partial) structure of the points inserted thus far.
(ii) Updating the point-location data structure of the uninserted points.

For concreteness, we will address the problem of Delaunay Triangulation. The analysis corresponding to updating the point location structure is similar to the analysis of quicksort given above. For the update of structural complexity, it was shown in [10] that the expected cumulative structural change can be bound by $O(n)$, whereas for the latter, the expected work over all the $n$ (random) insertions sequence $O(n \log n)$. We will do a combined analysis since we are interested in obtaining tail estimates on the work including all data structural updates.

In the remaining part of the paper, we will be alluding to the BSM framework and make use of Equation 4 for deriving the tail estimates. To avoid any confusion, we will use stage/level $k$ to refer to the forward algorithm when $k$ objects have been added and do all calculations in this order. Although the martingale has been defined for the backward execution, substituting $n-k$ by $k$, consistently will not not affect anything except the order of the summations. This will also help us use the random sampling bounds without having to restate them in the flipped order.

We will make extensive use of the following result of $[4,11]$.

- Theorem 5. At any stage $i$ of the RIC of Delaunay triangulation, the $i$ randomly chosen points is a uniform random subset of the $n$ points. So the number of unsampled points within each triangle is bounded by $O\left(\frac{n}{i} \log n\right)$ with probability $1-1 / n^{c}$ for any constant $c>1$. Moreover, all the triangles that emerges in the course of edge flips also satisfy the above bounds.
- Remark.
(i) A random sample of size $r+1$ is constructed by adding a random element to a sample of size $r$. So the properties of random sampling applies to the intermediate steps as well with high probability. In general, we will use a similar bound on $\max _{\sigma \in \Pi^{0}(R)}|\ell(\sigma)|$. This is crucial for the application of the generalized version of Freedman's inequality given in Equation 1 where the event $B$ contains all insertion sequences where the bound in Theorem 5 fails during one of more stages. In other words, the complement of $B$ consists of all insertion sequences where the bound holds during all stages.
(ii) All the triangles that show up in the course of edge flips belong to $\Pi^{0}(R)$. Although some of them are not Delaunay triangles and therefore, only temporary, they can contribute to the running time, depending on the data structure one maintains for the intermediate partitions.

To apply Freedman's bound, we will bound the variance. Unlike the analysis of quicksort, we will consider the work done for all the $n$ points (actually $n-i$ uninserted points in stage $i$ ) together. Each edge flip involves four triangles - two old and two new and redistributes the points in the two new triangles. Since each triangle contains $O\left(\frac{n}{i} \log n\right)$ points w.h.p, each edge flip can be be done in $O\left(\frac{n}{i} \log n\right)$ w.h.p. Since the maximum degree of a Delaunay graph of $i$ points is $i$, the total number of edge flips in the $i$-th stage is bounded by $i$. Therefore we can claim the following.

- Lemma 6. The work in stage $i$ of the algorithm, $i \leq n$ can be bound by $O(n \log n)$ w.h.p.

Let $\Pi_{s}(R)$ denote the configurations in $\Pi^{0}(R \cup s)$ adjacent to $s$ (or defined by $s$ ). The following claims can be easily derived from some general random-sampling lemmas in [4]

- Lemma 7. (i) $\mathbb{E}\left[\sum_{\sigma \in \Pi_{s}(R)} \ell(\sigma)\right]=O\left(\frac{n}{r}\right) \mathbb{E}\left[\left|\Pi_{s}(R)\right|\right]$
(ii) $\left.\left.\mathbb{E}\left[\sum_{\sigma \in \Pi_{s}(R)} \ell^{2}(\sigma)\right]=O\left(\frac{n^{2}}{r^{2}}\right) \mathbb{E}\left[\mid \Pi_{s} R\right) \right\rvert\,\right]$

Bounding Variance. We will need the following result

- Lemma 8. For real numbers $x_{i} \quad 1 \leq i \leq r\left(\sum_{i=1}^{r} x_{i}\right)^{2} \leq r\left(\sum_{i=1}^{r} x_{i}^{2}\right)$

Proof. Using the convexity of the square function, from Jensens inequality it follows that $\frac{\sum_{i=1}^{r} x_{i}^{2}}{r} \geq\left(\frac{\sum_{i=1}^{r} x_{i}}{r}\right)^{2}$. Multiplying both sides by $r^{2}$ yields the required result.

Let $R^{k}$ denote the random subset of the first $k \operatorname{sites}^{2}$ and let $D T\left(R^{k}\right)$ represent the Delaunay triangulation of $R^{k}$ which is a planar graph having $2 k-h_{k}-2$ triangles and $3 k-h_{k}-3$ edges where $h_{k}$ is the number of points on the convex hull of $R^{k}$. The work done when a site $v \in D T\left(R^{k}\right)$ is picked by the RIC, is proportional to the number of unsampled points in the triangles adjoining $v$. If $l(\sigma)$ is the number of points in a triangle $\sigma$, then the work is proportional to $T_{k}=\sum_{\sigma \in \Delta(v)} l(\sigma)$ where $\Delta(v)$ denotes triangles adjacent to $v$. Squaring $T_{k}$ and taking expectation

$$
\begin{aligned}
\mathbb{E}\left[T_{k}^{2}\right] & =\frac{1}{k} \mathbb{E}\left[\sum_{v \in R^{k}}\left(\sum_{\sigma \in \Delta(v)} l(\sigma)\right)^{2}\right] \leq \frac{1}{k} \mathbb{E}\left[\sum_{v \in R^{k}} \sum_{\sigma \in \Delta(v)}|\Delta(v)| l^{2}(\sigma)\right] \text { from Lemma } 8 \\
& =\frac{1}{k} \sum_{v \in R^{k}}|\Delta(v)| \mathbb{E}\left[\sum_{\sigma \in \Delta(v)} l^{2}(\sigma)\right] \leq \frac{1}{k} \sum_{v \in R^{k}} \frac{n^{2}}{k^{2}}|\Delta(v)|^{2} \text { from Lemma } 7 \\
& =O\left(\frac{n^{2}}{k}\right) \text { as } \sum_{v}|\Delta(v)|^{2}=O\left(\sum_{v} \Delta(v)^{2}\right)=O\left(k^{2}\right)
\end{aligned}
$$

Following Equation 4, this yields $W_{n} \leq \sum_{k=1}^{k=n} \mathbb{E}\left[T_{k}^{2}\right] \leq \sum_{k=1}^{k=n} O\left(\frac{n^{2}}{k}\right)=O\left(n^{2} \log n\right)$. Plugging the bound of $M_{n}=O(n \log n)$ from Lemma 6 in Freedman's theorem, we obtain the following bound.

- Lemma 9. Let $T(n)$ denote the running time of ric based construction of Delaunay Triangulation and let $\lambda=c n \log n$ for a suitable constant $c$. Then

$$
\operatorname{Pr}[T(n) \geq \alpha(n) \lambda] \leq \exp \left(-\frac{(\alpha(n) c n \log n)^{2}}{2\left(n^{2} \log n+\alpha(n) c \cdot n^{2} \log ^{2} n / 3\right)}\right) \leq \exp (-\alpha(n))
$$

- Remark. The above Lemma gives high probability bound for $T(n)$ exceeding $\Omega\left(n \log ^{2} n\right)$ for $\alpha=\Omega(\log n)$. However, this bound is superior to the straightforward Markov's bound applied on the expected work as well as preferable to restarting the original algorithm using independent random bits each time.

[^82]This analysis can be extended to the three-dimensional convex hull algorithm presented in Mulmuley [17]. In [3], the authors obtain similar tail estimates for the for the space complexity (alternately referred to as conflict history) of the algorithm of [10]. For fixed dimensional linear programming Seidel [20] proved a similar property and this can be extended to RIC algorithms like closest pair [12]. These algorithms typically have the property, that in stage $i$, with probability $\Omega\left(\frac{1}{i}\right)$, the algorithm re-builds the data structure. This makes inverse polynomial bound challenging - say for $i=\sqrt{n}$, the RIC for Delaunay triangulation could spend $O(n \log (\sqrt{n})$ time to rebuild the associated point location data structure if the $i$-th point has degree $\Omega(i)$.

## 5 More generalized RIC: segment intersections

We now consider a more general scenario in RIC (Randomized Incremental Construction). Using a conflict graph update model of RIC (see Appendix), we obtain the following expression for expected work.
$\mathbb{E}[$ \#edges created in the conflict graph $]=\sum_{\sigma \in \Pi^{0}(R \cup s)} l(\sigma) \cdot \operatorname{Pr}\left\{\sigma \in \Pi^{0}(R \cup s)-\Pi^{0}(R)\right\}$
From backward analysis this probability is the same as deleting a random element from $R \cup s$ which is $\frac{d(\sigma)}{r+1}$ where $r=|R|$. By substituting this we obtain

$$
\begin{equation*}
\sum_{\sigma \in \Pi^{0}(R \cup s)} l(\sigma) \cdot \frac{d(\sigma)}{r+1}=\frac{d(\sigma)}{r+1} \sum_{\sigma \in \Pi^{0}(R \cup s)} l(\sigma)=O\left(\frac{d(\sigma)}{r} \cdot \frac{n}{r} \mathbb{E}\left[\Pi^{0}(R \cup s)\right]\right) \tag{5}
\end{equation*}
$$

Therefore the expected work over the sequence of random insertions is $\sum_{r=1}^{n} O\left(\frac{d(\sigma)}{r}\right.$. $\left.\frac{n}{r} \mathbb{E}\left[\Pi^{0}(R \cup s)\right]\right)$.

For the case of line segment intersections, it can be shown that $\mathbb{E}\left[\Pi^{0}(R \cup s)\right]=O\left(r+\frac{m \cdot r^{2}}{n^{2}}\right)$ from which it follows that the expected work is

$$
\sum_{r=1}^{n} O\left(\frac{d(\sigma)}{r} \cdot \frac{n}{r} \cdot O\left(r+\frac{m \cdot r^{2}}{n^{2}}\right)=\sum_{r=1}^{n}\left(\frac{d n}{r}+\frac{d m}{n}\right)=O(n \log n+m)\right.
$$

Here $d(\sigma) \leq 6$ which the maximum number of segments that define a $\sigma$ (trapezoid in this case).

Tail bounds for this problem has been elusive despite some significant attempts (see [15]). We will show that our previous methodology can be extended to obtain tail estimates on the work done.

Consider an arrangement of $n$ segments with $m$ intersections $\left(0 \leq m \leq\binom{ n}{2}\right)$. In the trapezoidal map $\mathcal{T}$ of the $n$ segments (also known as a vertical visibility diagram), let us denote the set of trapezoids adjacent to segment $s_{i}$ by $T_{i}$. Any trapezoid $\sigma \in \mathcal{T}$ is defined by at most six segments. Since it is a planar map, and there are at most $2 n+2 m$ vertices, it follows that $\sum_{i}\left|T_{i}\right|=O(n+m)$. We would like to obtain a bound on $\sum_{i}\left|T_{i}\right|^{2}$. Let us denote by $n_{i}$ and $m_{i}$ respectively, the number of segments end-points and intersection points visible to segment $s_{i}$. It follows that $\left|T_{i}\right|=O\left(n_{i}+m_{i}\right)$ and

$$
\sum_{i}\left|T_{i}\right|^{2}=O\left(\sum_{i}\left(n_{i}+m_{i}\right)^{2}\right)=O\left(\sum_{i} n_{i}^{2}+\sum_{i} n_{i} \cdot m_{i}+\sum_{i} m_{i}^{2}\right)
$$

where $m_{i} \leq O(n)$ from the zone theorem bound. Moreover $\sum_{i} n_{i}=O(n)$ and $\sum_{i} m_{i}=O(m)$ as each point is visible from the closest segments above and below.

The first expression can be bound by $\left(\sum_{i} n_{i}\right)^{2}=O\left(n^{2}\right)$ and the second expression by $2\left(\sum_{i} n_{i}\right) \cdot\left(\sum_{i} m_{i}\right)=O(n \cdot m)$ (Cauchy-Schwartz inequality). The third expression is less than $(m / n) \cdot n^{2}=m n$. So, the overall expression can be bound by $O\left(m \cdot n+n^{2}\right)$.

For a uniformly chosen sample $R^{k}$ of size $k$, the expected number of intersections in the sample is $\frac{m k^{2}}{n^{2}}$, so the variance can be bound by

$$
\mathbb{E}\left[T_{k}^{2} \mid R^{k}\right]=\frac{1}{k} \mathbb{E}\left[\sum_{s_{i} \in R^{k}}\left(\sum_{\sigma \in T_{i}} l(\sigma)\right)^{2}\right]
$$

To simplify calculations, we recall (Theorem 5 ) that $l(\sigma) \leq O\left(\frac{n \log n}{k}\right)$ with high probability. So, plugging this in the previous expression, and using the previous bound on $\sum_{i}\left|T_{i}\right|^{2}$, we obtain (w.h.p.)

$$
\mathbb{E}\left[T_{k}^{2} \mid R^{k}\right] \leq \frac{1}{k} \cdot O\left(\frac{n^{2} \log ^{2} n}{k^{2}}\right) \cdot \mathbb{E}\left[k^{2}+k \cdot m_{k}\right]
$$

where $m_{k}$ is the number of intersections in $R^{k}$. Taking expectation over all choices of $R^{k}$, we obtain the unconditional expectation as

$$
\left.\mathbb{E}\left[T_{k}^{2}\right] \leq \frac{n^{2} \log ^{2} n}{k^{3}} \cdot \mathbb{E}\left[k^{2}+k m_{k}\right] \leq \frac{n^{2} \log ^{2} n}{k^{3}} \cdot\left(k^{2}+\frac{m k^{3}}{n^{2}}\right)\right) \leq \frac{n^{2} \log ^{2} n}{k}+m \log ^{2} n
$$

This uses the bound $\mathbb{E}\left[m_{k}\right]=O\left(k+\frac{m \cdot k^{2}}{n^{2}}\right)$. This bound is relevant for the maintenance of conflict graphs.

In contrast, for an algorithm like Mulmuley [18], where only the trapezoids are maintained, the work done ${ }^{3}$ can be bound by using $l(\sigma)=1$ in the expression for $\mathbb{E}\left[T_{k}^{2}\right]$. This yields $\mathbb{E}\left[T_{k}^{2}\right]=O\left(k+m \frac{k^{2}}{n^{2}}\right)$. We shall return to this case later.

So

$$
W_{n} \leq \sum_{k=1}^{n} \mathbb{E}\left[T_{k}^{2}\right] \leq O\left(n^{2} \log ^{3} n+m n \log ^{2} n\right)
$$

To obtain high probability bounds using Freedman's inequality, we want to bound this expression by $\frac{\lambda^{2}}{\log n}$ where $\lambda=c(n \log n+m) . M_{n}$ and $M_{n} \cdot \lambda$ can be bound by $O(n \log n \cdot \alpha(n))$ and $m n \alpha(n)$ respectively with high probability. This follows from a bound of $O(t \alpha(t))$ on the zone of a segment that intersects $t$ segments in an arrangement of $n$ segments ([18]).

So $\frac{\lambda^{2}}{W_{n}+M_{n} \cdot \lambda}$ can be bound by

$$
\frac{\Omega\left(m^{2}+m n \log n+n^{2} \log ^{2} n\right)}{O\left(m n \log ^{2} n+n^{2} \log ^{3} n+m n \alpha(n) \log n+n^{2} \alpha(n) \log ^{2} n\right.}=\frac{\Omega\left(m^{2}+m n \log n+n^{2} \log ^{2} n\right)}{O\left(m n \log ^{2} n+n^{2} \log ^{3} n\right.} .
$$

So from Freedman's inequality we obtain a tail bound of $\exp \left(-\frac{m^{2}}{m n \log ^{2} n}\right)$ for $m \geq n \log ^{2} n$.

- Theorem 10. Let $T(n)$ represent the work done in the conflict-graph based segment intersection algorithm, then there exists constant $\beta$, such that for $m \geq \beta n \log ^{2} n, \operatorname{Pr}[T(n) \geq$ $m] \leq \exp \left(-\frac{m}{n \log ^{2} n}\right)$.

To the best of our knowledge, no prior concentration bound was known for the conflict-graph based approach for segment intersection given by Clarkson and Shor [4]. The paper by [15] noted that their methods could not be extended to this algorithm.

[^83]

Figure 3 A bad input for segments intersections (trapezoidal maps). The thicker segments correspond to the sampled set.

For the specific case of $m=0$, the bound can be improved by observing that the zone of a segment can be at most $O(n)$ (instead of $n \alpha(n))$ as there are no intersections. Setting $m=0$ in the previous bound for $W_{n}$, we obtain the following

- Corollary 11. For constructing the trapezoidal map of n non-intersecting line segments using RIC, the work done $T(n)$ satisfies $\operatorname{Pr}\left[T(n) \geq c \beta n \log ^{2} n\right] \leq n^{-\beta^{2}}$ for some constant $c>1$.

This shows that we can obtain inverse polynomial concentration bounds around a running time that exceeds the expected running time by a factor of $\Omega(\log n)$.

We now return to the algorithms of [18] and [4] that do not maintain conflict-graphs but only involves segment end-points. As observed before, the quantity $W_{n}$ can be bound by $\sum_{k=1}^{n} O\left(k+m \frac{k^{2}}{n^{2}}\right)=O\left(n^{2}+m n\right)$. We summarize as follows.

- Lemma 12. In the segment intersection algorithms of [18, 4] that do not maintain conflictgraphs explicitly, the probability that the work exceeds $c(m+n \log n)$ can be bound by

$$
\exp -\left(\frac{\Omega\left(m^{2}+m n \log n+n^{2} \log ^{2} n\right)}{O\left(m n \alpha(n)+n^{2} \alpha(n) \log n\right)}\right) \leq \exp \left(-\frac{\log n}{\alpha(n)}\right) \text { since } M=O(n \alpha(n))
$$

For $m \geq n \log n$, the bound improves to $\exp \left(-\frac{m}{n \alpha(n)}\right)$.

- Remark. This bound is better than the results in [15] where the authors show that for some constant $\delta>0$. $\operatorname{Pr}[T(n) \geq C m] \leq \exp \left(\frac{-\delta m}{n \log n}\right)$ for $m \geq n \log n \log \log \log n$.


## 6 Can we improve the tail bounds

Figure 3 shows an input of $n$ horizontal segments divided into two sets $\mathcal{U}, \mathcal{B}$ each of which has $n / 2$ segments. In the top pile $\mathcal{U}$ of the $n / 2$ horizontal segments, let $T$ denote the lowest $\sqrt{n} \cdot c(n)$ segments for some function $c(n)$ that will determined in the analysis.

We will consider the $R I C$ after the first $3 \sqrt{n}$ insertions. We want to consider the event that at least $\sqrt{n}$ segments are chosen from $\mathcal{B}$ and no segment is chosen from $T$. The probability of the former is $1-2^{-\sqrt{n}}$ (from Chernoff bounds) whereas the probability of the latter can be easily seen as $\left(1-\frac{c(n)}{\sqrt{n}}\right)^{3 \sqrt{n}}=\Omega\left(4^{-3 c(n)}\right)$, using $(1-x) \geq \exp -\left(x+x^{2}\right) \geq \frac{1}{4^{x}} x \in[0,1 / 2]$. Since the two events are independent, the probability of their intersection, which will be denoted by the event $\mathcal{E}_{1}$ is nearly $\Omega\left(4^{-3 c(n)}\right)$ (since $1-2^{-\sqrt{n}} \rightarrow 1$ ).

Notice that, if the lowest sampled segment is $s \in \mathcal{U}$ then all the segments below $s$ will intersect the vertical lines through the end-points of the trapezoids defined by the sampled segments in $\mathcal{B}$. Namely, if there are $m$ unsampled segments below $s$, then the size of the conflict graph is at least $\sqrt{n} \cdot m$. Every time $s$ changes, new edges are created in the conflict graph by the sampled edges in $\mathcal{B}$. Following the choice of the initial $3 \sqrt{n}$ segments, let us consider subsequent sampling by the $R I C$ where segments from $T$ will be sampled. Within $T$, let us denote by $T^{\prime}$ the lowest $\alpha c(n) \sqrt{n}$ segments for some constant $\alpha<1$ and let $T^{\prime \prime}$ denote the remaining segments. Let $\mathcal{E}_{2}$ denote the event that among the first $\log n$ segments sampled from $T$, none are from $T^{\prime}$. This can be calculated as $(1-\alpha)^{\log n}=\Omega\left(4^{-\alpha \log n}\right)$.

From our earlier analysis, the lowest sampled segment in $T^{\prime \prime}$ changes about $\theta(\log \log n)$ times with probability $\frac{1}{\log n}$ (Corollary 3 ) - note that this holds regardless of the event $\mathcal{E}_{2}$. So, in the second phase of RIC, at least $\Omega(\alpha \sqrt{n} c(n) \cdot \sqrt{n} \log \log n)$ edges are created with probability $\Omega\left(\frac{2^{-\alpha \log n}}{\log n}\right)$.

So, by unconditioning the first phase event $\mathcal{E}_{1}$, we obtain $\operatorname{Pr}\left[\mathcal{E}_{1} \cap \mathcal{E}_{2}\right]=\operatorname{Pr}\left[\mathcal{E}_{2} \mid \mathcal{E}_{1}\right] \cdot \operatorname{Pr}\left[\mathcal{E}_{1}\right]=\Omega\left(\frac{1}{\log n} n^{-\alpha} \cdot 2^{-6 c(n)}\right)$. This yields the following result

- Theorem 13. There exists inputs for which the conflict-graph based RIC algorithm for constructing vertical visibility maps (segment intersections with no intersections) encounters $\Omega(\alpha c(n) \sqrt{n} \log \log n)$ structural changes with probability $\Omega\left(e^{-6 c(n)-\alpha}\right)$ for $c(n)=o(\sqrt{n})$.
In particular, by choosing $c(n)=\frac{\log n}{13}$, and a small $\alpha$, the conflict graph based RIC algorithm may encounter $\Omega(n \log n \log \log n)$ changes with probability $\Omega\left(\frac{1}{\sqrt{n}}\right)$ that rules out inverse polynomial bounds for a total work of $O(n \log n)$. Note that $\frac{1}{\sqrt{n}}$ can be easily increased to $\frac{1}{n^{\epsilon}}$ for any $\epsilon>0$ by an appropriate choice of $c(n)$.

The reader may compare this result with Corollary 11 to get a sense of the gap between upper and lower bounds of the tail estimates. Coming up with similar examples for the other problems discussed in this paper, like Delaunay Triangulation would be an interesting exercise and shed more light on the behavior of RIC.
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## A Appendix

We provide a brief description of the notations and definitions that capture the framework of RIC and its analysis in very general setting.

Given a set $S$ of $n$ elements (like points, segments, lines etc.), a configuration $\sigma$ is defined by at most $d$ objects where $d$ is $O(1)$. The set of objects is denoted by $d(\sigma)$ and the number of configurations is bounded by $n^{d}$ if there are no more than $O(1)$ configurations associated each subset of $d$ elements (there can be more than one configuration associated with the same $d(\sigma)$ elements.

Let $\ell(\sigma)=S \cap \sigma-d(\sigma)$ be the elements that intersect with $\sigma$. With a slight overloading of notation we will also use $\ell(\sigma)$ to denote the set of the intersecting elements with $\sigma$ also. Let $\Pi^{i}(S)$ denote the set of configurations $\sigma$ with $\ell(\sigma)=i$. We use $\Pi(S)=\cup_{i} \Pi^{i}(S)$ to denote all configurations. For any subset $R \subset S$, we use $\Pi(R)$ to denote the configurations defined by elements of $R$ and the conflict list of any configuration $d(\sigma) \subset R$ as $\sigma \cap S$, i.e., all the elements and not just the elements in $R$.

A conflict graph represents the relation between the configurations in $\Pi^{0}(R)$ and the corresponding conflict list, which is a bipartite graph with configurations in $\Pi^{0}(R)$ on one side and the uninserted elements on the other side. Randomized Incremental construction


Figure 4 The red segments are sampled segments and blue segments are unsampled. The trapezoids $A, B$ are configurations that belong to $\Pi^{0}(R)$. Here $d(A)=\left\{s_{4}, s_{5}\right\} \ell(A)=\left\{s_{3}, s_{6}, s_{10}\right\}$.
can be thought of as maintaining and update of the conflict graph starting with $R=\phi$ and successively adding a random (uninserted) element $e \in S-R$ into $R$. This introduces $\sigma \in \Pi^{0}(R \cup e)-\Pi^{0}(R)$ requiring appropriate changes in the conflict graph. To illustrate this framework on qiucksort, we define the configurations as intervals defined by a pair of elements $\left[x_{i}, x_{j}\right]$ where $x_{i}<x_{j}$. Initially there is the hypothetical configuration $(-\infty,+\infty)$. As we introduce more pivots, we maintain the ordered set of intervals induced by the elements chosen as pivots. As we introduce a pivot, some interval is split. Eventually we have the sorted set defined by consecutive intervals. When an interval $\left[x_{i}, x_{j}\right]$ splits because of a pivot element $y$ such that $x_{i}<y<x_{j}$, the elements in $\ell\left(\left[x_{i}, x_{j}\right]\right) \cap S$ is reassigned to $\ell\left(\left[x_{i}, y\right]\right)$ and $\ell\left(\left[y, x_{j}\right]\right)$ appropriately. The number of comparisons required is roughly $\left|\ell\left(\left[x_{i}, x_{j}\right]\right) \cap S\right|$ (the cardinality).

The analysis of quicksort in this framework can be done using the technique of backward analysis which is very elegant. Let us assign an indicator random variable $X_{k}$ associated with an element $x$, such that

$$
X_{k}= \begin{cases}1 & \text { if } x \text { is compared for the } k \text {-th pivot } \\ 0 & \text { otherwise }\end{cases}
$$

The number of comparisons involving $x$ is given by $\sum_{k=1}^{n} X_{k}$. Therefore

$$
\mathbb{E}\left[\sum_{k=1}^{n} X_{k}\right]=\sum_{k=1}^{n} \mathbb{E}\left[X_{k}\right]=\sum_{k=1}^{n} p_{k}(x)
$$

where $p_{k}(x)$ is the probability that element $x$ is involved in the partitioning of the $k$-th pivot insertion.

To compute the probability, we observe that $X_{k}=1$ iff the $k$-th pivot $y$ is one of the two elements that bound the interval containing $x$ after $k$ pivots are chosen randomly. For a fixed choice of $k$ initial pivots, the probability that $y$ is one of the two bounding elements is at most $\frac{2(k-1)!}{k!}=\frac{2}{k}$. The numerator represents the number of permutations with one of the bounding elements being the last pivot. Although this is the probability conditioned on the choice of the first $k$ pivots, clearly unconditioning would also give us the same probability. Therefore the expected number of comparisons involving $x$ is $\sum_{k=1}^{n} \frac{1}{k}=O(\log n)$. Further the total expected number of comparisons is $O(n \log n)$ by summing over all elements.
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#### Abstract

The complexity class ZPP $^{N P[1]}$ (corresponding to zero-error randomized algorithms with access to one NP oracle query) is known to have a number of curious properties. We further explore this class in the settings of time complexity, query complexity, and communication complexity. - For starters, we provide a new characterization: ZPP $^{N P[1]}$ equals the restriction of $\mathrm{BPP}^{N P[1]}$ where the algorithm is only allowed to err when it forgoes the opportunity to make an NP oracle query. - Using the above characterization, we prove a query-to-communication lifting theorem, which translates any ZPP $^{N P[1]}$ decision tree lower bound for a function $f$ into a ZPP $^{N P[1]}$ communication lower bound for a two-party version of $f$. - As an application, we use the above lifting theorem to prove that the ZPP $^{N P[1]}$ communication lower bound technique introduced by Göös, Pitassi, and Watson (ICALP 2016) is not tight. We also provide a "primal" characterization of this lower bound technique as a complexity class.
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## 1 Introduction

Query-to-communication lifting is a paradigm for proving lower bounds in communication complexity [30, 26, 34] using lower bounds in query complexity (a.k.a. decision tree complexity) [40, 9, 26]. This technique has yielded a wide array of applications, including lower bounds for the Clique vs. Independent Set communication game and the related Alon-Saks-Seymour conjecture in graph theory [15, 6], separations between communication complexity and partition number [20, 3, 16, 4, 22], lower bounds for monotone circuits, monotone span programs, and proof complexity [35, $7,25,19,14,36,33]$, new and unified proofs of quantum communication lower bounds [38] and of separations between randomized and quantum communication complexity [22, 1, 2], lower bounds for LP and SDP relaxations of CSPs [12, 31, 29], separations between communication complexity classes [10, 28, 18, 21, 17, 8], and lower bounds for finding Nash equilibria [37, 5].

The basic format of the technique is a two-step approach in which a relatively simple problem-specific argument is combined with fairly heavy-duty general-purpose machinery for handling communication protocols. More specifically:
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## 59:2 A ZPP ${ }^{N P[1]}$ Lifting Theorem

| Class | Reference |
| :--- | :--- |
| P | $[35,20]$ |
| NP | $[18,15]$ |
| BPP | $[22]$ |
| P $^{\text {NP }}$ | $[17]$ |
| ZPP ${ }^{\text {NP [1] }}$ | Theorem 2 |
| SBP | $[18]$ |
| AWPP | $[38]$ |
| PostBPP | $[18]$ |
| PP | $[38]$ |



Figure 1 Classes with a known query-to-communication lifting theorem. $\mathcal{C}_{1} \rightarrow \mathcal{C}_{2}$ denotes $\mathcal{C}_{1} \subseteq \mathcal{C}_{2}$.
(1) Capture the combinatorial core of the desired communication complexity lower bound by proving an analogous query complexity lower bound.
(2) Apply a lifting theorem showing that the query complexity of any boolean function $f$ is essentially the same as the communication complexity of a two-party version of $f$.
The availability of a lifting theorem greatly eases the burden on the lower bound prover, since query lower bounds are generally much easier to prove than communication lower bounds.

The lifting theorem is with respect to a particular model of computation: deterministic, randomized, nondeterministic, and so on; it is convenient to associate these models with their corresponding classical time-bounded complexity classes: P, BPP, NP, and so on. This idea has led to an ongoing project: prove lifting theorems for the query/communication analogues of various classical complexity classes. Figure 1 shows the main classes for which a lifting theorem is known, along with primary references. Even the less well-known classes sometimes correspond to standard measures in the query/communication settings; e.g., AWPP corresponds to approximate polynomial degree in query complexity and to log of approximate rank in communication complexity. Some notable classes for which a lifting theorem is not known include BQP, UP, and MA. Proving a lifting theorem for AM would be a breakthrough, as it is notoriously open to prove any strong AM-type communication lower bound for an explicit function, but is trivial to do so in the query complexity setting.

Our central contribution is a lifting theorem for the slightly exotic class ZPP ${ }^{N P[1]}$, which corresponds to randomized algorithms that can make one call to an NP oracle, output the correct answer with probability $\geq 3 / 4$, and output $\perp$ with the remaining probability. This model is interesting partly because it has so many curious properties, one of which is that it is robust with respect to the success probability threshold: by [13], the success probability can be efficiently amplified as long as it is $>1 / 2$ (which is nontrivial since the standard method for amplification would use multiple independent trials, resulting in multiple NP oracle queries). In terms of relations to other classes, $\mathrm{ZPP}^{N P[1]}$ contains BPP [11] and is contained in $\mathrm{S}_{2} \mathrm{P}$ [11] and in PostBPP (a.k.a. $\mathrm{BPP}_{\text {path }}$ ) [21]. If we generalized $\mathrm{ZPP}^{\mathrm{NP}[1]}$ to allow success probability slightly $<1 / 2$, or to allow two nonadaptive NP oracle calls, either way the class would contain $A M \cap$ coAM, and hence proving explicit lower bounds for the communication version would yield breakthrough AM communication lower bounds; in this sense, $\mathrm{ZPP}^{N P[1]}$ is just shy of the communication lower bound frontier. $\mathrm{ZPP}^{N P[1]}$ also shows up frequently in the literature on the "two queries problem" [39].

Our starting point is to uncover another curious property of $\mathrm{ZPP}^{\mathrm{NP}[1]}$ : we prove it is equivalent (in time, query, and communication complexities) to a new model we dub CautiousBPP ${ }^{\text {NP }[1]}$, which corresponds to randomized algorithms that can make one call to an NP oracle, output the correct answer with probability $\geq 3 / 4$, and are only allowed to err when they choose not to call the NP oracle. This equivalence plays a crucial role in our proof of the lifting theorem for $\mathrm{ZPP}^{\mathrm{NP}[1]}$.

Once we have the lifting theorem, the natural application domain is to prove new ZPP ${ }^{N P}[1]$ type communication lower bounds. [21] developed a technique for proving such lower bounds, and we use our lifting theorem to derive new separations, which imply that the technique from [21] is not tight. This is analogous to the main application from [17], in which a $\mathrm{P}^{\mathrm{NP}}$ lifting theorem was used to show that the $\mathrm{P}^{N P}$-type communication lower bound technique from $[24,32]$ is not tight. For context, we note that certain other communication complexity classes have similar lower bound techniques that are tight; e.g., the discrepancy bound captures PP communication [27], and the corruption bound captures SBP communication [23]. So for what class is the lower bound technique from [21] tight, if not ZPP ${ }^{N P}{ }^{[1]}$ ? We also answer this question in the full version of this paper. The class did not have a standard name, but it turns out to have a reasonably simple definition.

### 1.1 Statement of results

We formally define $Z_{P P}{ }^{N P[1]}$ and CautiousBPP ${ }^{N P[1]}$ and their query/communication analogues in Section 2. For any model $\mathcal{C}$ (such as $\operatorname{ZPP}^{N P[1]}$ or CautiousBPP ${ }^{N P[1]}$ ) we use $\mathcal{C}$ for the polynomial time complexity class, $\mathcal{C}^{\mathrm{dt}}$ and $\mathcal{C}^{\mathrm{cc}}$ for the polylog query and communication complexity classes, and $\mathcal{C}^{\text {dt }}(f)$ and $\mathcal{C}^{c c}(F)$ for the corresponding query and communication complexities of a partial function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ and a partial two-party function $F:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$ (we also consider $F$ 's where Alice and Bob have unequal but polynomially-related input lengths). We use $\tilde{\Theta}$ to hide $\operatorname{poly} \log (n)$ factors. We prove the following characterization in Section 3.

## - Theorem 1.

(i) $\mathrm{ZPP}^{\mathrm{NP}[1]}=$ CautiousBPP ${ }^{\mathrm{NP}[1]}$.
(ii) $\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{dt}}(f)=\tilde{\Theta}\left(\right.$ CautiousBPP $\left.{ }^{\mathrm{NP}[1] \mathrm{dt}}(f)\right)$ for all $f$.
(iii) $\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}(F)=\tilde{\Theta}\left(\right.$ CautiousBPP $\left.{ }^{\mathrm{NP}[1] \mathrm{cc}}(F)\right)$ for all $F$.

We now prepare to state the lifting theorem. For $f:\{0,1\}^{n} \rightarrow\{0,1\}$ (called the outer function) and $g: \mathcal{X} \times \mathcal{Y} \rightarrow\{0,1\}$ (called the gadget), their composition $f \circ g^{n}: \mathcal{X}^{n} \times$ $\mathcal{Y}^{n} \rightarrow\{0,1\}$ is the two-party function where Alice gets $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$, Bob gets $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathcal{Y}^{n}$, and the goal is to evaluate $\left(f \circ g^{n}\right)(x, y):=f\left(g\left(x_{1}, y_{1}\right), \ldots, g\left(x_{n}, y_{n}\right)\right)$. Note that any deterministic (P-type) decision tree for $f$ can be turned into a deterministic protocol for $f \circ g^{n}$ where Alice and Bob communicate to evaluate $g\left(x_{i}, y_{i}\right)$ whenever the decision tree queries the $i^{\text {th }}$ input bit of $f$. A similar thing can be done in other models besides deterministic. The essence of a lifting theorem is to go in the other direction: convert a protocol for $f \circ g^{n}$ into a comparable-cost decision tree for $f$. In other words, if $g$ is sufficiently complicated, then it hides the input bits to $f$ so well that a communication protocol cannot do any better than just running a decision tree for $f$.

We use the index gadget $\operatorname{InD}_{m}:[m] \times\{0,1\}^{m} \rightarrow\{0,1\}$ mapping $(x, y) \mapsto y_{x}$, where $m$ is a sufficiently large polynomial in $n$. This gadget has previously been used for the P, BPP, and $P^{N P}$ lifting theorems. (In some cases, lifting theorems with simpler gadgets are known, but for many applications the index gadget is fine.)
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- Theorem 2. Let $m=m(n):=n^{C}$ for a large enough constant $C$. For every $f:\{0,1\}^{n} \rightarrow$ $\{0,1\}$,
(i) $\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right)=\tilde{\Theta}\left(\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{dt}}(f)\right)$,
(ii) CautiousBPP ${ }^{\mathrm{NP}[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right)=\Theta\left(\right.$ CautiousBPP $\left.{ }^{\operatorname{NP}[1] \mathrm{dt}}(f) \cdot \log n\right)$.

Note that part (i) of Theorem 2 is a corollary of part (ii), since by Theorem 1,

$$
\begin{aligned}
\operatorname{ZPP}^{N P[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right) & =\tilde{\Theta}\left(\text { CautiousBPP }^{\operatorname{NP}[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right)\right) \\
& =\tilde{\Theta}\left(\text { CautiousBPP }^{\operatorname{NP}[1] \mathrm{dt}}(f)\right)=\tilde{\Theta}\left(\operatorname{ZPP}^{N P[1] \mathrm{dt}}(f)\right)
\end{aligned}
$$

We are not aware of a way to prove part (i) directly, without going through Theorem 1. To prove part (ii) (in Section 4), we combine tools and techniques from the proofs of lifting theorems for BPP [22], NP [18, 15], and $P^{N P}$ [17], along with some new technical contributions.

Two of the main results in [21] are $M A^{c c} \nsubseteq Z P P^{N P[1] c c}$ and $U S^{c c} \nsubseteq Z P P^{N P[1] c c}$, where MA and US are the classes associated with "Merlin-Arthur games" and "unique witnesses" respectively (more precise definitions are deferred to Section 5). The proofs introduced a certain lower bound technique - let us use $\mathcal{B}^{c c}(F)$ for the largest bound attainable for $F$ using this technique, and $\mathcal{B}^{\text {cc }}$ for the class of all $F$ 's with $\mathcal{B}^{\text {cc }}(F) \leq \operatorname{poly} \log (n)$ - and showed that $M A^{c c} \nsubseteq \mathcal{B}^{c c}, U S^{c c} \nsubseteq \mathcal{B}^{c c}$, and $Z^{\text {PP }}{ }^{N P[1] c c} \subseteq \mathcal{B}^{c c}$. The definition of $\mathcal{B}^{c c}$ is not important for now, but we provide it in the full version of this paper, where we show that it can be characterized as a more natural complexity class.

Since $\mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}$ is closed under complement (whereas $\mathcal{B}^{c c}$ is not), we have $\mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}} \subseteq$ $\mathcal{B}^{c c} \cap \operatorname{co} \mathcal{B}^{c c}$. A natural question is whether the latter is actually an equality, i.e., whether the lower bound technique of [21] for $\mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}$ is tight. Since [21] observed that $\mathrm{MA}^{\text {cc }}, \mathrm{US}^{\text {cc }} \subseteq$ co $\mathcal{B}^{c c}$, we have $\mathrm{MA}^{c c} \cap \operatorname{coMA}^{c c}, \mathrm{US}^{c c} \cap \operatorname{coUS}{ }^{c c} \subseteq \mathcal{B}^{c c} \cap \operatorname{co} \mathcal{B}^{c c}$, and thus the following result (proven in Section 5 using Theorem 2) answers this question in the negative (in two different ways).

## - Theorem 3.

(i) $\mathrm{MA}^{\mathrm{cc}} \cap \mathrm{coMA}^{\mathrm{cc}} \nsubseteq Z P P^{N P[1] c c}$.
(ii) $\mathrm{US}^{\mathrm{cc}} \cap \operatorname{coUS}{ }^{\mathrm{cc}} \nsubseteq \mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}$.

## 2 Definitions

We set up notation and provide the formal definitions of ZPP $^{N P[1]}$ and CautiousBPP ${ }^{\text {NP }[1]}$. For the query and communication complexity versions, we follow the convention of using the complexity class names as complexity measures. That is, $\mathcal{C}^{\mathrm{dt}}(f)$ denotes the minimum cost of any correct $\mathcal{C}$-type decision tree for $f$, and $\mathcal{C}^{\mathrm{dt}}$ also denotes the class of families of partial $f$ 's with $\mathcal{C}^{\mathrm{dt}}(f) \leq \operatorname{polylog}(n)$; similarly, $\mathcal{C}^{c c}(F)$ denotes the minimum cost of any correct $\mathcal{C}$-type communication protocol for $F$, and $\mathcal{C}^{c c}$ also denotes the class of families of partial $F$ 's with $\mathcal{C}^{c c}(F) \leq \operatorname{polylog}(n)$ (assuming Alice and Bob have polynomially-related input lengths).

In the query complexity setting, "query" actually has two meanings for us: a decision tree makes queries to individual input bits, then it forms an NP-type (DNF) oracle query.

We think of a randomized algorithm $M$ as taking a uniformly random string $s \in\{0,1\}^{r}$ (for some number of coins $r$ that depends on the input length); we let $M_{s}(x)$ denote $M$ running on input $x$ with outcome $s$. Similarly, we think of a randomized (in our case, ZPP ${ }^{N P[1]}$-type or CautiousBPP ${ }^{N P[1]}$-type) decision tree $T$ or communication protocol $\Pi$ as the uniform distribution over a multiset of corresponding non-randomized $T_{s}$ 's or $\Pi_{s}$ 's indexed by $s \in\{0,1\}^{r}$; we denote this as $T \sim\left\{T_{s}: s \in\{0,1\}^{r}\right\}$ or $\Pi \sim\left\{\Pi_{s}: s \in\{0,1\}^{r}\right\}$.

### 2.1 ZPP ${ }^{N P[1]}$

ZPP ${ }^{N P[1]}$ consists of all languages $L$ for which there is a polynomial-time randomized algorithm $M$ (taking input $x$ and coin tosses $s \in\{0,1\}^{r}$ ) and a language $L^{\prime} \in \mathrm{NP}$ such that the following hold.

Syntax: The computation of $M_{s}(x)$ produces an oracle query $q$ and a function out: $\{0,1\}$ $\rightarrow\{0,1, \perp\}$; the output is then $\operatorname{out}\left(L^{\prime}(q)\right)$.
Correctness: The output is always $L(x)$ or $\perp$, and is $L(x)$ with probability $\geq 3 / 4$.
We define a $\mathrm{ZPP}^{\mathrm{NP}[1]}$-type decision tree $T$ for $f$ on input $x$ as follows.
Syntax: $T \sim\left\{T_{s}: s \in\{0,1\}^{r}\right\}$ where each $T_{s}$ makes queries to the bits of $x$ until it reaches a leaf, which is labeled with a DNF $D$ and a function out: $\{0,1\} \rightarrow\{0,1, \perp\}$; the output is then $\operatorname{out}(D(x))$.
Correctness: The output is always $f(x)$ or $\perp$, and is $f(x)$ with probability $\geq 3 / 4$.
Cost: The maximum height of any $T_{s}$, plus the maximum width of any DNF appearing at a leaf.

We define a ZPP $^{\mathrm{NP}[1]}$-type communication protocol $\Pi$ for $F$ on input $(x, y)$ as follows.
Syntax: $\Pi \sim\left\{\Pi_{s}: s \in\{0,1\}^{r}\right\}$ where each $\Pi_{s}$ communicates until it reaches a leaf, which is labeled with a multiset of rectangles $\left\{R^{w}: w \in\{0,1\}^{k}\right\}$ (for some $k$ ) and a function out: $\{0,1\} \rightarrow\{0,1, \perp\}$; the output is then out applied to the indicator of whether $(x, y) \in \bigcup_{w} R^{w}$.
Correctness: The output is always $F(x, y)$ or $\perp$, and is $F(x, y)$ with probability $\geq 3 / 4$.
Cost: The maximum communication cost of any $\Pi_{s}$, plus the maximum $k$ at any leaf.
A priori, the value $3 / 4$ seems arbitrary since it is not clear whether $Z_{P P}{ }^{N P[1]}$ is amenable to amplification of the success probability (naively doing repeated trials would increase the number of NP queries). However, [13] showed that amplification is actually possible, so we may use any constant $>1 / 2$ for the success probability in the definition of $\mathrm{ZPP}^{\mathrm{NP}[1]}$ (while affecting the measures $\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{dt}}(f)$ and $\operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}(F)$ by only constant factors).

### 2.2 CautiousBPP ${ }^{\text {NP }[1]}$

CautiousBPP ${ }^{N P[1]}$ consists of all languages $L$ for which there is a polynomial-time randomized algorithm $M$ (taking input $x$ and coin tosses $s \in\{0,1\}^{r}$ ) and a language $L^{\prime} \in$ NP such that the following hold.

Syntax: The computation of $M_{s}(x)$ either directly outputs a bit (without invoking the oracle) or produces an oracle query $q$ and a nonconstant function out: $\{0,1\} \rightarrow\{0,1\}$; in the latter case the output is then $\operatorname{out}\left(L^{\prime}(q)\right)$.
Correctness: The output is $L(x)$ with probability $\geq 3 / 4$, and is $L(x)$ for all $s$ such that $M_{s}(x)$ makes an oracle query.

We define a CautiousBPP ${ }^{\text {NP }}{ }^{[1]}$-type decision tree $T$ for $f$ on input $x$ as follows.
Syntax: $T \sim\left\{T_{s}: s \in\{0,1\}^{r}\right\}$ where each $T_{s}$ makes queries to the bits of $x$ until it reaches a leaf, which is labeled with either an output bit, or a DNF $D$ and a nonconstant function out: $\{0,1\} \rightarrow\{0,1\}$; in the latter case the output is then $\operatorname{out}(D(x))$.
Correctness: The output is $f(x)$ with probability $\geq 3 / 4$, and is $f(x)$ for all $s$ such that $T_{s}(x)$ makes a DNF query.
Cost: The maximum height of any $T_{s}$, plus the maximum width of any DNF appearing at a leaf.
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We define a CautiousBPP ${ }^{\mathrm{NP}[1]}$-type communication protocol $\Pi$ for $F$ on input $(x, y)$ as follows.
Syntax: $\Pi \sim\left\{\Pi_{s}: s \in\{0,1\}^{r}\right\}$ where each $\Pi_{s}$ communicates until it reaches a leaf, which is labeled with either an output bit, or a multiset of rectangles $\left\{R^{w}: w \in\{0,1\}^{k}\right\}$ (for some $k$ ) and a nonconstant function out: $\{0,1\} \rightarrow\{0,1\}$; in the latter case the output is then out applied to the indicator of whether $(x, y) \in \bigcup_{w} R^{w}$.
Correctness: The output is $F(x, y)$ with probability $\geq 3 / 4$, and is $F(x, y)$ for all $s$ such that $\Pi_{s}(x, y)$ makes a "union of rectangles" query.
Cost: The maximum communication cost of any $\Pi_{s}$, plus the maximum $k$ at any leaf.
The success probability of any CautiousBPP ${ }^{N P[1]}$-type computation can be amplified by taking the majority vote of multiple independent trials - except if at least one trial results in an NP-type oracle query then (to avoid multiple oracle queries) we just use the output of one such trial since we know it will be correct. Thus just like for BPP-type computations, success probability $1 / 2+\varepsilon$ can be amplified to $1-\delta$ with a $O\left(\frac{1}{\varepsilon^{2}} \log \frac{1}{\delta}\right)$ factor overhead in cost.

## $3 \quad \mathrm{ZPP}^{N P[1]}=$ CautiousBPP $^{N P[1]}$

We now prove Theorem 1 , starting with part (i). First assume $L \in \mathrm{ZPP}^{\mathrm{NP}[1]}$, witnessed by a randomized algorithm $M$ (taking input $x$ and coin tosses $s \in\{0,1\}^{r}$ ) and $L^{\prime} \in \mathrm{NP}$. To see that $L \in$ CautiousBPP ${ }^{N P[1]}$, consider this randomized algorithm with oracle access to $L^{\prime}$ :

1. Sample $s \in\{0,1\}^{r}$ and run $M_{s}(x)$ until it produces $q$ and out.
2. If $\operatorname{out}(0)=\operatorname{out}(1)$ then output this common bit, or an arbitrary bit if $\operatorname{out}(0)=\operatorname{out}(1)=\perp$.
3. Else if one of $\operatorname{out}(0)$, out(1) is $\perp$ then output whichever is not $\perp$.
4. Else invoke the oracle on $q$ and output out $\left(L^{\prime}(q)\right)$.

Consider any $s$ for which this algorithm outputs the wrong bit: then it did not make an oracle query (since $M$ never outputs the wrong bit), and $M_{s}(x)$ would have output $\perp$ (because of either line 2 , or line 3 with $\operatorname{out}\left(L^{\prime}(q)\right)=\perp$ and $\left.\operatorname{out}\left(1-L^{\prime}(q)\right) \neq L(x)\right)$. Hence this algorithm correctly solves $L$, with error probability at most that of $M$.

For the converse direction, we generalize the argument from [11] that BPP $\subseteq$ ZPP $^{N P[1]}$. Assume $L \in$ CautiousBPP ${ }^{\text {NP }[1]}$, witnessed by a randomized algorithm $M$ (taking input $x$ and coin tosses $s \in\{0,1\}^{r}$ ) and $L^{\prime} \in \mathrm{NP}$. Assume that this has already been amplified so the error probability is $<1 / 4 r$ (by the remark at the end of Section 2.2). For a fixed input $x$ and $b \in\{0,1\}$, let
$S_{b}:=\left\{s \in\{0,1\}^{r}: M_{s}(x)\right.$ outputs $b$ without invoking the oracle $\}$.
To see that $L \in \mathrm{ZPP}^{\mathrm{NP}[1]}$, consider the following randomized algorithm:

1. Sample $s \in\{0,1\}^{r}$ and run $M_{s}(x)$ until it produces either an output $b$ (so $s \in S_{b}$ ) or $q$ and out.
2. If it produced $q$ and out then ask the NP oracle for the value of $L^{\prime}(q)$ and output out $\left(L^{\prime}(q)\right)$.
3. Else sample independent strings $s^{1}, \ldots, s^{4 r} \in\{0,1\}^{r}$ and ask the NP oracle whether $\bigcup_{i}\left(S_{b} \oplus s^{i}\right) \neq\{0,1\}^{r}$ (i.e., whether there exists an $s^{\prime}$ such that for every $\left.i, s^{\prime} \oplus s^{i} \notin S_{b}\right)$; output $\perp$ if so and $b$ if not.
Note that this algorithm never outputs the wrong bit: if $s \in S_{b}$ for $b=1-L(x)$, then $\left|S_{b}\right|<2^{r} / 4 r$ so by a union bound, $\left|\bigcup_{i}\left(S_{b} \oplus s^{i}\right)\right|<4 r \cdot\left(2^{r} / 4 r\right)=2^{r}$ and hence the NP oracle returns 1 on line 3 and the algorithm outputs $\perp$. For the success probability, consider two cases. If $\left|S_{0} \cup S_{1}\right| \leq 2^{r} / 4$, then line 2 executes (guaranteeing correct output) with probability $\geq 3 / 4$. Otherwise, since $\left|S_{1-L(x)}\right|<2^{r} / 4 r$, we must have $\left|S_{L(x)}\right|>2^{r} / 4-2^{r} / 4 r>2^{r} / 5$ (we may
assume $r$ is at least a large enough constant), so by a union bound over all $s^{\prime} \in\{0,1\}^{r}$, the probability over $s^{1}, \ldots, s^{4 r}$ that $\bigcup_{i}\left(S_{L(x)} \oplus s^{i}\right) \neq\{0,1\}^{r}$ is $<2^{r} \cdot(4 / 5)^{4 r} \leq(5 / 6)^{r} \leq 1 / 5$. In this latter case, the probability of outputting $\perp$ is

$$
\begin{aligned}
& \mathbb{P}[b=1-L(x)]+\mathbb{P}\left[\bigcup_{i}\left(S_{b} \oplus s^{i}\right) \neq\{0,1\}^{r} \mid b=L(x)\right] \cdot \mathbb{P}[b=L(x)] \\
& \leq 1 / 4 r+(1 / 5) \cdot\left|S_{L(x)}\right| / 2^{r} \leq 1 / 4
\end{aligned}
$$

In both cases the success probability is $\geq 3 / 4$.

Parts (ii) and (iii) are proved in the same way as part (i), but we must carefully analyze the cost. We summarize the differences. For the $\mathrm{ZPP}^{N P[1]} \subseteq$ CautiousBPP ${ }^{N P[1]}$ direction, exactly the same argument works but using $T_{s}$ or $\Pi_{s}$ in place of $M_{s}$, and making the same DNF query or "union of rectangles" query rather than the same NP oracle query on line 4. This shows Cautious $\mathrm{BPP}^{\mathrm{NP}[1] \mathrm{dt}}(f) \leq \operatorname{ZPP}^{\operatorname{NP}[1] \mathrm{dt}}(f)$ and Cautious $\operatorname{BPP}^{\mathrm{NP}[1] \mathrm{cc}}(F) \leq \operatorname{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}(F)$.

Now consider the CautiousBPP ${ }^{N P[1]} \subseteq$ ZPP $^{N P[1]}$ direction for parts (ii) and (iii). By standard sparsification of the randomness, we may assume $T$ or $\Pi$ uses only $O(\log n)$ coin tosses (while affecting the success probability by only $\pm o(1)$ ). Then as noted at the end of Section 2.2 , we may amplify with $O(\log \log n)$ repetitions so $r$ becomes $O(\log n \cdot \log \log n)$ and the error probability becomes $\leq 1 / \log ^{2} n<1 / 4 r$. As above, we use $T_{s}$ or $\Pi_{s}$ in place of $M_{s}$, and make the same DNF query or "union of rectangles" query rather than the same NP oracle query on line 2 . For line 3 , we note that the predicate $\bigcup_{i}\left(S_{b} \oplus s^{i}\right) \neq\{0,1\}^{r}$, as a function of the input $x$ or ( $x, y$ ), can be computed by nondeterministically guessing $s^{\prime}$ and running $T_{s^{\prime} \oplus s^{i}}(x)$ or $\Pi_{s^{\prime} \oplus s^{i}}(x, y)$ for each $i \in[4 r]$; this can be expressed as a DNF of width $4 r \cdot($ cost of amplified $T)$, or as a union of $2^{k}$ rectangles with $k=r+4 r \cdot($ cost of amplified $\Pi)$. Thus, the overall cost is $O(r \cdot($ cost of amplified $T$ or $\Pi)) \leq O\left((\operatorname{cost}\right.$ of original $T$ or $\left.\Pi) \cdot \log n \cdot \log ^{2} \log n\right)$. This shows the following, finishing the proof of Theorem 1 :

$$
\begin{aligned}
\mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{dt}}(f) & \leq O\left(\text { CautiousBPP }{ }^{\mathrm{NP}[1] \mathrm{dt}}(f) \cdot \log n \cdot \log ^{2} \log n\right), \\
\mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}(F) & \leq O\left(\text { CautiousBPP }^{\mathrm{NP}[1] \mathrm{cc}}(F) \cdot \log n \cdot \log ^{2} \log n\right) .
\end{aligned}
$$

## 4 Proof of the Lifting Theorem

We now prove Theorem 2. As noted in Section 1.1, we just need to show part (ii). It is straightforward to see that for all $f$,

$$
\text { CautiousBPP }{ }^{\mathrm{NP}[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right) \leq O\left(\text { CautiousBPP }{ }^{\mathrm{NP}[1] \mathrm{dt}}(f) \cdot \log n\right)
$$

since we can have the communication protocol run the optimal decision tree for $f$, communicating $O(\log n)$ bits to evaluate $\operatorname{Ind}_{m}\left(x_{i}, y_{i}\right)$ whenever this bit is queried, and if a width- $w$ DNF oracle query is formed then we can convert each of its $\leq n^{w}$ conjunctions into $\leq m^{w}$ rectangles, resulting in a "union of rectangles" oracle query that contributes $k=O(w \log n)$ to the cost. Thus, the bulk of the proof is to show that for all $f$,

$$
\begin{equation*}
\text { CautiousBPP }{ }^{\mathrm{NP}[1] \mathrm{dt}}(f) \leq O\left(\text { CautiousBPP }{ }^{\mathrm{NP}[1] \mathrm{cc}}\left(f \circ \operatorname{IND}_{m}^{n}\right) / \log n\right) \tag{1}
\end{equation*}
$$

In Section 4.1 we provide relevant technical background from the proofs of earlier lifting theorems (mainly the one for BPP [22]). In Section 4.2 we describe how to simulate the communication protocol with a decision tree. In Section 4.3 we prove a key technical lemma.

### 4.1 Background

Abbreviate $G:=\mathrm{IND}_{m}^{n}$. We consider deterministic communication protocols on $G$ 's input domain $[m]^{n} \times\left(\{0,1\}^{m}\right)^{n}$, which we view as partitioned into slices $G^{-1}(z)=\{(x, y)$ : $G(x, y)=z\}$, one for each $z \in\{0,1\}^{n}$. We let $|\Pi|$ denote the worst-case number of bits communicated by a deterministic protocol $\Pi$. We use boldface letters for random variables.

Let $\mathbb{H}_{\infty}(\boldsymbol{x}):=\min _{x} \log (1 / \mathbb{P}[\boldsymbol{x}=x])$ denote the usual min-entropy of a random variable $\boldsymbol{x}$. Supposing $\boldsymbol{x}$ is distributed over a set $X$, we define the deficiency of $\boldsymbol{x}$ as the nonnegative quantity $\mathbb{D}_{\infty}(\boldsymbol{x}):=\log |X|-\mathbb{H}_{\infty}(\boldsymbol{x})$. A basic property is that if $X$ is a Cartesian product then marginalizing $\boldsymbol{x}$ to some coordinates cannot increase the deficiency. For a set $X$ we let $\boldsymbol{X}$ denote a random variable uniformly distributed on $X$.

The following definition and claim originate in the proof of the lifting theorems for NP, SBP, and PostBPP [18, 15]. They describe an invariant that Alice maintains throughout the simulation, and how to restore it (by fixing some coordinates, which will correspond to querying those input bits of $f$ ) when it gets violated.

- Definition 4. A random variable $\boldsymbol{x} \in[m]^{J}$ (where $J \subseteq[n]$ is some index set) is called $\delta$-dense if for every nonempty $I \subseteq J$, the coordinates $\boldsymbol{x}_{I}$ (marginally distributed over $[m]^{I}$ ) have min-entropy rate at least $\delta$, i.e., $\mathbb{H}_{\infty}\left(\boldsymbol{x}_{I}\right) \geq \delta \cdot|I| \log m$.
$\triangleright$ Claim 5. If $A \subseteq[m]^{J}$ then there exist an $I \subseteq J$ of size $|I| \leq O\left(\mathbb{D}_{\infty}(\boldsymbol{A}) / \log n\right)$ and a nonempty $A^{\prime} \subseteq A$ such that $\boldsymbol{A}^{\prime}$ is fixed on $I$ and 0.9 -dense on $J \backslash I$.

It is simple to check that all $2^{n}$ slices of $G$ 's input domain have the same size, and that the uniform distribution over any slice is marginally nearly-uniform on both Alice's input and Bob's input. The following lemma from [22] provides a sufficient condition for similar properties to hold even after we have queried some of the input bits of $f$.

- Definition 6. For a partial assignment $\rho \in\{0,1, *\}^{n}$, define its free positions as free $\rho:=$ $\rho^{-1}(*) \subseteq[n]$, and its fixed positions as fix $\rho:=[n] \backslash$ free $\rho$. A rectangle $X \times Y$ is called $\rho$-structured if $\boldsymbol{X}_{\text {free } \rho}$ is 0.9-dense, $\boldsymbol{X}_{\text {fix } \rho}$ is fixed, and each element of $G(X \times Y) \subseteq\{0,1\}^{n}$ is consistent with $\rho$.
- Definition 7. A distribution $\mathcal{D}_{1}$ is said to be $\varepsilon$-pointwise-close to a distribution $\mathcal{D}_{2}$ if for every outcome, the probability under $\mathcal{D}_{1}$ is within a factor $1 \pm \varepsilon$ of the probability under $\mathcal{D}_{2}$. The distributions are said to be $\varepsilon$-close if the statistical (total variation) distance is $\leq \varepsilon$.
- Lemma 8 ([22]). Suppose $X \times Y$ is $\rho$-structured and $\mathbb{D}_{\infty}(\boldsymbol{Y}) \leq n^{3}$. Then:
(i) For any $z \in\{0,1\}^{n}$ consistent with $\rho$, the uniform distribution on $G^{-1}(z) \cap X \times Y$ (which is nonempty) has both of its marginal distributions o(1)-close to $\boldsymbol{X}$ and $\boldsymbol{Y}$, respectively.
(ii) $G(\boldsymbol{X}, \boldsymbol{Y})$ is o(1)-pointwise-close to the uniform distribution over the set of all $z$ consistent with $\rho$.

Now we come to the main part of the proof of the BPP lifting theorem from [22]. It shows that, given query access to $z$, we can approximately sample the transcript that would be generated by a communication protocol on a random input from $z$ 's slice. In fact, this simulation maintains some invariants, which we need to expose (in the "furthermore" part of the lemma) for use in the subsequent "NP oracle query" phase of our simulation.

- Definition 9. A deterministic protocol $\bar{\Pi}$ is said to be a refinement of a deterministic protocol $\Pi$ if they have the same input domain and for every transcript rectangle $X \times Y$ of $\bar{\Pi}$, there exists a transcript rectangle of $\Pi$ that contains $X \times Y$.

Lemma 10 ([22]). For every deterministic protocol $\Pi$ on $G$ 's input domain with $|\Pi| \leq$ $n \log m$, there exist a refinement $\bar{\Pi}$ and a randomized decision tree $T$ of $\operatorname{cost} O(|\Pi| / \log n)$ that on input $z \in\{0,1\}^{n}$ outputs a transcript of $\bar{\Pi}$ or $\perp$, such that the following two distributions are o(1)-close:
$\boldsymbol{t}:=$ output distribution of $T$ on input $z$,
$\boldsymbol{t}^{\prime}:=$ transcript generated by $\bar{\Pi}$ when run on a random input $(\boldsymbol{x}, \boldsymbol{y}) \sim G^{-1}(z)$.
Furthermore, for every (non- $\perp$ ) transcript output by $T$ on input $z$ with positive probability, the associated rectangle $X \times Y$ satisfies:
(i) $X \times Y$ is $\rho$-structured, where $\rho$ corresponds to the results of the queries made by $T$ (and is hence consistent with $z$ ),
(ii) $\mathbb{D}_{\infty}(\boldsymbol{Y}) \leq n^{2.5}$,
(iii) $\mathbb{D}_{\infty}\left(\boldsymbol{X}_{\text {free } \rho}\right) \leq O(|\Pi|)$.

### 4.2 Simulation

Lemma 11. Let $X \times Y$ be a $\rho$-structured rectangle in $G$ 's input domain such that $\mathbb{D}_{\infty}(\boldsymbol{Y}) \leq$ $n^{2.5}$. Suppose $\left\{R^{w} \subseteq X \times Y: w \in\{0,1\}^{k}\right\}$ is a collection of rectangles whose union covers exactly $G^{-1}\left(f^{-1}(1)\right) \cap X \times Y$. Then $f$ can be computed by a width- $O\left(\left(\mathbb{D}_{\infty}\left(\boldsymbol{X}_{\text {free } \rho}\right)+k\right) / \log n\right)$ $D N F$ on the domain of inputs consistent with $\rho$.

Lemma 11 is our key tool for converting the $\mathrm{NP}^{\text {cc }}$ oracle query to an $N \mathrm{P}^{\mathrm{dt}}$ oracle query. The proof, which we give in Section 4.3, combines insights from the lifting theorem proofs for NP $[18,15]$ and $P^{N P}[17]$ with new calculations. For now we use Lemma 11 to argue (1), thus finishing the proof of Theorem 2.

Let $\Pi \sim\left\{\Pi_{s}: s \in\{0,1\}^{r}\right\}$ be a CautiousBPP ${ }^{N P[1]}$-type communication protocol for $f \circ G$ (and note WLOG the cost is $\leq n \log m$ ). Here is a CautiousBPP ${ }^{N P[1]}$-type decision tree for $f$ on input $z$ :

1. Sample $s \in\{0,1\}^{r}$ and (eliding the dependence on $s$ ) let $\bar{\Pi}$ and $T$ be the refinement and randomized decision tree from Lemma 10 applied to $\Pi_{s}$.
2. Sample $T$ 's coin tosses $s^{\prime}$ and run $T_{s^{\prime}}$ on input $z$ until it either outputs $\perp$ (in which case we halt and output an arbitrary bit) or produces a transcript $t$ of $\bar{\Pi}$.
3. Let $X \times Y$ be the rectangle associated with $t$, and let $t^{*}$ be the transcript of $\Pi_{s}$ whose rectangle contains $X \times Y$.
4. If $t^{*}$ outputs a bit, then we halt and output the same bit; otherwise let $\left\{R^{w}: w \in\{0,1\}^{k}\right\}$ and out: $\{0,1\} \rightarrow\{0,1\}$ be the rectangles and nonconstant function associated with $t^{*}$.
5. Since $X \times Y$ satisfies properties (i), (ii), (iii) from Lemma 10, we may apply Lemma 11 to the collection $\left\{R^{w} \cap X \times Y: w \in\{0,1\}^{k}\right\}$ (whose union covers exactly $G^{-1}\left(f^{-1}(\operatorname{out}(1))\right) \cap$ $X \times Y$ by the correctness of $\Pi$ ), using $f$ if $\operatorname{out}(1)=1$ or $\neg f$ if $\operatorname{out}(1)=0$, to obtain a width- $O\left(\left(\left|\Pi_{s}\right|+k\right) / \log n\right)$ DNF $D$ that computes $f$ or $\neg f$ (respectively) on all inputs consistent with $\rho$.
6. Output out $(D(z))$.

Since $T$ makes $O\left(\left|\Pi_{s}\right| / \log n\right)$ queries and the DNF on line 5 has width $O\left(\left(\left|\Pi_{s}\right|+k\right) / \log n\right)$, the above decision tree indeed has $\operatorname{cost} O((\operatorname{cost}$ of $\Pi) / \log n)$. If it reaches line 5 and makes a DNF query, then the output is correct since $z$ is consistent with $\rho$ and hence $\operatorname{out}(D(z))=f(z)$. For the success probability, call $t$ good if the corresponding $t^{*}$ either outputs $f(z)$ directly or makes a "union of rectangles" query, and note that if the above decision tree generates
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a good $t$ then the output is correct (by the previous sentence). Hence, letting $\boldsymbol{t}, \boldsymbol{t}^{\prime}$ be the $o(1)$-close random variables from Lemma 10 applied to $\Pi_{s}$ (with $(\boldsymbol{x}, \boldsymbol{y}) \sim G^{-1}(z)$ ), we have

$$
\begin{aligned}
\mathbb{P}[\text { output is correct }] & \geq \mathbb{E}_{\boldsymbol{s}}\left[\mathbb{P}_{\boldsymbol{s}^{\prime}}[\boldsymbol{t} \text { is a good transcript }]\right] \\
& \geq \mathbb{E}_{\boldsymbol{s}}\left[\mathbb{P}_{\boldsymbol{x}, \boldsymbol{y}}\left[\boldsymbol{t}^{\prime} \text { is good }\right]-o(1)\right] \\
& =\mathbb{E}_{\boldsymbol{x}, \boldsymbol{y}}\left[\mathbb{P}_{\boldsymbol{s}}\left[\boldsymbol{t}^{\prime} \text { is good }\right]\right]-o(1) \\
& =\mathbb{E}_{\boldsymbol{x}, \boldsymbol{y}}\left[\mathbb{P}_{\boldsymbol{s}}\left[\Pi_{\boldsymbol{s}}(\boldsymbol{x}, \boldsymbol{y}) \text { outputs } f(z)\right]\right]-o(1) \\
& \geq \mathbb{E}_{\boldsymbol{x}, \boldsymbol{y}}[3 / 4]-o(1) \\
& =3 / 4-o(1) .
\end{aligned}
$$

We conclude that CautiousBPP ${ }^{\text {NP }[1] d t}(f) \leq O\left(\right.$ CautiousBPP $\left.{ }^{N P[1] c c}(f \circ G) / \log n\right) .{ }^{1}$

### 4.3 Forming a DNF

We now prove Lemma 11. Fix any $z \in f^{-1}(1)$ consistent with $\rho$, and define $J:=$ free $\rho$. We need to show that there exists a width- $O\left(\left(\mathbb{D}_{\infty}\left(\boldsymbol{X}_{J}\right)+k\right) / \log n\right)$ conjunction that accepts $z$ but does not accept any input in $f^{-1}(0)$ consistent with $\rho$.

For each rectangle $R^{w}=X^{w} \times Y^{w}$ define the set of weighty rows as

$$
A^{w}:=\left\{x \in X^{w}:\left|Y_{x}^{w}\right| \geq 2^{n m-n^{3}}\right\} \quad \text { where } \quad Y_{x}^{w}:=\left\{y \in Y^{w}: G(x, y)=z\right\} .
$$

$\triangleright$ Claim 12. There exists a $w \in\{0,1\}^{k}$ such that $\left|A^{w}\right| \geq|X| / 2^{k+1}$.
Proof. Suppose for contradiction this is not the case. Then by Lemma 8.(i) we have

$$
\begin{equation*}
\frac{\left|G^{-1}(z) \cap\left(\bigcup_{w} A^{w}\right) \times Y\right|}{\left|G^{-1}(z) \cap X \times Y\right|} \leq \frac{\left|\bigcup_{w} A^{w}\right|}{|X|}+o(1) \leq \frac{2^{k} \cdot|X| / 2^{k+1}}{|X|}+o(1)<3 / 4 \tag{2}
\end{equation*}
$$

On the other hand, since the $R^{w}$ 's cover $G^{-1}(z) \cap X \times Y$ and since $k \leq n \log m$ WLOG,

$$
\left|G^{-1}(z) \cap\left(X \backslash \bigcup_{w} A^{w}\right) \times Y\right| \leq\left|\bigcup_{w, x \notin A^{w}} Y_{x}^{w}\right| \leq 2^{k} \cdot|X| \cdot 2^{n m-n^{3}} \leq|X| \cdot 2^{n m-n^{2.9}}
$$

and by Lemma 8.(ii) and $\mathbb{D}_{\infty}(\boldsymbol{Y}) \leq n^{2.5} \leq n^{3}$ we have

$$
\left|G^{-1}(z) \cap X \times Y\right| \geq|X| \cdot|Y| \cdot(1-o(1)) / 2^{|J|} \geq|X| \cdot 2^{n m-n^{2.5}} \cdot(1-o(1)) / 2^{n} \geq|X| \cdot 2^{n m-n^{2.6}}
$$

and thus

$$
\begin{equation*}
\frac{\left|G^{-1}(z) \cap\left(X \backslash \bigcup_{w} A^{w}\right) \times Y\right|}{\left|G^{-1}(z) \cap X \times Y\right|} \leq \frac{|X| \cdot 2^{n m-n^{2.9}}}{|X| \cdot 2^{n m-n^{2.6}}}=2^{n^{2.6}-n^{2.9}}<1 / 4 . \tag{3}
\end{equation*}
$$

Now (2) and (3) form a contradiction. This proves the claim.

[^84]Now fix a $w \in\{0,1\}^{k}$ such that $\left|A^{w}\right| \geq|X| / 2^{k+1}$ and hence $\mathbb{D}_{\infty}\left(\boldsymbol{A}_{J}^{w}\right) \leq \mathbb{D}_{\infty}\left(\boldsymbol{X}_{J}\right)+k+1$. Applying Claim 5 to $A_{J}^{w}$, we can obtain an $I \subseteq J$ of size $|I| \leq O\left(\left(\mathbb{D}_{\infty}\left(\boldsymbol{X}_{J}\right)+k\right) / \log n\right)$ and a nonempty $A^{\prime} \subseteq A^{w}$ such that $\boldsymbol{A}^{\prime}$ is fixed on $I \cup$ fix $\rho$ and 0.9 -dense on $J \backslash I$. Consider the conjunction that accepts iff the $I$ coordinates of the input equal $z_{I}$; we now argue that this conjunction satisfies the desired properties. It certainly has the right width and accepts $z$.

Define $\sigma \in\{0,1, *\}^{n}$ as the partial assignment that extends $\rho$ by fixing the coordinates in $I$ to $z_{I}$. Pick any $x^{\prime} \in A^{\prime}$ and let $B:=Y_{x^{\prime}}^{w}$. Then $A^{\prime} \times B$ is $\sigma$-structured (note that for all $(x, y) \in A^{\prime} \times B, G(x, y)_{I}=G\left(x^{\prime}, y\right)_{I}=z_{I}$ since $\left.x_{I}=x_{I}^{\prime}\right)$ and $\mathbb{D}_{\infty}(\boldsymbol{B}) \leq n^{3}$, and thus by Lemma 8.(ii), $G\left(\boldsymbol{A}^{\prime}, \boldsymbol{B}\right)$ is $o(1)$-pointwise-close to the uniform distribution over all strings consistent with $\sigma$. In particular, for every $z^{\prime}$ consistent with $\sigma$ (i.e., for every $z^{\prime}$ consistent with $\rho$ that is accepted by the conjunction) there exists an $(x, y) \in A^{\prime} \times B$ such that $G(x, y)=z^{\prime}$; since $A^{\prime} \times B \subseteq R^{w} \subseteq G^{-1}\left(f^{-1}(1)\right)$, this implies that $f\left(z^{\prime}\right)=1$. In summary, the conjunction does not accept any input in $f^{-1}(0)$ consistent with $\rho$. This finishes the proof of Lemma 11.

## 5 Applications

We prove Theorem 3 in this section. Since $M A^{c c} \cap \operatorname{coMA}^{c c}, U S^{c c} \cap \operatorname{coUS}{ }^{c c} \subseteq \mathcal{B}^{c c} \cap \operatorname{co} \mathcal{B}^{c c}$, Theorem 3 cannot be shown using the lower bound technique from [21], so we instead prove the analogous separations in query complexity and apply our lifting theorem. We start by defining the query/communication versions of MA and US.

Merlin-Arthur games (MA) are the model where Merlin nondeterministically sends a message to Arthur (comprised of Alice and Bob in the communication setting), who is randomized and decides whether to accept. On a 1-input, there should exist a witness Merlin can send that makes Arthur accept with probability 1, and on a 0 -input, Arthur should reject with probability $\geq 1 / 2$ no matter what Merlin sends. In the query/communication settings, the cost is Merlin's message length plus Arthur's query/communication cost.

The US model is like ordinary nondeterminism, except that an input is accepted iff there is exactly one witness that leads to acceptance (so, rejection means there are either 0 or $\geq 2$ accepted witnesses). In query complexity, the cost is the maximum width of any of the witness conjunctions. In communication complexity, the cost is the log of the number of witness rectangles.

### 5.1 MA $\cap$ coMA

We now prove Theorem 3.(i). We start with a general technique for proving CautiousBPP ${ }^{\text {NP }[1] d t}$ lower bounds. For a bit $b$, we say a conjunction is $b$-monochromatic for a partial function $f$ if it rejects all $(1-b)$-inputs.

- Lemma 13. Suppose $f$ has no monochromatic conjunction of width $<k$. Then

CautiousBPP ${ }^{\mathrm{NP}[1] \mathrm{dt}}(f) \geq \min \left(k, \operatorname{BPP}^{\mathrm{dt}}(f)\right)$.
Proof. If $f$ has a CautiousBPP ${ }^{N P[1]}$-type decision tree of cost $<k$, then this decision tree must never make a DNF query (in which case it is just a BPP-type decision tree, showing that $\operatorname{BPP}^{\mathrm{dt}}(f) \leq$ Cautious $\left.\mathrm{BPP}^{\mathrm{NP}[1] \mathrm{dt}}(f)\right)$. To see this, suppose for contradiction some leaf is labeled with a DNF query $D$ and a function out, and consider the conjunction that accepts the inputs that lead to that leaf and are accepted by an arbitrarily chosen term of $D$ (which WLOG is consistent with the partial assignment leading to the leaf). Then this conjunction has width $<k$ and is out(1)-monochromatic (as any input accepted by it would make the CautiousBPP ${ }^{\text {NP }}{ }^{[1]}$-type decision tree output out $(1)$ after making a DNF query, for some outcome of the coin tosses, and hence could not be an out(0)-input).

Let $n=2 \ell^{2}$, and define the partial function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ that interprets its input as a pair of $\ell \times \ell$ boolean matrices $(A, B)$, such that $f(A, B)=1$ iff $A$ has an all- 1 row and every row of $B$ is at most half 1 's, and $f(A, B)=0$ iff $B$ has an all- 1 row and every row of $A$ is at most half 1 's. Note that $f \in \mathrm{MA}^{\mathrm{dt}} \cap \operatorname{coM} \mathrm{A}^{\mathrm{dt}}$ since an MA-type decision tree can guess a row in $A$ and check that a random bit from that row is 1 , and a coMA-type decision tree can guess a row in $B$ and check that a random bit from that row is 1 . This upper bound lifts to $f \circ \mathrm{IND}_{m}^{n} \in \mathrm{MA}^{\mathrm{cc}} \cap \operatorname{coMA}{ }^{\mathrm{cc}}$. We now show that $f \notin$ CautiousBPP ${ }^{\mathrm{NP}[1] \mathrm{dt}}$ which, by Theorems 1 and 2 , implies that $f \circ \operatorname{IND}_{m}^{n} \notin \mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}$. This will yield Theorem 3.(i).

By Lemma 13, it suffices to show that (1) $f$ has no monochromatic conjunction of width $\leq \ell / 2$, and (2) $\operatorname{BPP}^{\mathrm{dt}}(f) \geq \Omega(\ell)$.

To see (1), consider any conjunction $C$ of width $\leq \ell / 2$ : Since it does not touch every row of $A$, and it touches at most half the bits in each row of $B$, we can construct a 1 -input accepted by $C$ by putting all 1's in an untouched row of $A$, and filling the rest of the matrix entries with 0's (except those whose value is determined by $C$ accepting). Similarly, there must exist a 0 -input accepted by $C$. Thus $C$ is not monochromatic.

For (2), it suffices to show that every cost-o( $\ell$ ) deterministic decision tree succeeds with probability $<3 / 4$ over the input distribution obtained by filling a uniformly random one of the $2 \ell$ rows with 1's (and letting all other entries of $(A, B)$ be 0 's). If the decision tree accepts after seeing only 0 's, then conditioned on a random 0 -input it continues to accept (and hence err) with probability $\geq 1-o(1)$ (since the all-0's path of the decision tree only touches a $o(1)$ fraction of the rows). Similarly, if it rejects after seeing only 0 's, then conditioned on a random 1-input it continues to reject (and hence err) with probability $\geq 1-o(1)$. In either case, it errs with probability $\geq 1 / 2-o(1)$ over an unconditioned random input.

### 5.2 US $\cap \operatorname{coUS}$

We now prove Theorem 3.(ii). Let weight $(\cdot)$ refer to Hamming weight. For even $n$, define the partial function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ that interprets its input as $(a, b) \in\{0,1\}^{n / 2} \times\{0,1\}^{n / 2}$, such that $f(a, b)=1$ iff $\operatorname{weight}(a)=1$ and weight $(b) \in\{0,2\}$, and $f(a, b)=0$ iff weight $(b)=1$ and weight $(a) \in\{0,2\}$. Note that $f \in$ US $^{\mathrm{dt}} \cap \operatorname{coUS}^{\mathrm{dt}}$ since a US-type decision tree can guess the location of a 1 in $a$, and a coUS-type decision tree can guess the location of a 1 in $b$. This upper bound lifts to $f \circ \operatorname{IND}_{m}^{n} \in \mathrm{US}^{\mathrm{cc}} \cap \operatorname{coUS}^{c c}$. We now show that $f \notin$ CautiousBPP ${ }^{\text {NP }}{ }^{[1] d t}$ which, by Theorems 1 and 2 , implies that $f \circ \operatorname{IND}_{m}^{n} \notin \mathrm{ZPP}^{\mathrm{NP}[1] \mathrm{cc}}$. This will yield Theorem 3.(ii).

Note that Lemma 13 cannot help us here, since this $f$ does have small monochromatic conjunctions (e.g., a conjunction with two positive literals from $a$ is 0 -monochromatic), so we devise a different technique. In fact, we show something stronger than $f \notin$ CautiousBPP ${ }^{\text {NP }}{ }^{[1] d t}$. Define $\mathrm{BPP}^{\mathrm{NP}[1]}$ in the natural way (two-sided error, and allowed to err after an NP oracle query is made), and notice that the class may depend on the exact choice of success probability (since the standard method of amplification involves multiple independent trials, which would increase the number of NP oracle queries). Let us use $\mathrm{BPP}_{p}^{\mathrm{NP}[1]}$ to indicate that the success probability must be $\geq p$ on each input. As Cautious $\mathrm{BPP}^{\mathrm{NP}[1]}$ can be efficiently amplified (see the end of Section 2.2), the following lemma implies that $f \notin$ CautiousBPP ${ }^{\text {NP }[1] \mathrm{dt}}$.

- Lemma 14. For every constant $\varepsilon>0, \operatorname{BPP}_{3 / 4+\varepsilon}^{\mathrm{NP}[1] \mathrm{dt}}(f) \geq \Omega(n)$.

Proof. It suffices to show that every cost-o(n) $\mathrm{P}^{\mathrm{NP}[1]}$-type decision tree succeeds with probability $\leq 3 / 4+o(1)$ over the uniform distribution on valid inputs to $f$. Let $v$ be the leaf reached after seeing only 0 's, and say $v$ is labeled with DNF $D$ and function out: $\{0,1\} \rightarrow\{0,1\}$. Assume $\operatorname{out}(1)=1$ (the case $\operatorname{out}(1)=0$ is argued similarly). Con-
sider the joint random variables $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}$ where $\boldsymbol{a}$ has a unique 1 in a random position, $\boldsymbol{b}$ is all 0 's, $\boldsymbol{a}^{\prime}$ is obtained from $\boldsymbol{a}$ by flipping a random 0 to 1 , and $\boldsymbol{b}^{\prime}$ is obtained from $\boldsymbol{b}$ by flipping a random 0 to 1 . Note that $(\boldsymbol{a}, \boldsymbol{b})$ is the input distribution conditioned on $\operatorname{weight}(a)=1$ and weight $(b)=0$, and $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ is the input distribution conditioned on $\operatorname{weight}(a)=2$ and $\operatorname{weight}(b)=1$. We have $\mathbb{P}[(\boldsymbol{a}, \boldsymbol{b})$ reaches $v] \geq 1-o(1)$ and thus $\mathbb{P}[(\boldsymbol{a}, \boldsymbol{b})$ reaches $v$ and is accepted $] \geq \mathbb{P}[(\boldsymbol{a}, \boldsymbol{b})$ is accepted $]-o(1)$. Also, conditioned on any outcome of $(\boldsymbol{a}, \boldsymbol{b})$ that reaches $v$ and is accepted, with probability $\geq 1-o(1)$ the two flipped bits are not among those read along the path to $v$ and not among those read by an arbitrarily chosen term of $D$ that accepts $(\boldsymbol{a}, \boldsymbol{b})$, in which case $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ also reaches $v$ and is accepted. Thus, $\mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)\right.$ reaches $v$ and is accepted $\mid(\boldsymbol{a}, \boldsymbol{b})$ reaches $v$ and is accepted $] \geq 1-o(1)$. Combining these, we get

$$
\begin{aligned}
& \mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right) \text { is accepted }\right] \\
\geq & \mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right) \text { and }(\boldsymbol{a}, \boldsymbol{b}) \text { both reach } v \text { and are accepted }\right] \\
= & \mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right) \text { reaches } v \text { and is accepted } \mid(\boldsymbol{a}, \boldsymbol{b}) \text { reaches } v \text { and is accepted }\right] \\
& \cdot \mathbb{P}[(\boldsymbol{a}, \boldsymbol{b}) \text { reaches } v \text { and is accepted }] \\
\geq & (1-o(1)) \cdot(\mathbb{P}[(\boldsymbol{a}, \boldsymbol{b}) \text { is accepted }]-o(1)) \\
= & \mathbb{P}[(\boldsymbol{a}, \boldsymbol{b}) \text { is accepted }]-o(1) .
\end{aligned}
$$

Thus, under the uniform distribution on valid inputs to $f$,

$$
\begin{aligned}
\mathbb{P}[\mathrm{err}] \geq & \mathbb{P}[\operatorname{err} \mid \text { weight }(a)=1 \text { and weight }(b)=0] / 4 \\
& +\mathbb{P}[\operatorname{err} \mid \text { weight }(a)=2 \text { and weight }(b)=1] / 4 \\
= & \left(\mathbb{P}[(\boldsymbol{a}, \boldsymbol{b}) \text { is rejected }]+\mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right) \text { is accepted }\right]\right) / 4 \\
= & \left(1-\left(\mathbb{P}[(\boldsymbol{a}, \boldsymbol{b}) \text { is accepted }]-\mathbb{P}\left[\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right) \text { is accepted }\right]\right)\right) / 4 \geq(1-o(1)) / 4 .
\end{aligned}
$$

We complement Lemma 14 by noting that $\operatorname{BPP}_{3 / 4}^{N P[1] d t}(f) \leq 2$ : With probability $1 / 4$ each:

- accept iff weight $(a) \leq 1$,
- accept iff weight $(a) \geq 1$,
- reject iff weight $(b) \leq 1$,
- reject iff weight $(b) \geq 1$.

Hence $\mathrm{BPP}_{3 / 4}^{\mathrm{NP}[1] \mathrm{dt}} \nsubseteq \mathrm{BPP}_{3 / 4+\varepsilon}^{N P[1] \mathrm{dt}}$, which implies that $\mathrm{BPP}_{3 / 4}^{N P[1]} \nsubseteq \mathrm{BPP}_{3 / 4+\varepsilon}^{N P[1]}$ in a relativized world. Thus, unlike $\mathrm{ZPP}^{\mathrm{NP}[1]}$, BPP ${ }^{N P[1]}$ is not generally amenable to efficient amplification; this phenomenon has subsequently been fully explored in [41].
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[^0]:    1 This feature is necessary to realize functions that are not monotone w.r.t. prefix order. According to the classical terminology, these functions should be called subsequential, whereas sequential was originally

[^1]:    reserved to prefix-monotone functions realized by 1DFT without the final output rule. We prefer the generic name "sequential function".

[^2]:    ${ }^{2}$ Hereafter, for simplicity, we forbid the use of $\varepsilon$-moves in all models of one-way and two-way transducers (SST already forbid these moves by definition). This assumption does not affect the expressiveness of the models, nor the complexity of the considered problems, since in the single-valued case one can efficiently remove $\varepsilon$-moves.

[^3]:    3 Technically speaking, the outlined definition of $T_{f}$ misses the production of the initial prefix $\hat{f}(\varepsilon)$ of the output. To fix this problem one can equip transducers with an initial production rule, very similar to the final production rule that they already have (cf. [27]).

[^4]:    1 Alfred V. Aho, John E. Hopcroft, and Jeffrey D. Ullman. A general theory of translation. Math. Syst. Theory, 3(3):193-221, 1969.
    2 M.H. Albert and J. Lawrence. A proof of Ehrenfeucht's conjecture. Theor. Comput. Sci., 41(1):121-123, 1985.
    3 Rajeev Alur and Pavel Cerný. Expressiveness of streaming string transducer. In IARCS Annual Conference on Foundation of Software Technology and Theoretical Computer Science (FSTTCS'10), volume 8 of LIPIcs, pages 1-12. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2010.

[^5]:    1 In the literature found as Lehman as well as Leman

[^6]:    1 Some authors prefer the terminology hypothesis.

[^7]:    ${ }^{2}$ Given a set $X$ of $n$ positive integers and a target $t$, does any subset of $X$ sum to exactly $t$ ?

[^8]:    1 Amir Abboud, Arturs Backurs, Karl Bringmann, and Marvin Künnemann. Fine-Grained Complexity of Analyzing Compressed Data: Quantifying Improvements over Decompress-andSolve. In FOCS, pages 192-203, 2017.
    2 Amir Abboud, Arturs Backurs, and Virginia Vassilevska Williams. If the Current Clique Algorithms are Optimal, So is Valiant's Parser. In FOCS, pages 98-117, 2015.
    3 Amir Abboud, Arturs Backurs, and Virginia Vassilevska Williams. Tight Hardness Results for LCS and Other Sequence Similarity Measures. In FOCS, pages 59-78, 2015.

[^9]:    ${ }^{1}$ Karp calls an algorithm "imperfect" if it potentially outputs the wrong answer or runs too long.

[^10]:    1 Note that this representation is not unique.

[^11]:    ${ }^{2}$ Technically, the indices should be $I, J_{I}$, but we omit the dependency of $J$ on $I$ for simplicity.

[^12]:    ${ }^{3}$ By splitting modulo 2, we could actually improve the bound in the proposition from $4 k$ to $2 k$, but this further complicates the proof.

[^13]:    ${ }^{1}$ In [15], online search refers to the problem of selling a specific item at the highest possible price, and is not related to the problem of searching for a target.

[^14]:    1 This class of problems naturally extends to other types of transformations, such as rotations, rigid motions, homothethies, similarity transformations, etc. In this paper, we will confine ourselves to translations, unless otherwise stated.

[^15]:    ${ }^{2}$ One needs to repeat the process twice: once for $d$ 's that are "steeper" than segments of $C$ and once for those "less steep." More precisely, for each strip $S_{\nu}$, we classify segments $d$ that span $S_{\nu}$ into two classes: Those that cross the left edge of $S_{\nu}$ lower than the right edge, relative to the segments of $C_{\nu}$, and those that cross the left edge higher than the right edge. This way in the final pair $\left(C_{\mu}, D_{\mu}\right)$ either all segments of $C_{\mu}$ cross those from $D_{\mu}$ "from below," or all "from above."

[^16]:    ${ }^{1}$ In the proof of Molloy and Reed [17] the authors use $O\left(\Delta^{\lambda}\right)$ successive applications of the Local Lemma (for any fixed constant $\lambda>0$ ), but the proof can easily be optimized to work with only $O\left((\log \Delta)^{13 / 12}\right)$ applications of the Local Lemma. The bound $\log ^{13 / 12} \Delta$ comes from the proof of the concentration of $Z_{C}^{\prime}$, page 175 of [17], which dominates the other related bounds on the number of iterations in the proof of Lemma 34 of [17]. Note that the authors of [17] were aiming at a polynomial complexity, so it did not make much sense for them to replace the polynomial number of iterations by a polylogarithmic number of iterations, at the cost of tedious computations.

[^17]:    1 Though this is not the typical description of the game, it is easily seen to be equivalent.

[^18]:    1 Previous DQBF resolution systems either use expansion [12] or extension variables [33].

[^19]:    ${ }^{2}$ The notion is evident to a greater or lesser degree in all of the papers [4, 7, 19, 30, 32, 37].

[^20]:    $\dagger$ The full proof can be found at http://arxiv.org/abs/1901. 04272.

[^21]:    1 The complement of a bipartite graph.

[^22]:    ${ }^{1}$ Some papers use the term two-variable.
    ${ }^{2}$ Some papers use the term alphabet.
    3 Some papers use the term binary to mean domains of size two. In this paper, Boolean always refers to a domain of size two and binary always refers to the arity of the constraint(s).
    ${ }^{4}$ Filtser and Krauthgamer use the term valued CSPs for what we defined as CSPs. We prefer CSPs in order to distinguish them from the much more general framework of valued CSPs studied in [10].

[^23]:    5 We had defined the bipartite double cover as a directed graph. However, here it is easier to deal with undirected graphs, as since $\ell$-Cut is a symmetric predicate, the direction of the edges makes no difference. Furthermore, notice that by the way the bipartite double cover is constructed, removing the direction does not turn the graph into a multigraph.

[^24]:    1 Note that strictly speaking the constructed circuit is not a complete structured d-DNNF as defined above because it contains constants as input gates. This slight complication will be taken care of in Lemma 4 below.

[^25]:    2 We remark that the latter two points have already been made recently in [17].

[^26]:    ${ }^{1}$ There are many efficient algorithms for matroid parity (both randomized and deterministic), e.g. [9, 22, $24,12]$.
    ${ }^{2}$ When we study $\beta(G)$, notice that a cactus subgraph that achieves the maximum value of $\beta(G)$ would only need to have cycles of length three (triangles). Such cacti are called triangular cacti.
    ${ }^{3}$ See for instance the wikipedia page https://en.wikipedia.org/wiki/Cactus_graph.

[^27]:    4 The term $\tilde{\Omega}$ hides asymptotically smaller factors.

[^28]:    ${ }^{5}$ A diamond subgraph is a graph that is isomorphic to the graph resulting from deleting any single edge from a $K_{4}$.

[^29]:    1 It is an open problem as to whether or not generalized 1D Collatz functions can simulate Turing machines in polynomial time [10] and so proving an NP-completeness result for a nondeterministic generalization of 1D Collatz functions would most likely require some radically new encoding technique.

[^30]:    ${ }^{1}$ In all our constructions we assume that fully random independent hash functions $\left(\varphi_{i, j}\right)_{i, j}$ with suitable range $\{1, \ldots, \operatorname{poly}(m)\}$ are available for free and can be evaluated on $x \in \mathcal{U}$ in constant time. Fixing a seed value $j$, one gets $\left(h_{0}, h_{1}, \ldots\right)=\left(\varphi_{0, j}, \varphi_{1, j}, \ldots\right)$ from which row is constructed. Hence, an index $j$ suffices to identify row.

[^31]:    ${ }^{2}$ In [12] it is explained how one can justify the full-randomness assumption by partitioning $S$ and employing an auxiliary data structure of size $C^{1+\Omega(1)}$ to provide fully random hash functions on each chunk. We do not discuss this aspect of partitioning here.

[^32]:    ${ }^{3}$ Possibly it was vaguely anticipated in [21], where the author suggested using "sparse equations that are more or less local".
    ${ }^{4}$ For any universe $\mathcal{U}$ and any finite domain $D$ we assume oracle access to fully random functions $\left(h_{i}: \mathcal{U} \rightarrow D\right)_{i \in \mathbb{N}}$, meaning we need to only store an index $i$ to describe such a function. This assumption is motivated by the observation that good (pseudo-)randomness is usually not an issue in practice.
    5 In practice it is reasonable to expect two cache faults per query.

[^33]:    6 An all-zero row requires an element $x$ with hash value $h(x)$ fulfilling $b_{1}(x)=b_{2}(x)$ and $p_{1}(x)=p_{2}(x)$.

[^34]:    7 Since the sequence of operations performed by the algorithm does not depend on $f$ except, possibly, in the rare cases where singular linear systems are involved, the choice of $f$ is largely inconsequential.

[^35]:    8 Note that the implementations may be optimised to different degrees, and despite the fact that very similar CPUs were used, runtime comparisons should not be overinterpreted. The authors of [15] estimate a "tight C implementation [of their algorithm] would be about twice as fast".

[^36]:    9 Table 3 suggests that we can obtain $\approx 1.0012 m r+0.0012 m$ for general $r$.

[^37]:    ${ }^{1}$ Since $H$ is a directed graph, we have to clarify that by the treewidth of a directed graph we mean the treewidth of the underlying undirected graph of $H$ (that is, in a graph on the same vertex set that contains an edge $\{u, v\}$ if and only if $H$ contained an arc $(u, v)$ ).
    ${ }_{2}$ The exact running time bound is more complicated, see Proposition 2.1 for exact statement.

[^38]:    ${ }^{3}$ The original paper of Eppstein states genus instead of Euler genus; however, the proof works for both orientable and non-orientable genus and hence also for Euler genus.
    ${ }^{4}$ Note that these operations preserve the labeling of the boundary vertices.

[^39]:    ${ }^{5}$ Proofs of claims and lemmata marked with $(\star)$ were deferred to the full version of the paper.

[^40]:    ${ }^{1}$ Given a function $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ and a function $g: \mathbb{N} \rightarrow \mathbb{N}$, we use the notation $f(k, n)=O_{k}(g(n))$ in order to say that there is a function $h: \mathbb{N} \rightarrow \mathbb{N}$ where $f(k, n)=O(h(k) \cdot g(n))$.

[^41]:    ${ }^{1}$ Or wealth; we write "income" henceforth in this paper, but "wealth" would also be appropriate everywhere.

[^42]:    ${ }^{2}$ If the income transfer is less than the difference of their incomes, the ordering of the wealth of the users does not change.

[^43]:    ${ }^{3}$ I.e., $\hat{q}$ is obtained from $q$ by a transformation that reduces lower incomes relatively more than higher incomes. Income order is preserved and $\hat{\mu} \leq \mu$.

[^44]:    ${ }_{5}^{4}$ For more accuracy, the computed value of $\sum_{i} \delta_{i}$, can be plugged in here and repeat the computation.
    5 Note that even the total weighted delay $\sum_{i} q_{i} d_{i}$ can be similarly accommodated as part of the trade-off.

[^45]:    ${ }^{6}$ There are reasonable alternatives for the social planner, such as minimizing the social cost, that we do not explore in this work.

[^46]:    1 We follow here the standard terminology about tree-decompositions, see Section 6 for details.
    2 The immersion ordering is a partial order on graphs that has properties similar to the minor ordering, see Section 2 for details.
    3 The formal definition is given in Section 2.

[^47]:    4 There is a definition the width for tree-cut decompositions of graphs that are not 3-edge-connected. It can be found in the full version [14]. The definition that we give here is equivalent to that of Wollan in [32].

[^48]:    5 That is, the width of $\mathcal{D}$ restricted to this block.
    ${ }^{6}$ Note that we define here a slightly simplified notion of branch interface than in the full version [14], which is sufficient for the presentation given in this extended abstract.

[^49]:    ${ }^{1}$ It is not possible to find a polynomial-time algorithm that finds a $n^{1-\epsilon}$-approximation to MAXIMUM Independent Set under the assumption NP $\neq$ ZPP

[^50]:    References
    1 Raghavendra Addanki and Barna Saha. Fully Dynamic Set Cover-Improved and Simple. arXiv preprint, 2018. arXiv:1804.03197.
    2 Sepehr Assadi, Krzysztof Onak, Baruch Schieber, and Shay Solomon. Fully dynamic maximal independent set with sublinear update time. In Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing, STOC 2018, Los Angeles, CA, USA, June 25-29, 2018, 2018.

    3 Sepehr Assadi, Krzysztof Onak, Baruch Schieber, and Shay Solomon. Fully Dynamic Maximal Independent Set with Sublinear in $n$ Update Time, pages 1919-1936. SIAM, 2019. doi: 10.1137/1.9781611975482.116.

[^51]:    ${ }^{1} \mathcal{O}^{*}$-notation hides factors that are polynomial in the input size.

[^52]:    2 This very modest case actually admits a polynomial kernelization.

[^53]:    ${ }^{3}$ It certainly does completely settle the question for modulators to $\mathcal{H}$-component graphs for all hereditary classes $\mathcal{H}$. If $\mathcal{H}$ contains any connected graph with at least three vertices then we get a lower bound; else all connected components have one or two vertices and there is a polynomial kernelization.

[^54]:    ${ }^{4}$ We show in the full version that $W(H)$ is unique.

[^55]:    1 This result was announced in [30, Theorem 4.12] without proof.

[^56]:    1 A graph is called balanced if the length of each induced cycle is divisible by four.

[^57]:    1 The exact notion of connectedness we use is irrelevant. However it is crucial in what follows to look only at connected patterns.

[^58]:    ${ }^{2}$ One could take more generally $S$ to be recursively enumerable

[^59]:    ${ }^{3}$ Note that this definition readily generalizes with $X$ over an alphabet $\Sigma^{k}$ and $X^{\prime}$ with alphabet $\Sigma$ : every row of with $k$ must avoid all patterns of $\mathcal{L}(X)^{c}$.

[^60]:    1 At a "functional" level, zero terms are redundant: they contribute nothing to the values of the computed function. The only reason to keep them in $T(C)$ is to ensure that "syntactical" changes of circuits (replacements of some input gates by constants), which we will latter make, do not turn some previously zero terms into nonzero terms.

[^61]:    ${ }^{2}$ All logarithm in this paper are to the base 2.

[^62]:    1 Note that there can be many DFS trees of a graph having varying heights, say $h_{\min }$ to $h_{\text {max }}$. Our algorithm does not guarantee the computation of DFS tree having minimum height $h_{\text {min }}$, rather it simply computes a valid DFS tree with height $h$, where $h_{\min } \leq h \leq h_{\max }$.

[^63]:    2 The Union-Find algorithm $[37,39]$ requires $O(m \alpha(m, n))$ time, where $\alpha(m, n)$ is the inverse Ackermann function.

[^64]:    ${ }^{1}$ Very recently, Klein [19] provided an alternative constructive proof for 2-stage and multistage IPs.
    ${ }^{2}$ The work of Aschenbrenner and Hemmecke [2] considers the setting of multi-stage stochastic programming, which is related to primal treedepth in the same way as tree-fold ILPs are related to dual treedepth. The translation between MSSP and primal treedepth was formulated by Koutecký et al. [24].

[^65]:    ${ }^{1} T$ need not be an arborescence, only its underlying undirected graph is a tree.
    2 This could be done in the following way. Define the host graph $G^{\prime}$ to be $G$ with edges in both directions, and direct the edges in $T$ away from an arbitrary vertex $v \in T$ to create the directed tree $T^{\prime}$, which is thus an arborescence. Clearly, the directed instance is a yes-instance if and only if the undirected instance also is.

[^66]:    3 We can slightly simplify this step in the construction by using the equivalence from [12] between solving Set Cover in time $O^{*}\left(2^{(1-\varepsilon) n}\right)$ and in time $O^{*}\left(2^{\left(1-\varepsilon^{\prime}\right)(n+t)}\right.$ ) where $t$ is the solution size. However, we opted to reduce directly from Set Cover for compatibility with our parameters and for sake of generality.

[^67]:    1 A regular tree is the unfolding of a finite graph, see [23, 24] for more precise definitions.

[^68]:    1 A much larger gap is shown in [12] for the setting where the nodes of the network initially share a globally entangled state. In the present paper, however, we consider the arguably more natural setting where no prior entanglement is allowed.

[^69]:    ${ }^{2}$ The classical lower bound of our first result (Theorem 6) actually holds even if the nodes of the network initially share arbitrary randomness.

[^70]:    1 A CNF-relation $f_{\phi} \subseteq\{0,1\}^{n} \times[m]$ is defined for a given unsatisfiable CNF $\phi$ on $n$ variables and $m$ clauses, by $(x, i) \in \overline{f_{\phi}}$ if $x$ falsifies the $i$-th clause. Such relations appear prominently in the study of monotone Karchmer-Wigderson games.
    ${ }^{2}$ These results are explained in Robert Robere's excellent PhD thesis [58]. The mentioned algebraic property appears in Section 5.1.

[^71]:    ${ }^{3}$ A $(\delta, h)$-hitting rectangle-distribution (for $\delta \in(0,1)$ and $h \in \mathbb{N}$ ) is a distribution over rectangles such that a random rectangle from this distribution will intersect any $2^{-h}$-large rectangle with probability $\geq 1-\delta$. By a Boolean function $g$ having $(\delta, h)$-hitting monochromatic rectangle-distributions, we mean that there are two $(\delta, h)$-hitting rectangle-distributions $\sigma_{0}$ and $\sigma_{1}$, such that $\sigma_{c}$ only samples rectangles which are $c$-monochromatic with respect to $g$.

[^72]:    4 Although when considering functions the difference between a total function and a partial function (a promise problem) is very important, this distinction is irrelevant when thinking more generally about relations, at least in computational models which are guaranteed to produce an output. Indeed, a partial Boolean relation $f \subseteq\{0,1\}^{n} \times \mathcal{C}$ may be replaced by the total Boolean relation $f^{\prime}=f \cup\{(x, c) \in$ $\{0,1\}^{n} \times \mathcal{C} \mid\left(x, c^{\prime}\right) \notin f$ for any $\left.c^{\prime} \in \mathcal{C}\right\}$, meaning if the input is outside the promise we allow the algorithm to output anything.

[^73]:    ${ }^{5}$ Or Meir's proof is similar to what one would obtain if one were to carry out our proof when $f$ is the identity function, so our technique can be seen as a generalization of Meir's. Of course in our case composition with identity would be just a larger equality, so the lower-bound follows trivially, whereas in the case of the universal relation the result is not trivial.

[^74]:    1 Types are a standard notion of model theory (see, e.g., [9] for a definition). The definition that we give here coincides with the standard notion of types when applied to $\mathbb{D}_{\perp}$.

[^75]:    ${ }^{7}$ Mark any page accessed; evict a random unmarked page, first unmarking all pages if all are marked.
    8 The "EL" in $\rho_{E L}$ stood for "elastic" in an early, poster version of this work titled "Elastic paging" [25].

[^76]:    9 A marking algorithm marks a page in memory whenever it accesses it, never evicts a marked page, and unmarks all pages if all are marked and one must be evicted (e.g. in response to a fault or a shrink).
    ${ }^{10}$ A conservative algorithm never incurs more than $k$ faults on a sequence of accesses involving at most $k$ distinct pages and a memory of capacity $k$.

[^77]:    ${ }^{11}$ This can be easily seen by the reader familiar with the cache-adaptive model. Consider, for an arbitrarily large $c \geq 2$, the memory sequence $p_{2 c}, \ldots, p_{0},\left(p_{1}, p_{0}\right)^{3 c^{2}}$. OPT can service the sequence with memory 2 incurring only $2 c+1$ faults. RAND with memory $2 c$ has a non-zero probability of evicting $p_{1}$ on every request for $p_{0}$ and viceversa, and thus incurring more than $3 c^{2}>(2 c+1) c$ faults - so in the worst case it completes the sequence after OPT even with the advantage of $c$-speed and $c$-memory augmentation. While this simple example leverages the worst-case accounting of the standard cache-adaptive model, even more sophisticated accounting "in expectation" faces similar difficulties - informally because in the cache-adaptive model even a minuscule probability of missing a shrink deadline can be catastrophic.

[^78]:    1 Note that algorithmic statistics uses a different language. Instead of a string $y$ in the $d$-ball centered at $x$, it speaks about a $d$-ball centered at $y$ and containing $x$. This ball is considered as a statistical model for $x$.

[^79]:    ${ }^{2}$ From the probabilistic viewpoint it is more naturally to change all the bits independently with the same probability 0.01 . Then the number of changed bits is not exactly $0.01 n$, but is close to $0.01 n$ with high probability.
    ${ }^{3}$ We use the letter $N$ (for "noise") both in $N_{\tau}(x)$ (random change with probability $\tau$, one argument) and in $N(\tau, p)$ (the parameter of the Bernoulli distribution $B_{p}$ after applying $N_{\tau}$, no subscript, two arguments).

[^80]:    ${ }^{4}$ For simplicity we assume that $\alpha n, \beta n$, and $\tau n$ are integers. This is not important, since we have $O(\log n)$

[^81]:    1 Using a simple trick of circular ordering (see [21]), this probability can be made exactly equal to $\frac{2}{j}$. Subsequently, Chernoff bounds can be applied easily by arguing about te independence of $I_{j}$ s.

[^82]:    ${ }^{2}$ We will use this term to distinguish between the input points defining the triangulation and the unadded points

[^83]:    ${ }^{3}$ there is some additional cost for point location that can be bound using Lemma 4

[^84]:    ${ }^{1}$ Let us summarize the fundamental reason we are unable to make this proof work directly for ZPP ${ }^{\text {NP [1] }}$ (instead of CautiousBPP ${ }^{N P}{ }^{[1]}$ ) without going through Theorem 1. Suppose we reach line 5 with out $(1)=\perp$ and $\operatorname{out}(0) \neq \perp$. We would like to form a DNF that accepts those $z$ 's consistent with $\rho$ where $G^{-1}(z) \cap X \times Y$ is covered by the union of $\left\{R^{w} \cap X \times Y: w \in\{0,1\}^{k}\right\}-$ and then output $\perp$ if the DNF accepts and output out (0) if it rejects. The issue is that there may be some $z$ 's consistent with $\rho$ such that $f(z)=$ out $(0)$ but $G^{-1}(z) \cap X \times Y$ is partially covered by the union - even a fairly small coverage might result in the DNF accepting $z$. This could cause the overall probability of outputting $\perp$ on $z$ to be much higher in the decision tree than in the communication protocol.

