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Abstract
Parameterization above a guarantee is a successful paradigm in Parameterized Complexity. To the
best of our knowledge, all fixed-parameter tractable problems in this paradigm share an additive form
defined as follows. Given an instance (I, k) of some (parameterized) problem Π with a guarantee
g(I), decide whether I admits a solution of size at least (at most) k + g(I). Here, g(I) is usually a
lower bound (resp. upper bound) on the maximum (resp. minimum) size of a solution. Since its
introduction in 1999 for Max SAT and Max Cut (with g(I) being half the number of clauses and
half the number of edges, respectively, in the input), analysis of parameterization above a guarantee
has become a very active and fruitful topic of research.

We highlight a multiplicative form of parameterization above a guarantee: Given an instance (I, k)
of some (parameterized) problem Π with a guarantee g(I), decide whether I admits a solution of size
at least (resp. at most) k·g(I). In particular, we study the Long Cycle problem with a multiplicative
parameterization above the girth g(I) of the input graph, and provide a parameterized algorithm
for this problem. Apart from being of independent interest, this exemplifies how parameterization
above a multiplicative guarantee can arise naturally. We also show that, for any fixed constant ε > 0,
multiplicative parameterization above g(I)1+ε of Long Cycle yields para-NP-hardness, thus our
parameterization is tight in this sense. We complement our main result with the design (or refutation
of the existence) of algorithms for other problems parameterized multiplicatively above girth.
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1 Introduction

The goal of parameterized complexity is to find ways of solving NP-hard problems more
efficiently than brute force: our aim is to restrict the combinatorial explosion to a parameter
that is hopefully much smaller than the input size. Formally, a parameterization of a problem
is the assignment of an integer k to each input instance, and we say that a parameterized
problem is fixed-parameter tractable (FPT) if there is an algorithm that solves the problem in
time f(k) · nO(1), where n is the size of the input and f is an arbitrary computable function
depending on the parameter k only. There is a long list of NP-hard problems that are FPT
under various parameterizations: finding a vertex cover of size k, finding a cycle of length
k, finding a maximum independent set in a graph of treewidth at most k, etc. For more
background, the reader is referred to the monographs [12, 14, 21].

Choosing a suitable parameter plays an important role in the field of parameterized
complexity. Traditionally, the solution size has been the most sought after parameter.
However, in various circumstances this is not a good parameter. To illustrate this, consider
the following problems: Max Sat and Max Cut. Observe that there always exists a truth
assignment that satisfies half of the clauses, and there is always a max-cut containing at least
half the edges. Thus, if we choose solution size as the parameter, then we get the following
trivial algorithm: if k ≤ m/2, then return yes; else m ≤ 2k, so now any brute-force algorithm
is an FPT algorithm. Thus if we want to design a nontrivial parameterized algorithm, then
solution size is not a suitable parameter. In particular, a general message here is as follows.

The natural parameterization of, say, a maximization/minimization problem by
the solution size is not satisfactory if there is a lower bound for the solution size
that is sufficiently large.

Thus, for such cases, it is more natural to parameterize the problem by the difference
between the solution size and the bound. This perspective is known as “above guarantee”
parameterization. This approach was introduced by Mahajan and Raman [33] for the Max
Sat and Max Cut problem. This approach was successfully applied to many various
problems (see, e.g., [1, 11, 24, 25, 26, 34, 10] for a few illustrative examples).

In some of the above examples there is an explicit lower bound on the solution size, given
in terms of the input size. However, in many cases, we do not have explicit lower bounds.
We substantiate this with the example of classic Vertex Cover problem. In this problem,
we are given a graph G and a positive integer k, and the goal is to test whether there exists
a set of vertices C of size at most k that is a vertex cover (i.e., every edge has at least one
endpoint in C). Clearly, the size of a maximum matching of G or the value of the linear
programming relaxation of an integer linear program for Vertex Cover is a lower bound
on the size of a vertex cover of G. Observe that these lower bounds are graph dependent
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and not the size dependent. This is what we mean by implicit lower bounds. Coming back
to Vertex Cover, in polynomial time it is possible to reduce the size of the graph, without
changing the answer, such that we are guaranteed that any vertex cover must contain half of
the remaining vertices. Thus, again we can employ any brute-force algorithm and design
an FPT algorithm for Vertex Cover. This has led to the study of the problem Vertex
Cover Above LP (or Vertex Cover Above Matching), which has played a central
role in the development of the field of parameterized complexity [12].

In this paper, we take the philosophy of above guarantee parameterization a significant
conceptual step forwards. In particular,

The goal of this paper is to study another classical problem – namely, Long
Cycle – from the viewpoint of a new implicit parameterization, that is neither
standard nor an additive above guarantee parameterization.

The Long Path problem is to decide, given a directed or undirected n-vertex graph G
and an integer k, whether G contains a path on at least k vertices, that is, a self-avoiding
walk with at least k vertices. Similarly, the Long Cycle problem is to decide whether
G contains a cycle of length at least k, that is, a closed self-avoiding walk with at least k
vertices. These problems are natural generalization of the classical Hamiltonian Path
and Hamiltonian Cycle problems and have been actively studied. In particular, there
is a plethora of results about parameterized complexity of Long Path and Long Cycle
(see, e.g., [4, 5, 9, 8, 18, 22, 29, 30, 31, 38]) since the early work of Monien [35]. Let us
just mention here that the fastest known randomized algorithm for Long Path is due to
Björklund et al. [4] and runs in time 1.657k · nO(1), whereas the fastest known deterministic
algorithm is due to Tsur [37] and runs in time 2.554k · nO(1). Respectively for Long Cycle,
the randomized algorithm with the currently best running time of 4k · nO(1) was given by
Zehavi in [40], and the best deterministic algorithm was given by Fomin et al. in [20] and
runs in time 4.884k · nO(1).

For Long Path, the investigation of above guarantee parameterizations was initiated
by Bezáková et al. in [2]. Let s and t be two vertices of a graph G. Clearly, the length
of any (s, t)-path in G is lower bounded by the shortest distance, d(s, t), between these
vertices. Based on this straightforward observation, Bezáková et al. in [2] introduced the
Longest Detour problem that asks, given a graph G, two vertices s, t, and a positive
integer k, whether G has an (s, t)-path with at least d(s, t) + k vertices. They proved that
for undirected graphs, this problem can be solved in time 2O(k) · nO(1). That is, it is FPT.
For the variant of the problem where the question is whether G has an (s, t)-path with
exactly d(s, t) + k vertices, a randomized algorithm with running time 2.746k · nO(1) and a
deterministic algorithm with running time 6.745k · nO(1) were obtained. In a recent work,
Fomin et al. [17] studied the parameterization of Long Path and Long Cycle above the
degeneracy d of the input graph G. Formally, a graph G has degeneracy at most d if every
subgraph of G has a vertex of degree at most d. A classic result by Erdős and Gallai [15]
from 1959 states that any graph of degeneracy d > 1 has a cycle (and hence also path)
on at least d vertices. If the graph G is not guaranteed to be 2-connected, then deciding
whether G contains a cycle of length d+2 is already NP-hard, and therefore parameterization
above degeneracy does not make sense. However, when we add the requirement that G is
2-connected, then then deciding whether G contains a cycle of length d+ k parameterized
by k can be done in time 2O(k) · nO(1) and hence FPT. A similar situation holds for Long
Path where connectivity replaces 2-connectivity.

ITCS 2020
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1.1 Multiplicative Above Guarantee Parameterization
To the best of our knowledge, all successful above guarantee parameterizations are additive.
Roughly speaking, this means that if we have a lower bound τ on the optimal solution
size, then we ask whether we can find a solution of size (at least or at most) τ + p in time
f(p) · nO(1). Our main message of this paper is the following.

The goal of this paper is to introduce the notion of multiplicative above guarantee
parameterization (which is neither standard nor an additive above guarantee
parameterization). In multiplicative above guarantee parameterization, we ask
whether we can find a solution of size (at least or at most) τ · p in time g(p) ·
nO(1). We will illustrate our new definition by designing several FPT algorithms
parameterized above a multiplicative guarantee.

We remark that a few problems in [36] were stated in a way fitting parameterization
above a multiplicative guarantee. However, these were shown to be para-NP-hard [27, 28].

Recall that the girth of a graph G, denoted by γ(G), is the length of the shortest cycle
in G. First, consider the problem where we are given a graph G and an integer k and the
objective is to test whether there is a cycle of length at least γ(G) + k in G. If γ(G) ≤ 2k+ 6,
then clearly we can solve the problem in time 2O(k)nO(1) by using the algorithm in [39].
We now show that when 2k + 6 < γ(G), the problem is solvable in polynomial time. To
this end, let (G, k) be a yes-instance, and let C be a hypothetical solution. That is, C is
a cycle of length at least γ(G) + k. Let g = γ(G). Let u, v, w, x ∈ V (C) such that when
we traverse C in some order from u, we encounter v at distance b g2c − 1 from u, next we
encounter w at additional distance b g2c − 1 from v, and lastly we encounter x at additional
distance k′ = (g + k)− (2b g2c − 2) from w. Notice that k′ ∈ {k+ 2, k+ 3}. Since the girth of
G is g and k + 3 < g

2 , we have that shortest paths between u and v, v and w, and w and
x are unique and they are part of the cycle C. Therefore, we may compute the shortest
paths between the pairs above, and later check whether u is reachable from x after deleting
these shortest paths. Going over every possible choice of u, v, w, x ∈ V (C), this leads to a
polynomial time algorithm when 2k + 6 < γ(G). This implies that it can be decided in time
2O(k)nO(1) whether a graph has a cycle with at least γ(G) + k vertices.

The informal argument above shows that Long Cycle parameterized additively above
girth is not more “interesting” than just normal Long Cycle, where the input lower bound
on solution size is the parameter. In a sense, it hints that the guarantee may be strengthened.
In light of this, we introduce a new above guarantee version of Long Cycle (resp. Long
Path), termed Long Cycle (resp. Long Path) parameterized multiplicatively above girth,
as follows. The input consists of a graph G and an integer k, and the objective is to decide
whether there is a cycle (resp. path) on at least k · γ(G) vertices.

1.2 Our Contribution
We first prove our main result, which states that Long Cycle (and Long Path) paramet-
erized multiplicatively above girth is FPT. Specifically, we prove the following theorem.

I Theorem 1. Long Cycle (and Long Path) parameterized multiplicatively above girth
is solvable in time 2O(k2)n.

As a complementary result to the above theorem, we assert that our parameterization is
tight in the following sense.
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I Theorem 2. For any fixed constant ε > 0, Long Cycle (and Long Path) parameterized
multiplicatively above g1+ε is para-NP-hard, where g is the girth of the input graph.

Next, we further extend the scope of our problem domain by showing that also Vertex
Cover, Connected Vertex Cover and Max Internal Spanning Tree parameterized
multiplicatively above girth are FPT. Given a graph G and an integer k, the objectives
of these problems are to decide whether G has a vertex cover of size at most k · γ(G), a
connected vertex cover (that is, a vertex cover that induces a connected subgraph) of size at
most k · γ(G), and a spanning tree with at least k · γ(G) internal vertices, respectively. Here,
γ(G)/2 is a lower bound on the size of an optimal solution.

I Theorem 3. Vertex Cover, Connected Vertex Cover and Max Internal Span-
ning Tree parameterized multiplicatively above girth are solvable in time 2O(k log k)n.

Lastly, we observe that parameterization above girth (even additively) can often yield
NP-hardness when k is a fixed constant. Specifically, we give Feedback Vertex Set and
Cycle Packing as illustrative simple examples.

I Theorem 4. Feedback Vertex Set and Cycle Packing parameterized additively
above girth are para-NP-hard.

2 Preliminaries

For terminology not explicitly defined here, we refer to the book of Diestel [13]. Throughout
the paper, we consider finite undirected graphs. For a graph G, let V (G) and E(G) denote
its vertex set and edge set, respectively. When G is clear from context, let n = |V (G)| and
m = |E(G)|. Given a subset U ⊆ V (G), let G[U ] be the subgraph of G induced by U . The
girth of G is the length of the shortest cycle in G,1 and is denoted by γ(G). A vertex cover
of G is a set of vertices in G whose removal from G yields an edgeless graph. The vertex
cover number of G is the smallest size of a vertex cover of G. A feedback vertex set of G is a
set of vertices in G whose removal from G yields a forest. The feedback vertex set number of
G is the smallest size of a feedback vertex set of G. For any t ∈ N, let Ct denote the cycle
on t vertices and Kt denote the complete graph on t vertices.

A subdivision of an edge e = {u, v} ∈ E(G) is its replacement by a new degree-2 vertex
whose neighbors are u and v. A subdivision of G is any graph that can be obtained by
subdividing some of the edges of G (where a single edge can be subdivided multiple times).
Let Paths(G) be the set of all (simple) paths in G. Given two (simple) paths P1 and P2 that
share one or two endpoints and are internally vertex-disjoint, let P1 + P2 denote the (simple)
path or cycle (if both endpoints are shared) obtained by concatenating P1 and P2. The size
of a cycle or path is its number of vertices, and its length is its number of edges. A graph H
is a topological minor of G if G contains a subgraph that is isomorphic to some subdivision
of H. More explicitly, this notion is defined as follows.

I Definition 5 (Topological Minor). A graph H is a topological minor of a graph G if there
exist injective functions φ : V (H) → V (G) and ϕ : E(H) → Paths(G) such that for all
e = {h, h′} ∈ E(H), the endpoints of ϕ(e) are φ(h) and φ(h′), for all distinct e, e′ ∈ E(H),
the paths ϕ(e) and ϕ(e′) are internally vertex-disjoint, and there do not exist a vertex v in
the image of φ and an edge e ∈ E(H) such that v is an internal vertex on ϕ(e).

1 If G does not contain any cycle, then its girth is defined as ∞.

ITCS 2020
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The Catersian product of two graphs is defined as follows.

I Definition 6 (Cartesian Product of Graphs). The Cartesian product G×H of two graphs
G and H is the graph whose vertex set is the Cartesian product V (G)× V (H), where any
two vertices (u, u′) and (v, v′) are adjacent if and only if one of the following holds: (i) u = v

and {u′, v′} ∈ E(H); (ii) u′ = v′ and {u, v} ∈ E(G).

Treewidth is a measure of how “treelike” is a graph, formally defined as follows.

I Definition 7 (Treewidth). A tree decomposition of a graph G is a pair (T, β) of a tree T
and β : V (T )→ 2V (G), such that
1. for any edge {x, y} ∈ E(G) there exists a node v ∈ V (T ) such that x, y ∈ β(v), and
2. for any vertex x ∈ V (G), the subgraph of T induced by the set Tx = {v ∈ V (T ) : x ∈ β(v)}

is a non-empty tree.
The width of (T, β) is maxv∈V (T ){|β(v)|} − 1. The treewidth of G, denoted by tw(G), is the
minimum width over all tree decompositions of G.

The treewidth of a graph can be efficiently approximated up to a constant factor as
follows.

I Proposition 8 ([7]). There exists an algorithm that, given a graph G and an integer t,
in time 2O(t)n either determines that the treewidth of G is larger than t, or outputs a tree
decomposition of G of width at most 5t+ 4.

The following relation between treewidth and feedback vertex set number is folklore.

I Proposition 9 ([12]). There exists an algorithm that, given a graph G with a feedback
vertex set U , in time O(|U |n) outputs a tree decomposition of G of width |U |.

3 FPT Algorithm for Long Cycle

In this section, we consider the parameterized complexity of Long Cycle parameterized
multiplicatively above girth, and prove Theorems 1 and 2. For our positive result, we required
the following definition and propositions. First, we give the definition of a graph called a
t-prism, which has 2t vertices and 3t edges (see Fig. 1).

I Definition 10 (Prism). For any t ∈ N, the t-prism is the Cartesian product Ct ×K2.

The following proposition asserts that a graph of sufficiently high treewidth necessarily
contains a large prism as a topological minor.

I Proposition 11 ([3]). For any k ∈ N, any graph G of treewidth at least 60k2 contains a
k-prism as a topological minor.2

In case the treewidth of the graph is low, we will be able to solve the problem by making
use of the following proposition.

I Proposition 12 ([6]). There exists an algorithm that, given a graph G and a tree decom-
position of G of width t, in time 2O(t)n outputs a cycle (if one exists) and a path in G of
maximum sizes.

2 Although the result is mentioned in terms of minors, the proof given in [3] yields the result stated here.
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Figure 1 A 4k-prism.

The main combinatorial lemma we need for our positive result is as follows. This lemma
handles the case where the treewidth of the graph is large.

I Lemma 13. For any k ∈ N, any graph G that contains the 4k-prism as a topological minor
also has a cycle on at least γ(G) · k vertices.

Proof. Let H be the 4k-prism. Notice that the vertex set of H can be denoted by
V (H) = {a1, a2, . . . , a4k, b1, b2, . . . , b4k} so that H[{a1, a2, . . . , a4k}] and H[{b1, b2, . . . , b4k}]
are cycles and {{ai, bi} : i ∈ {1, 2, . . . , 4k}} ⊆ E(H) (see Fig. 1). Let φ : V (H) → V (G)
and ϕ : E(H) → Paths(G) be some two functions that witness that H is a topological
minor of G. Let S1, . . . , S2k be a set of 2k vertex-disjoint cycles of length 4 in H defined
as follows: For each i ∈ {0, 1, . . . , 2k − 1}, Si = H[{a2i+1, a2i+2, b2i+2, b2i+1}] (see Fig. 1).
Additionally, we define two (not vertex-disjoint) cycles C and C ′ in H as follows: C =
H[{a1, a2, b2, b3, a3, a4, . . . , a4k−1, a4k, b4k}] and C ′=H[{a1, b1, b2, a2, a3, b3, . . . , b4k, a4k, a1}]
(see Fig. 1).

Now, for each i ∈ {0, 1, . . . , 2k − 1}, let Ai = ϕ({a2i+1, a2i+2}) + ϕ({a2i+2, b2i+2}) +
ϕ({b2i+2, b2i+1})+ϕ({b2i+1, a2i+1}). This notation is well defined as required to concatenate
paths – specifically, here we concatenated internally vertex-disjoint paths sharing exactly one
endpoint except for the last concatenation where both endpoints are shared (by the paths
ϕ({a2i+1, a2i+2}) +ϕ({a2i+2, b2i+2}) + ϕ({b2i+2, b2i+1}) and ϕ({b2i+1, a2i+1})). Roughly
speaking, Ai is the cycle to which ϕ maps Si. Notice that {Ai}2k−1

i=0 is a collection of 2k
vertex-disjoint cycles in G. Therefore, together they contain at least 2γ(G) · k edges.

Additionally, let B = ϕ({a1, a2})+ϕ({a2, b2})+ϕ({b2, b3})+ϕ({b3, a3}+· · ·+ϕ({a4k, b4k}
+ϕ({b4k, a1}). Again, this notation is well defined as required to concatenate paths. Similarly,
let B′ = ϕ({a1, b1})+ϕ({b1, b2})+ϕ({b2, a2})+ϕ({a2, a3}+ · · ·+ϕ({b4k, a4k}+ϕ({a4k, a1}).
Roughly speaking, B and B′ are the cycles to which ϕ maps C and C ′, respectively. Notice
that E(H) = E(C)∪E(C ′). Thus, we deduce that

⋃2k−1
i=0 E(Ai) ⊆ E(C)∪E(C ′). From this,

ITCS 2020
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we further deduce least one among the cycles B and B′ must contain at least half the edges
in

⋃2k−1
i=0 E(Ai). Because we already showed that |

⋃2k−1
i=0 E(Ai)| ≥ 2γ(G) · k, this means

that at least one among the cycles B and B′ has length (and therefore also size) at least
γ(G) · k. This completes the proof. J

By Proposition 11, any graph G of treewidth at least 60 · (4k)2 = 960k2 contains a
4k-prism as a topological minor. Thus, we derive the following corollary to Lemma 13.

I Corollary 14. For any k ∈ N, any graph G of treewidth at least 960k2 has a cycle on at
least γ(G) · k vertices.

We are now ready to prove our main theorem.

I Theorem 1. Long Cycle (and Long Path) parameterized multiplicatively above girth
is solvable in time 2O(k2)n.

Proof. Given an instance (G, k) of Long Cycle (Long Path), the algorithm is executed as
follows. First, it calls the algorithm in Proposition 8 with t = 960k2 in time 2O(t)n = 2O(k2)n

to either determine that the treewidth of G is larger than t, or output a tree decomposition
of G of width at most 5t+ 4. In the first case, it concludes that (G, k) is a Yes-instance of
Long Cycle (resp. Long Path), which is correct by Corollary 14. In the second case, it
calls the algorithm in Proposition 12 to obtain a cycle (resp. path) of maximum size in G
in time 2O(5t+4)n = 2O(k2)n, and concludes that (G, k) is a Yes-instance of Long Cycle
(resp. Long Path) if and only if the size of this cycle (resp. path) is at least γ(G) · k. J

I Theorem 2. For any fixed constant ε > 0, Long Cycle (and Long Path) parameterized
multiplicatively above g1+ε is para-NP-hard, where g is the girth of the input graph.

Proof. Consider some fixed constant ε > 0. Our proof is based on a reduction from the
Hamiltonian Cycle (resp. Hamiltonian Path) problem, which is known to be NP-
hard [23], to Long Cycle (resp. Long Path) parameterized multiplicatively above g1+ε.
In the Hamiltonian Cycle (resp. Hamiltonian Path) problem, we are given a graph G
and the objective is to decide whether G contains a (simple) cycle (resp. path) on n vertices.
In what follows, we only describe the proof for Long Cycle (since the proof for Long Path
is similar).

We now describe the reduction. To this end, let G be an instance of Hamiltonian
Cycle. Let b be the smallest positive integer such that b(1 + ε) ∈ N. (Note that b depends
only on ε.) Let a = b(1 + ε)− 1. Notice that b ≤ a (since b · ε is a positive integer). Now,
subdivide each edge in G na − 1 times, and let G′ be the resulting graph. Let H be the
disjoint union of G′ and C, where C is a cycle of length nb. Finally, set k = 1, and let (H, k)
be the output instance of Long Cycle parameterized multiplicatively above g1+ε. Notice
that here, g is the girth of H, i.e. g = γ(H).

Notice that for any ` ∈ N, for any cycle of size ` in G, there is a corresponding cycle
of size ` · na in G′, and vice versa. This implies that any cycle in G′ has size at least 3na.
Thus, as b ≤ a, there is a unique shortest cycle in H, which is C. Therefore, γ(H) = nb.
Then, any cycle (resp. path) C ′ on at least (γ(H))1+εk = nb(1+ε) = n1+a vertices in H is
fully contained in G′. From this, we conclude that for any cycle of size n in G, there is a
corresponding cycle of size (γ(H))1+εk in H, and vice versa. This yields the correctness of
the reduction. In particular, a parameterized algorithm for Long Cycle parameterized
multiplicatively above g1+ε would solve (H, k) is polynomial time (because k = 1), and
thereby yield a polynomial-time for Hamiltonian Cycle. This completes the proof. J
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4 FPT Algorithms for (Connected) Vertex Cover and Max Internal
Spanning Tree

In this section, we consider the parameterized complexity of (Connected) Vertex Cover
and Max Internal Spanning Tree parameterized multiplicatively above girth, and prove
Theorem 3. The following proposition asserts that every graph contains either a small
feedback vertex set or a large number of vertex-disjoint cycles (with a logarithmic gap),
which can also be computed efficiently.

I Proposition 15 ([16, 32]). For some fixed constant c ∈ N, there exists an algorithm that,
given any r ∈ N and a graph G, in time rO(1)n outputs either a feedback vertex set of G of
size at most cr log r or r vertex-disjoint cycles in G.

In what follows, we use c to refer to the constant in this proposition. In case the treewidth
of the graph is low, we will be able to solve the problem by making use of the following
proposition.

I Proposition 16 ([12, 19]). There exist algorithms for Vertex Cover, Connected
Vertex Cover and Max Internal Spanning Tree that run in time 2O(t)n, where t is
the treewidth of the input graph.3

The main combinatorial lemmas required for our algorithms are as follows. They handle
the case where the feedback vertex set number (and hence also treewidth) of the graph is low.
First, for (Connected) Vertex Cover, we need the following lemma.

I Lemma 17. For any r ∈ N, any graph G that contains r vertex-disjoint cycles has vertex
cover number at least γ(G)

2 · r.

Proof. Let C be a collection of r vertex-disjoint cycles of G. Consider any vertex cover U of
G. Then, U must contain at least half the vertices of each cycle in C in order to contain an
endpoint of every edge of that cycle. Since each cycle in C contains at least γ(G) vertices,
the lemma follows. J

Second, for Max Internal Spanning Tree, we need the following lemma.

I Lemma 18. For any r ∈ N, any connected graph G that contains r vertex-disjoint cycles
has a spanning tree with at least (γ(G)− 1) · r − 1 internal vertices.4

Proof. Let C be a collection of r vertex-disjoint cycles of G. Let H be the graph obtained
from G by replacing each cycle C ∈ C by a single new vertex vC (that is made adjacent to
all vertices previously adjacent to at least one vertex in C). Let T be some spanning tree of
H (whose existence follows from the supposition that G, and hence also H, is connected).

Now, we traverse T in preorder, and when we encounter a new vertex of the form vC ,
we perform the following operations. Let p be the parent of vC in T (if it is not the root),
and let u be some vertex in C that is adjacent to p (if vC is the root, let u be any vertex
in C). Then, replace vC in T by a path P from u to one of its neighbors in C so that this
path P contains exactly all the edges of C except one (between u and the chosen neighbor).

3 Such an algorithm for Max Internal Spanning Tree is not given explicitly, but it is easily seen to
follow from the approach of dynamic programming over tree decompositions using representative sets as
in [19].

4 Notice that the supposition that r is positive also implies that G is not a forest and hence γ(G) is finite.
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Here, make u be the child of p in T , and every child w of vC is handled as follows: the
subtree of w is “hanged” from a vertex of the path P such that w (or some vertex in the
cycle represented by w, if w is a new vertex) is adjacent to it in G. Notice that at the end
of this process, we obtain a spanning tree of G with the following property. For each cycle
C ∈ C, all vertices except possibly one are internal vertices, with the exception of possibly
one cycle (if there was a cycle represented by the root of T ) where all vertices except possibly
two are internal vertices. Thus, this spanning tree has at least (γ(G) − 1) · r − 1 internal
vertices. This completes the proof. J

We are now ready to prove our main theorem.

I Theorem 3. Vertex Cover, Connected Vertex Cover and Max Internal Span-
ning Tree parameterized multiplicatively above girth are solvable in time 2O(k log k)n.

Proof. Given an instance (G, k) of (Connected) Vertex Cover (resp. Max Internal
Spanning Tree), the algorithm is executed as follows. Without loss of generality, we
suppose that G is connected in the case of Max Internal Spanning Tree, else we clearly
have a No-instance of this problem. First, the algorithm calls the algorithm in Proposition 15
with r = 2k+ 1 in time rO(1)n = kO(1)n to obtain either a feedback vertex set of G of size at
most cr log r or r > 2k vertex-disjoint cycles in G. In the second case, by Lemma 17 G has
vertex cover number strictly larger than γ(G)

2 · 2k = γ(G) · k, and by Lemma 18, it also has a
spanning tree with at least (γ(G)− 1) · 2k − 1 ≥ γ(G) · k internal vertices (where the last
inequality follows from the facts that γ(G) ≥ 3 and k ∈ N). Thus, for Vertex Cover and
Connected Vertex Cover the algorithm correctly determines that the answer is No, and
for Max Internal Spanning Tree the algorithm correctly determines that the answer is
Yes. In the first case, the algorithm calls the algorithm in Proposition 9 in time O(k log k · n)
to obtain a tree decomposition of G of width at most cr log r = O(k log k). Then, it calls
the algorithm in Proposition 12 in time 2O(k log k)n to obtain a (connected) vertex cover of
G of minimum size (resp. a spanning tree of G of maximum number of internal vertices),
and concludes that (G, k) is a Yes-instance of (Connected) Vertex Cover (resp. Max
Internal Spanning Tree) if and only if the output (connected) vertex cover has size at
most γ(G) · k (resp. the output spanning tree has at least γ(G) · k internal vertices). J

5 Hardness for Feedback Vertex Set and Cycle Packing

Lastly, we prove the correctness of Theorem 4.

I Theorem 4. Feedback Vertex Set and Cycle Packing parameterized additively
above girth are para-NP-hard.

Proof. We only prove the lemma for Feedback Vertex Set since the proof for Cycle
Packing follows from symmetric arguments. For this purpose, we give a reduction from
Feedback Vertex Set itself, which is an NP-hard problem [23]. Towards this, let (G, k)
be an instance of Feebdack Vertex Set. Then, obtain H from G by subdividing each
edge of G k times, and adding a new cycle of size k. Clearly, G has a feedback vertex set of
size at most k if and only if H has a feedback vertex set of size at most k + 1 (the extra 1 is
required to hit the new cycle). Moreover, the girth of H is exactly k. Thus, an algorithm
for Feedback Vertex Set parameterized additively above girth should solve (H, 1) in
polynomial time (since the parameter is 1), thereby determining whether the feedback vertex
set number of H is at most k, and consequently solving (G, k). J
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