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—— Abstract

A regular language R of finite words induces three repetition languages of infinite words: the language
lim(R), which contains words with infinitely many prefixes in R, the language coR, which contains
words with infinitely many disjoint subwords in R, and the language R“, which contains infinite
concatenations of words in R. Specifying behaviors, the three repetition languages provide three
different ways of turning a specification of a finite behavior into an infinite one. We study the
expressive power required for recognizing repetition languages, in particular whether they can always
be recognized by a deterministic Biichi word automaton (DBW), the blow up in going from an
automaton for R to automata for the repetition languages, and the complexity of related decision
problems. For lim R and coR, most of these problems have already been studied or are easy. We focus
on R”. Its study involves some new and interesting results about additional repetition languages, in
particular R¥, which contains exactly all words with unboundedly many concatenations of words in
R. We show that R is DBW-recognizable iff R* is w-regular iff R* = R“, and there are languages
for which these criteria do not hold. Thus, R* need not be DBW-recognizable. In addition, when
exists, the construction of a DBW for R“ may involve a 2°(*1°8™) blow-up, and deciding whether R
is DBW-recognizable, for R given by a nondeterministic automaton, is PSPACE-complete. Finally,
we lift the difference between R¥ and R“ to automata on finite words and study a variant of
Biichi automata where a word is accepted if (possibly different) runs on it visit accepting states
unboundedly many times.
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1 Introduction

Finite automata on infinite objects were first introduced in the 60’s, and were the key to
the solution of several fundamental decision problems in mathematics and logic [6, 14, 17].
Today, automata on infinite objects are used for specification, verification, and synthesis of
nonterminating systems. The automata-theoretic approach reduces questions about systems
and their specifications to questions about automata [11, 22], and is at the heart of many
algorithms and tools. Industrial-strength property-specification languages such as the IEEE
1850 Standard for Property Specification Language (PSL) [7] include regular expressions
and/or automata, making specification and verification tools that are based on automata
even more essential and popular.
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One way to classify an automaton is by the type of its branching mode, namely whether
it is deterministic, in which case it has a single run on each input word, or nondeterministic,
in which case it may have several runs, and the input word is accepted if at least one of them
is accepting. A run of an automaton on finite words is accepting if it ends in an accepting
state. A run of an automaton on infinite words does not have a final state, and acceptance is
determined with respect to the set of states visited infinitely often during the run. Another
way to classify an automaton on infinite words is the class of its acceptance condition. For
example, in Bichi automata, some of the states are designated as accepting states, and a
run is accepting iff it visits states from the accepting set infinitely often [6].

The different classes of automata have different expressive power. For example, unlike
automata on finite words, where deterministic and nondeterministic automata have the
same expressive power, deterministic Biichi automata (DBWs) are strictly less expressive
than nondeterministic Biichi automata (NBWs). That is, there exists a language L over
infinite words such that L can be recognized by an NBW but cannot be recognized by a
DBW. The different classes also differ in their succinctness. For example, while translating
a nondeterministic automaton on finite words (NFW) into a deterministic one (DFW) is
always possible, the translation may involve an exponential blow-up [19].

There has been extensive research on expressiveness and succinctness of automata on
infinite words [21, 9]. Beyond the theoretical interest, the research has received further
motivation with the realization that many algorithms, like synthesis and probabilistic model
checking, need to operate on deterministic automata [5, 4], as well as the discovery that
many natural specifications correspond to DBWs. In particular, it is shown in [10] that given
a linear temporal logic (LTL) formula 1, there is an alternation-free u-calculus (AFMC)
formula equivalent to Vi iff 1) can be recognized by a DBW. Since AFMC is as expressive as
weak alternating automata and the weak monadic second-order theory of trees [18, 16, 3],
this relates DBWs also with them.

Proving that NBWs are more expressive than DBWs, Landweber characterized languages
that are DBW-recognizable as these that are the limit of some regular language on finite
words. Formally, for an alphabet 3 and a language R C ¥*, we define lim(R) as the set of
infinite words in ¥* that have infinitely many prefixes in R. For example, if R = (0+1)* -0,
namely the set of finite words over {0,1} that end with a 0, then lim(R) = ((0+ 1)* - 0)~,
namely the set of words with infinitely many 0’s. On the other hand, we cannot point to a
language R such that lim(R) is the set of all words with only finitely many 0’s. Landweber
proved that a language L C ¥* is DBW-recognizable iff there is a regular language R such
that L = lim(R) [12].

Beyond the limit operator, another natural way to obtain a language of infinite words
from a language R of finite words is to require the words in R to repeat infinitely often. This
actually induces two “repetition languages”. The first is coR, where w € coR iff w contains
infinitely many disjoint subwords in R. Formally, coR = {&* - wy - X* - wg - X* - wgz -+ :

w; € R for all « > 1 }. The second is R¥, where w € R¥ iff w is an infinite concatenation
of words in R. Formally, R¥ = {w; - wy - wsg---: w; € R for all i > 1}. For example, for
the language R = (0 + 1)* - 0 above, we have lim(R) = coR = R* = ((0+ 1)*-0)*. In
order to see that the three repetition languages may be different, consider the language
R = 0-(041)*-0, namely of all words that start and end with 0. Now, lim(R) = 0-((0+1)*-0)*,
ocoR=((0+1)*-0)* and R =0-((0+1)*-0-0)¥. When specifying on-going behaviors,
the three repetition languages induce three different ways for turning a finite behavior into
an infinite one. For example, if R = call- true* - return describes a sequence of events that
starts with a call and ends with a return, then lim R describes behaviors that start with a
call followed by infinitely many returns, coR behaviors with infinitely many calls and returns,
and R“ behaviors with infinitely many successive calls and returns.
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In this paper we study expressiveness, succinctness, and complexity of repetition languages.
We start with expressiveness, where we examine which of the repetition languages are w-
regular, and for those that are w-regular, whether they are also DBW-recognizable. By [12],
for lim(R) the answer is positive — it is DBW-recognizable for all regular languages R. For a
finite regular language R, we show that R = lim(R*), implying a positive answer too. Our
main result is a negative answer in the general R¥ case: we point to a regular language R
such that R“ is not DBW-recognizable. In order to find such a language, we study repetition
languages in general, and introduce the language R¥ = {w € 3¢ : for all i > 1 there exists
a prefix of w in R'}, namely the language of exactly all words with unboundedly many
concatenations of words in R. As detailed below, R¥ is strongly related to R* and turns
out to be also strongly related to our question. We show that when R# is w-regular, then
R# = R“, in which case, by Landweber’s characterization of DBW-recognizable languages
as countable intersections of open sets in the product topology over ¥*, both are DBW-
recognizable. In other words, we show (Theorem 5) that R* is w-regular iff R#* = R“ iff R
is DBW-recognizable.

The above characterization enables us to point to a language R that does not satisfy the
three criteria (Theorem 9). In short, R = $+ (0-{0,1,$}* - 1). It is easy to see that for every
word w € R¥, if w contains infinitely many 1’s, then w contains infinitely many 0’s. Hence,
the word w = 011$1$$1$$$1$8$$--- = 0- [[;—, 18" is not in R, yet for all i > 1, its prefix
0-TTh_o18% = (0- ([T, 18%) - 1) - $7 is in R’, and so w € R#. Tt follows that w € R# \ R¥,
which by our characterization implies that R“ is not DBW-recognizable. We also study the
problem of deciding, given an NFW A, whether L(A)“ is DBW-recognizable, and show that
it is PSPACE-complete. We lift the difference between R and R“ to automata on finite
words and define the #-language of a Biichi automaton A as the set of words w such that
for all ¢ > 1, there is a run of A on w that visits the set of accepting states at least i times.
We show that the #-language of A is w-regular iff the #-language of A coincides with its
w-regular language, iff L(A) is DBW-recognizable.

We continue and study the size of automata for the repetition languages. We consider the
cases R is given by a DFW or an NFW, and the automaton for the repetition language is a
DBW or an NBW. By [12], going from a DFW for R to a DBW for lim(R) involves no blow
up — we only have to view the DFW as a Biichi automaton. We show that the cases of coR
and R“ are more complicated, and involve a 29 and a 2°0("1°87) blow-up, respectively.
Beyond the relevancy to our study, the family of languages we use is a new witness to the
known lower bound for NBW determinization [13]. The succinctness analysis for the cases
the automata for the repetition languages are nondeterministic are much easier, as we show
that, except for the case of lim(R), simple constructions with no blow-ups are possible, even
when we start with an NFW for R. For the case of lim(R), going from an NFW for R to an
NBW for lim(R) is not trivial and the best known upper bound is O(n?) [2]. Our results are
summarized in Section 7.

Due to lack of space, some proofs are omitted and can be found in the full version, in the
authors’ URLs.

2 Preliminaries

2.1 Automata

An alphabet ¥ is a finite set of letters. A word over ¥ is a finite or infinite sequence
w = 01,09,03, - of letters from 3. We use |w| to denote the length of w, with |w| = oo for
an infinite word w. For 1 < i < |w|, we use w[i] to denote o;, that is, the i-th letter in w,
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and for 1 <i < j <|wl|, we use w(i, j| to denote the infix 0,041, -+ ,0; of w. We use X*
and X“ to denote the set of all finite and infinite words over X, respectively. For two words
rEeX*and y € X*UXY, we use x -y to denote the concatenation of x and y. We say that x
is a prefiz of a w, denoted x < w, if there is 1 < i < |w| such that z = w[1,{]. Equivalently,
if x # ¢, and there is y € ¥* U X%, such that z -y = w. Thus, y = [¢ + 1, |wl|], and we call it
a suffiz of w. Note that we do not consider the empty word ¢ as a prefix of a word.

A nondeterministic automaton is A = (3, Q, d, Qo, ), where ¥ is a finite input alphabet,
Q is a finite set of states, 6 : Q x ¥ — 2% is a transition function, Qy C @ is a set of initial
states, and o C @ is an acceptance condition. Intuitively, (g, o) is the set of states A may
move to when reading the letter o from state q. Formally, a run of A on a word w is the
function r : {i € Ny : 0 < i < |w|} — @, such that r(0) € Qo, i.e., the run starts from an
initial state, and for all ¢ > 0, we have that r(i + 1) € 6(r(i), 0441), i.e., the run obeys the
transition function. Note that as .4 may have several initial states and the transition function
may specify several possible successor states, the automaton A may have several runs on w.
If |Qo| =1 and for all ¢ € @ and ¢ € %, it holds that |6(g, )| = 1, then A has a single run
on w, and we say that A is deterministic. We sometimes refer to a run r also as a sequence
of states; that is, r = 7(0),7(1),... € QI*I+1,

When A runs on finite words, the run r is finite, and it is accepting iff it ends in an
accepting state, thus r(Jw|) € . When A runs on infinite words, acceptance depends
on the set inf(r), of the states that r visits infinitely often. Formally inf(r) = {¢ € Q :
for infinitely many ¢ € N, we have that r(i) = ¢}. As @ is finite, the set inf(r) is guaranteed
not to be empty. In Biichi automata, the run r is accepting iff inf(r) N o # &. Otherwise, r
is rejecting. The automaton A accepts a word w if there exists an accepting run r of A on w.
The language of A, denoted L(A), is the set of words that A accepts. We also say that A
recognizes L(A).

We use three letter acronyms in {D,N} x {F,B} x {W} to denote classes of word automata.
The first letter indicates whether the automaton is deterministic or nondeterministic, and
the second letter indicates whether it is an automaton on finite words or a Biichi automaton
on infinite words. For example, DBW is a deterministic Biichi automaton.

Throughout the paper, we use R and L to represent languages of finite and infinite words,
respectively. A language R C X* is finite if |R| < w, where |R] is the cardinality of R as
a set. A language R C ¥* is regular if there is an NFW that recognizes R. Likewise, a
language L C 3% is w-regular if there is an NBW that recognizes L. We sometimes refer
to the three-letter acronyms as describing sets of languages, thus NBW is also the set of
w-regular languages, and DBW is its subset of languages recognizable by DBW.

2.2 Repetition languages

Consider a language R C ¥*, and assume ¢ ¢ R. We refer to R as the base language and
define the following repetition languages of words induced by R. We start with languages of
finite words:

1. For i > 0, we define R’ ={w;-wy---w;:w; € Rforalll <j<i}.

2. R* =0 R".

3. R =J;», R

We continue with languages of infinite words:

3. lim(R) = {w € ¥* : wll,4] € R for infinitely many ’s}.

4, coR={Y" -wy - Z* - we - X* -w3---: w; € Rforalli>1}.

5. R ={w; -wy-ws3---: w; € Rforalli>1}.

6. R* = {w € X : for all i > 1 there exists j > 1 such that w1, j] € R'}.
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Thus, R}, R*, Rt, and R¥ are the standard bounded, finite, finite and positive, and
infinite concatenation operators. Then, lim(R) contains exactly all infinite words with
infinitely many prefixes in R, and coR contains exactly all infinite words with infinitely many
disjoint infixes in R. Finally, R# contains exactly all words with prefixes with unboundedly
many concatenations of words in R. The language R# may seem equivalent to R“, and the
difference between R¥ and R is in fact one of our main results.

» Example 1. Let R = (0 + 1)*- 0. Then, lim(R) = coR = R¥ = R* = oo0.

Now, let R = {0™-1™,1" - 0™ : 0 < m < n}. While R is not regular, we have that
lim(R) = {0%,1} and oo(R) = R = R* = {0,1}* are in DBW.

Finally, for all R C ¥*, we have R¥ C lim(R*) and R¥ C coR. Thus, R¥ C lim(R*)NooR.
One may suspect that R = lim(R*) NooR. As a counterexample, consider R = 0-(0+41)*-0.
Then, R¥ =0-((04+1)*-0-0)¥, im(R*) =0-((0+1)*-0), and coR = ((0+1)*-0)* = 000.
Thus, the word 0- (1-0)* is in lim(R*) N (coR) but is not in R¥. <

As another warm up, we state the following lemma, which would be helpful in the sequel.

» Lemma 2. Consider languages R C ¥* and P C X such thate ¢ R. If P C R- P, then
P C Rv.

Proof. Consider a word wg € P. Since P C R - P, then wg = x1 - wy, for some x1 € R
and wy, € P. Have defined z1,...,x; € R and w; € P, such that wg = z1 --- z; - w;, we can
continue and define z;41 € R and w;41 € P such that w; = z;41 - w;41. Overall, we have
defined {z;}$2; C R such that wg = x1 - €2 - 3 ---. Hence, wy € R¥, and we are done. <

Note that if € € R, then P C R - P trivially holds for all P C 3“  whereas possibly
P Z R¥. Also, if € € R, then coR, R, and R# as defined above include also finite words,
in particular € is a member of all of those languages. In order to circumvent the technical
issues that the above entails, for R C ¥* such that ¢ € R, we define coR = co(R \ {¢}),
R¥ = (R\ {e})*, and R* = (R\ {e})¥, and accordingly assume, throughout the paper, that
e¢ R.

We conclude the preliminaries with the case the base language R is finite. As we shall
see, then R = R# = lim(R*), implying that they are all in DBW.

» Theorem 3. For every finite language R C X*, we have that R¥ = R¥ = lim(R*).

Proof. Consider a finite language R C ¥*. We prove that R* C lim(R*) C R# C R“. First,
it is easy to see, regardless of R being finite, that R C lim(R*).

We prove that lim(R*) C R#. Clearly R"*!. ¥ C R"- %, and thus we only need to
show that for all w € lim(R*), we have that w € R"™ - ¥ for infinitely many n’s. Since R is
finite, there exists some k > 1 such that for all # € R, we have that |z| < k. It follows that

for all z € R*, if |x| > m -k, then x € R" for some n > m. Consider some word w € lim(R*).

By definition, w has infinitely many prefixes in R*, thus for all m > 1, there exists a prefix
x € R* of w such that |x| > m-k. Hence, x € R™ for some n > m, implying that w € R™-X¥
for infinitely many n’s, and we are done.

It is left to prove that R# C R“. Consider a word w € R#. Intending to use Konig’s
Lemma, we build a tree with set of nodes V = {(,7) : * < w and = € R'}. Since w € R¥,
the set V is infinite. As the parent of a node (x,i+ 1) € V, we set some (y,i) € V that
satisfies * = y - z for some z € R. Since z € R*T!, such a prefix y exists. Note that there
might be several y’s and only a single (y, ) is chosen to be the parent of (z,7+ 1). Observe
that all nodes (z,4) are connected to (¢,0) by a single path of length ¢, and thus we have
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defined an infinite tree above V. The out degree of each node is bounded by |R| < oc.
Hence, by Ko6nig’s Lemma, the tree has an infinite path = = ((¢,0), (z1,1), (22,2),...). By
construction, for all ¢ > 0 there exists some y; such that x;1; = z; - y; and y; € R. It follows
that w =41 - y2 - - -, and hence w € R¥, and we are done. |

For every regular language R C X*, the language R* is regular. Hence, by [12], the
language lim(R*) is in DBW, and so Theorem 3 implies the following.

» Corollary 4. For every finite language R C ¥*, we have that R and R¥ are in DBW.

As we shall see in Section 3, the case of an infinite base language R is much more difficult.

3  Expressiveness

In this section we examine which of the repetition languages are w-regular, and for these
that are w-regular, whether they are also DBW-recognizable. Note that going in the other
direction need not be possible. For example, the language L = 0 - 1¥ is DBW-recognizable,
but there is no regular language R such that L = coR, L = R#, or L = R“. By [12], a
language L C ¥¢ is in DBW iff there exists a regular language R C ¥* such that L = lim(R).
In particular, this means that for every R C ¥* regular, we have that lim(R) € DBW. We
study this question for coR, R, and R*.

It is well known that for every regular language R, the language R“ is w-regular. This
follows, for example, from the translation of w-regular expressions to NBWs. Studying
whether R is always DBW-recognizable is much harder, and is our main result:

» Theorem 5. For all reqular languages R C X%, the following are equivalent.
(1) R¥ = R¥.

(2) R¥ isin DBW.

(3) R* is w-regular.

The proof of Theorem 5 is partitioned into Lemmas 6, 7, and 8.
» Lemma 6. [(1) — (2) and (3)] If R = R¥, then R* is in DBW and R* is w-regular.

Proof. By Landweber’s Theorem [12], an w-regular language L is in DBW iff L is a countable
intersection of open sets in the product topology over 3“, induced by the discrete topology
over . Specifically, the topology that is induced by the basis B = {N, : © € ¥*}, where
N, = x-X%. That is, A C 3¢ is an open set in the product topology if there is a B C ¥*
such that A = UgepN, = B - X“. Equivalently, the topology induced by the metric
d:¥¥ x X% = Rsg, defined d(z,y) = %, where n is the first position that « and y differ,
and d(z,y) =0, if z = y. That is, A C ¥¥ is an open set if for all € A there exists v > 0
such that {y : d(z,y) < v} C A.

As discussed above, an open set is a set of the form K - X% for some K C ¥*. Thus,
Landweber’s Theorem states that an w-regular language L is in DBW iff there exists { K; }ien,
K; C ¥*, such that L =, K; - ¥“. By definition, the language R# fulfills the topological
condition in Landweber’s Theorem. Hence, if R# is w-regular, then R# is in DBW.

Since R is regular, the language R“ is w-regular. Thus, R# = R“ is w-regular, and by
the above, both are also in DBW. <

» Lemma 7. [(2) — (1)] If R* is in DBW, then R = R*.
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Proof. Since, by definition, R¥ C R#, we only have to prove that R# C R¥. Assume that
A= (2,0, q,6,a) is a DBW for R“. Let n = |Q|. Consider a word w € R¥, and let
r: N — @ be the run of A on w. Let ¢ be a position from which r is contained in inf(r),
i.e., for all ¢ > t, we have that (') € inf(r). Let w = wy - wy - - - Wiyy - y be a partition of
w to words such that for all 1 < j <t 4 n, we have that w; € R. Since w € R#, such a
partition exists. Let ¢; = (w1 - --wj|), i.e., g; is the state A reaches when reading the prefix
wy - --wj. Observe that since there are only n states, there must exist indices j; and jo such
that ¢t < j; < jo <t+nand g;; =gj,.

Consider the word w’' = wy - we - - - wj, - (Wj, 41 --wj,)*, and let 7’ be the run of A on
w’. Since all the words w; are in R, then w’ € R¥, and so inf(r’) Na # (. Moreover,
since |wy - --wj, | >t and wj, 41 - - - wj, closes a cycle from g¢;,, then inf(r’) C inf(r). Hence,
inf(r) N a # 0. Thus, the run of A on w is accepting, and so w € R¥. <

» Lemma 8. [(3) — (1)] If R* is w-reqular, then R* = R*.

Proof. Since, by definition, R* C R¥, we only have to prove that R# C R*. Let R C ¥* be
such that R is w-regular. Then, as R* is w-regular, so is K = R* \ R“. Let A be an NBW
for K. Assume by way of contradiction that L(A) # &. There exist some accepting state ¢
that is reachable from both an initial state by a path labeled with some v € ¥*, and from
itself by a cycle labeled with some v € ¥*. Thus, the word w = w.v* is a lasso-shaped word
in L(A). Let z be a prefix of w with z € R“*?l and let 2 = Y0-Y1---Yju| be a partition of =
such that yo € RI*l and y; € R for all i > 0. Note that |yo| > |u|, thus for i > 0, the ;’s are
nonempty subwords of {v}T. For 0 < i < |v|, let k; be the position in v that is reached after
reading yo.y1...4;- Le., k; = 4, for 0 < j < |v| — 1, such that yo...y; = u.vt.v[1, ] for some
t > 0. For example, if yo = u.v, then kg = 0, and if yo.y1 = v.v.v.v[1,2], then ky = 2. Since

0 <k <|v]—1forall 0 <i< |v], there are indices ¢ and j such that ¢ < j, and k; = k;.

Therefore, there exist t1,t5 > 0 such that the following hold:

1. 2y = yo...ys = worw[l, k;] € R, and

2. 20 = Yiq1..y; = vlki + 1, [v[]w20[1, k] = vlk; + 1, |v]].020[1, k] € RT.

Clearly, z1.(22)* € R“. Also, (22)¥ = vl[k; + 1,|v|].v¥, thus 2z;.(22)¥ = w.v¥ = w. Thus,
w € R*, contradicting the assumption that L(A) = R# \ R¥. Hence, L(A) = &; thus
R#* C R¥. <

This completes the proof of Theorem 5. We now show that the theorem is not trivial, thus
there is a language R that does not satisfy the three criteria in the theorem, in particular
the criteria about DBW, which is our main interest.

» Theorem 9. There exists a regular language R C X*, such that R is not in DBW.

Proof. We define the regular language R C {0, 1,$}* by the regular expression R = ($+ 0 -
{0,1,8}* - 1). It is easy to see that for every word w € R¥, if w contains infinitely many 1’s,
then w contains infinitely many 0’s. Indeed, the only way to have only finitely many 1’s in a
word in R¥ is to have an infinite tail of $’s. Hence, the word

w = 011$18$1$$$1$$551$55$$ ... =0 [ ] 18’

is not in R*. We prove that w € R#¥. For n € N, consider the word w,, = 0 - H?:o 1$¢ =
(0- (H?:_Ol 18%) - 1) - $™. It is easy to see that w, € R"T!. Since all of the w,,’s are prefixes of
w, it follows that w € R¥.

Thus, w € R# \ R¥, implying that R# # R*. Then, by Theorem 5, we have that R“ is
not in DBW, and we are done. |
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» Corollary 10. For every regular language R C ¥*, we have that R is w-regular. Yet, R*
need not be in DBW, and R¥* need not be w-reqular.

We continue to coR, showing it is an easy special case of R“. Given a regular language
R C¥* let P=XY*-R. It is easy to see that coR = P“. As we argue below, the special
form of P implies it satisfies all the three criteria in Theorem 5:

» Theorem 11. For every regular language R C X%, we have that (X* - R)# = (X% - R)¥.

Proof. Let P = ¥* . R. We prove that P# C P - P#. By Lemma 2, the latter implies that
P# = P¥. Consider a word w € P#, and let 2y < w be a word of minimal length such
that g € P. Let w’ € X be such that w = zg - w’. We prove that w’ € P#, implying
that w € P- P#. For alli > 1, let x; - y; < w, with 2; € P and y; € P'. Note that by the
minimality of xg, it holds that zg < z; for all i > 1. Now, for all i > 1, let z; € ¥* be the
suffix of z;, with z; = z¢ - 2;, and consider u; = z; - y; < w’. Observe that for all ¢ > 1 we
have u; € £* - P! = (8* - R) - Pi~1 = P, Hence, w' € P#. <

» Corollary 12. For every regular language R C X*, the language coR is in DBW.

4 Complexity

In this section we study the complexity of deciding, given an NF'W A, whether L(A)* is
DBW-recognizable. We first describe a simple linear translation of an NFW for R to an
NBW for R“.

» Theorem 13. For every NFA A with n states, there exists an NBW A" with O(n) states
such that L(A") = L(A)“.

Proof. First observe that if A is simple, thus it has a single initial state that is also the only
accepting state, then the language of A, when viewed as an NBW, is L(A)¥. Given a NFW
A with n states, we can construct a simple NFW A" with n + 1 states that recognizes L(A)*.
Thus, the language of A" when viewed as an NBW is (L(A)*)¥ = L(A)“. In the full version,
we give the complete construction. |

» Theorem 14. Consider an NFA A. Deciding whether L(A)* is DBW-recognizable is
PSPACE-complete.

Proof. We start with the upper bound. As described in the proof of Theorem 13, given
an NFW A with n states, we can construct an NBW for L(A)¥ with n + 1 states. By [10],
deciding whether the language of a given NBW is DBW-recognizable can be done in PSPACE.
Hence, membership in PSPACE for our result follows.

For the lower bound, we describe a logspace reduction from the universality problem
for NFWs, proved to be PSPACE-hard in [15]. For two alphabets ¥; and ¥s, and two
words wy € XY and wy € 3¢, let wy G wa € (X1 X X2)* be the word obtained by merging

wy and we. Formally, if w; = o} -0 - 03+ and wy = 0% - 05 - 03+, then w1 ® wy =
(o},03) - (03,03) - (03,03)---. We use the operator & also for merging two finite words
wy € X7 and we € XF of the same length. Note that then, |wy ® we| = |wi| = |ws].

Consider an NFW A over some alphabet ¥, and assume L ¢ . Consider the language
R =%$*+0-{0,1,$}* - 1. Note that R is similar to the language used in the proof of
Theorem 9 — here we include in R words in $*. This does not change R# or R¥, and the
word 0 [[;o,1-$% is in R# \ R¥, witnessing that R is not DBW-recognizable.
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We define the language R 4 over the alphabet (X U {L}) x {0,1,$} as follows.
Ra={(wi-L)®ws:w € L(A)orws € R}.

Note that since NFWs for R and for (X U{L})*- L are of a fixed size, the size of an NFW
for R 4 is linear in the size of A and it can be constructed from A in logspace. We prove that
L(A) = ¥* iff R%) € DBW. First, observe that if L(A) = X*, then R% = (oo L) & {0,1, $}*,
and so R4 € DBW. For the other direction, assume that L(A) # ¥*, and consider a word
x € X"\ L(A). Let w, = (- L)“. Observe that for every partition y; - y2 - y3--- of w, into
subwords with y; € (XU {L})*- L, for all ¢ > 1, it must be that y; ¢ L(A) - L for all 4 > 1.
It follows that for every w € {0, 1,$}%, if w, ® w € RY, then w € R¥.

Let m = |z- L|, and consider the word w = 0™ -], 1™-$"™, obtained from 0-[]>°,1-§"
by replacing each letter o € {0,1,$} by the word ¢™. Using the same arguments used in the
proof of Theorem 9, we have that w ¢ R“. Hence, w, ® w ¢ R%.

We prove that w, & w € Rﬁ. Note that w, ®w = (z- L)* @ 0™ - [[2, 1™ - §™ =
((z-L)@0™) [T ((z- L)@1™) - ((z- L) & $™)". Forall j > 1, we have ((z- L) ®$™)7) € R,
and ((z- 1) ®0™) - ([[Zg((x- L)@ 1™) - ((z- L) ®$™)") - ((z - L) ® 1™) € Ry. Hence,
v =z -L)pom). {:O((a: L) @1™) - ((z- L)@ $™) € R Since ¢/ < w, @ w, for all
7 > 1, we conclude that w, & w € Rjé.

Thus, w, ®w € Rﬁ \ R4, and so, by Theorem 5, we have that R4 ¢ DBW. <

5 Succinctness

In this section we study the blow-up in going from an automaton for R to automata for
lim(R), coR, and R“. Note that, by Theorem 5, a DBW for R¥ is also a DBW for R#, and
thus we do not consider R# explicitly.

Studying succinctness, we also refer to the Rabin acceptance condition. There, o =
{{G1,By),...,{Gr, B)} C 29 x 29, and a run r is accepting iff there is a pair (G, B) € a
such that inf(r) N G # @ and inf(r) N B = @. We use DRW to denote deterministic Rabin
word automata. By [8], DRWs are Biichi type: if a DRW A recognizes a DBW-recognizable
language, then a DBW for L(A) can be defined on top of A. In other words, if L(.A) is in
DBW, then we can obtain a DBW for L(.A) by redefining the acceptance condition of .A.

Our study of succinctness considers the cases R is given by a DFW or an NFW, and the
automaton for the repetition language is DBW, DRW, or NBW. We start with the case both
automata are deterministic. Then, the case of lim(R) is easy and well known: Given a DFW
A for R, viewing A as a DBW results in an automaton for lim(R) [12]. Hence, there is no

blow-up in going from a DFW for R to a DBW for lim(R). We continue to the case of coR.

We first consider the case we are given an NFW or DFW for ¥* - R.

» Theorem 15. For every reqular language R C 3*, there is no blow-up in going from an
NFW (DFW) for £* - R to an NBW (resp. DBW) for coR.

Proof. Let A =(Q, %, 6, qo, @) be an NFW with a single initial state that recognizes ¥* - R.

We define an NBW A’ for (X* - R)¥ = coR as follows. Intuitively, A’ simulates a run of A,
each time the simulation reaches a state in « it “restarts” the simulation, and it accepts an
infinite word iff simulation has been restarted infinitely often. The partition to successful
simulations also partitions accepted words to infixes in L(.A)%, thus accepted words are in
ooR. In addition, if a word is in coR, then a word in ¥* - R start in all positions, implying
that a successful simulation is always eventually completed. Formally, A’ = (Q, X, ', qo, ),
where for all 0 € ¥ and q ¢ «, §'(q,0) = 6(q,0), and otherwise 0’(q,0) = 0(qo, o). In the

full version, we prove that L(A") = (X* - R)* = coR. Note that since ¢ ¢ R, then ¢y ¢ «.

Also, note that when A is deterministic, so is A’ <
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Going from a DFW for R to a DFW for ¥* - R may involve an exponential blow-up. To
see this, consider for example the language R = 0- (0 + 1)"™. While it can be recognized by a
DFW with n + 2 states, a DFA for (0+1)*-0- (04 1)™ needs at least 2" states. Theorem 16
shows that this blow-up is inherited to the construction of a DBW for coR.

» Theorem 16. The blow-up in going from a DFW for R to a DBW for coR is 20(").

Proof. For the upper bound, starting with a DFW with n states for R, one can construct
an NFW with n + 1 states for ¥* - R. Its determinization results in a DFW with 27*! states
for ©¥* - R. Then, by Theorem 15, we end up with a DBW with 2"*! states for coR.

For the lower bound, we describe a family of languages R1, Ro, ... of finite words, such
that for all n > 1, the language R,, can be recognized by a DFW with O(n) states, yet a
DBW for coR,, needs at least % states.

Let ¥ ={0,1}. For n > 1, we define R,, C ¥* as the set of words of length n + 1 that
start and end with the same letter. That is, R, = {o-w -0 : for 0 € ¥ and w € ¥"1}.
Equivalently, R, = 0-(0+1)""1.0+4+1- (04 1)""!-1. It is easy to see that R, can be
recognized by a DFW with 2n + 3 states. In the full version, we prove that a DBW for coR,,
needs at least % states. |

We continue to R“. While it is easy, given a DFW for R, to construct an NBW for R“
(see Theorem 13), staying in the deterministic model is complicated, and not only in terms
of expressive power. Formally, we have the following.

» Theorem 17. The blow-up in going from a DEW for R to a DBW for R“, when exists, is
QO(nlogn)‘

Proof. For the upper bound, one can determinize the NBW for R“. Thus, starting with a
DFW with n states for R, we construct an NBW with n + 1 states for R“, and determinize
it to a DRW with 20("1°8") states [20]. Since DRWs are Biichi type, the result follows.

For the lower bound, we describe a family of languages R1, R, ... of finite words, such
that for all n > 1, the language R,, can be recognized by a DFW with O(n) states, R¥ is in
DBW, yet a DBW for Ry needs at least n! states.

Givenn > 1, let ¥,, = [n]U{#}, where [n] = {1,...,n}. We define the language R,, C X}
as the set of all finite words that start and end with the same letter from [n]. That is,
R, ={o-z-0:for x € ¥} and o € [n]}. It is easy to see that R, is regular and a DFW for
R,, needs 2n + 1 states. In the full verison, we prove that R is in DBW, and that a DBW
for R needs at least n! states. <

Since DRWs are Biichi type, Theorems 16 and 17 imply the following.

» Theorem 18. The blow-ups in going from a DFW with n states for R to DRWs for coR
and R are 2°0") and 20106n)  respectively.

The succinctness analysis for case the automaton for the repetition languages is non-
deterministic is much easier, as the constructions described above involve no blow-up, and
except for the case of lim(R), they are valid also when R is given by an NFW. The case
of lim(R) is more complicated and is studied in [2]. It is easy to see that just viewing an
NFW for R as a Biichi automaton does not result in an NBW for lim(R). For example, an
NFW for (0 + 1) - 0 that guesses whether each 0 is the last letter, in which case it moves to
an accepting state with no successors, is empty when viewed as an NBW. The best known
construction of an NBW for lim(R) from an NFW A for R is based on a characterization
of the limit of L(A) as the union of languages, each associated with a state ¢ of A and
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containing words that have infinitely many prefixes whose accepting run reaches ¢. Following
this characterization, it is possible to construct, starting with A with n states, an NBW with
O(n?) states for lim(R) [2].

6 On Unboundedly Many vs. Infinitely Many

Essentially, the definition of R# replaces the “infinite” nature of R by an “unbound” one.
In this section we examine an analogous change in the definition of acceptance in Biichi
automata. Consider a nondeterministic automaton A = (X, Q, 0, Qo, ). When we view A
as a #-automaton, it accepts a word w € ¢ if for all 4 > 0, there is a run of A on w that
visits « at least i times. Formally, for for all i > 0, there is a run r; = ¢¥, ¢%,¢%,... of A on
w such that 7“;- € a for at least ¢ indices of j > 0. The #-language of A, denoted Lx(A), is
the set of words that A accepts as above. We use the notations Lp(A) and Lp(A) to refer
the languages of A when viewed as an automaton on finite words and a Biichi automaton,
respectively. It is not hard to see that when A is deterministic, then Lp(A) = Lx(A). Indeed,
in both cases, A accepts a word w if its single run on w visits « infinitely often. When,
however, A is nondeterministic, its #-language may contain words accepted via infinitely
many different runs, none of which visits « infinitely often.

» Example 19. Consider the automaton .A4; in Figure 1. Note that Lp(A;) = R, for
R=($+0-{0,1,$}* - 1), namely the language used in Theorem 9 for demonstrating a
language with R# # R“. Here, we have that Ly(A;) # Lp(A;). For example, w =
01181$$15$515$8$188$8S--- = 0-[[;2, 18" € Ly(A1) \ Lp(Ar).

Consider now the automaton As. Here, Lp(Az) = (0+ 1)* - 1“. On the other hand, for
every i > 1, there is a run of A on w = 01011011101111--- = HZO 01°? that visits « at least
i times. Thus, w € Lx(Az) even though it has infinitely many 0’s and is not in Lp(As).
Note that the word w is also used to differentiate the Biichi and prompt-Biichi acceptance
conditions. A prompt-Buch automaton A accepts a word w iff there is ¢ > 1 and a run r of
A on w, such that r visits « at least once in every ¢ successive states [1]. It is not hard to
see that w is not accepted by all DPWs for (1* - 0)~. <

$,0,1

Figure 1 Automata with a non-regular #-language.

» Remark 20. Defining L4 (.A), we require the transition function § of A to be defined for all
states and letters. Indeed, a rejecting sink in a #-automaton may support acceptance. To
see this, consider Ay from Example 19, and assume that rather than going with the letter 0
to the rejecting sink g2, the state ¢; would have no outgoing transitions labeled 0. Then,

no run of Ay on the word w from the example can visit g; even once without getting stuck.

Note that rather than requiring ¢ to be total, we could also define Ly (.A) as these words for
which, for all 4 > 0, there is a run of A on a prefix of w that visits « at least i times. |

Interestingly, the relation between Ly (A) and Lp(A) is similar to the one obtained for
R# and R“. Formally, we have the following.
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» Theorem 21. For all finite automata A, the following are equivalent.
(1) Ly(A) is w-regular.

(2) Lp(A) = Ly(A).

(3) Ly(A) is in DBW.

Proof. Clearly, both (2) — (1) and (3) — (1). We prove that (1) — (2) and (1) — (3).

We start with (1) — (2). First, clearly, for all automata A, we have that Lp(A) C Ly (A).
We prove that Ly(A) C Lg(A). Since Ly (A) is w-regular, then, as w-regular languages are
closed under complementation, there is an NBW B for Ly (A) \ Lg(A). If Ly (A) € L(A),
then Lg(B) is not empty, which implies B accepts a lasso-shaped word, namely a word of
the form u - v* for u,v € £* \ {e}. But L4(A) and Lg(A) agree on all lasso-shaped words.
Indeed, u - v¥ € Ly (A) iff A has a cycle that visits o and is traversed when the v* suffix is
read, iff u-v*¥ € Lg(A). Hence, B is empty, Lx(A) C Lg(A), and we are done.

We continue to (1) — (3). For all i > 0, let L; be the set of words w € ¥* such that there
exists a run of A on w that visits a exactly ¢ times. Observe that Lu(A) = ;5o Li - 2¢.
Thus, L4 (A) is a countable intersection of open sets. Hence, by Landweber, L4 (A) being
w-regular implies that L (A) is in DBW. <

7 Discussion

The expressiveness and succinctness of different classes of automata on infinite words have
been studied extensively in the early days of the automata-theoretic approach to formal
verification [21]. Specification formalisms that combine regular expressions or automata with
temporal-logic modalities have been the subject of extensive research too [23, 22]. Quite
surprisingly, the expressiveness and succinctness of repetition languages, which are at the
heart of this study, have been left open. The research described in this paper started following
a question asked by Michael Kaminski about R“ being DBW-recognizable for every regular
language R. We had two conjectures about this question. First, that the answer is positive,
and second, that this must have been studied already. We were not able to prove either
conjectures, and in fact refuted the first. In the process, we developed the full theory of
repetition languages, their expressiveness, and succinctness, as well the notion of #-languages
which goes beyond w-regular languages. Our results are summarized in Table 1 below. The
v/ and X symbols indicate whether a translation always exists. All blow-ups except for the
one from [2] are tight. The blow-ups in translations to DBWs apply also to DRWs (Th. 18).
Finally, for R translations exist whenever R“ is DBW-recognizable (Th. 5), in which case
the blow-ups agree with the one described for R“.

Table 1 Translations from an automaton for R to automata for its repetition languages.

| lim(R) | R \ R |
v v X
DFW to DBW O(n) 20(") 2O(nlog n)
[12] Ths. 15 and 16 Ths. 9 and 17
v v v
DFW to NBW O(n) O(n) O(n)
[12] Th. 15 Th. 13
v v
NFW to NBW O(n?) O(n) O(n)
2] Th. 15 Th. 13
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