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—— Abstract

Regular functions from infinite words to infinite words can be equivalently specified by MSO-
transducers, streaming w-string transducers as well as deterministic two-way transducers with
look-ahead. In their one-way restriction, the latter transducers define the class of rational functions.
Even though regular functions are robustly characterised by several finite-state devices, even the
subclass of rational functions may contain functions which are not computable (by a Turing machine
with infinite input). This paper proposes a decision procedure for the following synthesis problem:
given a regular function f (equivalently specified by one of the aforementioned transducer model), is
f computable and if it is, synthesize a Turing machine computing it.

For regular functions, we show that computability is equivalent to continuity, and therefore the
problem boils down to deciding continuity. We establish a generic characterisation of continuity for
functions preserving regular languages under inverse image (such as regular functions). We exploit
this characterisation to show the decidability of continuity (and hence computability) of rational
and regular functions. For rational functions, we show that this can be done in NLOGSPACE (it
was already known to be in PTIME by Prieur). In a similar fashion, we also effectively characterise
uniform continuity of regular functions, and relate it to the notion of uniform computability, which
offers stronger efficiency guarantees.
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Synthesis of Computable Regular Functions of Infinite Words

1 Introduction

Let Inputs and Outputs be two arbitrary sets of elements called inputs and outputs respectively.
A general formulation of the synthesis problem is as follows: for a given specification
of a function S: Inputs — 20UVt relating any input u € dom(S)!' to a set of outputs
S(u) C Outputs, decide whether there exists a (total) function f: dom(S) — Outputs such
that (i) for all u € dom(S), f(u) € S(u) and (i7) f satisfies some additional constraints such
as being computable in some way, by some device which is effectively returned by the synthesis
procedure. Assuming the axiom of choice, the relaxation of this problem without constraint
(it) always has a positive answer. However with additional requirement (i¢), a function f
realising S may not exist in general. In this paper, we consider the particular case where
the specification S is functional,? in the sense that S(u) is singleton set for all u € dom(SS).
Even in this particular case, S may not be realisable while satisfying requirement (7).

The latter observation on the functional case can already be made in the Church approach
to synthesis [1, 18], for which Inputs, Outputs are sets of infinite words and f is required to be
implementable by a Mealy machine (a deterministic automaton which can output symbols).
More precisely, an infinite word « over a finite alphabet ¥ is a function a: N — 3 and is
written as a = a(0)a(1).... The set of infinite words over ¥ is denoted by X*. In Church
w-regular synthesis, we have Inputs = 3¢ and Outputs = ¢, and functions S are specified by
w-automata over ¥;.3,. Thus, such an automaton defines a language L C (3;.X,)“ and in
turn, through projection, a function Sy, defined by Sy (i192...) = {0102+ | 11019202 - - - € L}.
Such a specification is said to be synchronous, meaning that they alternatively read an input
symbol and produce an output symbol deterministically. It is also w-regular because it can
be represented as an automaton over 3;.%,. As an example, consider ¥; = X, = {a, b, @}
and the function Sewap defined only for all words of the form uq0Qus such that u; € {a,b}*
and o € {a,b} by S(u10Quy) = ocu;Quy. The specification S is easily seen to be synchronous
and w-regular, but not realisable by any Mealy machine. This is because a Mealy machine is
an input deterministic model and so cannot guess the last symbol before the @ symbol.

Computability of functions over infinite words. In Church synthesis, the notion of com-
putability used for requirement (i¢) is that of being computable by a Mealy machine. While
this makes sense in a reactive scenario where output symbols (reactions) have to be produced
immediately after input symbols are received, this computability notion is too strong in a
more relaxed scenario where reactivity is not required. Instead, we propose here to investigate
the synthesis problem for functional specifications over infinite words where the computab-
ility assumption (i¢) for f is just being computable by some algorithm (formally a Turing
machine) running on infinite inputs. In other words, our goal is to synthesize algorithms
from specifications of functions of infinite words. There are classical computability notions
for infinite objects, like infinite sequences of natural numbers, motivated by real analysis,
or computation of functions of real numbers. The model of computation we consider for
infinite words is a deterministic machine with 3 tapes : a read-only one-way tape holding the
input, a two-way working tape with no restrictions and a write-only one-way output tape.
All three tapes are infinite on the right. A function f is computable if there exists such a
machine M such that, if its input tape is fed with an infinite word x in the domain of f,
then M outputs longer and longer prefixes of f(z) when reading longer and longer prefixes

L dom(S) is the domain of S, i.e. the set of inputs that have a non-empty image by S.
2 In this case, we just write S(u) = v instead of S(u) = {v}.
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of z. This machine model has been defined in [25, Chap. 2]. If additionally one requires the
existence of a computable function m: N — N such that for all ¢ € N, for all infinite input =,
M writes at least ¢ output symbols when reading m(i) input symbols of x, we obtain the
notion of uniform computability. This offers promptness guarantees on the production of
output symbols with respect to the number of symbols read on input.

Obviously, not all functions are computable. In this paper, we aim to solve the following
synthesis problem: given a (finite) specification of a (partial) function f from infinite words
to infinite words, is f computable (respectively uniformly computable)? If it is the case,
then the procedure should return a Turing machine computing f (respectively uniformly
computing f).

Examples. The function Sgy,p is computable. Since it is defined over all inputs containing
at least one @ symbol, if a Turing machine is fed with such a word, it suffices for it to read
its input until the first @ symbol is met, store in memory the symbol o € {a,b} just before
@, come back to the beginning of the tape and start producing the output infinite word
Jul@u2.

Over the alphabet ¥ = {a,b}, consider the function f., defined by fo(u) = a* if u
contains infinitely many as, and by ¥ otherwise. This simple function is not computable,

as it requires to read the whole infinite input to produce even the very first output symbol.

For any word u € ¥*, we denote by % its mirror (e.g. abaa = aaba). Consider the (partial)
function fu;r defined on (X*f)* by f(uifust...) = urfuzt. ... It is computable by a machine
that stores its input u; in memory until the first { is read, then outputs w7, and proceeds
with us, and so on. It is however not uniformly computable. Indeed, if it were, with some
m: N — N then, for inputs ujffust--- such that |ui| > m(1), it is impossible to determine

the first output symbol (which is the last of u;) by reading only a prefix of length m(1) of w;.

Finally, consider the (partial) function fgp defined on (X*4)¥ by f(uifust ...) = ujusf
Ugus §. ... Similarly as before, it is computable but also uniformly computable: to determine
the ith output symbol, it suffices to read an input prefix of length at most i. Indeed, let
upfuof . . . fu be a prefix of length ¢ of the input x, then uquifusuaf ... fu is a prefix of f(z)
of length > .

Computability and continuity. There are strong connections between computability and
continuity: computable functions are continuous for the Cantor topology, that is where words
are close to each other if they share a long common prefix. Intuitively, it is because the very
definition of continuity asks that input words sharing longer and longer prefixes also share

longer and longer output prefixes. It is the case of the functions fn; and fgp seen before.

Likewise, uniformly computable functions are uniformly continuous. The reverse direction
does not hold in general: assuming an effective enumeration My, Mo, ... of Turing machines
(on finite word inputs), the function fha: defined as fha(a®”) = b1babs ... where b; € {0,1} is
such that b; = 1 iff M; halts on input €, is not computable but (uniformly) continuous (as it
is defined on a single point).

Beyond synchronous functions: regular functions. functional specifications in Church
w-regular synthesis problem range over the class of synchronous functions as described
before: they can be specified using automata over ¥;.%,. For example, while Sqyap and foo
are synchronous, fm; and fqp, are not. In this paper, we intend to go much beyond this
class by dropping the synchronicity assumption and consider the so-called class of regular
functions. It is a well-behaved class, captured by several models such as streaming w-string

43:3

CONCUR 2020



43:4

Synthesis of Computable Regular Functions of Infinite Words

transducers (SST), deterministic two-way Muller transducers with look around (2DMT,),
and also by MSO-transducers [2, Thm. 1, Prop. 1]. We propose the model of deterministic
two-way transducers with a prophetic Biichi look-ahead (2DFT,j,) and show that they
are equivalent to 2DMT,,. This kind of transducer is defined by a deterministic two-way
automaton without accepting states, extended with output words on the transitions, and
which can consult another automaton, called the look-ahead automaton, to check whether an
infinite suffix satisfies some regular property. We assume this automaton to be a prophetic
Biichi automaton [7, Sec. 7], because this class is naturally suited to implement a regular
look-ahead, while capturing all regular languages of infinite words. Look-ahead is necessary
to capture functions such as f.,. Two-wayness is needed to capture, for instance, functions
fab and frir.

Contributions. We call effectively reg-preserving functions those functions that effectively
preserve regular languages by inverse image [24, 19, 23, 20]. This includes for instance rational
functions, regular functions and the more general class of polyregular functions [4, 11]. We
first show that for effectively reg-preserving functions, computability and continuity coincide,
respectively, uniform computability and uniform continuity (Section 3, Theorem 6). To the
best of our knowledge, this connection was not made before. The connection is effective, in the
sense that when f is effectively reg-preserving and continuous (resp. uniformly continuous),
we can effectively construct a Turing machine computing f (resp. uniformly computing f).

For rational functions (functions defined by non-deterministic one-way Buchi transducers),
we show that continuity and uniform continuity are decidable in NLOGSPACE (Section 5,
Theorem 12). Continuity and uniform continuity for rational functions were already known
to be decidable in PTIME, from Prieur [21, Prop. 4]. However, Prieur’s proof techniques do
not transfer to the two-way case. We then prove that continuity (and hence computability)
is decidable for regular functions given by deterministic Biichi two-way transducers with
look-ahead (Section 5, Theorem 16). Using our techniques, we also get the decidability of
uniform continuity for regular functions (also Theorem 16). Our proof technique relies on
a characterisation of non-continuous reg-preserving functions by the existence of pairs of
sequences of words which have a nice regular structure (Section 4, Corollary 10). Based on this,
we derive a decision procedure for continuity of rational functions by checking in NLOGSPACE
a structural transducer pattern. For regular functions, we rely on a characterisation of the
form of output words produced by idempotent loops in two-way transducers [3]. Most of the
proofs have been sketched and the full proofs can be found in full version [10].

Related work. To the best of our knowledge, our results are new and the notion of continuity
has not been extensively studied in the transducers literature over infinite words. The work
by Prieur [21] is the closest to ours, while [8] looks at continuity of regular functions encoded
by w-automata.

Notions of continuity with respect to language varieties have been studied for rational
functions of finite words in [5]. Our notion of uniform continuity can be linked to continuity
with respect to a particular language variety which was not studied in [5] (namely the
non-erasing variety generated by languages of the shape uA*). A quite strong Lipschitz
continuity notion, called bounded variation due to Choffrut (e.g. [9]), was shown to capture,
over finite words, the sequential functions (the corresponding topology is however trivial,
hence simple continuity is not very interesting in this context).

Another result connecting computability and continuity is from [6] where the authors find
that some notion of computability by ACP circuits corresponds, over sequential functions, to
continuity with respect to some language variety.



V. Dave, E. Filiot, S. N. Krishna, and N. Lhote

Our result on rational functions has been extended recently to rational functions of
infinite words over an infinite alphabet in [12]. More precisely, continuity for functions of
infinite data words defined by (one-way) transducers with registers has been shown to be
decidable. The proof of [12] goes by reduction to the finite alphabet setting and uses the
result presented in this paper, which is publicly available on Arxiv [10], to decide continuity.

Finally, a discussion and comparison of Church w-synthesis with our work is given in the
conclusion of this paper.

2 Languages, Automata and Transducers over w-Words

Given a finite set X, we denote by ¥* (resp. X*) the set of finite (resp. infinite) words over
¥, and by X the set of finite and infinite words. Let X7 represent the set of all words over
Y with length j. We denote by |u| € NU {co} the length of u € £>° (in particular |u| = co
if w € ¥¢). For a word w = ajasas ..., w[:j] denotes the prefix ajas...a; of w. Let w[j]
denote aj, the j* symbol of w and w[j:] denote the suffix aji1a;j4a... of w. For a word
w and 7 < j, w[i:j] denotes the factor of w with positions from 4 to j, both included. For
two words u,v € X°°, u < v (resp. u < v) denotes that u is a prefix (resp. strict prefix) of
v (in particular if u,v € ¢ u < v iff u = v). For u € ¥*, let Tu denote the set of words
w € X*° having u as prefix i.e. u = w. Let mismatch be a function which takes two words,
and returns a boolean value, denoted by mismatch(u,v) for v and v; it returns true if there
exists a position ¢ < |ul, |v| such that u[:] # v[i], and returns false otherwise. The longest
common prefix between two words u and v is denoted by u A v and their distance is defined
as d(u,v) = 0 if u = v, and 2710 if 4 £ o

A Biichi automaton is a tuple B = (Q, X, 6, Qo, F') consisting of a finite set of states @,
a finite alphabet X, a set QQp C @ of initial states, a set F C @ of accepting states, and
a transition relation § C @ X X X @. A run p on a word w = ajas ... € X¥ starting in a
state ¢; in B is an infinite sequence ¢; =3 g2 23 ... such that (gis iy qig1) € 6 for all i € N.
Let Inf(p) denote the set of states visited infinitely often along p. The run p is a final run
iff Inf(p) N F # (. A run is accepting if it is final and starts from an initial state. A word
w € X is accepted (w € L(B)) iff it has an accepting run. A language L of w-words is called
w-reqular if L = L(B) for some Biichi automaton B.

An automaton is co-deterministic if any two final runs on any word w are the same [7,
Sec. 7.1]. Likewise, an automaton is co-complete if every word has at least one final run. A
prophetic automaton P = (Qp, X, dp, Qo, Fp) is a Biichi automaton which is co-deterministic
and co-complete. Equivalently, a Biichi automaton is prophetic iff each word admits a unique
final run. The states of the prophetic automaton partition X“: each state ¢ defines a set of
words w such that w has a final run starting from g. For any state ¢, let L(P, q) be the set of
words having a final run starting at ¢. Then X% = W,cq, L(P,q). It is known [7, Thm. 7.2]
that prophetic automata capture w-regular languages.

Transducers. We recall the definitions of one-way and two-way transducers over infinite
words. A one-way transducer A is a tuple (Q, %, T, d, Qq, F') where Q is a finite set of states,
Qo, F respectively are sets of initial and accepting states; 3, I" respectively are the input and
output alphabets; 6 C (Q x ¥ x @ x I'*) is the transition relation. We equip A with a Biichi
acceptance condition. A transition in § of the form (g, a,¢’,7) represents that from state g,
on reading a symbol a, the transducer moves to state ¢’, producing the output . Runs, final
runs and accepting runs are defined exactly as in Biichi automata, with the addition that
each transition produces some output € I'*.
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The output produced by a run p, denoted out(p), is obtained by concatenating the
outputs generated by transitions along p. Let dom(.A) represent the language accepted by
the underlying automaton of A, ignoring the outputs. The relation computed by A is defined
as [A] = {(u,v) € ¥ x I'¥ | u € dom(A), p is an accepting run of u,out(p) = v}.> We say
that A is functional if [A] is a function. A relation (function) is rational iff it is recognised
by a one-way (functional) transducer.

Two-way transducers extend one-way transducers and two-way finite state automata. A
two-way transducer is a two-way automaton with outputs. In [2, Prop. 1], regular functions
are shown to be those definable by a two-way deterministic transducer with Muller acceptance
condition, along with a regular look-around (2DMT),). In this paper, we propose an alternative
machine model for regular functions, namely, 2DFTp,. A 2DFTp, is a deterministic two-way
automaton with outputs, along with a look-ahead given by a prophetic automaton.

Let ¥ = ¥ W {F}. Formally, a 2DFT, is a pair (7, A) where A = (Qa,%,94, 54, Fa) is
a prophetic Biichi automaton and 7 = (@, X%, I, 4, qo) is a two-way transducer s.t. 3 and T’
are finite input and output alphabets, @ is a finite set of states, go € @ is a unique initial
state, 0: @ X X x Qa4 — Q x ' x {—1,41} is a partial transition function. 7 has no
acceptance condition: every infinite run in 7 is a final run. A two-way transducer stores its
input Fajas ... on a two-way tape, and each index of the input can be read multiple times.
A configuration of a two-way transducer is a tuple (g,i) € @ x N where ¢ € @Q is a state
and ¢ € N is the current position on the input tape. The position is an integer representing
the gap between consecutive symbols. Thus, before -, the position is 0, between + and
a1, the position is 1, between a; and a;41, the position is ¢ + 1 and so on. The 2DFT, is
deterministic: for every word w = Fajaqas... € FX¥, every input position ¢ € N, and state
q € Q, there is a unique state p € Q4 such that a;a;41... € L(A,p). Given w = ajas ...,
from a configuration (q,7), on a transition §(q,a;,p) = (¢',v,d), d € {—1,+1}, such that
a;it1 ... € L(A, p), we obtain the configuration (¢’,i 4+ d) and the output v is appended

to the output produced so far. This transition is denoted as (q,1) P (¢'yi+d). Arun

L\ @ipsP2/72
q,i) -

The output of p, denoted out(p) is then 172 ---. The run p reads the whole word w if
sup{in | 0 < n < |p|} = co. The output [(7, A)](w) of a word w on run p is defined only
when sup{i, | 0 <n < |p|} = oo, and equals out(p). 2DFT, are equivalent to 2DMT),, and
capture all regular functions (see full version [10] for the proof).

p of a 2DFT,, (T, A) is a sequence of transitions (go, 70 = 0) Gio PA (N (

» Theorem 1. A function f: X% — I'Y is regular iff it is 2DF Ty, definable.

» Example 2. Consider the function g: ¥¥ — I'“ over ¥ =T" = {a, b} such that g(uab”) =
uub” for v € £* and ¢g(b¥) = b*. The 2DFT,, is shown in Figure 1 with the prophetic
look-ahead automaton A on the right. The transitions are decorated as a,p | 7y, d where
a € {a,b}, pis a state of A, v is the output and d is the direction. In transitions not using the
look-ahead information, the decoration is simply « | 7, d. Notice that L(A,p) = FX*ad”,
L(A,p2) = Fb¥, L(A,p3) = ETab®, L(A,ps) = ab®. Each word in FX* has a unique
final run; £(A4,p1) U L(A,p2) = Fdom(g). The remaining states ensure that each word in
(FX*\Fdom(g)) W X has a unique final run. 3

3 We assume that final runs always produce infinite words, which can be enforced syntactically by a Biichi
condition such that any input word produces non-empty output in a single loop execution containing
Biichi accepting state.
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a,ps | a,+1 ale —1 a,b

Fop 67+1%a1p4 e, —1
& “

do
}_
'7
F.po | e +1 Fle +1 @
}7
)

a,py | € +1
g4 g3
a

b|b,+1 a,ps | a,+1 b

Figure 1 A 2DFT,, with automaton on the right implementing the look-ahead.

We also use a look-ahead-free version of two-way transducers in some of the proofs, where
we also have a Biichi acceptance condition given by a set of states F', just as for Biichi

automata. The resulting model is called two-way deterministic Biichi transducer (2DBT).

The definitions of configuration, run, and the semantics are done just like for 2DFT)a.

3 Computability versus Continuity

Computability of a function on infinite words can be described intuitively in the following
way: there is an algorithm which, given access to the input word, can enumerate the letters
in the output word. We also investigate a stronger notion of computability, which we call
uniform computability. The main idea is that given some input word x and some position j
one can compute the j position of the output in time that depends on j but not on z. An
appealing aspect of uniform computability is that it offers a uniform bound on the number
of input symbols one needs to read in order to produce the output at some fixed precision.

» Definition 3 (Computability/Uniform computability). A function f: ¥ — T'“ is computable
if there exists a deterministic multitape Turing machine M computing it in the following
sense. The machine M has a read-only one-way input tape, a two-way working tape, and
a write-only one-way output tape. All tapes have a left delimiter = and are infinite to the
right. Let € dom(f). For any j € N, let M(x,j) denote the output produced by M till the
time it moves to the right of position j, onto position j+ 1 in the input (or € if this move
never happens). The function f is computable by M if for all x € dom(f), for alli > 0,
there exists j > 0 such that f(x)[:i] < M(x,j).

Moreover if there exists a computable function m: N — N (called a modulus of continuity
for M) such that for all x € dom(f), for all i > 0, f(x)[:d] = M(xz,m(3)), f is called
uniformly computable.

It turns out that there is a quite strong connection between computability and continuity
of functions. In particular computable functions are always continuous. This can be seen
intuitively since given a deterministic Turing machine, it must behave the same on the
common prefixes of two words. Hence two words with a very long common prefix must have
images by the machine that have a somewhat long common prefix. This connection also
transfers to uniform computability and uniform continuity. We start by formally defining
continuity and uniform continuity. We interchangeably use the following two definitions [22]
of continuity.

43:7
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» Definition 4 (Continuity/Uniform continuity).
1. A function f: X% — T is continuous at x € dom(f) if (equivalently)
(a) for all (xn)nen converging to x, where x; €dom(f) for alli € N, (f(zn))nen converges.
(b) Vi>03j>0Vy cdom(f), [z Ayl >j=[f(x) A fly)l =i
2. A function is continuous if it is continuous at every x € dom(f).
3. A function f: X% — T'“ is uniformly continuous if:
there exists m: N — N, called a modulus of continuity for f such that,
Vi >0, Ve,y € dom(f), |z Ayl > m(i) = |f(z) A f(y)| > .

» Example 5. As explained in the introduction, the function f. is not continuous, and, as
we will see later, is thus not computable. The function fh, is continuous, even uniformly
continuous (it is constant) yet is obviously not computable. The function fu; is computable,
however is not uniformly continuous, two words can be arbitrarily close but with far away
outputs: consider a™f* and a"bf*. Finally, the function fqp is uniformly computable. a

We now investigate the relationship between continuity and computability for functions
that are effectively reg-preserving. More precisely, we say that a function f: ¥X“ — I'“ is
effectively reg-preserving if there is an algorithm which, for any automaton recognizing a
regular language L C I'“, produces an automaton recognizing the language f~(L) = {u |
flu) € L}.

Two well-studied classes (see e.g. [13]) of reg-preserving functions are the rational and
the regular functions, which we will study in Section 5. As announced, continuity and
computability coincide for effectively reg-preserving functions:

» Theorem 6. An effectively reg-preserving function f: 3% — T is computable (resp.
uniformly computable) if and only if it is continuous (resp. uniformly continuous).

Proof. =) This implication is easy and actually holds without the reg-preserving assumption.
If f is computable by some machine M, then it is not difficult to see that it is continuous.
Intuitively, the longer the prefix of input « € dom(f) is processed by M, the longer the
output produced by M on that prefix, which converges to f(z), according to the definition
of computability. More details of this proof can be found in full version. Moreover, if f is
uniformly computable, then the modulus of continuity of M is in particular a modulus of
continuity for f and is thus uniformly continuous.

Algorithm 1 Algorithm describing M.

Input: z € X¥
1out:=¢€; ; // this is written on the working tape
2 for i =0 to +o0 do
3 for yeI' do

4 if f(tz[:i]) C tout.y then
5 out := out.y ; ; // append to the working tape
6 output v; ; // this is written on the output tape

<) The converse direction is less trivial and makes use of the reg-preserving assumption.
Suppose that f is continuous. We design the machine M, represented as Algorithm 1, which
is shown to compute f. This machine processes longer and longer prefixes z[:i] of its input
z (for loop at line 2), and tests (line 4) whether a symbol v can be safely appended to the
output. The test ensures that the invariant out < f(z) is preserved at any point. Moreover,
the continuity of f at x ensures that out is updated infinitely often. The only thing left to
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obtain computability is that the test of line 4 is decidable. Let v and v be two words, deciding
f(tu) C tv is equivalent to deciding if dom(f) N tu C f~1(1v). These sets are effectively
regular since u, v are given and f is effectively reg-preserving, and dom(f) = f~1(I'*). Since
the constructions are effective, and the languages are regular, the inclusion is decidable.

We only have left to show that if f is moreover uniformly continuous, then M has a
computable modulus of continuity. We start by showing that f has a computable modulus of
continuity. Let us consider the predicate P(i,5): Va,y |z Ay| > j = |f(x) A f(y)| > i. Then
we define m: i — min {j| P(4,7)}. Since f is uniformly continuous, m is indeed well defined
and is a modulus of continuity of f. To show that m is computable, we only have to show
that P(i,7) is decidable.

Let us consider the negation of P(i,j): there exist wu,x1,xq,v1, v, w1, ws such that
lu| = 4, and f(uzxy) = vpwy for k € {1,2} with |v1| = |v2| = ¢ and v1 # ve. Hence to
decide —P(i,j), we only have to find two words vy # vo in 'Y, such that S # () where
S = {vw | v e, Jw,ws, s.t.vw; € fFH(Tv1), vwa € f7H(Tve)}. Since f is effectively
reg-preserving, S is effectively regular. By searching exhaustively for words vy, vy € I'* we
get decidability of P(i,j). We only have left to define a modulus of continuity for M. Let
m’: N — N be defined by m/(i) = m(i) +i. If we read m(¢) symbols, we know we can output
at least ¢ symbols. Hence in each of the next i steps, we are guaranteed to output a letter.
Hence m' is a modulus of continuity for M and f is uniformly computable. |

» Remark 7. Note that we focus on functions that are effectively reg-preserving, but Al-
gorithm 1 is actually more general than that. The continuity-computability equivalence
indeed carries over to any class of functions for which the test in line 4 is decidable.

4 A Characterisation of Continuity and Uniform Continuity

We provide here a characterisation of continuity (and uniform continuity) for reg-preserving
functions (we don’t need effectiveness here). The characterisation is based on a study of
some particular properties of sequences and pairs of sequences which we define below:

» Definition 8. Let f: X¥ — T,

Let (2,),,cn be a sequence of words in dom(f) converging to x € ¥, such that (f(x,))
s mot convergent. Such a sequence is called a bad sequence at x for f.

Let (zn),cn and (x,),cy be two sequences in dom(f) both converging to x € ¥, such
that either (f(xn)),cy i not convergent, (f(x),)),cn @ not convergent, or lim, f(x,) #
lim,, f(x],). Such a pair of sequences is called a bad pair of sequences at x for f.

A pair of sequences is synchronised if it is of the form: ((vv"wz*), , (uv™w'z'?),)

neN

» Proposition 9. A function is not continuous if and only if it has a bad pair at some point
of its domain. A function is not uniformly continuous if and only if it has a bad pair.

Proof. The case of continuous functions is obtained just by definition. For uniform continuity,
consider a function f with a bad pair ((xn),cy, (27,),en), and let us show that it is not
uniformly continuous. We can assume that both (f(z,)),cy and (f(27,)),cy converge.
Otherwise we can extract subsequences that converge, by compactness of I'Y. Moreover,
since the pair is bad, one can assume that they converge to different limits y # y’. Let ¢
be such that y[i] # y[i]. For any j, one can find N such that for all n > N, |z, Al | > j
since both sequences converge to x. Since (f(zn)),,cy converges to y, we can ensure that N
is large enough so that for all n > N, |f(x,) Ay| > i. We can also ensure that for n > N,
|f(zl) Ay'| > iholds. Let n > N, we have both |z, Az),| > j and |f(zn) A f(],)| < i, which
means that f is not uniformly continuous.

43:9
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Let f be a function which is not uniformly continuous, we want to exhibit a bad pair
of f. According to the definition, there exists i such that for all j there exist xj,x; with
lzj A x| > j but |f(x) A f(2)] < i. By compactness of 3¢, there exists a subsequence

of (xj)jeN which is convergent. Let (a:T(j)) with 7: N — N increasing, denote such a

. JEN’ . . .
subsequence. Then we have for all j that [z-(jy A2’ ;)| = 7(j) = jand | f(2-)) A f (@] ;)] < i
Therefore up to renaming the sequences, we can assume that for all j, |z; A x;| > 7 and
|f(zj) A f(2])] <i, with (2;),cy being convergent. By repeating the process of extracting
/!
J
for any j, [x; A 2| > j, the two sequences converge to the same limit. In the end we obtain
that ((z;),cy (x;)jeN) is a bad pair for f at lim; x; = lim; 2.

subsequences, we can assume that (Jc;)jeN, (f(z)jens (f(x ))jeN are also convergent. Since

Note that in case dom(f) is not compact, then we may not have a subsequence of (xj)j en
which converges in dom(f). However, the definition of bad pairs does not require convergence

in the domain; it only asks for convergence to some z, which need not be in dom(f). |

The main result of this section is the following lemma which says that one can restrict to
considering only synchronised bad pairs. In the following sections this characterisation will
be used to decide continuity /uniform continuity.

» Lemma 10 (Characterisation). A reg-preserving function is not continuous if and only if it
has a synchronised bad pair at some point of its domain. A reg-preserving function is not
uniformly continuous if and only if it has a synchronised bad pair.

Sketch of Proof. This lemma extends Proposition 9. It shows that, in the case of reg-
preserving functions, one can restrict to considering synchronised pairs, which are much
easier to deal with. The proof is done in several steps but due to a lack of space, we only
sketch these steps, the full proof being given in full version [10].

First we show that for a reg-preserving function f, if there is a bad pair at some x, then
there is one at some reqular z, i.e. z = uv* for some finite words u,v. Moreover, for the case
of non-uniform continuity, we show that z can be chosen so that x € dom(f) < z € dom(f).

In the second step, since we have two sequences converging to regular z, we show how
to replace the bad pair by a bad pair of regular sequences, still using the fact that f is
reg-preserving. Finally, we prove that we can synchronise these two regular sequences and
end up with a synchronised bad pair at z. <

5 Deciding Continuity and Uniform Continuity

We first show how to decide (uniform) continuity for rational and then for regular functions.

Rational case. We exhibit structural patterns which are shown to be satisfied by a one-way
Biichi transducer iff the rational function it defines is not continuous (resp. not uniformly

continuous). We express those patterns in the pattern logic defined in [15, Sec. 6], which is

based on existential run quantifiers of the form J7: p ﬂ> q where 7 is a run variable, p, g

are state variables and u, v are word variables. Intuitively, there exists a run 7 from state p
to state ¢ on input u, producing output v. A one-way transducer is called trim if each of its
states appears in some accepting run. Any one-way Biichi transducer can be trimmed in
polynomial time. The structural patterns for trim transducers are given in Figures 2 and 3.
The predicate init(p) expresses that p is initial while acc(p) expresses that it is accepting.
The predicate mismatch expresses the existence of a mismatch between two words, as defined
in Section 2.
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. ulug /. v]vg ", wlws 4,.—1.
Beont = Jma: po —— qo, ITy: g2 —— q2, Ty g2 —— 12

init(p1) A init(p2) A acc(ql))/\ vlve

mismatch(u1, u2) V (v2 = € A mismatch(uq, uzwg))> . ulus 8 wlwy @

Figure 2 Pattern characterising non-continuity of rational functions given by trim one-way Biichi
transducers.

| | vlvy

u|u vlv wlw
Jmi: p1 4 q, 37 @ — q, I @ —
ulug / v|vg " wlws uluy wlwy
Jma: po —— q2, ITy: g2 —— q2, Ty g2 —— 12 ».—> @
¢u—cont = init(pl) AN init(pg))/\ vlva
mismatch(u1, u2) V (v1 = € A mismatch(uiwi, u2))

V(v1 = v2 = € A mismatch(uiws, Ung))) ».ﬂ»@

Figure 3 Pattern characterising non-uniform continuity of rational functions given by trim
one-way Biichi transducers.

» Lemma 11. A trim one-way Biichi transducer defines a non-continuous (resp. non-
uniformly continuous) function if and only if it satisfies the formula ¢cont of Fig. 2 (resp.
the formula ¢y_cont of Fig. 3).

Sketch of Proof. Showing that the patterns of Figure 2 and Figure 3 induce non-continuity
and non-uniform continuity, respectively, is quite simple. Indeed, the first pattern ¢cont is a
witness that (uv"wz), .\ is a bad sequence at a point uv® of its domain, for z a word with a fi-
nal run from 79, which entails non-continuity by Proposition 9 (if a sequence s is bad then (s, )
is bad). Similarly, the pattern ¢yu.cont Witnesses that the pair ((uv"wz), oy, (W"W'?’), o) is
synchronised and bad (with z, 2z’ words that have a final run from ry, 79, respectively), which
entails non-uniform continuity by Lemma 10.

For the other direction, we again use Lemma 10. From a synchronised bad pair, we can
find a pair of runs with a synchronised loop, such that iterating the loop does not affect the
existing mismatch between the outputs of the two runs, which is in essence what the pattern
formulas of Figure 2 and Figure 3 state. The full proof is available in full version [10]. =

» Theorem 12. Deciding if a one way Biichi transducer defines a continuous (resp. uniformly
continuous) function can be done in NLOGSPACE.

Proof. Let T be a one way Biichi transducer defining a function f. From Lemma 11, if
T is trim, non-continuity of f is equivalent to T satisfying the formula ¢.on: of Fig. 2.
This formula is expressed in the syntax of the pattern logic from [15], where it is proved
that model-checking pattern formulas against transducers can be done in NLOGSPACE [15,
Thm. 6]. This yields the result.

If T is not trim, then we modify the formula ¢..,: to additionally express that there must
be some accepting run from r, on some input. Equivalently, we express that there exists
a run from ry to some accepting state s, and a run looping in s, in the following way: we

just add the quantifiers Im3: ro El—g s3dmy: s L $ t0 @eont and the constraint acc(s) which
requires s to be accepting.
The proof for non-uniform continuity, using formula ¢_cont is similar. <
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Figure 4 Pumping us. a1, ae,as, f1, B2, 33,71 are the outputs seen on uz. The blue, red and
green arrows are part of the run r while reading us.

Regular case. The case of regular functions is more intricate. We have to exploit the form
of the output words produced by idempotent loops of two-way transducer runs. Idempotent
loops always exist for sufficiently long inputs and indeed have a nice structure which allows
one to characterise the form of the output words produced when iterating such loops [3].
A detailed definition of idempotent loops, based on the traversal monoid is in [3]. We
have abstracted the main property of idempotent loops which is sufficient in our context,
and for which it is not necessary to know the precise definition of idempotency. So, given
a deterministic two-way transducer T on finite words (we need the notion only for finite
words) and an input word wujusug, we will say that uy is idempotent in (uy,us2,uz) (or just
idempotent when wuy,us are clear from the context), if in the run r of T on ujusus, the
restriction of r to uy (which is a sequence of possibly disconnected runs on usg) is idempotent
i.e. we can pump us any number of times in the context of u; and uz and still get a valid
run of T [3]. See Figure 4, if the sequence of states visited before reading first position of
ug (at first vertical dashed line in figure) and the sequence of states visited after reading
us (at second vertical dashed line), we can pump usg, in other words concatenate the run
shown in left to itself multiple times. In right side figure, the partial run is shown where
ug is concatenated with itself twice. Observe that the outputs on the factors that is shown
on each blue, red and green arrow remain same and the output words are concatenated in
pumped word in a systematic manner.

Given a language of w-words L C X¢  we denote by Pref(L) the set of finite prefixes
of words in L, i.e. Pref(L) = {u € ¥* | Jv € L, with v < v}. In order to deal with look-
aheads more easily, we remove look-aheads by considering words annotated with look-ahead
information. Given a 2DFT,j, (7, P) over alphabet ¥ and with a set of look-ahead states Qp,
realising a function f, we define ’7~', a 2DBT over ¥ x @Qp which simulates (7, P) over words
annotated with look-ahead states, and which accepts only words with a correct look-ahead
annotation with respect to P (the formal definition can be found in full version [10]). We
denote by f the function it realises, in particular for all words u € dom(f), there exists
a unique annotated word @ € dom(f) such that f(@) = f(u), as P is prophetic. For any
annotated word 4, m(%) = w stands for its ¥-projection.

From %, we define T, a deterministic two-way transducer of finite words over the input

alphabet ¥ x Qp. Its domain is restricted to Pref(dom(f)) (which is a regular set) and it
behaves just as T until it reaches the right border of its input for the first time, after which it
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accepts iff the input was indeed a prefix of dom( f ) which, as said before, is a regular property
which can be checked by 7, while simulating T. We let f« be the function realised by T,
(which depends on 7). We have that, for any infinite word = € dom(f), f(z) = limy, <, fi(u).

The following lemma is a first characterisation of non-continuity which we can get by
exploiting the existence of synchronised bad pairs.

» Lemma 13. Let f: X% — T'“ be a regular function defined by some deterministic two-way
transducer T with look-ahead and let Qp be the set of look-ahead states. Then f is not
continuous (resp. uniformly continuous) iff there exist finite words uy,u}, ug, uh, ug, us €
(2 x Qp)* such that ujugus, ujujus € dom(f.) and

1. w(ur) = w(uh), m(ue) = w(uy), and x = w(uy)m(uz)® € dom(f) (resp. x € %),

2. ug and uh are idempotent in (u1,us,ug) and (u},uh, us) respectively (for T.),

3. there exists i such that for allm > 1, f.(uiufus)[i] # fo(ujub™u})[i].

Sketch of Proof. For the if direction, since dom(f,) = Pref(dom(f)) for any n there are
some Uy, ) ,, such that the words x, = uyubuy, and z, = ujus" v, are both in dom(f).
Moreover, the sequences (7(zy,)), ey and (7(z;,)), ey both converge to x. However, since
there is a mismatch between f,(ujujus) and f. (ulu’Q"ug) at position ¢, and by definition
of f, we have f.(ujufus) < f(zn) and f,(ufub"uy) < f(!), there is also one between
f(z,) and f(z!) at position i. Thus the pair (7(zn))pen » (T(21)),en) is @ bad pair and
we conclude by Lemma 10.

In the other direction, as for the rational case, we start from Lemma 10 stating that
it suffices to check for a synchronised bad pair. Like in the rational case, we successively
extract subsequences of the synchronised bad pair and at each step we need to preserve
synchronicity as well as badness. The main idea is that if we iterate enough times the loop
in the synchronised bad pair, we will end up with synchronised idempotent loops. The more

detailed version is available in [10]. <

Given a deterministic two-way transducer T (i.e. with a trivial look-ahead) defining a
function f and words g, ug, us € X* such that ujusus € Pref(dom(T')) and us is idempotent
for T, we say that us is “producing” in (u1, ug, us) if the run of T on ujugugz produces some
output when reading at least one symbol of us, at some point in the run. If us is producing,
then | f.(urubus)| < | fe(urubtus)| for all i > 1.

Our goal is now to give another characterisation of (non-) continuity, which replaces the
quantification on n in Lemma 13 by a property which does not need iteration, and therefore
which is more amenable to an algorithmic check. It is based on the following key result.

» Lemma 14. Let ¥ be an alphabet such that # & ¥. Let g: X% — T' be a regular function
defined by some deterministic two-way transducer U. There exists a function py: (%)% — T'*
defined on all tuples (u1,us,us) such that us is idempotent and uiusus € Pref(dom(g)), and
which satisfies the following conditions:

1. if ug is producing in (uy,us,us), then py(ui,us,us) < py(uiusg, us, usuz)

2. for alln > 1, py(ui,uz,us) = g«(uiulus)

3. for alln > 1, py(uy,uz,us) = g«(uiulus) if ug is not producing in (uy, us, us)

4. the finite word function pj;: uiFusFtus — py(ui, us, us) is (effectively) regular.

Proof. The proof of Lemma 14 is based on a thorough study of the form of the output words
produced by idempotent loops [3]. The whole proof, which requires technical notions, can be
found in full version [10]. <
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Note that the previous lemma is stated for transducers without look-ahead. It is however
sufficient as we apply it to transducers of the form 7. In particular, we use this lemma to
characterise the continuity of a function defined by a 2DFT,, 7 by using the function P5-
Unlike in Lemma 13, in the following characterisation, we do not need to iterate the loop
to check existence of a mismatch for all iterations, as we just need to inspect p,,~,(u1, Ug, U3).

» Lemma 15. Let f: X¥ — T be a function defined by some deterministic two-way
transducer T with look-ahead and let Qp be the set of look-ahead states. The function f is not
continuous (resp. not uniformly continuous) iff there exist uy, ul, ua, uh, ug,us € (X x Qp)*
such that uyugug, ujubul € dom(f,) and

1. 7(ur) = w(u)), m(ug) = m(uy), and x = w(uy)m(uz)® € dom(f) (resp. x € ¥¢)

2. uy and uly are idempotent in (uy, u, us) and (u}, ul,ul) respectively (for T)

3. there is a mismatch between pz(u1,us,us) and pz(uy, us, ug).

Sketch of proof. We show how to replace condition 3 of Lemma 13 by condition 3 of
this lemma. One direction is easy: if pz(u1,uz,u3)[i] # pz(ui,us,us)[i] for some i,
then by Condition 2 of Lemma 14, we get the result. Conversely, assume there is 4
such that f.(uiufus)[i] # fe(u)(uh)™ub)[i] for all n > 1 and ug,uf are both producing
(the other cases are similar and done in full version). By Condition 1 of Lemma 14,
p;(ul,uQ,u\g) =< p;(uluQ,uQ,uQu;;) <= p%(ulu’g,u%u’gu?,) for all £ > 1, and similarly
for the u}. Therefore, for large enough k, p%(ulug,uz,ulgw) and p7~_(u'1u’2k,u’2,u’2kug),
have length at least ¢. By Condition 2, z = p%(ulug,uz,UQU3) = fe(urufus) and 2/ =
p7~_(u’1u’2k,u’2, uékug) =< fe(ujub"ub) for all n > 2k + 1, from which we get z[i] # 2/[i]. <
Finally, we show how to decide continuity by reduction to the emptiness problem of bounded-
visit two-way Parikh automata [17, 14]. (Full details are in full version [10])

» Theorem 16. Continuity and uniform continuity are decidable for reqular functions.

Sketch of proof. The proof is based on Lemma 15. First, we encode words uy, u}, ug, uj as
words over the alphabet (X x Qp?) to hard-code condition 1 of the lemma. In particular, we
define the language L of words of the form wy#we#Hus#us such that wy,ws € (X X QPQ)*
represent uy, u}, uz, u5y and such that conditions 1 and 2 of the lemma are satisfied. Condition
2 and condition 7(uy)m(uz)¥ € dom(f) are simple because they are regular properties of
words, the domain of f being regular. For condition 3, we need counters to identify positions
i and j such that pz(u1,uz, us)[i] # p7(u1,uz,us)[j], and later on check that i = j. In
particular, we rely on the model of two-way Parikh automata which extend two-way automata
with counters which can be only incremented and tested at the end of the computation.
If such automata visit any input position a bounded number of times, their emptiness is
decidable [17, 14]. We show that L is definable by an automaton which (1) visits any input
boundedly many times, and (2) simulates the transducer obtained by Lemma 14.4. |

6 Discussion and Further Directions

Summary. In this paper, we have studied two notions of computability for rational and
regular functions, shown their correspondences to continuity notions which we proved to
be decidable. The notion of uniform computability asks for the existence of a modulus of
continuity, which tells how far one has to go in the input to produce a certain amount of
output. It would be interesting to give a tight upper bound on modulus of continuity for
regular functions, and we conjecture that it is always a linear (affine) function in that case.



V. Dave, E. Filiot, S. N. Krishna, and N. Lhote 43:15

Discussion on Church synthesis. This work is motivated by a synthesis problem: given a
specification of a function of infinite words (as a transducer), does there exist an algorithm to
compute it and if true, synthesize such an algorithm. We have established in the introduction
that even in the setting of Church w-regular synthesis, this question makes sense as some
(functional and synchronous) w-regular specifications may describe functions which are not
even computable. Here we compare our work with Church synthesis and address some open
question. The Church w-regular synthesis problem is known be decidable [18]. The setting
we consider in this paper is orthogonal: Church w-regular synthesis considers non-functional
specifications but they have to be synchronous, while we consider functional specifications but
they can be represented by way more expressive automata devices (two-way transducers with
look-ahead). Moreover, Church synthesis asks for computability by Mealy machines while our
goal is to relax this notion to more general computability notions. A corollary of our results
is that the Church w-regular synthesis problem when the specification is functional and the
function realising the specification is only required to be computable, can be decided in
NLOGSPACE. An interesting open question that we do not solve here is the extension of this
latter result to non-functional specifications. More precisely, we leave the following problem
open: given an automaton over ¥;.%, defining an w-regular synchronous specification S, is S
realisable by a computable function? This question was partially answered in [16], where
S is assumed to be total, i.e. dom(S) = 3¢. Intuitively, it is shown that in this case, if S
is realisable, then it is realisable by a bounded delay function, i.e. a function which can be
implemented by a deterministic transducer which needs to read at most i + K input symbols
before outputting the ith output symbol, where K is a constant that depends only on f and
not on the input. The open case where S is partial is more challenging. For example, the
function Sswap has partial domain, is computable, but not bounded delay computable.

Other future directions. Another interesting direction is to find a transducer model which
captures exactly the computable, and uniformly computable, rational and regular functions.
For rational functions, the deterministic (one-way) transducers are not sufficient, already for
uniform computability, as witnessed by the rational function which maps any word of the
form a™b® to itself, and any word a™c® to a®”¢¥. For regular functions, we conjecture that
2DFT characterise the computable ones, but we have not been able to show it yet.

Finally, much of our work deals with reg-preserving functions in general. An interesting
line of research would be to investigate continuity and uniform continuity for different classes of
functions which have this property. One natural candidate is the class of polyreqular functions
introduced in [4] which enjoy several different characterisations and many nice properties,
including being effectively reg-preserving. This means that continuity and computability also
coincide, however deciding continuity seems challenging.
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