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Abstract
The notion of forbidden-transition graphs allows for a robust generalization of walks in graphs. In a
forbidden-transition graph, every pair of edges incident to a common vertex is permitted or forbidden;
a walk is compatible if all pairs of consecutive edges on the walk are permitted. Forbidden-transition
graphs and related models have found applications in a variety of fields, such as routing in optical
telecommunication networks, road networks, and bio-informatics.

We initiate the study of fundamental connectivity problems from the point of view of parame-
terized complexity, including an in-depth study of tractability with regards to various graph-width
parameters. Among several results, we prove that finding a simple compatible path between given
endpoints in a forbidden-transition graph is W [1]-hard when parameterized by the vertex-deletion
distance to a linear forest (so it is also hard when parameterized by pathwidth or treewidth). On the
other hand, we show an algebraic trick that yields tractability when parameterized by treewidth of
finding a properly colored Hamiltonian cycle in an edge-colored graph; properly colored walks in edge-
colored graphs is one of the most studied special cases of compatible walks in forbidden-transition
graphs.
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59:2 Connectivity Problems in Forbidden-Transition Graphs

1 Introduction

Graphs have proved to be an extremely useful tool to model routing problems in a very wide
range of applications. However, we sometimes need to express constraints on the permitted
walks that are stronger than what the standard graph model allows for. For example, in a
road network, there can be a crossroad where drivers are not allowed to turn right. In this
case, many walks in the underlying graph without transition restrictions would correspond
to routes that a driver is not allowed to use. To overcome this limitation, Kotzig introduced
forbidden-transition graphs in [31]. Let G be an undirected graph. A transition in G is
an unordered pair of adjacent edges. Every time a walk in G uses two edges uv and vw

consecutively, we say that the walk uses the transition {uv, vw}. A transition system of
G is a set of transitions in G. A forbidden-transition graph is a tuple (G,T ) of a graph G
together with a transition system T of G.1 We say that a transition is permitted if it is in T
and it is forbidden otherwise. We say a walk is compatible with T or T -compatible if all the
transitions it uses are permitted, that is, in T . We omit reference to T when it is clear from
the context. For notational clarity, it is sometimes useful to refer to the transitions T (v) of a
specific vertex v ∈ V (G), that is, T (v) = {{e, f} ∈ T | e ∩ f = {v}}.

Since their introduction, forbidden-transition graphs and related models have found
applications in a variety of fields, such as routing in optical telecommunication networks [2],
road networks [6], and bio-informatics [15]. Problems of routing, connectivity, and robustness
in those graphs have received a lot of attention but unfortunately, those problems generally
turn out to be algorithmically very difficult, even on very restricted subclasses of graphs. In
[36], Szeider famously proved that even determining the existence of a compatible (elementary)
path between two given vertices of a forbidden-transition graph is NP-complete. Similarly,
many known results about forbidden-transition graphs are proofs of NP-completeness of
problems that are polynomially solvable on standard graphs (e.g. [1], [7], [16], [21], [22], [28],
[29], [36]).

A very interesting specific case of compatible walks in forbidden-transition graphs are
properly colored walks in edge-colored graphs. Here, a graph is given together with a coloring
of its edges and we say that a walk is properly colored if it does not use consecutively two
edges of the same color. These graphs have been introduced by Dorninger in [15] to study
chromosome arrangements. They are a powerful generalization of directed graphs (see [5])
and have been studied by many authors since their introduction. The problem of properly
colored Hamiltonian cycles was the first problem studied on edge-colored graphs and this
problem and its variants (such as longest elementary cycle or spanning trails among many
others) are especially well studied in the literature. We refer the reader to [24] or [5] for
surveys on these problems and to [4], [12], [13], [25], [32] or [33] for recent developments.

Because of their expressiveness and wide range of applications, the study of forbidden-
transition graphs is a fast-emerging field and has been the subject of growing attention in
the past decades but we are still very far from understanding them as well as regular graphs.
Our aim in this paper is to study the parameterized complexity of some known NP-complete
problems, in general forbidden-transition graphs as well as in the specific case of edge-colored
graphs. We specifically focus on some problems of great practical interest, such as the
existence of an elementary path or the length of a shortest path between given vertices, the
problem of Hamiltonian cycles, or linkage problems where we try to connect pairs of vertices

1 Our notation rather suggests that (G, T ) is a permitted-transition graph but we use forbidden transitions
in keeping with convention in the literature.
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Figure 1 A hierarchy of graph-width parameters considered in this work. An arrow from a to b

represents the fact that a bound on parameter b imposes a bound on parameter a, but there exist
families of graphs with bounded a and unbounded b. We color a parameter a green if detecting a
compatible s-t path is fixed-parameter tractable with respect to a and red if it is W[1]-hard.

by vertex- or edge-disjoint paths. A very rich toolbox already exists to study fixed-parameter
tractability in standard graphs (see [14] for example) but the generalization of these concepts
to forbidden-transition graphs is widely unexplored and raises many challenges that we hope
to see get more attention in the future.

Our results. First, we study the problem of shortest compatible paths between two vertices
s and t in a forbidden-transition graph. Recall that determining whether there exists a
compatible path between s and t is known to be NP-complete [36]. A simple application
of the color-coding technique shows that this problem is fixed-parameter tractable when
parameterized by the length of the path. We improve upon this observation by showing that
the complexity of finding a shortest compatible path from s to t is actually fixed-parameter
tractable when parameterized by the length of the detour that the forbidden transitions
impose. In other words, determining whether there exists a compatible path of length at most
d(s, t) + k where d(s, t) is the length of the shortest path between s and t in the underlying
graph with no forbidden transitions, is fixed-parameter tractable when parameterized by k.
Our algorithm follows the main ideas of the algorithm for the Exact Detour problem by
Bezáková et al. [10]. The proof is given in the full version [8].

In Section 3, we turn our attention to graph width parameters. The rich ecosystem of
relevant graph-width parameters is depicted on Figure 1; see [35, 37, 19] for the corresponding
boundedness and unboundedness relations on treecut-width.

First, we focus on the NP-complete problem of determining whether there exists a
compatible path between s and t in a forbidden-transition graph. Since the problem is fixed-
parameter tractable when parameterized by the length of the path, it is also fixed-parameter
tractable when parameterized by the vertex cover number or the treedepth of the graph, as
bounding the vertex cover number or the treedepth of the graph by k bounds the length
of the longest simple path by 2k or 2k − 1, respectively. Our main result is a negative one:
the problem becomes W [1]-hard if one makes one step further to the parameter modulator
to a linear forest, i.e., the number of vertices one has to remove from the graph to turn it
into a union of vertex-disjoint paths. A small tweak of the reduction shows that finding a
Hamiltonian cycle is W [1]-hard with respect to the size of a modulator to treewidth 2. Our
reduction in particular implies hardness for the parameters pathwidth and treewidth (for
both the compatible path and Hamiltonian cycle problems).

On the other hand, we show that if one considers parameters based on edge cuts (as
opposed to vertex cuts, like in treewidth), one can obtain nontrivial tractability results.
Treecut-width is a width notion based on edge cuts, introduced by Wollan [37], and playing
the role of treewidth in the world of the immersion relation. We prove that the problem
of finding a compatible s-t path is fixed-parameter tractable when parameterized by the
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59:4 Connectivity Problems in Forbidden-Transition Graphs

treecut-width of the graph. More precisely, the problem can be solved in time kO(k2) · n2 +
O(n3) +O

(
(4k · k!)O(3k+1)) · n2 where k denotes the treecut-width. The proof is given in

the full version [8].
In the light of the hardness in general forbidden-transition graphs of detecting s-t paths,

the most fundamental connectivity problem, we move to the special case of properly colored
paths in edge-colored graphs. As finding a (simple) properly colored path between given
endpoints in an edge-colored graph is polynomial-time solvable, we focus on the problem of
finding a Hamiltonian cycle. We introduce an algebraic trick that shows that in edge-colored
graphs, finding a properly colored Hamiltonian cycle is fixed-parameter tractable when
parameterized by the treewidth of the graph. More specifically, the problem can be solved in
time 2O(k) · (|V (G)|+ |V (T )|+ `) where k is the treewidth, T is the tree of the decomposition
and ` is the number of different colors the edges can have. The crucial property of the result
is that `, the number of colors, is not required to be bounded in the parameter and does not
appear in the exponential part of the running-time bound.

After discussing graph-width notions, in Section 5, we move to the Disjoint Paths prob-
lem. In this problem, we are given a directed graph and a sequence (s1, t1), (s2, t2), . . . , (sr, tr)
of terminal pairs; the goal is to find compatible paths P1, P2, . . . , Pr such that Pi starts in si
and ends in ti and the paths Pi are pairwise edge- or vertex-disjoint.

Observe that the problem quickly becomes hard. Even the setting of properly colored
paths in edge-colored graphs generalizes directed graphs2 and the Disjoint Paths problem
for r = 2 is NP-hard in directed graphs [18]. Furthermore, in general graphs with transitions
the case r = 1 is NP-hard. Hence, we focus on the specific case where the path Pi is required
to be a shortest si-ti path, even in the unrestricted graph. In directed graphs, a tractability
result for this problem has been obtained by Bérczi and Kobayashi [9] for r = 2. This problem
is currently a very active topic and new algorithms have been found very recently for several
variants in the case r = 2. Polynomial algorithms have been developed by Gottschau et al.
[20] and by Kobayashi and Sako [30] for undirected graphs with non-negative weighted edges
and by Bang-Jensen et al. [3] in the directed unweighted case where paths do not have to be
shortest but have bounded lengths. The complexity of the problem is still open for r ≥ 3.

Thus, in this work we focus on the case r = 2 in directed forbidden-transition graphs.
Extending the results of Bérczi and Kobayashi [9], we show that the problem remains
polynomial-time solvable both in edge- and vertex-disjoint cases. An overview is presented
in Section 5 and full proofs can be found in the full version of the paper.

2 Preliminaries

For each n ∈ N we use [n] to denote {1, 2, . . . , n}. Unless stated otherwise, all graphs are
undirected, without self-loops and parallel edges.

Let G be an undirected graph. By V (G) and E(G) we denote the vertex and edge set
of G, respectively. For each v ∈ V (G) we denote by EG(v) the set of edges in G that are
incident with v in G. We omit the subscript G if it is clear from the context. A walk in G
is a sequence (v1, e1, v2, e2, . . . , e`, v`+1) where vis are vertices of G, eis are edges of G, and
for every 1 ≤ i ≤ `, the vertices vi and vi+1 are the two endpoints of the edge ei. A walk is
closed if its first vertex is also its last vertex. The length of a walk W equals `, the number
of edges in W . A path is a walk in which no vertex occurs twice, a cycle is a closed walk in
which no vertex occurs twice except the first and last vertex.

2 Consider the reduction that adds an in-neighbor to each si and an out-neighbor to each ti, replaces
each terminal by the corresponding in- or out-neighbor and then replaces each directed edge e with two
undirected edges with two colors according to the direction of e.
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For a graph G, a tree decomposition of G is a pair (T , β) where T is a tree and β : V (T )→
2V (G) such that the following holds: (i) for every v ∈ V (G), the set {t ∈ V (T ) | v ∈ β(t)}
induces a nonempty connected subtree of T , and (ii) for every uv ∈ E(G), there exists
t ∈ V (T ) with u, v ∈ β(t). That is, the function β assigns to every node t ∈ V (T ) a subset
β(t) ⊆ V (G), often called a bag. It is often convenient to root T at an arbitrary vertex. The
width of a tree decomposition (T , β) equals maxt∈V (T ) |β(t)| − 1, and the treewidth of a
graph is the minimum possible width of its tree decomposition.

3 Graph Width Parameters: Modulator to Linear Forest

Let G be an undirected graph. A modulator to a linear forest of G is a vertex subset
S ⊆ V (G) such that G−S is a disjoint union of paths. The distance k of G to a linear forest
is the minimum size, k, of a modulator to a linear forest. Note that the distance to a linear
forest upper bounds the size of a minimum feedback-vertex set and the treewidth and hence
W[1]-hardness for these two parameters is implied by W[1]-hardness for k. A modulator
to treewidth two of G is a vertex subset S ⊆ V (G) such that G− S has treewidth at most
two. The distance of G to treewidth two is the minimum size of a modulator to treewidth
two. Analogously, the distance to treewidth two upper bounds the treewidth and hence
W[1]-hardness for treewidth is implied by W[1]-hardness for the distance to treewidth two.

In this section, we first show that finding long paths or cycles is W[1]-hard with respect
to the distance k to a linear forest. Moreover, assuming the Exponential Time Hypothesis
(ETH), no f(k) ·no(k/ log k)-time algorithm can exist. Informally, the ETH states that 3-SAT
on n-variable formulas cannot be solved in 2o(n) time, see [27, 26]. We obtain the following.

I Theorem 1. Let (G,T ) be forbidden-transition graph and s, t two vertices in G. Let ` be
a positive integer and let k be the distance of G to a linear forest. For each of the following,
it is W[1]-hard with respect to k to decide and, moreover, an f(k) · no(k/ log k)-time decision
algorithm contradicts the ETH:
(i) whether G contains a compatible s-t path,
(ii) whether G contains a compatible s-t path of length at least `,
(iii) whether G contains a compatible cycle, and
(iv) whether G contains a compatible cycle of length at least `.

Proof. We first give a reduction to prove hardness of Item i. Observe that Item ii follows
from Item i. We then modify the construction to obtain Item iii and Item iv.

Our reduction is from the Partitioned Subgraph Isomorphism (PSI) problem. Herein,
we are given two graphs G and H, where V (H) = [nH ] for some positive integer nH , and a
vertex coloring col : V (G)→ V (H) of the vertices of G with colors that one-to-one correspond
to the vertices of H. Moreover, each vertex of H is incident with at least one edge and for
each edge {u, v} ∈ E(G) we have col(u) 6= col(v). We want to decide whether H is isomorphic
to a subgraph of G while respecting the colors, that is, whether there is an injective mapping
φ : V (H)→ V (G) such that for all u ∈ V (H) we have col(φ(u)) = u and for all {u, v} ∈ E(H)
we have {φ(u), φ(v)} ∈ E(G). In that case, we also say that φ is a subgraph isomorphism from
H into G. In the following we let mH = |E(H)|. Observe that nH ≤ 2mH since each vertex
of H is incident with at least one edge. Since PSI contains Multicolored Clique [17] as
a special case, PSI is W[1]-hard with respect to mH . Moreover, Marx [34, Corollary 6.3]
observed that an f(mH) · no(mH/ logmH )-time algorithm for PSI would contradict the ETH.

Our construction works as follows: we first build a path from s to a vertex t1. This path
is the concatenation of nH subpaths P 1, . . . , PnH where each subpath is associated with
a vertex of H. The subpath P i contains a vertex for each edge of G incident to a vertex

ISAAC 2020
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s t1

zp3 zp2 zp1
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Figure 2 An illustration of our construction. We use colors to denote edges that have to be used
consecutively because of the set of permitted transitions. For example, the two dark yellow edges
correspond to a vertex u of G in the vertex-selection gadget for vertex i of H and the four blue
edges correspond to an edge e of G in the edge-selection gadget for the pth edge of H.

colored i. We then use an extra vertex and an appropriate transition system so that one can
choose any vertex v of G with color i and connect the endpoints of P i with a compatible
path that skips the vertices of P i that denote an edge adjacent to v. This comes down to
choosing φ(i) = v. Finally, we connect t1 to t by a sequence of gadgets each associated with
an edge of H. Choosing a path through a gadget comes down to mapping an edge uv of
H to an edge wx of G. Our transition system then requires the path in the gadget to visit
the two vertices of P that denote the edge wx, which can only be done without repeating
vertices if those vertices have been skipped between s and t1. This means that the endpoints
of wx have to be the vertices we chose as φ(u) and φ(v). By ensuring that there is an edge
between φ(u) and φ(v), we prove that φ is a subgraph isomorphism.

I Construction 2. Let (G,H, col) be an instance of PSI, where V (H) = [nH ]. For each
i ∈ [nH ] define Vi = {v ∈ V (G) | col(v) = i}. For each i ∈ [nH ] define Ei = {e ∈ E(G) | ∃u ∈
Vi : u ∈ e}. We construct a forbidden-transition graph (G?, T ) as follows, see Figure 2 for
an illustration. We begin with G? being empty. We will specify T by giving the permitted-
transition sets T (v) for the individual vertices v ∈ V (G?). Below, we specify T (v) only for a
subset of V (G?). For all the remaining vertices v, we put T (v) =

(
E(v)

2
)
(recall that E(v) is

the set of edges in G? that are incident with v). Introduce new vertices s, t, t1 into G?. We
construct the vertex-selection gadgets as follows.

Introduce a path P from s to t1 into G?; we specify the number of vertices on P indirectly
below. For each internal vertex v ∈ V (P ) put T (v) = {{{u, v}, {v, w}}} where u and w

are the neighbors of v in P . Additional edges and transitions for the vertices on P will be
introduced below. Partition P into nH disjoint paths P 1, . . . , PnH ; we specify the number of
vertices in each of these paths in the next step.

For each i ∈ [nH ], proceed as follows. Let (eia)a∈[ri] be an ordering of Ei such that, for
each v ∈ Vi, the edges in E(v) form a segment in (eia) (observe that such an ordering exists
since the endpoints of each edge in E(G) have two different colors). Set the number of
vertices in P i to ri + 4. For each a ∈ [ri] denote the a+ 2-th vertex on P i by xia. We say
that vertex xia corresponds to the edge eia of G. (We keep the first two and last two vertices
of P i unnamed.)
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Next, introduce a vertex yi and for each vertex v ∈ Vi proceed as follows. Let pre(v)
be the vertex in P i that directly precedes on P i the first vertex corresponding to an edge
in EG(v). Similarly, let post(v) be the vertex in P i that directly succeeds on P i the last
vertex corresponding to an edge in EG(v). For later, it is useful to observe that all vertices
on P i strictly between pre(v) and post(v) correspond to edges in EG(v). Now add the
edges {pre(v), yi} and {yi, post(v)} to G? and the transition {{pre(v), yi}, {yi, post(v)}}
to T (yi). Moreover, add the transition {{u, pre(v)}, {pre(v), yi}} to T (pre(v)) where u is the
vertex on P i preceding pre(v) (if any), and add the transition {{yi, post(v)}, {post(v), w}}
to T (post(v)), where w is the vertex on P i succeeding post(v). This finishes the construction
of the vertex-selection gadgets, but further edges and transitions may be introduced later to
the vertices of P .

We now construct the edge-verification gadgets. Let (e1, . . . , emH
) be an arbitrary ordering

of the edges in E(H). For each p ∈ [mH ] proceed as follows. Introduce three vertices zp1 ,
zp2 , and z

p
3 . Let {i, j} = ep where i > j. For each edge e ∈ Ei ∩Ej of G proceed as follows.

Let a(e) be the index of e in the ordering (eia) defined for vertex i when constructing the
vertex-selection gadget. Similarly, let b(e) be the index of e in the ordering (eja) defined for j.
Introduce the following edges into G?:

{zp1 , xia(e)}, {xia(e), z
p
2}, {zp2 , x

j
b(e)}, and {xjb(e), z

p
3}.

Furthermore, add the following transitions:
{{zp1 , xia(e)}, {x

i
a(e), z

p
2}} to T (xia(e)),

{{zp2 , x
j
b(e)}, {x

j
b(e), z

p
3}} to T (xjb(e)), and

{{xia(e), z
p
2}, {z

p
2 , x

j
b(e)}} to T (zp2).

To conclude the construction of the edge-verification gadgets, add the following edges:
{t1, z1

1}; for each p ∈ [mH − 1] the edge {zp3 , z
p+1
1 }; and {zmH

3 , t}. This concludes the
construction of G? and T (G?) (recall that for vertices v for which we left T (v) unspecified
we put T (v) =

(
E(v)

2
)
). y

Observe that Construction 2 can be carried out in polynomial time. We claim that the
distance to linear forest of G? is at most nH + 3mH ≤ 5mH . Let Z = {zp1 , z

p
2 , z

p
3 | p ∈ [mH ]}

and Y = {yi | i ∈ [nH ]}. Note that the only vertices in G? − (V (P ) ∪ {t}) are in Y ∪ Z.
Moreover, no edges between two vertices on P have been introduced into G?. Thus, Y ∪ Z
is a modulator to a linear forest and G? has distance at most 5mH to a linear forest. If
Construction 2 is correct, by the properties of PSI it thus follows that deciding whether a
graph has a compatible s-t path is W[1]-hard with respect to the distance, k, to a linear
forest, and that an f(k)no(k/ log k)-time decision algorithm contradicts the ETH. We next
show the correctness of Construction 2.

Correctness. We now show that (G?, T ) contains a compatible s-t path if and only if there
is a subgraph isomorphism from H into G.

Suppose first that there is a subgraph isomorphism φ from H into G. Construct an s-t
walk P ? by concatenating the following path segments (observe while reading the construction,
that P ? is compatible):
1. The subpath on P from s to pre(φ(1)).
2. The three vertices pre(φ(1)), y1, post(φ(1)).
3. For each i = 2, 3, . . . , nH take:

a. The subpath on P from post(φ(i− 1)) to pre(φ(i)).
b. The three vertices pre(φ(i)), yi, post(φ(i)).

ISAAC 2020
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4. The subpath on P from post(φ(nH)) to t1.
5. For each p = 1, 2, . . . ,mH , let ep be the pth edge of H according to the ordering of E(H)

fixed in Construction 2, let ep = {i, j}, where i > j, let e = {φ(i), φ(j)}, let a(e) be the
index of e in the ordering (eia) and b(e) the index of e in the ordering (eja). Take the
vertices zp1 , xia(e), z

p
2 , x

j
b(e), and z

p
3 .

6. The edge {zmH
3 , t}.

This concludes the construction of P ?. Suppose, for a contradiction, that P ? is not a path,
that is, there is a vertex v in G? which is contained twice in P ?. Since V (G) is partitioned
into V (P ), Y , Z, and {t} and each vertex of Y and Z occurs only once in the definition of
P ?, we have v ∈ V (P ). Since each segment in the construction of P ? is a path, the two
occurrences must be in different segments. Observe that all segments of P ? in steps 1 to 4
that are contained in V (P ) are pairwise disjoint subpaths of P . Furthermore, all vertices in
V (P ) used in the segments constructed in step 5 are pairwise distinct. Thus, there is one
occurrence of v in steps 1 to 4, and one in step 5. Moreover, v corresponds to some edge e of
G. However, according to the steps 1 to 4, vertex v corresponds to some edge which is not
incident to a vertex in φ(V (H)) and, according to step 5, vertex v corresponds to some edge
which is incident to a vertex in φ(V (H)), a contradiction. Thus, indeed, P ? is a compatible
s-t path, as required.

Now suppose that (G?, T ) contains a compatible s-t path P ?. Obviously, P ? starts with a
subsegment of P . By construction of the transitions on vertices on P , at each internal vertex
of P , the path P ? may either continue on P or go to some vertex of Y . Moreover, whenever
P ? traverses a vertex of Y , it immediately returns to P with the next vertex. Path P ? hence
begins with a segment which starts at s, alternatingly contains a sequence of vertices on
P and a vertex of Y , and ends at t1. Let Y ′ = Y ∩ V (P ?) (we show below that Y ′ = Y ).
Observe that, for each vertex yi ∈ Y ′, there exists v ∈ Vi such that P ? contains the edges
{pre(v), yi} and {yi, post(v)}, by the transitions defined for yi. Define a (partial) function
φ : V (H)→ V (G) as follows. For each i ∈ [nH ] such that yi ∈ Y ′ put φ(i) = v, where v is as
defined above. For later, put P ?1 to be the segment of P ? from s to t1 and put P ?2 to be the
segment of P ? from t1 to t. Observe that P ?1 contains precisely all vertices of P except those
that correspond to edges in G which are incident to the vertices of φ(Y ′).

To show that φ is total and that φ is a subgraph isomorphism from H into G, we now
argue that P ?2 contains zp2 for each p ∈ [mH ]. Since P ?2 is a path, it starts with the edge
{t1, z1

1}. Moreover, by the edges and transitions of the vertices zp1 , xia, z
p
2 , and z

p
3 (p ∈ [mH ],

i ∈ [nH ], a ∈ N), whenever P ?2 traverses a vertex zp1 , p ∈ [mH ], it next traverses some vertex
xia, then the vertex zp2 , some vertex xjb, and the vertex zp3 for some i, j ∈ [nH ] where i > j.
Moreover, after zp3 , path P ?2 traverses either zp+1

1 (if p < mH) or t (if p = mH) because the
only other vertices that P ?2 may traverse after zp3 are vertices xja′ and, by their transitions, P ?2
would then have to contain zp2 a second time. Concluding, P ?2 contains zp2 for each p ∈ [mH ].

Let p ∈ [mH ] and let ep be the pth edge of H according to the ordering of E(H) fixed in
Construction 2. Let ep = {i, j} with i > j. As argued above P ?2 contains zp2 . Let xia and xjb
be the vertices that P ?2 traverses before and after zp2 . By the transitions of zp2 , the vertices
xia and xjb correspond to the same edge of G. Denote this edge by fp. We now show that the
edges fp, p ∈ [mH ], ensures that φ is total and a subgraph isomorphism.

First, to see that φ is total, recall that each vertex i ∈ V (H) is incident with at least one
edge. Say i is incident with edge ep. Let xia be the vertex that corresponds to an edge in G
incident with a vertex of color i and that led to the definition of fp, that is, P ?2 traverses xia
before or after z2

p. Now recall that P ?1 contains all vertices of P except those that correspond
to the edges incident with vertices in φ(Y ′). Since P ?1 and P ?2 are internally vertex-disjoint,
i ∈ Y ′. It thus follows that φ is total.
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To see that φ is a subgraph isomorphism, take any edge ep ∈ E(H). Consider the edge
fp and the two vertices xia and xjb that led to the definition of fp, that is, xia and xjb are
traversed either before or after z2

p. By the construction of the edges of z2
p, we have ep = {i, j}.

We again use the property that P ?1 contains all vertices of P except those that correspond to
the edges incident with vertices in φ(Y ′). Since xia and xjb are not in P ?1 , they correspond
to an edge incident with both φ(i) and φ(j), that is, fp = {φ(i), φ(j)}. Thus, indeed φ is a
subgraph isomorphism, as required. This concludes the proof of Theorem 1 Item i. Observe
that Item ii is implied by Item i. The remaining parts are proved below.

Cycles. We now adapt Construction 2 to obtain Theorem 1 Item iii. To this end, we
simply add the edge {s, t} to G? (and update the permitted transitions of s and t to allow
for combining {s, t} with every other edge). Call the resulting graph G?C . Observe that
G?C − (Y ∪ Z) is a path with vertex set V (P ) ∪ {t}, and hence G?C has distance to a linear
forest at most 5mH .

We claim that there is a compatible s-t path in G? if and only if there is a compatible cycle
in G?C . The forward direction is trivial. For the backward direction, let C? be a compatible
cycle in G?C . We show that C? contains {s, t}. For a contradiction, assume it does not. Thus,
C? is a cycle in G?. By the transitions of the vertices in P , cycle C? does not contain an edge
in P nor does it contain a vertex in Y . Let G?1 = (V (G?) \ Y,E(G?) \ E(P )) and observe
that C? is a cycle in G?1. Observe that V (P ) is an independent set in G?1. Thus each cycle
(not necessarily compatible) can be written as zp2 , xia, z

p
1 , x

i
b, z

p
2 or zp2 , xia, z

p
3 , x

i
b, z

p
2 for the

corresponding values of p, i, a, and b. However, by the transitions of zp2 , none of these cycles
is compatible, a contradiction. Thus, C? contains {s, t}. Hence, removing {s, t} from C?

gives an s-t path in G?, concluding the proof. Observe that Item iv follows from Item iii. J

We now adapt Construction 2 to prove that it is W[1]-hard with respect to the distance
to treewidth two to check whether there is a compatible Hamiltonian cycle.

I Theorem 3. Let G be a graph and k′ its distance to treewidth two. It is W[1]-hard with
respect to k′ to decide whether G contains a compatible Hamiltonian cycle and, moreover, an
f(k′) · no(k′/ log k′)-time decision algorithm contradicts the ETH.

Proof. To prove this theorem, we use Construction 2 and add a gadget that allows an
s-t path in G? to collect all so-far untraversed vertices, wherein we use transitions to not
disturb the structure of G?. The basic observation that we use is that the path P ? we have
constructed in the correctness proof for detecting s-t paths above contains all vertices of G?
except segments of the path P . The idea now is to add a path Q which runs “parallel” to P
(like a skewed ladder) and which starts after t and ends in s. Using transitions we allow the
solution in each vertex v of Q to either continue to the next vertex of Q or to traverse the
vertex parallel to v on P and then immediately return to the next vertex after v on Q. This
allows the solution to traverse all vertices it missed on the traversal from s to t. Since Q is
parallel to P , removing Y ∪ Z will result in a graph of treewidth two.

The formal construction is as follows. Construct a forbidden-transition graph (G?1, T1)
from (G?, T ) by initially putting (G?1, T1) = (G?, T ). Let n = |V (P )| − 2. Add a path Q
consisting of n + 1 vertices to G?1 and identify the first and last vertex of Q with s and t,
respectively. Let v1, v2, . . . , vn be the internal vertices of P and t = u1, u2, . . . , un+1 = s the
vertices of Q. For each i ∈ [n] proceed as follows. Add the edges {ui, vi}, and {vi, ui+1}.
Then, update the transition system T1 by adding the transitions {{ui, vi}, {vi, ui+1}} to
T1(vi). This finishes the construction of G?1 and its transition system (as before, for all
vertices with unspecified transition systems we allow all transitions).
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Let G̃?1 = G?1 − (Y ∪ Z ∪ {s, t}). We claim that G̃?1 has treewidth two. Observe that this
graph consists only of the vertices in P and Q except for s and t. Now observe that, by the
definition of the edges between P and Q, the following bags give a path decomposition for
G̃?1 of width two. Note that we specify a bag containing t = u1 for easier notation:

{u1, u2, v1}, {u2, v1, v2}, . . . , {ui, ui+1, vi}, {ui+1, vi, vi+1}, . . . , {un−1, un, vn−1}, {un, vn−1, vn}.

Thus Y ∪ Z ∪ {s, t} is a modulator of G?1 to treewidth two, meaning that G?1 has distance
to treewidth two at most 5mH + 2, as required.

Finally, one can show that (G?1, T1) contains a compatible Hamiltonian cycle if and only
if (G?, T ) contains a compatible s-t path; the details are given in the full version [8]. J

4 Graph Width Parameters: Edge-Colored Graphs and Treewidth

Our main result on properly colored paths and cycles in edge-colored graphs of bounded
treewidth is as follows:

I Theorem 4. Given an undirected graph G with an edge coloring λ : E(G)→ [`] and a tree
decomposition (T , β) of G of width less than k, one can verify whether G admits a properly
colored Hamiltonian Cycle in deterministic time 2O(k) · O(|V (G)|+ |V (T )|+ `).

The main highlight of Theorem 4 is the lack of the dependency on ` in the exponential part
of the running time bound. For sake of simplicity, we do not analyze in detail the base of the
exponent in the running time bound of the algorithm of Theorem 4.

To show the main novel ideas of the proof, in this extended abstract we sketch a simpler
algorithm with 2O(k log k) dependency on the parameter in the running time bound. The
complete proof of Theorem 4 can be found in the full version of the paper [8].

To this end, consider the naive dynamic programming algorithm for Hamiltonian Cycle
in graphs of bounded treewidth, as described e.g. by Ziobro and Pilipczuk [39]. Let G be a
graph and (T , β) a tree decomposition of G of width less than k. We treat T as a rooted
tree. Every bag t ∈ V (T ) induces a separation of order at most k between the vertices in
bags in the descendants of t and the rest of the graph.

More formally, for every t ∈ V (T ), let Gt be the subgraph of G induced by all vertices
appearing in bags β(s) for s being descendants of t in T (including t itself), except for the edges
with both endpoints in β(t), and Ḡt be the subgraph of G induced by β(t) and all vertices of
G appearing in bags β(s) for s not being a descendant of t. Then, V (Gt) ∩ V (Ḡt) = β(t)
and E(G) = E(Gt) ]E(Ḡt), and there are no edges between V (Gt) \ β(t) and V (Ḡt) \ β(t).

For a node t ∈ V (T ), a partial solution is a family of vertex-disjoint paths in Gt with
both endpoints in β(t) covering all vertices of Gt (here we allow paths of length 0 consisting
of a single vertex in β(t)). The trace of a partial solution P consists of

a function f : β(t)→ {0, 1, 2}, where f(v) is the degree in P of a vertex in β(t), and
a matching M on f−1(1), pairing up the endpoints of the paths from P .

The crucial observation is that two partial solutions with the same trace are indistinguishable
from the point of view of completing them into a Hamiltonian cycle with a set of paths in
Ḡt, so, to check if G admits a Hamiltonian cycle, the algorithm may only keep a set A(t) of
these traces for which there exists a partial solution in Gt. Observe that there are 2O(k log k)

possible traces. Together with slightly tedious, but straightforward operations between the
nodes of the tree decomposition, this gives 2O(k log k) · O(|V (G)|+ |V (T )|)-time algorithm.

Let us now move to the regime of properly colored Hamiltonian cycles. The graph G
comes with an edge coloring λ : E(G)→ [`] and we ask whether G admits a properly colored
Hamiltonian cycle. While the notion of a partial solution remains the same, to maintain the
property that two partial solutions with the same trace are equivalent, the trace needs to be
augmented with the following extra information:
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a function ζ : f−1(1) → [`], where ζ(v) is the color of the unique edge of P incident
with v.

If we follow the outline of the naive dynamic programming algorithm, we obtain an algorithm
with running time 2O(k(log k+log `)) · O(|V (G)|+ |V (T )|+ `), as there are up to `k choices for
the function ζ.

Fix a node t and let A(t) be the family of all traces of partial solutions in Gt. For a
fixed function f and a matching M let A(t, f,M) = {ζ | (f,M, ζ) ∈ A(t)}. The crux of our
approach lies in the following lemma:

I Lemma 5. Fix a node t ∈ V (T ), a function f : β(t) → {0, 1, 2}, and a matching M on
f−1(1). Let Z = f−1(1). Then one can in time polynomial in |A(t, f,M)| and 2|Z| find a
subfamily A′ ⊆ A(t, f,M) of size at most 2|Z| such that if there exists a trace (f,M, ζ) with
ζ ∈ A(t, f,M) such that a partial solution with this trace can be completed to a properly
colored Hamiltonian cycle, then there exists a trace (f,M, ζ ′) with ζ ′ ∈ A′ such that a partial
solution with this trace can also be completed to a properly colored Hamiltonian cycle.

If we augment the naive algorithm to shrink every A(t, f,M) using Lemma 5, we obtain
a bound of 2O(k log k) on the size of the shrunk set A′(t), leading to 2O(k log k) · O(|V (G)|+
|V (T )|+ `)-time algorithm, as promised.

Proof of Lemma 5. If |A(t, f,M)| ≤ 2|Z|, then there is nothing to do, so assume otherwise.
Let F be a finite field of size larger than `. Let us identify the color range [`] with `

non-zero elements of F. Henceforth we assume that λ and all functions of A(t, f,M) have
values in F \ {0}.

For a function ζ : Z → F we define a function πζ that takes a function ζ ′ : Z → F as an
argument and is defined as

πζ(ζ ′) =
∏
z∈Z

(ζ(z)− ζ ′(z)).

Then, πζ(ζ ′) = 0 if and only if there exists v ∈ Z with ζ(z) = ζ ′(z). The function πζ can be
interpreted as a multilinear polynomial of degree |Z| with |Z| variables, (xz)z∈Z , being the
values of the argument ζ ′. For every function ζ : Z → F, let vζ be a vector over F of length
2|Z|, indexed by multilinear monomials over (xz)z∈Z with the coefficients of πζ .

Let P0 be a partial solution with a trace (f,M, ζ0), ζ0 ∈ A(t, f,M), such that P0 can be
extended to a properly colored Hamiltonian cycle C and define Q := E(C) \E(P0) ⊆ E(Ḡt).
For every z ∈ Z, the vertex z is incident with exactly one edge of Q; let ζQ(z) be the color
of this edge. Since C is properly colored, πζ0(ζQ) 6= 0.

Let P be a partial solution with a trace (f,M, ζ), ζ ∈ A(t, f,M). Then, P ∪ Q is a
Hamiltonian cycle, but not necessarily properly colored. Furthermore, it is properly colored
if and only if πζ(ζQ) 6= 0.

Let wQ be a vector over F of length 2|Z|, indexed again by multilinear monomials over
(xz)z∈Z , with a value at I ⊆ Z equal to

∏
z∈I ζQ(z). Then, πζ(ζQ) = vζ · wQ.

Consequently, it suffices to select A′ ⊆ A(t, f,M) such that {vζ | ζ ∈ A′} spans the same
subspace as {vζ | ζ ∈ A(t, f,M)}. As the vectors vζ have dimension 2|Z|, such A′ of size at
most 2|Z| can be found by Gaussian elimination. J

The proof above contains most of the novel ideas to get Theorem 4. To obtain the
promised running-time bound one needs to merge the ideas of the proof of Lemma 5 with the
so-called rank-based approach [11]. The details are given in the full version of the paper [8].

ISAAC 2020



59:12 Connectivity Problems in Forbidden-Transition Graphs

5 Two Disjoint Shortest Paths

Given a directed graph G = (V,E), a length function w : E → R≥0 and two pairs of vertices
(s1, t1),(s2, t2) in G, the Directed Two Disjoint Shortest Paths Problem (2-DSPP)
asks to find two disjoint paths P1 and P2 in G (vertex-disjoint or edge-disjoint, depending on
the variant) such that Pi is a shortest path from si to ti. Bérczi and Kobayashi showed that
this problem is polynomial-time solvable assuming that every dicycle has positive length, in
contrast to the NP-hardness of the general 2-DSPP problem [9].

Suppose that our instance graph is now given with a prescribed transition system
T = {T (v) | v ∈ V (G)}. A natural generalization of the previous problem is finding two
disjoint (vertex-disjoint or edge-disjoint) paths P1 and P2 in G such that for i = 1, 2 the path
Pi is a shortest si-ti path even in the associated graph G with no transition restrictions, and is
also T -compatible. We define this problem to be 2-DSPP with transition restrictions.
A reasonable question to ask is whether this generalization remains polynomial-time solvable,
assuming that every dicycle has positive length, and we give a positive answer to this question.

I Theorem 6. If the length of every directed cycle is positive, 2-DSPP with transition
restrictions (both the edge-disjoint and vertex-disjoint variants) is solvable in polyno-
mial time.

Roughly speaking, we show that transition restrictions are not a barrier for using the
strategy of Bérczi and Kobayashi [9].

For the edge-disjoint case, we follow their method, which reduces the problem of Edge
Disjoint 2-DSPP to finding a path in a graph G constructed from the input graph G.
The key observation of the algorithm from [9] is that this problem can be further reduced
to finding disjoint paths between given pairs of vertices in an acyclic graph. Although
finding a T -compatible path between a given pair of vertices in a general graph with a given
transition system T is NP-hard [36], we show that finding a path and even two-disjoint paths
between given pairs of vertices in a directed acyclic graph with a given transition system is
polynomial-time solvable. Based on that, we show that we need to delete edges of G which
correspond to forbidden transitions of G with respect to T and it suffices to find the path in
the remaining subgraph of G. We give the details in the full version of the paper [8].

For the vertex-disjoint case, however, we cannot use their method directly since part of
the information of transitions will be lost during the procedure. To keep the full information
of transitions, we need to introduce parallel edges between two copies v− and v+ of every
vertex v. For each incoming edge of v, there exists a private parallel edge that “remembers”
which outgoing edges can be reached from that incoming edge. We use a strategy similar to
the edge-disjoint case but we need to be careful to make sure that the two paths are not only
edge-disjoint but also vertex-disjoint. The details are given in the full version of the paper.

6 Conclusion

We would like to conclude our work with posing one open problem that eluded us during
this research. The NP-hardness reduction of Szeider [36] for finding a (simple) path between
two vertices of a forbidden-transition graph can be easily modified to prove that it is also
NP-hard to find a (simple) compatible cycle in a forbidden-transition graph. In contrast, in
edge-colored graphs finding any properly colored cycle is polynomial-time solvable [23, 38].
But what about finding a long properly colored cycle? More precisely, given an edge-colored
graph G and an integer k we ask whether G admits a simple properly colored cycle of length
at least k. Is this problem fixed-parameter tractable when parameterized by k? As the
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notion of properly colored walks in edge-colored graphs generalizes walks in directed graphs,
the problem in question is more general than finding a cycle of length at least k in a directed
graph.
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