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Abstract
In a recent landmark result [Ji et al., arXiv:2001.04383 (2020)], it was shown that approximating
the value of a two-player game is undecidable when the players are allowed to share quantum states
of unbounded dimension. In this paper, we study the computational complexity of two-player
games when the dimension of the quantum systems is bounded by T . More specifically, we give a
semidefinite program of size exp

(
O
(
T 12(log2(AT ) + log(Q) log(AT ))/ϵ2)) to compute additive ϵ-

approximations on the value of two-player free games with T ×T -dimensional quantum entanglement,
where A and Q denote the number of answers and questions of the game, respectively. For fixed
dimension T , this scales polynomially in Q and quasi-polynomially in A, thereby improving on
previously known approximation algorithms for which worst-case run-time guarantees are at best
exponential in Q and A. For the proof, we make a connection to the quantum separability problem
and employ improved multipartite quantum de Finetti theorems with linear constraints that we
derive via quantum entropy inequalities.
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1 Introduction

Thanks to the celebrated discovery by John Bell [4], it is well-known that quantum correlations
can be used to overcome locality constraints, which was one of the earliest examples of
advantages provided by quantum correlations over classical correlations. This led to the
development of numerous quantum information processing tasks which make use of quantum
correlations as a resource to outperform their classical analogues. In general, understanding
the differences in the performance of distinct correlation sets for a given task is important
both fundamentally and practically. A common way to measure the quantitative advantages

1 This work was completed prior to MB joining the AWS Center for Quantum Computing.
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Referee

Alice Bob

q1 q2
a1 a2

Yes or No
1         0

no communication

Figure 1 Two-player games. The referee gives Alice and Bob questions q1 ∈ Q1 and q2 ∈ Q2

according to the question probability distribution π(q1, q2), and then Alice and Bob give answers
a1 ∈ A1 and a2 ∈ A2 back to the referee depending on the questions they received. The referee decides
whether Alice and Bob win or lose according to the rule function V : A1 × A2 × Q1 × Q2 → {0, 1},
where 0 denotes losing the game, and 1 denotes winning the game. Alice and Bob cannot communicate
with each other during the game, but they can agree on a strategy beforehand. We are interested in
determining the values of the game, i.e., the maximum achievable winning probabilities, for different
classes of strategies. For simplicity, we assume that |Q1| = |Q2| = Q and |A1| = |A2| = A.

of different sets of correlations is via a two-player game G (illustrated in Figure 1). In a
two-player game, the performance of a given correlation set is quantified by the maximum
achievable winning probability. For example, the classical value ωC(G) is the maximum
winning probability that can be achieved using shared randomness between the two players,
while the quantum value ωQ(G) is the maximum winning probability that can be achieved
by sharing arbitrary quantum states between the players.

In general, it is hard to compute ωC(G) and ωQ(G) for the given description of a two-
player game G. Approximating ωC(G) within some constant multiplicative factor is NP-hard
[2, 3], while approximating ωQ(G) has recently been shown not to be possible for an algorithm
running in finite time [20]. Despite these general hardness results, there are some special
classes of two-player games for which ωC(G) and ωQ(G) can be approximated in polynomial
time [10, 21, 1, 9]. In particular, for free games, i.e., games where the questions for the
two players are chosen independently, there exists a quasi-polynomial time algorithm that
can approximate ωC(G) within any constant additive error [1, 9]. Also, in practice, the
Navascués-Pironio-Acín (NPA) hierarchy [27, 29] provides semidefinite programming (SDP)
upper bounds on ωQ(G) which give approximately tight bounds for many games of interest.

1.1 Contributions
In this paper, we study the dimension-bounded quantum value ωQ(T )(G) – the maximum
winning probability that can be achieved by sharing quantum states of fixed dimension T ×T .
It is easy to see that ωQ(1)(G) = ωC(G) and ωQ(G) = supT ≥1 ωQ(T )(G). Computing ωQ(T )(G)
is of particular interest since it can be used as a dimension witness for an underlying system
in semi-device-independent quantum information processing protocols, see for example [15].
SDP upper bounds have been derived for ωQ(T )(G) in [25, 28, 26]. In [25], the authors exploit
a connection to the quantum separability problem, and in [28, 26], the authors employ a
moment matrix technique similar to the NPA hierarchy to derive SDP relaxations with better
performance than the ones in [25]. However, the worst case runtime guarantees for these
works is either not analytically quantified or is at best exponential in the number of questions
Q and the number of answers A of the game G.
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In our work, we provide approximation algorithms for ωQ(T )(G) whose runtime has an
improved dependence on both A and Q. More specifically, we construct a new hierarchy of
SDP relaxations, providing a sequence of upper bounds for ωQ(T )(G) for a given game G,
and then derive analytical bounds on the convergence speed. This gives an upper bound on
the computational complexity of calculating ωQ(T )(G) in terms of the size of the game G.
For the case of free games, a semidefinite program of size

exp
(

O
(

T 12

ϵ2 log(AT ) (log(Q) + log(AT ))
))

(1)

is sufficient for computing additive ϵ-approximations of ωQ(T )(G), where A and Q denote
the number of answers and questions, respectively. The dependence is quasi-polynomial
in A and polynomial in Q thus improving on the best previously known approximation
algorithms [25, 28, 26], for which only exponential bounds in A and Q are known. In the
classical limit (T = 1), our result recovers the quasi-polynomial time approximation scheme
for computing ωC(G) for two-player free games – which has a matching hardness result
assuming the Exponential Time Hypothesis [1, 9]. Besides analysing free games, we give
an algorithm for general games as well, leading to approximation algorithms that are still
quasi-polynomial in A but exponential in Q.

We construct our SDP relaxations by drawing a connection to a variant of the quantum
separability problem where the optimisation variables are additionally subject to some linear
constraints. Similar variants of the quantum separability problem have been studied in
[35, 34, 6]. The main tool we use to obtain the analytical convergence speed is improved
multipartite quantum de Finetti theorems with linear constraints, which we derive in our
work. One of the contributions towards this result, which we believe is of independent
interest, is an improved version of the optimal loss in distinguishability relative to quantum
side information.

1.2 Preliminaries on two-player games
A non-local game is a mathematical formulation for the correlations between distant parties.
In this paper, we will consider two-player games where only two distant parties are involved.
In this formulation, the correlation between two parties is considered to be a resource to win
the games.

In a two-player game G, two spatially separated agents, Alice and Bob, need to provide
correct answers a1 ∈ A1 and a2 ∈ A2 to the referee depending on the questions q1 ∈ Q1 and
q2 ∈ Q2 they received (see Figure 1). The correct answers are determined by a given rule
function of G

V : A1 × A2 × Q1 × Q2 → {0, 1}, (2)

where 0 means the answer is incorrect, and 1 means the answer is correct. The questions q1
and q2 are chosen by the referee according to a given probability distribution π(q1, q2) of G.
A specific two-player game G can be represented by the pair of rule function V (a1, a2, q1, q2)
and question probability distribution π(q1, q2), and hereafter we will denote a game G as
(V, π). Alice and Bob cannot communicate with each other during the game, but they can
agree on a strategy beforehand as well as make use of systems whose correlations lie within
a given class. When only classical shared randomness is allowed, the correlations take the
form

p(a1, a2|q1, q2) = e(a1|q1)d(a2|q2), (3)

ICALP 2021
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where e(a1|q1) and d(a2|q2) are conditional probability distributions for Alice and Bob
respectively. That is,

∑
a1

e(a1|q1) = 1 ∀q1 ∈ Q1, and
∑

a2
d(a2|q2) = 1 ∀q2 ∈ Q2. When

quantum resources are allowed, the correlations have a more general form

p(a1, a2|q1, q2) = tr
[
ρT T̂

(
ET (a1|q1) ⊗ DT̂ (a2|q2)

)]
, (4)

where ρT T̂ is a possibly entangled quantum state shared by Alice and Bob, and {ET (a1|q1)}a1

and {DT̂ (a2|q2)}a2 are positive-operator valued measurements (POVMs) performed by
Alice and Bob respectively for given q1 and q2, i.e.,

∑
a1

ET (a1|q1) = IT ∀q1 ∈ Q1 and∑
a2

DT̂ (a2|q2) = IT̂ ∀q2 ∈ Q2.
The quantitative advantage of each set of correlations can be captured by the maximum

winning probabilities achievable using the given correlation set. For a given two-player game
G = (V, π), the classical value is defined as

ωC(V, π) := max
(e,d)

∑
a1,q1,a2,q2

π(q1, q2)V (a1, a2, q1, q2)e(a1|q1)d(a2|q2), (5)

and the quantum value is given by

ωQ(V, π) := sup
(E⊗D,ρ)
on HT T̂

∑
a1,q1
a2,q2

π(q1, q2)V (a1, a2, q1, q2) tr
[
ρT T̂

(
ET (a1|q1) ⊗ DT̂ (a2|q2)

)]
. (6)

Here, the optimisation is taken over not only states and measurements but also the Hilbert
space HT T̂ . We can define the dimension-bounded quantum value as

ωQ(T )(V, π) := max
(E⊗D, ρ)

on
CT ⊗CT

∑
a1,q1
a2,q2

π(q1, q2)V (a1, a2, q1, q2) tr
[
ρT T̂

(
ET (a1|q1) ⊗ DT̂ (a2|q2)

)]
,

(7)

which is the central object of investigation in this paper.
If not stated otherwise, we assume that the choice of questions for Alice and Bob are

independent, i.e., π(q1, q2) = π1(q1)π2(q2), which corresponds to free games. We denote
H⊗n

A as An, and dim(HA) as |A|. For simplicity, we assume that |Q1| = |Q2| = Q and
|A1| = |A2| = A.

2 Derivation of semidefinite programming relaxations

2.1 Connection with quantum separability

Quantum separability problems are a special type of optimisation problems, where the
optimisation is taken over the set of separable quantum states. We show that computing
ωQ(T )(V, π) for a given two-player game (V, π) can be rephrased as an instance of the tripartite
quantum separability problem subject to additional linear constraints.
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▶ Lemma 1. For a two-player free game with V (a1, a2, q1, q2), π(q1, q2) = π1(q1)π2(q2), and
|T |2-dimensional quantum correlation, we have

ωQ(T )(V,π) = |T |2 · max
(E,D,ρ)

tr
[(

VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)(
EA1Q1T ⊗ DA2Q2T̂ ⊗ ρSŜ

)]
s.t. ρSŜ ≥ 0 , tr

[
ρSŜ

]
= 1

EA1Q1T =
∑
a1,q1

π1(q1) |a1q1⟩⟨a1q1|A1Q1
⊗ ET (a1|q1)

|T |
≥ 0

DA2Q2T̂ =
∑
a2,q2

π2(q2) |a2q2⟩⟨a2q2|A2Q2
⊗

DT̂ (a2|q2)
|T |

≥ 0

trA1 [EA1Q1T ] =
∑
q1

π1(q1) |q1⟩⟨q1|Q1
⊗ IT

|T |

trA2

[
DA2Q2T̂

]
=
∑
q2

π2(q2) |q2⟩⟨q2|Q2
⊗

IT̂

|T |
, (8)

where ΦT T̂ |SŜ = |Φ⟩⟨Φ|T T̂ |SŜ is the (non-normalised) maximally-entangled state, |Φ⟩T T̂ |SŜ =∑
i |i⟩T T̂ |i⟩SŜ, and VA1A2Q1Q2 is a diagonal matrix whose entries are given by the rule

function V (a1, a2, q1, q2).

To prove Lemma 1, we need a slightly modified version of the swap trick.

▶ Lemma 2. Let MAB be a linear operator on HA ⊗ HB, and NA be a linear operator on
HA. Then, it holds that

tr [(NA ⊗ IB)MAB ] = tr
[(

FÂ|A ⊗ IB

) (
NÂ ⊗ MAB

)]
, (9)

where FÂ|A denotes the swap operator between Â and A.

Proof. By inspection, we have that

tr
[(

FÂ|A ⊗ IB

) (
NÂ ⊗ MAB

)]
= tr

(FÂ|A ⊗ IB

)∑
i,j

nij |i⟩⟨j|Â ⊗
∑

k,ℓ,s,t

m(kℓ)(st) |k⟩⟨ℓ|A ⊗ |s⟩⟨t|B


= tr

 ∑
i,j,k,ℓ,s,t

nij m(kℓ)(st) |k⟩⟨j|Â ⊗ |i⟩⟨ℓ|A ⊗ |s⟩⟨t|B


=
∑

i,j,s,t

nij m(ji)(st) = tr [(NA ⊗ IB)MAB ] , (10)

where we used NÂ =
∑

i,j nij |i⟩⟨j|Â and MAB =
∑

k,ℓ,s,t m(kℓ)(st) |k⟩⟨ℓ|A ⊗ |s⟩⟨t|B . ◀

ICALP 2021
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Proof of Lemma 1. Let us start from the expression for ωQ(T ) in Eq. (7). For free games,
i.e. π(q1, q2) = π1(q1)π2(q2), we can write

ωQ(T )(V, π) = |T |2 max
E,D,ρ

tr
[(

VA1A2Q1Q2 ⊗ ρT T̂

) (
EA1Q1T ⊗ DA2Q2T̂

)]
(11)

s.t. ρT T̂ ≥ 0 , tr
[
ρT T̂

]
= 1

EA1Q1T =
∑
a1,q1

π1(q1) |a1q1⟩⟨a1q1|A1Q1
⊗ ET (a1|q1)

|T |
≥ 0

DA2Q2T̂ =
∑
a2,q2

π2(q2) |a2q2⟩⟨a2q2|A2Q2
⊗

DT̂ (a2|q2)
|T |

≥ 0

trA1 [EA1Q1T ] =
∑
q1

π1(q1) |q1⟩⟨q1|Q1
⊗ IT

|T |

trA2

[
DA2Q2T̂

]
=
∑
q2

π2(q2) |q2⟩⟨q2|Q2
⊗

IT̂

|T |
,

where we define VA1A2Q1Q2 :=
∑

a1,a2,q1,q2
V (a1, a2, q1, q2) |a1, a2, q1, q2⟩⟨a1, a2, q1, q2|. Then,

using Lemma 2 we can rewrite the objective function in Eq. (11) as

tr
[(

VA1A2Q1Q2 ⊗ ρT T̂

) (
EA1Q1T ⊗ DA2Q2T̂

)]
= tr

[(
IA1A2Q1Q2 ⊗ ρT T̂

) ((
VA1A2Q1Q2 ⊗ IT T̂

) (
EA1Q1T ⊗ DA2Q2T̂

))]
= tr

[(
IA1A2Q1Q2 ⊗ FT T̂ |SŜ

)(((
VA1A2Q1Q2 ⊗ IT T̂

) (
EA1Q1T ⊗ DA2Q2T̂

))
⊗ ρSŜ

)]
(by Lemma 2)

= tr
[((

VA1A2Q1Q2 ⊗ FT T̂ |SŜ

)(
EA1Q1T ⊗ DA2Q2T̂ ⊗ ρSŜ

))]
,

(12)

which has a similar form to the objective function in Lemma 1 with the exception that FT T̂ |SŜ

replaces ΦT T̂ |SŜ . To complete the proof, we write the swap operator FA|Â in terms of the (non-
normalised) maximally-entangled state ΦA|Â = |Φ⟩⟨Φ|A|Â, where |Φ⟩A|Â =

∑dA

i=1 |i⟩A |i⟩Â.
Namely, we have FA|Â = ΦTA

A|Â, where TA denotes the transposition over the A subsystem.
Redefining the variable ρ as ρT , we then immediately obtain Eq. (8) as this last step leaves
the constraints invariant. ◀

In Lemma 1, the optimisation is now taken over all product states with respect to the
tripartition A1Q1T |A2Q2T̂ |SŜ satisfying the stated linear constraints. Since product states
are extreme points in the set of separable states, we can equivalently think of the above as
an optimisation over the convex hull of the feasible states, where the feasible states are all
product states satisfying the linear constraints. This gives the claimed connection to the
quantum separability problem.

2.2 Hierarchy of semidefinite programming relaxations
In the previous section, we showed that ωQ(T )(V, π) can be rephrased as a variant of the
quantum separability problem which is subject to additional linear constraints. However,
solving quantum separability problems is known to be NP-hard [16, 17], and our mapping
does not necessarily make the problem more approachable. Fortunately, there are well-known
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relaxations for the quantum separability condition; the Doherty-Parrilo-Spedalieri (DPS)
hierarchy [12] based on extendibility, which is strongly related to the notion of monogamy of
entanglement [33].

▶ Definition 3 (Extendibility). A bipartite quantum state ρAB is n-extendible if there exists a
multipartite quantum state ρABn such that

trBn−1 [ρABn ] = ρAB , (IA ⊗ Uπ
Bn) (ρABn) = ρABn ∀π ∈ S(Bn), (13)

where S(Bn) is the symmetric group over Bn, Uπ
Bn(·) = Uπ

Bn(·)(Uπ
Bn)† is the adjoint repres-

entation of the group, and Uπ
Bn is a unitary permutation operator acting on Bn.

Extendible states have two main advantages. Firstly, deciding if a state is n-extendible can
be done efficiently via SDPs [11, 12]; for fixed n, the computation resources scale polynomially
in the system dimension. Secondly, it is shown that a quantum state is n-extendible for all
n ≥ 2 if and only if the state is separable [14, 30]. Thus, the set of n-extendible states is
a good outer approximation for the separable set and converges to the separable set when
n → ∞. The same idea can be generalised to the tripartite case as well; (n1, n2)-extendible
states ρABC with the two-fold extension ρABn1 Cn2 . As in the bipartite case, the set of
(n1, n2)-extendible states converges to the set of tripartite separable states when n1 → ∞
and n2 → ∞ [13].

To derive SDP relaxations for ωQ(T )(V, π) in Eq. (8), we can simply replace the optimisa-
tion variables with (n, n)-extendible states with respect to the appropriate tripartition.

sdpn(V, π, T ) := |T |2 max
ρ

tr
[(

VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)
ρ(A1Q1T )(A2Q2T̂ )(SŜ)

]
(14)

s.t. ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n ≥ 0 , tr
[
ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n

]
= 1 (15)

ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n perm. inv. on (A2Q2T̂ )n wrt (A1Q1T )(SŜ)n (16)

ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n perm. inv. on (SŜ)n wrt (A1Q1T )(A2Q2T̂ )n (17)

trA1 [ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n ] =
(

σQ1 ⊗ IT

|T |

)
⊗ ρ(A2Q2T̂ )n(SŜ)n (18)

trA2 [ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n ] =
(

σQ2 ⊗
IT̂

|T |

)
⊗ ρ(A1Q1T )(A2Q2T̂ )(n−1)(SŜ)n (19)

ρ
TA1Q1T

(A1Q1T )(A2Q2T̂ )n(SŜ)n
≥ 0 , ρ

T(A2Q2T̂ )n

(A1Q1T )(A2Q2T̂ )n(SŜ)n
≥ 0, . . . , (20)

where σQi
=
∑

qi
πi(qi) |qi⟩⟨qi|Qi

for i = 1, 2, and the last line Eq. (20) contains all positive
partial transpose (PPT) conditions with respect to all the cuts

A1Q1T : A1
2Q1

2T̂ 1 : · · · : An
2 Qn

2 T̂ n : S1Ŝ1 : · · · : SnŜn. (21)

Note that in addition to the n-extendibility conditions Eq. (16)–(17) enforced by the DPS
hierarchy, we arrive at the additional linear constraints, Eq. (18)–(19), originating from
the constraints in Eq. (8). These additional constraints are crucial in order to obtain the
improved complexity bounds. Furthermore, we are able to combine our SDPs with the NPA
constraints [27], so that our new hierarchy is guaranteed to produce at least as good outputs
as the ones produced by the NPA hierarchy (see the full version [19, Section 5]),

sdpNPA
n (V, π, T ) := sdpn(V, π, T ) with Γn

(
ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n

)
≥ 0, (22)

where Γn(ρ) denotes the n-th level NPA matrix.
It is worth noting that sdpn(V, π, T ) in Eq. (14) is naturally upper bounded by 1.

ICALP 2021
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▶ Proposition 4. Let sdpn(V, π, T ) be the n-th level SDP relaxation for the two-player
free game with rule matrix V , probability distribution π(q1, q2) = π1(q1)π2(q2), and |T |2-
dimensional quantum correlation. Then, we have that

0 ≤ sdpn(V, π, T ) ≤ 1. (23)

The proof can be found in the full version [19, Proposition 5].

3 Convergence of the hierarchy

3.1 Tripartite quantum de Finetti theorem with additional linear
constraints

Quantum de Finetti theorems provide a quantitative bound on how close n-extendible states
are to the set of separable states in trace distance as a function of both n and the system’s
dimensions. This information can be converted to the upper bound on the accuracy of
our SDP relaxations. However, since the quantum separability problem for ωQ(T )(V, π) in
Eq. (8) is subject to the additional linear constraints, we cannot directly exploit the standard
quantum de Finetti theorem and need an adapted version (we refer to [6, Example 3.7] for a
discussion of counterexamples). What we need is an upper bound on how close n-extendible
states satisfying the linear constraints are to the separable states satisfying the same linear
constraints.

In this paper, we derive improved multipartite quantum de Finetti theorems with ad-
ditional linear constraints employing the information-theoretic proof technique based on
quantum entropy inequalities [8, 9]. Using this adapted quantum de Finetti theorems is
crucial to obtain the improved complexity bounds on approximating ωQ(T )(V, π) in the next
section. Here, we state the tripartite version of the theorem.

▶ Theorem 5. Let ρABn1 Cn2 be a quantum state which is invariant under permutations
on Bn1 with respect to ACn2 and on Cn2 with respect to ABn1 , satisfying for linear maps
EA→Ã, ΛB→B̃, and ΓC→C̃ and operators XÃ, YB̃, and ZC̃ that

(EA→Ã ⊗ IBn1 Cn2 ) (ρABn1 Cn2 ) = XÃ ⊗ ρBn1 Cn2 linear constraint on A (24)
(ΛB→B̃ ⊗ IBn1−1Cn2 ) (ρBn1 Cn2 ) = YB̃ ⊗ ρBn1−1Cn2 linear constraint on B (25)
(IBn1 Cn2−1 ⊗ ΓC→C̃) (ρBn1 Cn2 ) = ZC̃ ⊗ ρBn1 Cn2−1 linear constraint on C. (26)

Then, there exist a probability distribution {pi}i∈I and sets of quantum states {σi
A}i∈I ,

{ωi
B}i∈I and {τ i

C}i∈I such that we have that∥∥∥ρABC −
∑
i∈I

piσ
i
A ⊗ ωi

B ⊗ τ i
C

∥∥∥
1

≤ min
{

183/2
√

|ABC|, 4|BC|
}

×
√

2 ln 2
(√

log |A| + 8 log |B|
n2

+ log |A|
n1

)
(27)

EA→Ã

(
σi

A

)
= XÃ, ΛB→B̃

(
ωi

B

)
= YB̃ , ΓC→C̃

(
τ i

C

)
= ZC̃ ∀i ∈ I. (28)

Like any other de Finetti theorem, Theorem 5 can be understood as a statement on the
monogamy of entanglement; a multipartite system, described by an extendible state, cannot
possess much entanglement between any tripartition. Instead of directly working with the
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trace distance, we prove the above theorem via quantum entropy inequalities and chain rules.
This approach allows us to carefully quantify how correlations are divided between different
partitions of the extendible states.

For k given quantum systems A1, ..., Ak and a classical system R described by the global
state ρA1A2···AkR, the conditional multipartite quantum mutual information is defined as

I(A1 : A2 : . . . : Ak|R) :=
k∑

i=1
S(AiR) − S(A1A2 . . . AkR) − S(R), (29)

where S(Ai) = − tr [ρAi log ρAi ] is the von Neumann entropy [23] of the marginal state ρAi .
This quantity has a few useful mathematical properties. One is its relation to the bipartite
ones [9, Lemma 3]

I(A1 : . . . : Ak|R) = I(A1 : A2|R) + I(A1A2 : A3|R) + . . . + I(A1 . . . Ak−1 : Ak|R), (30)

and another one is the chain rule

I(AB : C|D) = I(B : C|D) + I(A : C|BD). (31)

The conditional multipartite quantum mutual information is mathematically equivalent to
the relative entropy distance between the state and the tensor product of its conditional
marginals

I(A1 : A2 : . . . : Ak|R) = D(ρA1···Ak|R∥ρA1|R ⊗ . . . ⊗ ρAk|R), (32)

where ρAi|R is the marginal state of the conditional ρA1···Ak|R = ρ
−1/2
R ρA1···Ak

ρ
−1/2
R , and

D(ρ||σ) = tr[ρ(log ρ − log σ)] is the relative entropy between ρ and σ whenever supp(ρ) ⊂
supp(σ). The relative entropy can be further related to the trace distance via Pinsker’s
inequality. As the tensor product of marginal states is a separable state, if we can find an
upper bound on the conditional multipartite quantum mutual information of an extendible
state ρABn1 Cn2 , we can show Eq. (27) in Theorem 5.

For the first ingredient, we derive a general upper bound on the conditional multipartite
quantum mutual information of a state with classical subsystems.

▶ Lemma 6. Consider a quantum state ρAZn1 W n2 classical on the Z- and W -systems. Then,
there exist 0 ≤ m̄ < n1 and 0 ≤ l̄ < n2 such that

I(A : Zm̄+1 : Wl̄+1|Zm̄W l̄) ≤ log |A|
n1

+ log |A| + log |Z|
n2

. (33)

Moreover, by Pinsker’s inequality, this implies that

Ezm̄wl̄

{∥∥∥ρAZm̄+1Wl̄+1|zm̄wl̄ − ρA|zm̄wl̄ ⊗ ρZm̄+1|zm̄wl̄ ⊗ ρWl̄+1|zm̄wl̄

∥∥∥2

1

}
(34)

≤ 2 ln 2
(

log |A|
n1

+ log |A| + log |Z|
n2

)
.

Here, we use the notation ρA|z for the conditional state after measurement on classical
system Z when the measurement outcome is z, i.e.,

ρA|z :=
trZ [ρAZ(IA ⊗ |z⟩⟨z|Z)]
tr [ρAZ(IA ⊗ |z⟩⟨z|Z)] . (35)

The proof of Lemma 6 is as follows.
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Proof of Lemma 6. The multipartite quantum mutual information I(A : Zm̄+1 :
Wl̄+1|Zm̄W l̄) can be expressed in terms of bipartite ones using Eq. (30):

I(A : Zm̄+1 : Wl̄+1|Zm̄W l̄) = I(A : Zm̄+1|Zm̄W l̄) + I(AZm̄+1 : Wl̄+1|Zm̄W l̄). (36)

The two terms in the right hand side (RHS) are the bipartite mutual information between
quantum and classical systems, and this allows us to find an upper bound for each term
using the chain rule in Eq. (31). Additionally, we also make use of a general upper bound

I(A : Z|X) ≤ log |A| (37)

for a classical-quantum state ρAZX with classical Z and X systems [19, Lemma 13].
First term: For any l, it holds that

I(A : Zn1 |W l) =
n1−1∑
m=0

I(A : Zm+1|ZmW l) ≤ log |A|, (38)

where the first equality is the chain rule in Eq. (31) and the second inequality is found by
applying Eq. (37) to I(A : Zn1 |W l). Then, summing over all l gives us

n1−1∑
m=0

n2−1∑
l=0

I(A : Zm+1|ZmW l) ≤ n2 log |A|. (39)

Second term: Using the same argument, for any m, it holds that

I(AZm+1 : W n2 |Zm) =
n2−1∑
l=0

I(AZm+1 : Wl+1|ZmW l) ≤ log |AZm+1|, (40)

and summing over m gives us
n1−1∑
m=0

n2−1∑
l=0

I(AZm+1 : Wl+1|ZmW l) ≤ n1 (log |A| + log |Z|) . (41)

Combining Eq. (39) and Eq. (41) gives

n2 log |A| + n1 (log |A| + log |Z|)

≥
n1−1∑
m=0

n2−1∑
l=0

[
I(A : Zm+1|ZmW l) + I(AZm+1 : Wl+1|ZmW l)

]
≥ n1n2

[
I(A : Zm̄+1|Zm̄W l̄) + I(AZm̄+1 : Wl̄+1|Zm̄W l̄)

]
, (42)

where m̄ and l̄ are the indices of the smallest element in the sum. Dividing both sides by
n1n2 gives us the desired relation,

I(A : Zm̄+1 : Wl̄+1|Zm̄W l̄) = I(A : Zm̄+1|Zm̄W l̄) + I(AZm̄+1 : Wl̄+1|Zm̄W l̄)

≤ log |A|
n1

+ log |A| + log |Z|
n2

. (43)

This ends the proof of Eq. (33). Then, using Eq. (32) and Pinsker’s inequality we can obtain
Eq. (34). ◀

As another ingredient, we derive two different types of informationally complete measure-
ments that achieve the optimal loss in distinguishability.
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▶ Lemma 7.
1. ([8, Lemma 14]) There exist fixed measurements MA, MB, and MC with at most |A|8,

|B|8, and |C|8 outcomes, respectively, such that for every traceless Hermitian operator
γABC on HABC we have

∥γABC∥1 ≤ 183/2
√

|ABC| · ∥(MA ⊗ MB ⊗ MC) (γABC)∥1. (44)

2. There exists a fixed measurement MB with at most |B|6 outcomes such that for every
traceless Hermitian operator γAB on HAB we have

∥γAB∥1 ≤ 2|B| · ∥(IA ⊗ MB) (γAB)∥1. (45)

The first part is straightforward from [8, Lemma 14]. We remark that when a traceless
Hermitian operator already has a classical subsystem, i.e., γABCZ with classical Z-system,
the dimension factor only includes the dimension of the quantum systems

∥γABCZ∥1 ≤ 183/2
√

|ABC| · ∥(MA ⊗ MB ⊗ MC ⊗ IZ) (γABCZ)∥1. (46)

This follows easily as ∥
∑

z ρz
A ⊗ |z⟩⟨z|∥1 =

∑
z ∥ρz

A∥1 for classical-quantum states ρAZ .
The proof of the second part is given in Section 5. The main idea is to identify the

one-way quantum teleportation protocol as a candidate for the optimal measurement and is
largely inspired by [22, Theorem 16]. Our result improves on the factor

√
18B3/2 given in [9,

Eq.(68)]. Moreover, as there exist quantum states ρAB and σAB such that [24]

∥ρAB − σAB∥1 = 2 and sup
MB

∥(IA ⊗ MB) (ρAB − σAB)∥1 = 2
|B| + 1 , (47)

our result establishes that the dimension dependence for the optimal loss in distinguishability
relative to quantum side information is Θ(|B|). This answers a question left open in [6].

Then, for the extendible state ρABn1 Cn2 in Theorem 5, applying the optimal measurement
M as specified in Lemma 7 to the state (to make it partially classical), and applying Lemma 6
to the resulting classical-quantum state allows us to derive Theorem 5.

Proof of Theorem 5. Let MB→Y be a quantum-to-classical measurement from B to the
classical system Y , and MC→Z be a quantum-to-classical measurement from C to the
classical system Z. We apply these measurements to the quantum state ρABn1 Cn2 and will
denote the outcome classical-quantum state as ρAY n1 Zn2 . Then, according to Lemma 6,
there exist m ∈ {0, · · · , n1 − 1} and ℓ ∈ {0, · · · , n2 − 1} such that

Eymzℓ

{∥∥ρAYm+1Zℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρYm+1|ymzℓ ⊗ ρZℓ+1|ymzℓ

∥∥2
1

}
≤ 2 ln 2

(
log |A|

n1
+ log |A| + log |Y |

n2

)
. (48)

As ρABn1 Cn2 is invariant under permutations of the systems Bn1 and Cn2 , we can always
find m and l satisfying Eq. (48).

Now, let us define

γABC ≡ ρABm+1Cℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ . (49)

Note that

IA ⊗ MB→Y ⊗ MC→Z (γABC) = ρAYm+1Zℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρYm+1|ymzℓ ⊗ ρZℓ+1|ymzℓ .

(50)
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Using the second part of Lemma 7 iteratively, we can obtain

∥γABC∥1 ≤ 2|C|∥(IAB ⊗ MC→Z) (γABC)∥1

≤ 2|B| × 2|C|∥(IAC ⊗ MB→Y ) (IAB ⊗ MC→Z) (γABC)∥1

= 4|BC|∥(IA ⊗ MB→Y ⊗ MC→Z) (γABC)∥1, (51)

with |Y | ≤ |B|6. We can also exploit the first part of Lemma 7 to obtain

∥γABC∥1 ≤
√

183|ABC| ∥(MA ⊗ MB→Y ⊗ MC→Z) (γABC)∥1

≤
√

183|ABC| ∥(IA ⊗ MB→Y ⊗ MC→Z) (γABC)∥1 (52)

with |Y | ≤ |B|8, where the second inequality follows from the monotonicity of the trace norm
under completely positive and trace preserving (CPTP) maps. Depending on the dimensions,
we can freely choose the tighter bound between the two cases. Combining Eq. (48) with the
above two results we obtain

Eymzℓ

{∥∥ρABm+1Cℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ

∥∥2
1

}
≤ min

{√
183|ABC|, 4|BC|

}2
× 2 ln 2

(
log |A|

n1
+ log |A| + 8 log |B|

n2

)
. (53)

Then, we have∥∥ρABm+1Cℓ+1 − Eymzℓ

{
ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ

}∥∥
1

≤ Eymzℓ

{∥∥ρABm+1Cℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ

∥∥
1

}
≤
√
Eymzℓ

{∥∥ρABm+1Cℓ+1|ymzℓ − ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ

∥∥2
1

}
≤ min

{√
183|ABC|, 4|BC|

}
×

√
2 ln 2

√ log |A|
n1

+ log |A| + 8 log |B|
n2

 , (54)

where we used the triangular inequality for Schatten p-norms in the second line and the con-
cavity of the square function in the third line. As Eymzℓ

{
ρA|ymzℓ ⊗ ρBm+1|ymzℓ ⊗ ρCℓ+1|ymzℓ

}
is a separable state with respect to the tripartition A|B|C, this proves the first half of the
theorem.

The remaining part is to check whether ρA|ymzℓ , ρBm+1|ymzℓ and ρCℓ+1|ymzℓ satisfy the
desired linear constraints. Let us denote Myi

Bi
and Mzi

Ci
as the POVM elements of the

measurements MBi→Yi
and MCi→Zi

corresponding to the measurement outcomes yi and zi,
respectively. Then, we find

EA→Ã

(
σi

A

)
= EA→Ã

(
ρA|ymzℓ

)
(55)

=
TrBmCℓ

[
(IA ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)EA→Ã (ρABmCℓ)

]
Tr
[
(IA ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ρABmCℓ

]
=

TrBmCℓ

[
(IA ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
) (XÃ ⊗ ρBmCℓ)

]
Tr
[
(IA ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ρABmCℓ

]
= XÃ.
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ΛB→B̃

(
ωi

B

)
= ΛB→B̃

(
ρBm+1|ymzℓ

)
(56)

=
TrBmCℓ

[
(IB̃ ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ΛB→B̃ (ρBm+1Cℓ)

]
Tr
[
(My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ IBm+1 ⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ρBm+1Cℓ

]
=

TrBmCℓ

[
(IB̃ ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
) (YB̃ ⊗ ρBmCℓ)

]
Tr
[
(My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ IBm+1 ⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ρBm+1Cℓ

]
= YB̃ .

ΓC→C̃

(
τ i

C

)
= ΓC→C̃

(
ρCℓ+1|ymzℓ

)
(57)

=
TrBmCℓ

[
(IC̃ ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
)ΓC→C̃ (ρBmCℓ+1)

]
Tr
[
(My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
⊗ ICℓ+1) (ρBmCℓ+1)

]
=

TrBmCℓ

[
(IC̃ ⊗ My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
) (ZC̃ ⊗ ρBmCℓ)

]
Tr
[
(My1

B1
⊗ · · · ⊗ Mym

Bm
⊗ Mz1

C1
⊗ · · · ⊗ Mzℓ

Cℓ
⊗ ICℓ+1) (ρBmCℓ+1)

]
= ZC̃ . ◀

Theorem 5 describes a general setting; both the extendible state and the linear constraints
do not have any refined structures. However, in our case, we have more information about
the state and the constraints. The extendible state ρ(A1Q1T )(A2Q2T̂ )n(SŜ)n in sdpn(V, π, T )
to which we apply the de Finetti theorem already has some classical subsystems, and the
linear constraints are partial trace constraints. We can exploit this information to obtain a
better bound in the quantum de Finetti theorem. We state this special case as a lemma.

▶ Lemma 8. Let ρ(AXX̃)Bn1 (CZZ̃)n2 be a quantum state with classical XX̃- and ZZ̃-systems
invariant under permutation on Bn1 and (CZZ̃)n2 with respect to the other systems, satisfying

trX

[
ρ(AXX̃)Bn1 (CZZ̃)n2

]
= XAX̃ ⊗ ρBn1 (CZZ̃)n2 (58)

trZ

[
ρ(AXX̃)Bn1 (CZZ̃)n2

]
= ZCZ̃ ⊗ ρ(AXX̃)Bn1 (CZZ̃)n2−1 (59)

for some operators XAX̃ , and ZCZ̃ . Then, there exist a probability distribution {pi}i∈I and
sets of quantum states {σi

AXX̃
}i∈I , {ωi

B}i∈I and {τ i
CZZ̃

}i∈I such that∥∥∥∥∥ρ(AXX̃)B(CZZ̃) −
∑
i∈I

pi σi
AXX̃

⊗ ωi
B ⊗ τ i

CZZ̃

∥∥∥∥∥
1

≤ min
{

183/2
√

|ABC|, 4|BC|
}

×
√

4 ln 2

√ log |X| + 8 log |B|
n2

+ log |X|
n1

 (60)

with trX

[
σi

AXX̃

]
= XAX̃ and trZ

[
τ i

CZZ̃

]
= ZCZ̃ for all i ∈ I.

The proof of Lemma 8 is similar to the one of Theorem 5 apart from the following two
ingredients – leading to the tighter bound in Eq. (60) in comparison to Eq. (27):

The partial trace constraints allow us to use a stronger bound on the conditional quantum
mutual information in the proof of Lemma 6 (instead of Eq. (37)). Namely, for a quantum
state ρABCD satisfying trA[ρABCD] = ρB ⊗ ρCD, we have that

I(AB : C|D)ρ = I(B : C|D) + I(A : C|DB) ≤ 2 log |A|. (61)

Using this results in a better bound with |X| instead of |AXX̃| in the square root part of
Eq. (60). Please see Section 4.2, especially Lemma 6 and Lemma 7, in the full version [19]
for a more detailed discussion.
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As we remarked in Eq. (46) after Lemma 7, the dimension factor only comes from the
measurements on the quantum systems. This is why there is no |XX̃ZZ̃| contribution in
the first part of Eq. (60).

3.2 Convergence of the hierarchy

Lemma 8 allows us to find an upper bound on the accuracy of the SDP relaxations in Eq. (14).
We derive analytical bounds on the convergence speed of our SDP hierarchy in terms of the
dimension |T | and the size of the game.

▶ Theorem 9. Let sdpn(V, π, T ) be the n-th level SDP relaxation for the two-player free game
with rule matrix V , probability distribution π(q1, q2) = π1(q1)π2(q2), and quantum correlation
of dimension |T |2. Then, we have

0 ≤ sdpn(V, π, T ) − ωQ(T )(V, π) ≤ O

(
|T |6

√
log |T ||A|

n

)
. (62)

Hence, we have ωQ(T )(V, π) = limn→∞ sdpn(V, π, T ).

Proof. Let ρA1Q1T A2Q2T̂ SŜ be the optimal state of the n-th level relaxation sdpn(V, π, T ).
The state should be (n, n)-extendible since all feasible states must be (n, n)-extendible states
satisfying the linear constraints. Then, we have

sdpn(V, π, T ) = |T |2 tr
[(

VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)
ρA1Q1T A2Q2T̂ SŜ

]
= |T |2 tr

[(
VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)(∑
i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

)]

+ |T |2 tr

[(
VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)(
ρA1Q1T A2Q2T̂ SŜ −

∑
i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

)]
≤ ωQ(T )(V, π)

+ |T |2 tr

[(
VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)(
ρA1Q1T A2Q2T̂ SŜ −

∑
i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

)]
, (63)

where
∑

i pi σi
A1Q1T ⊗ ωi

A2Q2T̂
⊗ τ i

SŜ
is one of the close separable states to ρA1Q1T A2Q2T̂ SŜ

specified by Lemma 8. As sdpn(V, π, T ) is an upper bound for ωQ(T )(V, π) we obtain∣∣∣sdpn(V, π, T ) − ωQ(T )(V, π)
∣∣∣

≤ |T |2
∣∣∣∣∣tr
[(

VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

)(
ρA1Q1T A2Q2T̂ SŜ −

∑
i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

)]∣∣∣∣∣
≤ |T |2

∥∥VA1A2Q1Q2 ⊗ ΦT T̂ |SŜ

∥∥
∞

∥∥∥∥∥ρA1Q1T A2Q2T̂ SŜ −
∑

i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

∥∥∥∥∥
1

(by Hölder’s inequality)

= |T |2∥VA1A2Q1Q2 ∥∞

∥∥ΦT T̂ |SŜ

∥∥
∞

∥∥∥∥∥ρA1Q1T A2Q2T̂ SŜ −
∑

i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

∥∥∥∥∥
1
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= |T |4
∥∥∥∥∥ρA1Q1T A2Q2T̂ SŜ −

∑
i

pi σi
A1Q1T ⊗ ωi

A2Q2T̂ ⊗ τ i
SŜ

∥∥∥∥∥
1(

by ∥VA1A2Q1Q2 ∥∞ = 1,
∥∥ΦT T̂ |SŜ

∥∥
∞

= |T |2
)

≤ |T |4
[

183/2|T |2
(√

2 ln 2
)(√ log |A1| + 8 log |SŜ|

n
+ log |A1|

n

)]
(by Lemma 8)

= 183/2|T |6
(√

2 ln 2
)(√ log |A| + 16 log |T |

n
+ log |A|

n

)
. (64)

Here, we set A = T , X = A1, X̃ = Q1 B = SŜ, C = T̂ , Z = A2, and Z̃ = Q2 when we
applied Lemma 8. ◀

It is worth noting that neither the PPT nor NPA constraints are used to derive this
convergence speed.

Theorem 9 allows us to provide an upper bound on the computational complexity of
calculating ωQ(T )(V, π) for two-player free games. To achieve a constant error ϵ, it is sufficient
to go up to the following level of the hierarchy:

O

(
|T |6

√
log |TA|

n

)
≤ ϵ ⇐⇒ n ≥ O

(
|T |12 log |TA|

ϵ2

)
. (65)

The resulting size of the program is stated in Eq. (1), where the dependence is quasi-polynomial
in A and polynomial in Q. Our result is the quantum extension of the quasi-polynomial
time approximation scheme for computing classical values ωC(V, π) of two-player free games
developed in [1, 9].

3.2.1 General games
We hitherto assume that the choice of questions for Alice and Bob is independent, i.e.,
π(q1, q2) = π1(q1)π2(q2), which corresponds to free games. We can use the same protocol
that we used for free games to derive upper bounds on the computational complexity of
calculating ωQ(T )(V, π) of general games, when π(q1, q2) ̸= π1(q1)π2(q2). The key difference
is that for general games we absorb π(q1, q2) into the rule matrix V (a1, a2, q1, q2) instead of
EA1Q1T and DA2Q2T̂ when we connect ωQ(T )(V, π) to the quantum separability problem in
Lemma 1. This leaves some additional factor |Q1||Q2| in the objective function, which leads
to a worse upper bound on the computational complexity. For a general two-player game
with |T |2-dimensional quantum correlation, we can compute additive ϵ-approximations of
ωQ(T )(V, π) with a semidefinite program of size

exp
(

O

(
|T |12|Q|4

(
log2 |A||T | + log |A||T | log |Q|

)
ϵ2

))
, (66)

where |A| and |Q| are the number of possible answers and questions, respectively. The
dependence is still quasi-polynomial in |A|, but exponential in |Q| in contrast to the case
of free games in Eq. (1). The detailed derivation can be found in Appendix C of the full
version [19, Appendix C].
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4 Conclusions

In this paper, we study the characterisation of quantum correlations of fixed dimension
and, more specifically, provide a converging hierarchy of SDP relaxations with improved
analytical convergence speed for the set of fixed-dimensional quantum correlations. This is
done by employing a variant of the quantum separability problem and multipartite quantum
de Finetti theorems with additional linear constraints. Our result leads to an upper bound
on the computational complexity of additive ϵ-approximation for ωQ(T )(V, π) of two-player
free games with T × T -dimensional quantum correlation.

We conclude with a few remarks on possible future studies. Firstly, for a given level n,
sdpn(V, π, T ) has a relatively large-sized optimisation variable. One possible way to improve
this aspect is to exploit the symmetry embedded in the program to reduce the size of the
optimisation variable. We could employ some existing symmetry-finding programs such
as [31] to achieve this. Secondly, it is still not certain whether the T -dependence in Eq. (1) is
optimal. In the classical limit (T = 1), our result matches the best-known classical result for
free games in terms of A and Q – which also has a matching hardness result [1]. This implies
that the dependence on A and Q in Eq. (1) is optimal, but there could be more efficient
approximation algorithm in terms of T -dependence. For example, one could explore ϵ-net
based methods as in [7, 32].

5 Proof of Lemma 7

In this section, we prove the second part of Lemma 7 which states that for a traceless
Hermitian operator γAB on HAB, there exists a measurement MB on HB with at most
|B|6 outcomes such that ∥(IA ⊗ MB) (γAB)∥1 ≥ 1

2|B| ∥γAB∥1. The proof is inspired by [22,
Theorem 16].

Proof of the second part of Lemma 7. Let us start with the maximally entangled state

ΦA′|B′ = |Φ⟩⟨Φ|A′|B′ where |Φ⟩A′|B′ = 1
|A′||B′|

∑
i

|i⟩A′ |i⟩B′ , and |A′| = |B′|. (67)

We can create a separable state ωA′B′ by mixing ΦA′|B′ with another separable state
σA′B′ = IA′B′ −ΦA′|B′

|B′|2−1 as

ωA′B′ = 1
|B′|

ΦA′B′ + |B′| − 1
|B′|

σA′B′ ∈ SEP(A’: B’), (68)

where SEP(A’: B’) denotes the set of separable states with respect to the bipartition A′|B′.
Hence, we can write ωA′B′ =

∑
i piω

i
A′ ⊗ ωi

B′ for some probability distribution {pi}i and
states {ωi

A′}i and {ωi
B′}i with at most |A′B′|2 elements [18]. Next, we define a measurement

MB with operators {M̃B(i, k)}i,k, as well as a set of measurements {Mi,k
A }i,k with operators

{M̃ i,k
A (j)}j as

M̃B(i, k) = trB′

[
piU

†
B(k)

√
ωi

B′ΦBB′

√
ωi

B′UB(k)
]

and (69)

M̃ i,k
A (j) = trA′

[√
ωi

A′U
†
A′(k)NAA′(j)UA′(k)

√
ωi

A′

]
, (70)

where U(k) denote generalised Pauli operators, ωi
A′ and ωi

B′ are the elements of the decom-
position of ωA′B′ , and {NAA′(j)}j are measurement operators defined later. We can check
that both definitions indeed correspond to valid measurements:
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∑
i,k

M̃B(i, k) = IB ,
∑

j

M̃ i,k
A (j) = IA, and M̃B(i, k), M̃ i,k

A (j) ≥ 0 ∀i, k, j. (71)

The goal is to show that MB defined in Eq. (69) gives rise to Eq. (45). Before showing
that, however, it is helpful to understand where these measurements came from. They are
related to the quantum teleportation protocol [5]. Without loss of generality, let us assume
that |A| ≥ |B| = |A′| = |B′|. Then, the quantum teleportation protocol from B to A is a
quantum channel defined as [5]

τABA′B′→AA′(·) =
|B|2∑
k=1

UA′(k) trBB′

[
(·)
(
IAA′ ⊗ UB(k)ΦBB′U†

B(k)
)]

U†
A′(k). (72)

For a traceless Hermitian operator γAB , we then consider

∥τABA′B′→AA′ (γAB ⊗ ωA′B′)∥1 =
∑

j

|tr [NAA′(j) (τABA′B′→AA′ (γAB ⊗ ωA′B′))]| , (73)

where we used the expression ∥XA∥1 = max{MA(i)}i

∑
i |tr [MA(i)XA]| for the trace norm

with corresponding arg max {NAA′(j)}j to be used in Eq. (70). Then, we have

∥τABA′B′→AA′ (γAB ⊗ ωA′B′ )∥1

=
∑

j

∣∣∣∣∣∑
k

tr
[
NAA′ (j)

(
UA′ (k) trBB′

[
(γAB ⊗ ωA′B′ )

(
IAA′ ⊗ UB(k)ΦBB′ U†

B(k)
)]

U†
A′ (k)

)]∣∣∣∣∣
=
∑

j

∣∣∣∣∣∑
k

tr
[ (

U†
A′ (k)NAA′ (j)UA′ (k) ⊗ IBB′

) (
(γAB ⊗ ωA′B′ )

(
IAA′ ⊗ UB(k)ΦBB′ U†

B(k)
)) ]∣∣∣∣∣

=
∑

j

∣∣∣∣∣∑
k

tr
[ (

U†
A′ (k)NAA′ (j)UA′ (k) ⊗ U†

B(k)ΦBB′ UB(k)
)(

γAB ⊗
(∑

i

piω
i
A′ ⊗ ωi

B′

))]∣∣∣∣∣
=
∑

j

∣∣∣∣∣∑
i,k

tr
[((√

ωi
A′ U

†
A′ (k)NAA′ (j)UA′ (k)

√
ωi

A′

)
⊗
(

piU
†
B(k)

√
ωi

B′ ΦBB′
√

ωi
B′ UB(k)

))
(γAB ⊗ IA′B′ )

]∣∣∣∣∣
=
∑

j

∣∣∣∣∣∑
i,k

tr
[
γAB

(
M̃ i,k

A (j) ⊗ M̃B(i, k)
)]∣∣∣∣∣ . (74)

The measurement MB defined in Eq. (69) now gives rise to

∥(IA ⊗ MB) (γAB)∥1 (75)

=
∑
i,k

∥∥trB

[(
IA ⊗ M̃B(i, k)

)
γAB

]∥∥
1 (76)

=
∑
i,k

max
{Mi,k

A
(j)}j

∑
j

∣∣∣tr [(M i,k
A (j) ⊗ M̃B(i, k)

)
γAB

]∣∣∣ (77)

≥
∑
i,k

∑
j

∣∣∣tr [(M̃ i,k
A (j) ⊗ M̃B(i, k)

)
γAB

]∣∣∣ (78)

≥
∑

j

∣∣∣∣∣∣
∑
i,k

tr
[(

M̃ i,k
A (j) ⊗ M̃B(i, k)

)
γAB

]∣∣∣∣∣∣ (79)
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= ∥τABA′B′→AA′ (γAB ⊗ ωA′B′)∥1 (by Eq. (74)) (80)

=
∥∥∥∥τABA′B′→AA′

(
γAB ⊗

(
1

|B|
ΦA′B′ + |B| − 1

|B|
σA′B′

))∥∥∥∥
1

(81)

=
∥∥∥∥ 1

|B|
τABA′B′→AA′ (γAB ⊗ ΦA′B′) + |B| − 1

|B|
τABA′B′→AA′ (γAB ⊗ σA′B′)

∥∥∥∥
1

(82)

≥ 1
|B|

∥τABA′B′→AA′ (γAB ⊗ ΦA′B′)∥1 −
∥∥∥∥τABA′B′→AA′

(
γAB ⊗

(
|B| − 1

|B|
σA′B′

))∥∥∥∥
1
,

(83)

where in the third line we substituted the measurement operators {M̃ i,k
A (j)}j instead of the

maximisation, and in the last line we used the reverse triangular inequality. Note that the
first term in the last line is equivalent to ∥γAB∥1 since ΦA′B′ is the maximally entangled state.
Let us investigate the second term more closely. We have a chain of elementary implications

|B| − 1
|B|

σA′B′ ≤ |B| − 1
|B|

σA′B′ + 1
|B|

ΦA′B′ = ωA′B′

γAB ⊗ |B| − 1
|B|

σA′B′ ≤ γAB ⊗ ωA′B′∥∥∥∥τABA′B′→AA′

(
γAB ⊗

(
|B| − 1

|B|
σA′B′

))∥∥∥∥
1

≤ ∥τABA′B′→AA′ (γAB ⊗ ωA′B′)∥1∥∥∥∥τABA′B′→AA′

(
γAB ⊗

(
|B| − 1

|B|
σA′B′

))∥∥∥∥
1

≤
∑

j

∣∣∣∣∣∣
∑
i,k

tr
[
γAB

(
M̃ i,k

A (j) ⊗ M̃B(i, k)
)]∣∣∣∣∣∣

(by Eq. (74))∥∥∥∥τABA′B′→AA′

(
γAB ⊗

(
|B| − 1

|B|
σA′B′

))∥∥∥∥
1

≤ ∥(IA ⊗ MB) (γAB)∥1 (by Eq. (79))

(84)

and substituting this into Eq. (83) yields the claim

∥(IA ⊗ MB) (γAB)∥1 ≥ 1
|B|

∥γAB∥1 − ∥(IA ⊗ MB) (γAB)∥1. (85)

It remains to quantify the number of measurement outcomes of MB with measurement
operators {M̃B(i, k)}i,k defined in Eq. (70). The index i came from the number of elements
in the separable state ωA′B′ , which is at most |A′B′|2 = |B|4, and the index k came from
the number of generalised Pauli operators, which is |B|2. Therefore, the number of outcomes
is at most |B|6. ◀
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