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Abstract
We present a uniform description of sets of m linear forms in n variables over the field of rational
numbers whose computation requires m(n − 1) additions. Our result is based on bounds on
the height of the annihilating polynomials in the Perron theorem and an effective form of the
Lindemann–Weierstrass theorem which is due to Sert (1999).
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1 Introduction

Evaluating a set of a linear forms is a natural computation task that frequently appears in
both theory and applications. For a matrix

∆ =


δ1,1 δ1,2 · · · δ1,n

δ2,1 δ2,2 · · · δ2,n

...
...

...
δm,1 δm,2 · · · δm,n

 (1)

and a column vector

x = (x1, . . . , xn)T (2)

linear forms are presented as a matrix-vector product

∆ x = (δj,1x1 + . . . δj,nxn)m
j=1 (3)

in which the matrix entries δs,t are fixed values and the vector entries xs are varying inputs
and computations are by means of linear algorithms. As expected, the complexity of a linear
algorithm is its number of additions and we are interested in sets of linear forms of high
complexity.

Obviously, the set of linear forms (3) can be computed in m(n− 1) additions. However,
in finite fields, this trivial upper bound is not the best possible. Namely, over a finite field
of q elements, it can be computed in O(mn/ logq m) additions, see [10, Theorem 1], where
the implied constants are absolute. On the other hand (in finite fields), when m = O(n),
there exist δs,t, s = 1, . . . , m and t = 1, . . . , n, for which any computation of (3) requires
Ω(mn/ logq m) additions, cf. [10, Section 5]. In fact, this lower bound holds for almost all
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66:2 Sets of Linear Forms Which Are Hard to Compute

m× n matrices with m = O(n), see Appendix B.2 for the precise statement and the proof by
a counting argument. Thus, for each pair of positive integers m and n such that m = O(n),
the entries of such a matrix can be effectively computed, but to describe them uniformly (in
m and n) is a very difficult open problem. Even no example of a non-linear complexity is
known from the literature.

The situation is quite different when the underlying field is infinite. By a transcendence
degree argument, it is easy to see that, over the field of real numbers R, say, when the
coefficients of the linear forms are algebraically independent, the computation of (3) requires
m(n− 1) additions (cf. [4, Section 5.2]). This leads to a natural question: what about the
field of rational numbers Q? Refining the transcendence degree argument we establish the
existence of sets of linear forms (3) over Q whose computation requires m(n− 1) additions.
Moreover, as it is shown in Appendix B.3, almost all sets of linear forms (3) are of such
complexity. The main result of our paper is a uniform description of such a set.

Namely, we show that, if the entries of a matrix ∆ are algebraically independent and Γ
is “sufficiently close” to ∆, then computing Γx also requires m(n− 1) additions. However,
an estimate of the above “sufficiently close” and, as a corollary, uniform description of
such matrices are based on very non-trivial number-theoretic tools [11] and also involves
lengthy and somewhat tedious calculations. Furthermore, we believe that some of our results,
such as bounds on the height of the annihilating polynomials in the Perron theorem, are of
independent interest and may find further applications.

This paper is organized as follows. In Section 2 we present the definition of a linear
algorithm and its associated graph and in Section 3, we normalize linear algorithms and state
some simple basic complexity results. In Section 4, we prove the existence of a set of linear
forms of the maximal complexity over Q. Then, in Section 5, we present an alternative proof
of the existence of such a set and outline an example. In Section 6 we estimate the height of
the polynomial1 appearing in the alternative proof and in Section 7 we recall an effective
version of the Lindemann-Weierstrass theorem of Sert [11], which makes the existence proof
constructive.2 Finally, in Section 8, we present an example of a set of m linear forms in n

variables over Q whose computation requires m(n− 1) additions.
To shorten the calculations and to simplify the final result, we use very crude estimates

routinely applying inequalities of the form NN + N ⩽ 2NN , eNN

< NNN2

and similar.
Nevertheless these estimation are still sufficient to make the point and to illustrate the
approach.

Throughout the paper we adhere the convention that our main results are called “Theor-
ems” , our auxiliary results are “Propositions”, while all previously known results (regardless
of their depth and importance) are called “Lemmas”.

2 Linear algorithms and their associated graphs

A linear algorithm over a field F in indeterminates x1, x2, . . . , xn consists of a sequence of
operations ui ← αiuji

+ βiuki
, i = 1, . . . , C, where

αi, βi ∈ F∗ are the algorithm coefficients;
ui is the algorithm variable that does not appear in a previous step;

1 That is, the maximum of the absolute values of the polynomial coefficients.
2 The Lindemann–Weierstrass theorem states that if algebraic numbers α1, . . . , αN are linearly independent

over Q, then eα1 , . . . , eαN are algebraically independent.
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uji and uki are either indeterminates or the algorithm variables appearing in a previous
step (that is, if uji

and uki
are the algorithm variables appearing at step i, then ji, ki < i).

With each algorithm variable u in a linear algorithm we associate the following linear
form ℓ(u):

if u is an indeterminate xt, then ℓ(u) is xt;
if u is the left-hand side of an operation u ← αv + βw, then ℓ(u) is the linear form
αℓ(v) + βℓ(w).

A linear algorithm computes a linear form ℓ(x1, . . . , xn), if there is a variable, or an
indeterminate, u of the algorithm and a constant γ ∈ F such that ℓ(x1, . . . , xn) = γℓ(u) (thus,
linear algorithms compute linear forms up to scaling by a constant) and a linear algorithm
computes a set linear forms

L(x1, . . . , xn) = {ℓs(x1, . . . , xn) : s = 1, . . . , m}

if it computes each form ℓs(x1, . . . , xn) ∈ L(x1, . . . , xn).
The number n of the variables and the number m of linear forms are fixed throughout

this paper.

▶ Definition 1. The complexity |A| of a linear algorithm A is the length C of its sequence
of operations.

▶ Definition 2. The (additive) complexity of a set of linear forms is the minimal complexity
of a linear algorithm that computes the set and algorithms of that minimal complexity are
called optimal.

It is known from [13] that if a set of linear forms over an infinite field can be computed in
C additions by a straight-line algorithm (see [1, Section 12.2]), then it also can be computed
in C additions by a linear algorithm. In other words, multiplications and divisions “cannot
replace additions”.

With a linear algorithm A we associate a labelled directed acyclic graph GA(VA, EA),
whose set of vertices is the union of {x1, . . . , xn} and the set of the variables of A and there
is an edge from vertex v to vertex u, if there is an operation of the form u← αv + βw or the
form u← αw + βv. In the former case, the edge is labelled α and, in the latter case, it is
labelled β. We denote the label of edge e by λ(e).

By definition, |VA| = n + |A| and the number of vertices of GA of the in-degree 2 is |A|.
Let π = e1, . . . , ek be a path of edges in GA. The weight w(π) of π is defined, recursively,

as follows.
If π is of length zero, then w(π) = 1;
w(π, e) = w(π)λ(e), where π, e is the path π extended with edge e.

The following correspondence between linear algorithms and their associated graphs is
well-known from the literature.

▶ Lemma 3 (See, e.g., [4, Remark 13.19].). Let

A = {ui ← αiuji + βiuki : i = 1, . . . , C}

be a linear algorithm and let ΠA (xt, ui) denote the set of all paths of edges from the inde-
terminate xt to the algorithm variable ui in GA. Then

ℓ(ui) =
n∑

t=1

 ∑
π∈ΠA(xt,ui)

w(π)

xt, i = 1, . . . , C. (4)

MFCS 2021
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3 Normalized linear algorithms

In this section we introduce a subclass of linear algorithms called normalized linear algorithms.
These algorithms have the same computation power, but are more convenient for dealing
with complexity issues.
▶ Definition 4. A linear algorithm is normalized if in each its operation

ui ← αiuji
+ βiuki

the coefficient αi of uji
is 1. The coefficient βi of ujk

is called a proper coefficient.
We say that a label is proper if it is a proper coefficient of the algorithm.
The result below immediately follows from Definition 4 and the definition of the associated

graph GA of an algorithm A.
▶ Proposition 5. The additive complexity of a normalized linear algorithm A equals to the
number of proper labels of its associated graph GA.

Furthermore, we also have the following results.
▶ Proposition 6. For each linear algorithm there is a normalized linear algorithm of the
same complexity that computes the same set of linear forms.
Proof. Let

A = {ui ← αiuji
+ βiuki

: i = 1, . . . , C}

be a linear algorithm. It suffices to show that there exists a normalized linear algorithm

Ã = {ũi ← ũji + β̃iũki : i = 1, . . . , C}

and constants γi ∈ F, i = 1, . . . , C, such that ℓ(ui) = γiℓ(ũi), i = 1, . . . , C.
We convert A to Ã and define the constants γi by recursion on i = 1, . . . , C.
The first addition of A is u1 ← α1xs + β1xt, implying ℓ(u1) = α1xs + β1xt. We put

β̃1 = β1

α1
and γ1 = α1.

Then

ℓ(u1) = α1xs + β1xt = α1

(
xs + β1

α1
xt

)
= γ1(xs + β̃1xt) = γ1ℓ(ũ1).

The (i + 1)-st addition of A is ui+1 ← αi+1uji+1 + βi+1uki+1 , implying

ℓ(ui+1) = αi+1ℓ(uji+1) + βi+1ℓ(uki+1).

We put

β̃i+1 =
βi+1γki+1

αi+1γji+1

and γi+1 = αi+1γji+1 .

Then

ℓ(ui+1) = αi+1ℓ(uji+1) + βi+1ℓ(uki+1)
= αi+1γji+1ℓ(ũji+1) + βi+1γki+1ℓ(ũki+1)

= αi+1γji+1ℓ(ũji+1 +
βi+1γki+1

αi+1γji+1

ũki+1)

= γi+1ℓ(ũji+1 + β̃i+1ũki+1)
= γi+1ℓ(ũi+1),

which concludes the proof. ◀



M. Kaminski and I. E. Shparlinski 66:5

From now on, we assume that all linear algorithms under consideration are over R and
by Proposition 6, we assume that they are normalized.

We represent a linear from ℓ(x1, . . . , xn) =
∑n

t=1 δtxt by the product (δ1, . . . , δn)x, where
x is the (column) vector of the indeterminates x1, . . . , xn as in (2). Similarly, we represent a
set of linear forms

ℓs(x1, . . . , xn) =
n∑

t=1
δs,txt , s = 1, . . . , m,

by a matrix-vector product ∆x, where the sth row of the matrix ∆ is the row vector
(δs,1, . . . , δs,n) of the coefficients of ℓs(x1, . . . , xn), see (3).

4 Computation of linear forms over R and Q

In this section we prove the existence of a matrix ∆ ∈ Qm×n such that computing the set of
linear forms ∆x requires m(n− 1) additions. As a preliminary step, we consider matrices
with entries from R.

▶ Theorem 7 (Cf. [4, Theorem 13.10]). If all the coefficients of the linear forms (3) are
algebraically independent, then the additive complexity of (3) is m(n− 1).3

Proof. LetA be a linear algorithm that computes (3) and let GA = (VA, EA) be its associated
labelled graph.

Let uis
and γs, s = 1, . . . , m, be the algorithm variables and the respective constants

such that

ℓs(x1, . . . , xn) =
n∑

t=1
δs,txt = γsℓ(uis

).

Then, by Lemma 3,

δs,t = γs

∑
π∈ΠA(xt,uis )

w(π) = Ps,t

(
γs, β1, . . . , β|A|

)
for some polynomials Ps,t

(
Ys, X1, . . . , X|A|

)
, s = 1, . . . , m and t = 1, . . . , n.

If the number |A| of the proper labels is less than m(n− 1), then the total number of
β and γ variables is less than mn, implying that these mn polynomials are algebraically
dependent, see Proposition 5.

Let P (Z1,1, . . . , Zm,n) be a polynomial over Q such that

P
(
P1,1

(
Y1, X1, . . . , X|A|

)
, . . . , Pm,n

(
Ym, X1, . . . , X|A|

))
= 0. (5)

Then

P
(
P1,1

(
γ1, β1, . . . , β|A|

)
, . . . , Pm,n

(
γm, β1, . . . , β|A|

))
= 0,

implying

P (δ1,1, . . . , δm,n) = 0. (6)

That is, the matrix entries δs,t are algebraically dependent, in contradiction with the condition
of the theorem. ◀

3 In [4] this result is attributed to [16], but the proof in [16] is very implicit.

MFCS 2021
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Recall that we aim to find an m× n matrix over Q that defines the set of linear forms of
complexity m(n− 1). The existence of such a matrix is shown below (see Theorem 15), but
to describe its entries is not straightforward at all and we do this in Section 8.

To proceed with our proof of existence we first need to introduce a number of definitions
and auxiliary results.

▶ Definition 8. We say that P (Z1, . . . , ZN ) ∈ Z[Z1, . . . , ZN ] is an annihilating polynomial
of Pk (X1, . . . , XN−1) ∈ Z[X1, . . . , XN−1], k = 1, . . . , N , if P is a non-zero polynomial and

P (P1 (X1, . . . , XN−1) , . . . , PN (X1, . . . , XN−1)) = 0.

▶ Definition 9. We say that the polynomial Ps,t

(
Ys, X1, . . . , X|A|

)
, s = 1, . . . , m and t =

1, . . . , n, defined in the proof of Theorem 7 is associated with the (s, t)-th entry of ∆ via A.

▶ Definition 10. We say that a polynomial P is (m, n)-associated if for some m× n matrix
∆, some s = 1, . . . , m, some t = 1, . . . , n and some algorithm A with |A| < m(n − 1) that
computes (3), P is associated with the (s, t)-th entry of ∆ via A.

▶ Proposition 11. The set of (m, n)-associated polynomials is finite.

Proof. By (4), the coefficients of Ps,t

(
Ys, X1, . . . , X|A|

)
are zero or one and, by definition,

|A| < m(n− 1). Therefore

deg Ps,t

(
Ys, X1, . . . , X|A|

)
< m(n− 1),

where s = 1, . . . , m and t = 1, . . . , n, and the result follows. ◀

▶ Definition 12. The polynomial P (Z1,1, . . . , Zm,n) ∈ Q[Z1,1, . . . , Zm,n] satisfying (5), that
is, an annihilating polynomial of

P1,1
(
Y1, X1, . . . , X|A|

)
, . . . , Pm,n

(
Ym, X1, . . . , X|A|

)
,

is called an A-∆-annihilating polynomial.

▶ Definition 13. We say that a set of polynomials Q is (m, n)-complete if for each m× n

matrix ∆ and each algorithm A with |A| < m(n − 1) that computes (3), Q contains an
A-∆-annihilating polynomial.

For our specific example we shall look for a common non-zero of all polynomials in an
(m, n)-complete set. This resembles the approach in [14], see also [4, Section 9.4].

▶ Proposition 14. Let Q be a minimal with respect to inclusion (m, n)-complete set of
polynomials. Then Q is finite.

Proof. This is because number of polynomials in Q does not exceed the number of all
k-tuples, k < m(n− 1) of (m, n)-associated polynomials and by Proposition 11 the number
of such tuples is finite. ◀

In what follows, for a matrix A we denote by |A| its Frobenius norm, that is, the square
root of the sum of squares of its entries. Similarly, for a vector α we use |α| to denote its
Euclidean norm.

▶ Theorem 15. There exists an m× n matrix over Q that defines the set of linear forms of
complexity m(n− 1).



M. Kaminski and I. E. Shparlinski 66:7

Proof. Let ∆1, ∆2, . . ., be a sequence of m×n matrices over Q that converges (in the Frobenius
norm) to the matrix ∆ = (δs,t) from the proof of Theorem 7. That is, limi→∞ |∆i −∆| = 0.

Let ∆i = (δs,t,i), i = 1, 2, . . .. Then

lim
i→∞

δs,t,i = δs,t s = 1, . . . , m and n = 1, . . . , n. (7)

Assume to the contrary that for each i = 1, 2, . . ., there is an algorithm Ai, |Ai| < m(n−1),
that computes ∆ix. Let Q be a finite (m, n)-complete set provided by Proposition 14. Then,
like in the proof of Theorem 7, it can be shown that for each i = 1, 2, . . ., there is an
Ai-∆i-annihilating polynomial Pi(Z1,1, . . . , Zm,n) ∈ Q such that Pi (δ1,1,i, . . . , δm,n,i) = 0.

Thus, there is a subsequence ∆̃1, ∆̃2, . . . of ∆1, ∆2, . . . with the same annihilating poly-
nomial P (Z1,1, . . . , Zm,n), implying P

(
δ̃1,1,i, . . . , δ̃m,n,i

)
= 0, i = 1, 2, . . ., which, by (7),

implies (6). However, the latter contradicts the algebraic independence of the entries of ∆. ◀

5 An alternative proof of Theorem 15 and an outline of an example

Here we present an alternative and more constructive approach of the existence of a set
of m linear forms in n variables over Q of complexity m(n− 1) and outline our example. To
simplify the calculations, we look for a matrix Γ defining such a set in the ball of radius 1
centered at ∆. We show in Section 7 that this condition is redundant.

Theorem 16 below is in the background of our example of linear forms which are hard to
compute.

▶ Theorem 16. Let Q be an (m, n)-complete set of polynomials. Let Γ = (γs,t) and ∆ = (δs,t)
be m× n matrices, where δs,t, s = 1, . . . , m and t = 1, . . . , n, are algebraically independent
and |∆− Γ| < 1. Let γ = (γ1,1, . . . , γm,n) and let δ = (δ1,1, . . . , δm,n). If

|δ − γ| < min
Q∈Q

min
|µ|<1

{
|Q(δ)|

|∇Q(δ + µ)|

}
, (8)

then computing Γx requires m(n− 1) additions.

The proof of Theorem 16 is based on the following lemma.

▶ Lemma 17 (The mean value theorem for several variables, see, e.g., [2, Chapter 12, Example 1].).
Let F : RN → R be a differentiable function and α1, α2 ∈ RN . Then, for some ϑ ∈ [0, 1],

F (α2)− F (α1) = ∇F (α1 + ϑ(α2 −α1)) · (α2 −α1),

where ∇F denotes the gradient of F .

Proof of Theorem 16. Assume to the contrary that the set of linear forms Γx can be
computed in less than m(n − 1) additions by an algorithm A. Then, since Q is (m, n)-
complete, there is an A-Γ-annihilating polynomial Q ∈ Q such that Q(γ) = 0.

By Lemma 17, for some ϑ ∈ [0, 1]

Q(δ)−Q(γ) = ∇Q(γ + ϑ(δ − γ)) · (δ − γ). (9)

Since

γ + ϑ(δ − γ) = ϑδ + (1− ϑ)γ = ϑδ + (1− ϑ)(δ + γ − δ) = δ + (1− ϑ)(γ − δ)

MFCS 2021
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and |(1− ϑ)(γ − δ)| < 1, by (9), for µ = (1− ϑ)(γ − δ), we have

Q(δ) = ∇Q(δ + µ) · (δ − γ) (10)

because Q(γ) = 0. It follows from (10), by the Cauchy–Schwarz inequality, that

|Q(δ)| ≤ |∇Q(δ + µ)| |δ − γ| ,

which contradicts (8). ◀

Note that, since the components of δ are algebraically independent, Q(δ) ̸= 0. Thus, for
a finite (m, n)-complete set of polynomials Q, the right-hand side of (8) is positive.

Using the trivial inequality

|δ − γ| ≤
√

mn max{|δs,t − γs,t| : s = 1, . . . , m, t = 1, . . . , n}

we see that Theorem 16 yields the corollary below.

▶ Corollary 18. Let Q be an (m, n)-complete set of polynomials. Let Γ = (γs,t) and ∆ = (δs,t)
be m× n matrices, where δs,t, s = 1, . . . , m and t = 1, . . . , n, are algebraically independent
and |∆− Γ| < 1. Let γ = (γ1,1, . . . , γm,n) and δ = (δ1,1, . . . , δm,n). If

max{|δs,t − γs,t| : s = 1, . . . , m and t = 1, . . . , n} <
1√
mn

min
Q∈Q

min
|µ|<1

{
|Q(δ)|

|∇Q(δ + µ)|

}
,

then computing Γx requires m(n− 1) additions.

Following the above existence proof, for an example of a rational m× n matrix defining a
set of linear forms of complexity m(n−1) we need a set of algebraically independent numbers
δs,t, s = 1, . . . , m and t = 1, . . . , n, for which the right-hand side of (8) can be effectively
estimated. Such a set is provided by an effective version of the Lindemann-Weierstrass
theorem due to Sert [11], see Lemma 26 in Section 7.

6 The degree and the height of annihilating polynomials

In this section we estimate the denominator of the right-hand side of (8). For this we need
to estimate the degree and the height of (m, n)-polynomials which are defined as follows.

▶ Definition 19. A polynomial P is called an (m, n)-polynomial if for some m× n matrix ∆
and some algorithm A, |A| < m(n− 1), that computes (3), P is A-∆-annihilating.

Recall that these polynomials arise from linear algorithms of the complexity less than
m(n− 1) and satisfy (5).

We start with the following result, that is essentially due to Perron.

▶ Lemma 20 ( [8], see also [9, Theorem 1.1] for a self-contained proof.). Let

Pk(X1, . . . , XN−1) ∈ Z[X1, . . . , XN−1]

with deg Pk(X1, . . . , XN−1) = dk, k = 1, . . . , N . Then there exists an annihilating polynomial
P (Z1, . . . , ZN ) ∈ Z[Z1, . . . , ZN ] of P1, . . . , PN such that

deg P ≤ d1 × · · · × dN

min{d1, . . . , dN}
.
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Actually, in [8], the polynomial P (Z1, . . . , ZN ) has rational coefficients, but, multiplying
them by their common denominator, we obtain a polynomial over Z.

In the case of (m, n)-polynomials, N = mn and ds ≤ m(n− 1), i = 1, . . . , N . Therefore,
by Lemma 20, we may assume that the degree of (m, n)-polynomials under consideration
does not exceed NN−1.

Next, we are going to estimate the minimum height h(P ) of the polynomial P (Z1, . . . , ZN )
provided by Lemma 20. This can be done by solving a system of linear homogeneous equations,
see [14, Lemma2.2], [4, Lemma 9.28] or [9, Property 1.2].

We need some auxiliary results first. We start with recalling the following well-known
upper bound on the height of a polynomial product.

▶ Lemma 21 (See, e.g., [5, Lemma 1.2(1)(b)], where the logarithmic height ln h(P ) is used.).
Let Pk ∈ Z[X1, . . . , XN−1], k = 1, . . . , ℓ. Then

h

(
ℓ∏

k=1
Pk

)
≤ N

ℓ∑
k=1

deg Pk ℓ∏
k=1

h(Pk).

We also recall the classical Siegel lemma.

▶ Lemma 22 ([12, Page 213, Hilfssatz], see also [3,15] for further improvements and generaliza-
tions.). If a system of J linear homogeneous equations in I > J variables

I∑
i=1

bi,jzi = 0, j = 1, . . . , J,

with B = (bi,j)I,J
i,j=1 ∈ ZI×J , has a nonzero solution, then it has a nonzero integer solution

v = (v1, . . . , vI) with

h(v) ⩽ 1 + (Ih(B))J/(I−J)
,

where

h(B) = max{|bi,j | : i = 1, . . . , I, j = 1, . . . , J}

and

h(v) = max{|vi| : i = 1, . . . , I}. (11)

We are now ready to estimate the height of an annihilating polynomial. More precisely
we establish the following result.

▶ Proposition 23. Let P (Z1, . . . , ZN ) ∈ Z[Z1, . . . , ZN ] be an annihilating polynomial of

Pk(X1, . . . , XN−1) ∈ Z[X1, . . . , XN−1], k = 1, . . . , N.

There exists another annihilating polynomial Q(Z1, . . . , ZN ) ∈ Z[Z1, . . . , ZN ] of P1, . . . , PN

of degree and height

deg Q ⩽ deg P,

h(Q) ⩽ 1 +
((

deg P + N

N

)
Ndmax deg P hdeg P

max

)(deg P +N
N )−1

,

respectively, where

dmax = max{deg Pk : k = 1, . . . , N},
hmax = max{h(Pk) : k = 1, . . . , N}.
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Proof. We employ the following notation:
X = (X1, . . . , XN−1) and Z = (Z1, . . . , ZN ) are vectors of variables;
i = (i1, . . . , iN ) and j = (j1, . . . , jN−1) are vectors of non-negative integers;
Xj =

∏N−1
s=1 Xjs

s and Zi =
∏N

k=1 Zik

k are multivariate monomials.

We search for a polynomial Q in the form

Q(Z1, . . . , ZN ) =
∑

i: i1+...+iN ≤deg P

viZ
i, (12)

with unknown coefficients vi to be determined.
To find the coefficients vi of Q(Z1, . . . , ZN ), we substitute the polynomials Pk(X1, . . .,

XN−1) for Zk, k = 1, . . . , N , in (12), obtaining

Q (P1(X1, . . . , XN−1), . . . , PN (X1, . . . , XN−1))

=
∑

i: i1+...+iN ≤deg P

vi

N∏
k=1

P ik

k (X1, . . . , XN−1) = 0. (13)

Let
N∏

k=1
P ik

k (X1, . . . , XN−1) =
∑

j: j1+...+jN−1⩽dmax deg P

ci,jXj .

Then, it follows from (13) that∑
i: i1+...+iN ≤deg P

vi

∑
j: j1+...+jN−1⩽dmax deg P

ci,jXj

=
∑

j: j1+...+jN−1⩽dmax deg P

Xj

 ∑
i: i1+...+iN ≤deg P

ci,jvi

 = 0.

That is, we have a system of linear homogeneous equations∑
i: i1+...+iN ≤deg P

ci,j vi = 0, j : j1 + . . . + jN−1 ⩽ dmax deg P (14)

in

I =
(

deg P + N

N

)
(15)

unknowns vi (the coefficients of P (Z1, . . . , ZN )).
We also note that for the coefficients ci,j of the system of linear equations (14) we have

max
i,j
|ci,j | ⩽ max

i1+...+iN ≤deg P
h

(
N∏

k=1
P ik

k

)
,

where i and j run through the vectors with i1 + . . . + iN ≤ deg P and j1 + . . . + jN−1 ⩽
dmax deg P , respectively

Hence, by Lemma 21 with ℓ = deg P ,

max
i,j
|ci,j | ≤ Ndmax deg P hdeg P

max . (16)
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Since, by our assumption on the polynomial Q, this system has a non-zero solution,
we can select at most J ⩽ I − 1 linear equations forming a system of linear homogeneous
equations, which is equivalent to (14). Hence combining the bound (16) with Lemma 22, we
derive that (14) has a solution with

max{vi : i = (i1, . . . , iN ) with i1 + . . . + iN ≤ deg P} ⩽ 1 +
(
INdmax deg P hdeg P

max
)I−1

,

where I is given by (15), which concludes the proof. ◀

In what follows we renumber the (m, n)-associated polynomials Ps,t, s = 1, . . . , m and
t = 1, . . . , n, in (5) as P1, . . . , PN , that is, we write

{P1, . . . , PN} = {Ps,t : s = 1, . . . , m, t = 1, . . . , n}. (17)

We remark that by Lemma 20, we can assume deg P ⩽ dN−1
max in the notation of Proposi-

tion 23. Furthermore, as we have noticed in the proof of Proposition 11, in the special case
of (m, n)-associated polynomials we have

dmax = N and hmax = 1. (18)

Thus, by Lemma 20, we can assume

deg P ≤ NN−1. (19)

▶ Corollary 24. For any N = mn ⩾ 4 and polynomials (17), there exists an (m, n)-polynomial
Q(Z1, . . . , ZN ) of degree and height satisfying

deg Q ⩽ NN−1 and h(Q) ⩽ N2NN2

, (20)

respectively.

Proof. The bound on the degree follows directly from (19). Using the well known estimate(
q

r

)
⩽

qr

r! ⩽ (eq/r)r
,

which holds for arbitrary integers integers q ⩾ r ⩾ 1, we derive(
NN−1 + N

N

)
⩽
(
e
(
NN−2 + 1

))N = eN NN(N−2) (1 + 1/NN−2)N
⩽ eN+1NN2−2N .

Since for N ⩾ 4 we have eN+1 < NN , we now obtain(
NN−1 + N

N

)
< NN2−N .

Substituting (18) and (19) in Proposition 23 and using the above estimate, we see that

h(Q) ⩽ 1 +
(

NNN +N2−N
)NN2−N

= 1 + N(NN +N2−N)NN2−N

.

We now use the crude estimate NN + N2 −N < 2NN and obtain

h(Q) < 1 + N2NN2

.

Since h(Q) is an integer, this concludes the proof. ◀
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Let Qm,n denote the class of annihilating (m, n)-polynomials Q with the degree and height
satisfying 20, where N = mn. By Corollary 24, we see that for N = mn ⩾ 4, Qm.n ̸= ∅.
Clearly, Qm,n is (m, n)-complete and, therefore, Corollary 18 can be applied with Q = Qm,n.

We remark that the case of N = mn ⩽ 3 is trivial, as then m = 1 or n = 1. Hence the
condition N ⩾ 4, which stems from Corollary 24, is not restrictive.

We also recall the definition of the naive height in (11).

▶ Corollary 25. For any N = mn ⩾ 4 and δ ∈ RN , we have

max
Q∈Qm,n

max
|µ|<1

|∇Q(δ + µ)| < N3NN2

(h(δ) + 1)NN−1
.

Proof. First we estimate
∂Q

∂Zk
(δ + µ), k = 1, . . . , N.

The polynomial ∂Q/∂Zk is of degree

deg ∂Q/∂Zk < deg Q ⩽ NN−1

and thus, by Corollary 24, of height

h (∂Q/∂Zk) ⩽ NN−1h(Q) ⩽ N2NN2
+N−1.

The number of monomials in N variables of degree less than NN−1 is less than NN2−N .
Thus, for |µ| ⩽ 1 we have∣∣∣∣ ∂Q

∂Zk
(δ + µ)

∣∣∣∣ ⩽ NN2−N h (∂Q/∂Zk) (h(δ) + 1)NN−1

⩽ N2NN2
+N2−1(h(δ) + 1)NN−1

< N3NN2

(h(δ) + 1)NN−1
,

and the result follows. ◀

7 Effective Lindemann–Weierstrass theorem

In this section we estimate the numerator of the right-hand side of (8). This, together with
the estimation of the denominator of the right-hand side of (8) in the previous section, would
make Theorem 16 constructive. The estimation of the numerator is based on an effective
version of the Lindemann-Weierstrass theorem due to Sert [11] stated below. We precede the
statement of the theorem with the necessary definitions and notations.

K is a number field of degree D.
MK is the set of normalized absolute values of K, that is, the extensions onto K all the
values on Q (Archimedean and p-adic).
The absolute height ha(α) of an s-tuple α = (α1, . . . , αs) ∈ Ks is defined by

ha(α) =
∏

ν∈MK

max
1≤k≤s

{1, |αk|ν}Dν /D,

where Dν is the local degree of Kν , that is, the dimension of the ν-completion of K over
R, if ν is Archimedean, or the ν-completion of K over Qp, if ν is p-adic.
Let {β1, . . . , βL} be the set of all coefficients of a polynomial P (x1, . . . , xN ) over K. We
denote by ∆P the discriminant of Q(β1, . . . , βL).
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The absolute height of a multi-variate polynomial P is the absolute height of the tuple of
the polynomial coefficients.

Our main technical tool is the following result of Sert.

▶ Lemma 26 ([11, Theorem 3]). Let P ∈ K[Z1, . . . , ZN ] be of degree d ≥ 1 and of absolute
height H and let α = (α1, . . . , αN ) ∈ KN be linearly independent over Q. Then

ln |P (eα1 , . . . , eαN )|

≥ −c0dN

(
ln H + 39

328D
ln |∆P |+ exp

(
c1dN + c2dN ln d + 72 max{1, ha(α)}

))
,

where

c0 = 41× 32N 2−N+1DN+1NN ,

c1 = 22−N 32N+1DN+1NN + (1 + 6D)24−N 32N DN NN ln(9DN)
+ 24−N 32N DN+1NN (1 + 6N) ln ha(α),

c2 = (1 + 6D)24−N 32N DN NN .

▶ Remark 27. As noticed by Sert [11, Page 100], if the coefficients of P (Z1, . . . , ZN ) are
rational integers, then, in Lemma 26, we replace H with the ordinary height h(P ) of P and
replace ln |∆P | with zero.

The result below follows from Lemma 26 and Remark 27 by a straightforward substitution.

▶ Corollary 28. Let Q(Z1, . . . , ZN ) ∈ Qm,n and let α1, . . . , αN be algebraic numbers linearly
independent over Q. Then, for N ⩾ 4,

|Q(eα1 , . . . , eαN )| > exp
(
−N25N DN+1NN2+2(D+max{1,ha(α)})

)
where D is the degree of the number field Q(α1, . . . , αN ).

The proof of this corollary is presented in Appendix A.1.
Now, the substitution of the bound of Corollaries 28 and 25 for the numerator and the

denominator of the right-hand side of (8), respectively, makes Theorem 16 constructive.
Finally, for the uniform example of a set of m linear forms in n variables over Q of

complexity m(n− 1) in the next section we need the estimation below.

▶ Proposition 29. Let α be a positive integer such that [Q(α1/N ) : Q] = N , where N =
mn ⩾ 4 and N > α > 1, and let γs,t, s = 1, . . . , m and t = 1, . . . , n, be such that∣∣∣eα((s−1)n+t)/N

− γs,t

∣∣∣ < exp
(
−NN3N2)

. (21)

Then, for Γ = (γs,t), computing Γx requires m(n− 1) additions.

The proof of this proposition is presented in Appendix A.2.

8 An example

An example of an integer matrix Ω ∈ Zm×n such that computing Ωx requires m(n − 1)
additions is based on Proposition 29 with α = 2. We precede the example with a series of
auxiliary calculations for which we need the propositions below.

Throughout we assume that N ⩾ 4.
We recall the definition of binomial coefficients for real arguments:(

r

i

)
= r(r − 1) · · · (r − i + 1)

i! .
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▶ Proposition 30. For r ∈ (0, 1) and a non-negative integer j,∣∣∣∣∣2r −
j∑

i=0

(
r

i

)∣∣∣∣∣ <
1

j + 1

Proof. For x > 0, the Taylor expansion (with the Lagrange remainder) of (1 + x)r is

(1 + x)r =
j∑

i=0

(
r

i

)
xi +

(
r

j + 1

)
Θj+1 (22)

for some Θ ∈ (0, x). Substituting 1 for both x and Θ in (22), we obtain∣∣∣∣∣2r −
j∑

i=0

(
r

i

)∣∣∣∣∣ <

∣∣∣∣( r

j + 1

)∣∣∣∣ = |r(r − 1)(r − 2) · · · (r − j)|
(j + 1)! <

j!
(j + 1)! <

1
j + 1 ,

and the result follows. ◀

By Proposition 30, we approximate 2((s−1)n+t)/N by

rs,t =
j∑

i=0

(
((s− 1)n + t)/N

i

)
s = 1, . . . , m, t = 1, . . . , n,

for an appropriate j, to be chosen later.

▶ Proposition 31. For x ∈ (1, 2) and k ⩾ 6,

ex −
k∑

i=0

xi

i! <
1

k + 1 .

Proof. For x > 0, the Taylor expansion (with the Lagrange remainder) of ex is

ex =
k∑

i=0

xi

i! + Θk+1

(k + 1)!

for some Θ ∈ (0, x). Thus, using k! ⩾ 2k+1 for k ⩾ 6, we obtain

ex −
k∑

i=0

xi

i! = Θk+1

(k + 1)! <
2k+1

(k + 1)! <
1

k + 1 ,

which concludes the proof. ◀

By Proposition 31, we approximate ers,t by

γs,t =
k∑

i=0

ri
s,t

i! , s = 1, . . . , m, t = 1, . . . , n,

for an appropriate k, to be chosen later.
Our last auxiliary estimation is as follows.

▶ Proposition 32. Let x ≤ 2 and ε ∈ (−1, 1). Then∣∣ex − ex+ε
∣∣ < 42ε.
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Proof. By Lemma 17,∣∣ex − ex+ε
∣∣ <

∣∣∣ex−|ε| − ex+|ε|
∣∣∣ = 2εex+Θ

for some Θ ∈ (−ε, ε). Thus, |ex − ex+ε| < 2e3ε < 42ε. ◀

To simplify the expressions in our example, recalling the bound of Proposition 29 it is
now convenient to denote

E = exp
(

NN3N2)
. (23)

We contend that for

j ≥ 126E and k ≥ 3E (24)

we have the inequality∣∣∣e2((s−1)n+t)/N

− γs,t

∣∣∣ <
2

3E
. (25)

Indeed, first we note that, by Propositions 31 and 32, we have

∣∣∣e2((s−1)n+t)/N

− γs,t

∣∣∣ =

∣∣∣∣∣e2((s−1)n+t)/N

−
k∑

i=0

ri
s,t

i!

∣∣∣∣∣
≤

∣∣∣∣∣ers,t −
k∑

i=0

ri
s,t

i!

∣∣∣∣∣+
∣∣∣e2((s−1)n+t)/N

− ers,t

∣∣∣
<

1
k + 1 + 42

∣∣∣2((s−1)n+t)/N − rs,t

∣∣∣ .
Now using Proposition 30 and recalling the choice of j and k in (24), we derive

42
∣∣∣2((s−1)n+t)/N − rs,t

∣∣∣ ⩽ 42
j + 1 ⩽

1
3E

and 1
k + 1 ⩽

1
3E

and (25) follows.
Thus, by (25) and Proposition 29, computing ΓxT , where

Γ = (γs,t) ∈ Qm×n

requires m(n− 1) additions.
Of course, all of the above also holds for computations over C and unbounded algorithm

coefficients, whereas in [7] the algorithm coefficients are bounded by 1.
Even though,

γs,t ⩽ e2((s−1)n+t)/N

+ 2
3E
≤ e2 + 1/6 < 8 (26)

the numerator and the denominator of γs,t are very large. The matrix

Γ̃ = (γ̃s,t) ∈ Qm×n (27)

with “smaller” entries such that computing Γ̃xT requires m(n− 1) additions is defined by

γ̃s,t = ⌊3⌊E + 1⌋γs,t⌋
3⌊E + 1⌋ , s = 1, . . . , m, t = 1, . . . , n. (28)
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For the proof, by Proposition 29, it suffices to show that∣∣∣e2((s−1)n+t)/N

− γ̃s,t

∣∣∣ <
1
E

,

which is indeed so, because∣∣∣e2((s−1)n+t)/N

− γ̃s,t

∣∣∣ =
∣∣∣∣e2((s−1)n+t)/N

− ⌊3⌊E + 1⌋γs,t⌋
3⌊E + 1⌋

∣∣∣∣
=
∣∣∣∣e2((s−1)n+t)/N

− γs,t −
{3⌊E + 1⌋γs,t}

3⌊E + 1⌋

∣∣∣∣
≤
∣∣∣e2((s−1)n+t)/N

− γs,t

∣∣∣+ {3⌊E + 1⌋γs,t}
3⌊E + 1⌋

≤ 2
3E

+ 1
3⌊E + 1⌋ ≤

1
E

.

By definition, the matrix

Ω = 3⌊E + 1⌋Γ̃ ∈ Zm×n, (29)

where Γ̃ is defined by (28), has integer entries and computing ΩxT also requires m(n− 1)
additions. Thus we have the following.

▶ Theorem 33. Let N = mn ⩾ 4. The matrix

Ω = (ωs,t) ∈ Zm×n,

given by (29) defines the set of linear forms of complexity m(n− 1) and has elements of size

0 ⩽ ωs,t ⩽ 25 exp
(

NN3N2)
.

Proof. From the above discussion it only remains to estimate the size of elements of Ω.
From (26) we conclude that

0 ⩽ ωs,t ⩽ 8(3E + 1) ⩽ 25E,

where E is defined by (23). As one easily verifies that under our assumption we have
E ⩾ 24. ◀

It seems to be of interest to find an integer matrix with smaller entries, that defines the
set of linear forms of the same complexity.
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A Proofs of Corollary 28 and Proposition 29

A.1 Proof of Corollary 28

We just substitute the upper bounds

d ⩽ NN−1 and h(P ) ⩽ N2NN2

from Corollary 24 on d and H, respectively, in the parameters of Lemma 26 and also recall
Remark 27. We note that we use some crude inequalities to simplify the bound.

More precisely, one verifies that for N ⩾ 4 we have

41× 32N 2−N+1N−1 ⩽ 25N .

Hence, in Lemma 26 we can now take

c0 ⩽ 41× 32N 2−N+1DN+1N2N−1 ⩽ 25N DN+1N2N . (30)

Furthermore, simple calculus shows that ln(9x) ⩽ x for x ⩾ 4, hence

ln(9DN) ⩽ DN.

Using this and the trivial bounds

1 + 6D ⩽ 23D and 1 + 6N ⩽ 23N,

MFCS 2021



66:18 Sets of Linear Forms Which Are Hard to Compute

we now obtain

c1 = 22−N 32N+1DN+1NN + (1 + 6D)24−N 32N DN NN ln(9ND)
+ 24−N 32N DN+1NN (1 + 6N) ln ha(α),

⩽ 22−N 32N+1DN+1NN + 27−N 32N DN+2NN+1

+ 27−N 32N DN+1NN+1 ln ha(α),
⩽
(
22−N 32N+1D−1N−1 + 27−N 32N

)
DN+2NN+1

+ 27−N 32N DN+1NN+1 ln ha(α)
⩽
(
2−N 32N+1 + 27−N 32N

)
DN+2NN+1

+ 27−N 32N DN+1NN+1 ln ha(α).

Since, for N ⩾ 4, we have

2−N 32N+1 + 27−N 32N = (3 + 128) 2−N 32N = 131× 2−N 32N ⩽ 24N

and certainly the same bound for just the second term 27−N 32N , we derive

c1 ⩽ 24N DN+1NN+1 (D + ln ha(α)) . (31)

Finally, for c2, using 1 + 6D ⩽ 8D we have

c2 = 27−N 32N DN+1NN ⩽ 24N DN+1NN . (32)

We now collect (30), (31) and (32) and obtain

c0dN ⩽ 25N N2N DN+1NN(N−1) = 25N DN+1NN2+N ,

c1dN ⩽ 24N NN+1DN+1 (D + ln ha(α)) NN(N−1)

= 24N DN+2NN2+1 + 24N DN+1NN2+1 ln ha(α),

c2dN ln d ⩽ 24N NN DN+1NN(N−1)(N − 1) ln N ⩽ 24N DN+1NN2+1 ln N.

Therefore, we have the inequality

c1dN + c2dN ln d + 72 max{1, ha(α)}

⩽ 24N DN+2NN2+1 + 24N DN+1NN2+1 ln N

+
(

24N DN+1NN2+1 + 72
)

max{1, ha(α)}. (33)

We now observe that

24N DN+2NN2+1 + 24N DN+1NN2+1 ln N ⩽ 24N+1DN+2NN2+2 ln N

and

24N DN+1NN2+1 + 72 ⩽ 24N+1DN+1NN2+1 ⩽ 24N+1DN+1NN2+1 ln N.

Hence, the inequality (33) simplifies as follows:

c1dN + c2dN ln d + 72 max{1, ha(α)}

⩽ 24N+1DN+1NN2+2 (D + max{1, ha(α)}) ln N,
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and thus,

exp
(
c1dN + c2dN ln d + 72 max{1, ha(α)}

)
⩽ N24N+1DN+1NN2+2(D+max{1,ha(α)}).

Finally

ln H = ln h(P ) ⩽ 2NN2
ln N

and we conclude

ln H + exp
(
c1dN + c2dN ln d + 72 max{1, ha(α)}

)
⩽ 2N24N+1DN+1NN2+2(D+max{1,ha(α)}).

Therefore, combining this bound with the above bound on c0dN , by Lemma 26 we have

ln |Q(eα1 , . . . , eαN )| ⩾ −25N+1DN+1NN2+N N24N+1DN+1NN2+2(D+max{1,ha(α)}).

Elementary calculus shows that for N ⩾ 4 we have

25N+1DN+1NN2+N ⩽ N24N+1DN+1NN2+1
.

Hence

ln |Q(eα1 . . . , eαN )| ⩾ −N24N+2DN+1NN2+2(D+max{1,ha(α)})

⩾ −N25N DN+1NN2+2(D+max{1,ha(α)}),

and the result follows.

A.2 Proof of Proposition 29
Since [Q(α1/N ) : Q] = N , we see that αk = αk/N , k = 1, . . . , N , are linearly independent
over Q and Q(α1, . . . , αN ) = Q(αN ). Thus, for D in Corollary 28 we have D = N .

Let α = (α1, . . . , αN ). By definition, h(α) = α. We contend that ha(α) = α as well.
Since all αk, k = 1, . . . , N , are algebraic integers, their p-adic norms are less than 1.

Therefore,

ha(α) =
∏
ν|∞

max
1≤k≤N

{1, |αk|ν}Dν /N ,

where (in this context) ∞ denotes the Archimedean value on Q.
Since for all ν | ∞ and all k = 1, . . . , N ,

max{1, |αk|ν} = αk = αk/N

and by [6, Corollary 1, Section II.1]∑
ν|∞

Dν = N,

we derive

ha(α) =
∏
ν|∞

αDν /N = α.
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Now, the result follows from Corollary 18 with Q = Qm,n, Corollary 25 and Corollary 28
by simple calculations.

Indeed, let

δs,t = eα((s−1)n+t)/N

, s = 1, . . . , m, t = 1, . . . , n.

be the components of the vector δ ∈ RN (indexed by (s− 1)n + t).
For any Q ∈ Q and µ ∈ RN with |µ| < 1, by Corollary 25 (in which we interpret δ and

µ as N -dimensional vectors), we have

|∇Q(δ + µ)| < N3NN2

(ea + 1)NN−1
⩽ N3NN2

(eN−1 + 1)NN−1
⩽ N3NN2

eNN

⩽ N4NN2

.

On the other hand, recalling that D = N and h(α) = α, by Corollary 28 we have

|Q(δ)| > exp
(
−N25N NN2+N+3(N+α)

)
⩾ exp

(
−N25N NN2+N+3(2N−1)

)
⩾ exp

(
−N25N+1NN2+N+4

)
.

Hence
|Q(δ)|

|∇Q(δ + µ)| ⩾ N−4NN2

exp
(
−N25N+1NN2+N+4

)
⩾ exp

(
−2N25N+1NN2+N+4

)
.

Furthermore, since N ⩾ 4, we have

2N25N+1NN2+N+4
⩽ N25N+2NN2+N+4

⩽ N26N NN2+N+4
⩽ NNN2+4N+4

⩽ NN3N2

.

Note that, by (21), the condition |∆− Γ| < 1 of Corollary 18 is redundant.

B Density of matrices defining sets of linear forms of maximal additive
complexity

B.1 Complexity of matrices
For a matrix ∆ and a vector x = (x1, . . . , xn)T of n indeterminates as in (1) and (2),
respectively, we denote the additive complexity of the set of linear forms ∆x by C(∆) and
call it the complexity of ∆.

B.2 The case of finite fields
Let F be a finite field of q elements. In this section we show that “almost all” m×n matrices
over F, are of high complexity.

We may assume that m ≤ qn−1
q−1 , because the number of non-zero linear forms in n

indeterminates over F is qn − 1 and each form can be scaled by q − 1 non-zero elements of F.
The proof is by the counting argument similar to that of [10, Lemma, Section 5]. For the

sake of completeness, we reproduce it below.
For a positive integers C, m and n we denote by S(C, m, n) the set of all m× n matrices

over F of complexity not exceeding C:

SF(C, m, n) = {∆ ∈ Fm×n : C(∆) ≤ C}.

First we need a bound on the cardinality #SF(C, m, n) of this set.
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▶ Proposition 34. We have

#SF(C, m, n) < (C + n)2C+mqC+m.

Proof. For a positive integer m a linear algorithm in n indeterminates of length C defines at
most

LF(C, m) =
(

C

m

)
sets of m linear forms, each of which is associated with

MF(m) = (q − 1)mm!

matrices of the size m × n. Namely, we have (q − 1)m scalar multiplications and m!
permutations, respectively, of the matrix rows.

Next we are going to count the number of linear algorithms over F in n indeterminates of
length C, denoted by AF(C, n).

By definition,
AF(1, n) ≤ n2(q − 1) and
AF(C + 1, n) ≤ AF(C, n)(C + n)2(q − 1),

where the factors (C + n)2 and (q − 1) come from the last addition uC+1 = v + αw of the
algorithm,

v, w ∈ {x1, . . . , xn} ∪ {u1, . . . , uC}

and α ̸= 0. Recall that all algorithms under consideration are normalized.
Solving the above recursion, we obtain

AF(C, n) ≤
(

(C + n− 1)!
(n− 1)!

)2
(q − 1)C .

Thus,

#SF(C, m, n) ⩽ AF(C, n)LF(C, m)MF(m)

<

(
(C + n− 1)!

(n− 1)!

)2
(q − 1)C

(
C

m

)
(q − 1)mm!

< (C + n)2C+m(q − 1)C+m < (C + n)2C+mqC+m,

which concludes the proof. ◀

▶ Theorem 35. Let ε, κ > 0 be such that 2κ + ε < 1 and let

Cκ,m,n = κmn

logq(mn) − n.

Then

lim
n→∞

qεn≥m

#SF(Cκ,m,n, m, n)
qmn

= 0.

Proof. It suffices to show that

lim
n→∞

qεn≥m

(
logq #SF(Cκ,m,n, m, n)−mn

)
= −∞. (34)
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By Proposition 34 we have

logq #SF(Cκ,m,n, m, n)−mn < (2Cκ,m,n + m) logq(Cκ,m,n + n) + Cκ,m,n + m−mn.

Recalling the definition of Cκ,m,n and that κ ⩽ 1, we obtain

logq#SF(Cκ,m,n, m, n)−mn

<

(
2κmn

logq(mn) − 2n + m

)
logq

(
κmn

logq(mn)

)
+ κmn

logq(mn) − n + m−mn

⩽

(
2κmn

logq(mn) + m

)
logq(mn) + mn

logq(mn) + m−mn

= 2κmn + m logq m + m logq n + mn

logq(mn) + m−mn.

Under the condition qεn ≥ m, we now obtain

logq #SF(Cκ,m,n, m, n)−mn < 2κmn + εmn + m logq n + mn

logq(mn) + m−mn

= (2κ + ε− 1 + o(1)) mn,

and since 2κ + ε < 1, we have (34). ◀

B.3 The case of rationals
In this case matrices with rational entries, since the set of polynomials Qm,n, defined by (20),
is (m, n)-complete, for for each matrix (1) such that C(∆) < m(n− 1),

Qm,n(δ1,1, . . . , δm,n) = 0,

where Qm,n =
∏

Q∈Qm,n
Q.

Hence the entries of m× n rational matrices of complexity C(∆) < m(n− 1) form a very
sparse set in Qmn (after we represent them as mn-dimensional vector). Namely, this set is a
hypersurface of dimension mn− 1. In particular, almost all rational matrices (in terms on
natural density) are of the maximal complexity m(n− 1).
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