Abstract
Differentially private algorithms protect individuals in data analysis scenarios by ensuring that there is only a weak correlation between the existence of the user in the data and the result of the analysis. Dynamic graph algorithms maintain the solution to a problem (e.g., a matching) on an evolving input, i.e., a graph where nodes or edges are inserted or deleted over time. They output the value of the solution after each update operation, i.e., continuously. We study (event-level and user-level) differentially private algorithms for graph problems under continual observation, i.e., differentially private dynamic graph algorithms. We present event-level private algorithms for partially dynamic counting-based problems such as triangle count that improve the additive error by a polynomial factor (in the length $T$ of the update sequence) on the state of the art, resulting in the first algorithms with additive error polylogarithmic in $T$.

We also give $\epsilon$-differentially private and partially dynamic algorithms for minimum spanning tree, minimum cut, densest subgraph, and maximum matching. The additive error of our improved MST algorithm is $O(W \log^{3/2} T/\epsilon)$, where $W$ is the maximum weight of any edge, which, as we show, is tight up to a $(\sqrt{\log T/\epsilon})$-factor. For the other problems, we present a partially-dynamic algorithm with multiplicative error $(1+\beta)$ for any constant $\beta > 0$ and additive error $O(W \log(nW) \log(T)/(\epsilon \beta))$.

Finally, we show that the additive error for a broad class of dynamic graph algorithms with user-level privacy must be linear in the value of the output solution’s range.

1 Introduction
Differential privacy aims to protect individuals whose data becomes part of an increasing number of data sets and is subject to analysis. A differentially private algorithm guarantees that its output depends only very little on an individual’s contribution to the input data. Roughly speaking, an algorithm is $\epsilon$-differentially private if the probability that it outputs $O$ on data set $D$ is at most an $e^\epsilon$-factor of the probability that it outputs $O$ on any adjacent data set $D'$. Two data sets are adjacent if they differ only in the data of a single user. Differential privacy was introduced in the setting of databases [9, 11], where users (entities) are typically represented by rows and data is recorded in columns. An important notion
that allowed for the development of generic techniques and tools (like the Laplace and the exponential mechanism) is the sensitivity of a function $f$: the static sensitivity $\rho$ of $f$ is the maximum $|f(D) - f(D')|$ over all adjacent pairs $D, D'$. Differential privacy was later generalized to a more challenging setting, where data evolves over time [12, 6]: a differentially private algorithm under continual observation must provide the same privacy guarantees as before, but for a sequence (or stream) of data sets instead of just a single data set. Often, this sequence results from updates to the original data set that arrive over time. In this setting, the presence or absence of a single user in one update can affect the algorithm’s output on all future data sets, i.e., two adjacent databases can differ on all future outputs and, thus, have infinite sensitivity.

In this paper, we study differentially private graph algorithms under continual observation, i.e., for dynamic graph problems. The input is a sequence of graphs that results from node or edge updates, i.e., insertions or deletions. Partially dynamic algorithms only allow either insertions or deletions, fully dynamic algorithms allow both. After each update, the algorithm has to output a solution for the current input, i.e., the algorithm outputs a sequence of answers that is equally long as the input sequence. For differentially private graph algorithms two notions of adjacency of graph sequences exist: node-adjacency and edge-adjacency. Two graph sequences are edge-adjacent if they only differ in a single insertion or deletion of an edge. Similarly, two graph sequences are node-adjacent if they only differ in an insertion or deletion of a node.1

We initiate the study of differentially private algorithms for non-local partially dynamic graph problems. We consider a problem non-local if its (optimum) value cannot be derived from the graph’s frequency histogram of constant-size subgraphs and call it local otherwise. Non-local problems include the cost of the minimum spanning tree, the weight of the global and s-t minimum cut, and the density of the densest subgraph. We also give improved algorithms for local graph problems and show various lower bounds on the additive error for differentially private dynamic graph algorithms.

Local problems. The only prior work on differentially private dynamic algorithms is an algorithm by Song et al. [29] for various local graph problems such as counting high-degree nodes, triangles and other constant-size subgraphs. We present an algorithm for these local problems that improves the additive error by a factor of $\sqrt{T/\log 3^2 T}$, where $T$ is the length of the update sequence. We also give the first differentially private partially-dynamic algorithm for the value of the minimum spanning tree. Table 1 lists upper and lower bounds for these results, where $n$ is the number of nodes in the graph, $W$ is the maximum edge weight (if applicable), $D$ is the maximum node degree, $\epsilon$ is an arbitrarily small positive constant, and $\delta$ is the failure probability of the algorithm. We state below our main contributions in more detail. The update time of all our algorithms is linear in $\log T$ plus the time needed to solve the corresponding non-differentially private dynamic graph problem.

\begin{theorem}[see Section 3] Let $\epsilon, \delta > 0$. There exist an $\epsilon$-edge-differentially as well as an $\epsilon$-node-differentially private algorithm for partially-dynamic minimum spanning tree, edge count, the number of high-degree nodes, the degree histogram, triangle count and k-star count that with probability at least $1 - \delta$ give an answer with additive error as shown in Table 1.
\end{theorem}

1 Of course, a graph can also be represented by a database, where, e.g., every row corresponds to an edge, but as we present algorithms that solve graph algorithmic problems we use the graph-based terminology through the paper.
Table 1 Additive errors for partially-dynamic $\epsilon$-differentially private algorithms with failure probability $\delta$. We use $D$ for the maximum degree and $W$ for the maximum edge weight, $n$ for the maximum number of nodes of any graph in the input sequence, and $\Lambda = \log(1/\delta)/\epsilon$. The upper bounds follow from Corollary 13 and Table 3 on page 11. See Section 5 for results on event-level lower bounds and Section 6 for user-level lower bounds.

<table>
<thead>
<tr>
<th>Graph function</th>
<th>partially dynamic</th>
<th>fully dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>edge-adj.</td>
<td>edge-adj.</td>
</tr>
<tr>
<td></td>
<td>event-level</td>
<td>event-level</td>
</tr>
<tr>
<td>min. spanning tree</td>
<td>$\Omega(W \log T)$, $O(W \log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(W \log T)$, $O(DW \log^{3/2} T \cdot \Lambda)$</td>
</tr>
<tr>
<td>min. cut, max. matching</td>
<td>$\Omega(W \log T)$</td>
<td>$\Omega(W \log T)$</td>
</tr>
<tr>
<td>edge count</td>
<td>$\Omega(\log T)$, $O(\log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(\log T)$, $O(\log^{3/2} T \cdot \Lambda)$</td>
</tr>
<tr>
<td>high-degree nodes</td>
<td>$\Omega(\log T)$, $O(\log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(\log T)$</td>
</tr>
<tr>
<td>degree histogram</td>
<td>$\Omega(\log T)$, $O(D \log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(\log T)$</td>
</tr>
<tr>
<td>triangle count</td>
<td>$\Omega(\log T)$, $O(D \log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(\log T)$</td>
</tr>
<tr>
<td>$k$-star count</td>
<td>$\Omega(\log T)$, $O(D^k \log^{3/2} T \cdot \Lambda)$</td>
<td>$\Omega(\log T)$</td>
</tr>
</tbody>
</table>

Non-local problems. For non-local problems we present an algorithm that, by allowing a small multiplicative error, can obtain differentially private partially dynamic algorithms for a broad class of problems that includes the aforementioned problems. Table 2 lists our results for some common graph problems. The algorithm achieves the following performance.

Theorem 2 (see Theorem 16). Let $\epsilon, \beta, \delta, r > 0$ and let $f$ be a function with range $[1, r]$ that is monotone on all input sequences and has sensitivity $\rho$. There exists an $\epsilon$-differentially private dynamic algorithm with multiplicative error $(1 + \beta)$, additive error $O(\rho \log(r) \log(T) / \log(1 + \delta))$ and failure probability $\delta$ that computes $f$.

Note that for partially dynamic graph algorithms it holds that $T = O(n^2)$. Thus for local problems the bounds presented in Table 1 are superior to the bounds in Table 2.

Lower bounds. We complement these upper bounds by also giving some lower bounds on the additive error of any differentially private dynamic graph algorithm. For the problems in Table 1 we show lower bounds of $\Omega(W \log T)$, resp. $\Omega(\log T)$. Note that these lower bounds apply to the partially dynamic as well as to the fully dynamic setting.

The above notion of differential privacy is also known as event-level differential privacy, where two graph sequences differ in at most one “event”, i.e., one update operation. A more challenging notion is user-level differential privacy. Two graph sequences are edge-adjacent on user-level if they differ in any number of updates for a single edge (as opposed to one update for a single edge in the case of the former event-level adjacency). Note that requiring
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Table 2 Private algorithms with failure probability δ with additional multiplicative error of $(1 + \beta)$ for arbitrary $\beta > 0$. We use $\Lambda = 1/(\varepsilon\delta \log(1 + \beta))$, $D$ for the maximum degree, $W$ for the maximum edge weight and $n$ for the maximum number of nodes of any graph in the input sequence.

<table>
<thead>
<tr>
<th>Graph function</th>
<th>partially dynamic, event-level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>edge-adjacency</td>
</tr>
<tr>
<td>minimum cut</td>
<td>$O(W \log(nW) \log(T) \cdot \Lambda)$</td>
</tr>
<tr>
<td>densest subgraph</td>
<td>$O(\log(n) \log(T) \cdot \Lambda)$</td>
</tr>
<tr>
<td>minimum $s, t$-cut</td>
<td>$O(W \log(nW) \log(T) \cdot \Lambda)$</td>
</tr>
<tr>
<td>maximum matching</td>
<td>$O(W \log(nW) \log(T) \cdot \Lambda)$</td>
</tr>
</tbody>
</table>

user-level edge-differential privacy is a more stringent requirement on the algorithm than event-level edge-differential privacy. We show strong lower bounds for edge-differentially private algorithms on user-level for a broad class of dynamic graph problems.

Theorem 3 (informal, see Theorem 19). Let $f$ be a function on graphs, and let $G_1, G_2$ be arbitrary graphs. There exists a $T \geq 1$ so that any $\varepsilon$-edge-differentially private dynamic algorithm on user-level that computes $f$ must have additive error $\Omega(|f(G_1) - f(G_2)|)$ on input sequences of length at least $T$.

This theorem leads to the lower bounds for fully dynamic algorithms stated in Table 1.

Technical contribution. Local problems. Our algorithms for local problems (Theorem 1) incorporate a counting scheme by Chan et al. [6] and the difference sequence technique by Song et al. [29]. The difference sequence technique addresses the problem that two adjacent graphs might differ on all outputs starting from the point in the update sequence where their inputs differ. More formally, let $f_G(t)$ be the output of the algorithm after operation $t$ in the graph sequence $G$. Then the continuous global sensitivity $\sum_{t=1}^{T} |f_G(t) - f_G'(t)|$ might be $\Theta(\rho T)$. Using the “standard” Laplacian mechanism for such a large sensitivity would, thus, lead to an additive error linear in $T$. The idea of [29] is to use instead the difference sequence of $f$ defined as $\Delta f(t) = f(t) - f(t-1)$, as they observed that for various local graph properties the continuous global sensitivity of the difference sequence, i.e., $\sum_{t=1}^{T} |\Delta f_G(t) - \Delta f_G'(t)|$ can be bounded by a function independent of $T$. However, their resulting partially-dynamic algorithms still have an additive error linear in $\sqrt{T}$. We show how to combine the continuous global sensitivity of the difference sequence with the binary counting scheme of Chan et al. [6] to achieve partially-dynamic algorithms with additive error linear in $\log^{3/2} T$.

Furthermore we show that the approach based on the continuous global sensitivity of the difference sequence fails, if the presence or absence of a node or edge can significantly change the target function’s value for all of the subsequent graphs. In particular, we show that for several graph problems like minimum cut and maximum matching changes in the function value between adjacent graph sequences can occur at every time step even for partially dynamic sequences, resulting in a continuous global sensitivity of the difference sequence that is linear in $T$. This implies that this technique cannot be used to achieve differentially private dynamic algorithms for these problems.

Non-local problems. We leverage the fact that the sparse vector technique [13] provides negative answers to threshold queries with little effect on the additive error to approximate monotone functions $f$ on graphs under continual observation (e.g., the minimum cut value

---

2 Node-adjacency on user-level is defined accordingly but not studied in this paper.
in an incremental graph) with multiplicative error \((1 + \beta)\): If \(r\) is the maximum value of \(f\), we choose thresholds \((1 + \beta), \ldots, (1 + \beta)^{|\log_{1+\beta}(r)|}\) for the queries. This results in at most \(\log_{1+\beta}(r)\) positive answers, which affect the additive error linearly, while the at most \(T\) negative answers affect the additive error only logarithmically instead of linearly.

**Lower bounds.** Dwork et al. [12] had given a lower bound for counting in binary streams. We reduce this problem to partially dynamic graph problems on the event-level to achieve the event-level lower bounds.

For the user-level lower bounds we assume by contradiction that an \(\epsilon\)-differentially private dynamic algorithm \(A\) with “small” additive error exists and construct an exponential number of graph sequences that are all user-level “edge-close” to a simple graph sequence \(G'\). Furthermore any two such graph sequences have at least one position with two very different graphs such that \(A\) (due to its small additive error) must return two different outputs at this position, which leads to two different output sequences if \(A\) answers within its error bound. Let \(O_i\) be the set of accurate output sequences of \(A\) on one of the graph sequences \(G_i\). By the previous condition \(O_i \cap O_j = \emptyset\) if \(i \neq j\). As \(G_i\) is “edge-close” to \(G'\), there is a relatively large probability (depending on the degree of “closeness”) that \(O_i\) is output when \(A\) runs on \(G'\). This holds for all \(i\). However, since \(O_i \cap O_j = \emptyset\) if \(i \neq j\) and we have constructed exponentially many graph sequences \(G_i\), the sum of these probabilities over all \(i\) adds up to a value larger than 1, which gives a contradiction. The proof is based on ideas of a lower bound proof for databases in [12].

All missing proofs can be found in the full version of the paper at http://arxiv.org/abs/2106.14756.

**Related Work.** Differential privacy, developed in [9, 11], is the de facto gold standard of privacy definitions and several lines of research have since been investigated [2, 25, 20, 10, 16, 4]. In particular, differentially private algorithms for the release of various graph statistics such as subgraph counts [19, 3, 7, 21, 32], degree distributions [18, 8, 33], minimum spanning tree [26], spectral properties [31, 1], cut problems [16, 1, 14], and parameter estimation for special classes of graphs [23] have been proposed. Dwork et al. [12] and Chan et al. [6] extended the analysis of differentially private algorithms to the regime of continual observation, i.e., to input that evolves over time. Since many data sets in applications are evolving data sets, this has lead to results for several problems motivated by practice [5, 22, 27, 15, 30]. Only one prior work analyzes evolving graphs: Song et al. [29] study problems in incremental bounded-degree graphs that are functions of local neighborhoods. Our results improve all bounds for undirected graphs initially established in [29] by a factor of \(\sqrt{T}/\log^{3/2} T\) in the additive error.

# Preliminaries

## 2.1 Graphs and Graph Sequences

We consider undirected graphs \(G = (V, E)\), which change dynamically. Graphs may be edge-weighted, in which case \(G = (V, E, w)\), where \(w : E \to \mathbb{N}\). The evolution of a graph is described by a graph sequence \(G = (G_1, G_2, \ldots)\), where \(G_t = (V_t, E_t)\) is derived from \(G_{t-1}\) by applying updates, i.e., inserting or deleting nodes or edges. We denote by \(|G|\) the length of \(G\), i.e., the number of graphs in the sequence. At time \(t\) we delete a set of nodes \(\partial V^-\) along with the corresponding edges \(\partial E^-\) and insert a set of nodes \(\partial V^+\) and edges \(\partial E^+\). More formally, \(V_t = (V_{t-1} \setminus \partial V^-) \cup \partial V^+\) and \(E_t = (E_{t-1} \setminus \partial E^-) \cup \partial E^+\), with initial node and edge sets \(V_0, E_0\), which may be non-empty. If a node \(v\) is deleted, then...
all incident edges are deleted at the same time, i.e., if \( v \in \partial V_t^- \), then \((u, v) \in \partial E_t^- \) for all \((u, v) \in E_{t-1} \). Both endpoints of an edge inserted at time \( t \) need to be in the graph at time \( t \), i.e., \( \partial E_t^+ \subseteq ((V_t-1 \setminus \partial V_t^-) \cup \partial V_t^+) \times ((V_t-1 \setminus \partial V_t^-) \cup \partial V_t^+) \). The tuple \((\partial V_t^+, \partial V_t^-, \partial E_t^+, \partial E_t^-)\) is the update at time \( t \). For any graph \( G \) and any update \( u \), let \( G \oplus u \) be the graph that results from applying \( u \) on \( G \).

A graph sequence is **incremental** if \( \partial E_t^- = \partial V_t^- = \emptyset \) at all time steps \( t \). A graph sequence is **decremental** if \( \partial E_t^+ = \partial V_t^+ = \emptyset \) at all time steps \( t \). Incremental and decremental graph sequences are called **partially dynamic**. Graph sequences that are neither incremental nor decremental are **fully dynamic**.

Our goal is to continually release the value of a **graph function** \( f \) which takes a graph as input and outputs a real number. In other words, given a graph sequence \( G = (G_1, G_2, \ldots) \) we want to compute the sequence \( f(G) = (f(G_1), f(G_2), \ldots) \). We write \( f(t) \) for \( f(G_t) \). Our algorithms will compute an update to the value of \( f \) at each time step, i.e., we compute \( \Delta f(t) = f(t) - f(t-1) \). We call the sequence \( \Delta f \) the **difference sequence** of \( f \).

Given a graph function \( g \) the **continuous global sensitivity** \( \text{GS}(g) \) of \( g \) is defined as the maximum value of \( \|g(S) - g(S')\| \) over all adjacent graph sequences \( S, S' \). We will define adjacency of graph sequences below. In our case, we are often interested in the continuous global sensitivity of the difference sequence of a graph function \( f \), which is given by the maximum value of \( \sum_{t=1}^{T} |\Delta f_G(t) - \Delta f_{G'}(t)| \), where \( \Delta f_G \) and \( \Delta f_{G'} \) are the difference sequences of \( f \) corresponding to adjacent graph sequences \( G \) and \( G' \).

Two graphs are **edge-adjacent** if they differ in one edge. We also define global sensitivity of functions applied to a single graph. Let \( g \) be a graph function. Its **static global sensitivity** \( \text{GS}_{\text{static}}(g) \) is the maximum value of \( |g(G) - g(G')| \) over all edge-adjacent graphs \( G, G' \).

### 2.2 Differential Privacy

The range of an algorithm \( A \), \( \text{Range}(A) \), is the set of all possible output values of \( A \). We denote the Laplace distribution with mean \( \mu \) and scale \( b \) by \( \text{Lap}(\mu, b) \). If \( \mu = 0 \), we write \( \text{Lap}(b) \).

**Definition 4** (\( \varepsilon \)-differential privacy). A randomized algorithm \( A \) is \( \varepsilon \)-differentially private if for any two adjacent databases \( B, B' \) and any \( S \subseteq \text{Range}(A) \) we have \( \Pr[A(B) \in S] \leq e^\varepsilon \cdot \Pr[A(B') \in S] \). The parameter \( \varepsilon \) is called the **privacy loss** of \( A \).

To apply Definition 4 to graph sequences we now define adjacency for graph sequences. First, we define edge-adjacency, which is useful if the data to be protected is associated with the edges in the graph sequence. Then, we define node-adjacency, which provides stronger privacy guarantees.

**Definition 5** (Edge-adjacency). Let \( G, G' \) be graph sequences as defined above with associated sequences of updates \( (\partial V_t^-), (\partial V_t^+), (\partial E_t^-), (\partial E_t^+) \) and \( (\partial V_t_{-}^-), (\partial V_t_{+}^+), (\partial E_t_{-}^-), (\partial E_t_{+}^+) \). Let \( \partial V_t^- = \partial V_t^+ \) and \( \partial V_{t+}^+ = \partial V_{t-}^- \) for all \( t \). Let the initial node and edge sets for \( G \) and \( G' \) be \( V_0 = V_0' \) and \( E_0 = E_0' \). Assume w.l.o.g. that \( \partial E_{t-}^- \subseteq \partial E_t^- \) and \( \partial E_{t+}^- \subseteq \partial E_t^+ \) for all \( t \). The graph sequences \( G \) and \( G' \) are adjacent on \( e^* \) if \( |G| = |G'| \), there exists an edge \( e^* \) and one of the following statements holds:

1. \( \partial E_t^- = \partial E_{t-}^- \forall t \) and \( \exists t^* \) such that \( \partial E_{t-}^+ \setminus \partial E_{t^*}^- = \{e^*\} \) and \( \partial E_{t-}^- + \partial E_{t^*}^- \forall t \neq t^* \);
2. \( \partial E_t^+ = \partial E_{t+}^+ \forall t \) and \( \exists t^* \) such that \( \partial E_{t+}^- \setminus \partial E_{t^*}^+ = \{e^*\} \) and \( \partial E_{t+}^- + \partial E_{t^*}^+ \forall t \neq t^* \).

**Remark.** If \( G \) and \( G' \) are edge-adjacent, then for any index \( i \) the graphs at index \( i \) in the two sequences are edge-adjacent.
Two edge-adjacent graph sequences differ in either the insertion or the deletion of a single edge \( e^* \). There are several special cases that fit into this definition. For example, we may have \( \partial V_{t-} = \partial V_{t-} = \partial V_{t+} = \partial V_{t+} = \emptyset \), so only edge updates would be allowed. Similarly, we can use the definition in the incremental setting by assuming \( \partial V_t^- = \partial V_{t-} = \partial E_t^- = \partial E_{t+} = \emptyset \).

The definition of node-adjacency is similar to that of edge-adjacency, but poses additional constraints on the edge update sets.

**Definition 6 (Node-adjacency).** Let \( \mathcal{G}, \mathcal{G}' \) be graph sequences as defined above with associated sequences of updates \((\partial V_t^-), (\partial V_t^+), (\partial E_t^-), (\partial E_t^+)\) and \((\partial V_t'^-), (\partial V_t'^+), (\partial E_t'^-)\), \((\partial E_t'^+)\). Assume w.l.o.g. that \( \partial V_t^- \subseteq \partial V_{t-} \) and \( \partial V_t^+ \subseteq \partial V_{t+} \) for all \( t \). The graph sequences \( \mathcal{G} \) and \( \mathcal{G}' \) are adjacent on \( v^* \) if \( |\mathcal{G}| = |\mathcal{G}'| \), there exists a node \( v^* \) and one of the following statements holds:

1. \( \partial V_t^- = \partial V_{t-} \forall t \) and \( \exists t^* \) such that \( \partial V_{t^+} \setminus \partial V_{t^+} = \{v^*\} \) and \( \partial V_{t^+} = \partial V_{t^+} \forall t \neq t^* \);
2. \( \partial V_t^- = \partial V_{t-} \forall t \) and \( \exists t^* \) such that \( \partial V_{t^+} \setminus \partial V_{t^+} = \{v^*\} \) and \( \partial V_{t^+} = \partial V_{t^+} \forall t \neq t^* \);

Additionally, all edges in \( \partial E_t^- \) and \( \partial E_t^+ \) are incident to at least one node in \( \partial V_t^- \) and \( \partial V_t^+ \), respectively. Lastly, we require that \( \partial E_t'^- \setminus \partial E_t'^- \) is the maximal subset of \( \partial E_{t'}^- \setminus \partial E_{t'}^- \) that does not contain edges incident to \( v^* \).

We define the following notions of differential privacy based on these definitions of adjacency.

**Definition 7.** An algorithm is \( \varepsilon \)-edge-differentially private (on event-level) if it is \( \varepsilon \)-differentially private when considering edge-adjacency. An algorithm is \( \varepsilon \)-node-differentially private (on event-level) if it is \( \varepsilon \)-differentially private when considering node-adjacency.

When explicitly stated, we consider a stronger version of \( \varepsilon \)-differential privacy, which provides adjacency on user-level. While adjacency on event-level only allows two graph sequences to differ in a single update, user-level adjacency allows any number of updates to differ as long as they affect the same edge (for edge-adjacency) or node (for node-adjacency), respectively.

**Definition 8.** Let \( \mathcal{G} = (G_1, \ldots), \mathcal{G}' = (G'_1, \ldots) \) be graph sequences. The two sequences are edge-adjacent on user-level if there exists an edge \( e^* \) and a sequence of graph sequences \( \mathcal{S} = (G_1, \ldots, G_t) \) so that \( G_1 = \mathcal{G}, G_t = \mathcal{G}' \) and, for any \( i \in [\ell - 1], G_i \) and \( G_{i+1} \) are edge-adjacent on \( e^* \). An algorithm is \( \varepsilon \)-edge-differentially private on user-level if it is \( \varepsilon \)-differentially private when considering edge-adjacency on user-level.

### 2.3 Counting Mechanisms

Some of our algorithms for releasing differentially private estimates of functions on graph sequences rely on algorithms for counting in streams.

A *stream* \( \sigma = \sigma(1)\sigma(2)\cdots \) is a string of items \( \sigma(i) \in \{L_1, \ldots, L_2\} \subseteq \mathbb{Z} \), where the \( i \)-th item is associated with the \( i \)-th time step. A *binary stream* has \( L_1 = 0 \) and \( L_2 = 1 \). We denote the length of a stream, i.e., the number of time steps in the stream, by \( |\sigma| \). Stream \( \sigma \) and \( \sigma' \) are adjacent if \( |\sigma| = |\sigma'| \) and if there exists one and only one \( t^* \) such that \( \sigma(t^*) \neq \sigma'(t^*) \) and \( \sigma(t) = \sigma'(t) \) for all \( t \neq t^* \).

A *counting mechanism* \( \mathcal{A}(\sigma) \) takes a stream \( \sigma \) and outputs a real number for every time step. For all time steps \( t \), \( \mathcal{A} \)'s output at time \( t \) is independent of all \( \sigma(i) \) for \( i > t \). At each time \( t \) a counting mechanism should estimate the count \( c(t) = \sum_{i=1}^{t} \sigma(i) \).
Following Chan et al. [6] we describe our mechanisms in terms of \( p\)-sums, which are partial sums of the stream over a time interval. For a \( p\)-sum \( p \) we denote the beginning and end of the time interval by \( \text{start}(p) \) and \( \text{end}(p) \), respectively. With this notation the value of \( p \) is \( \sum_{t=\text{start}(p)}^{\text{end}(p)} \sigma(t) \). To preserve privacy we add noise to \( p\)-sums and obtain noisy \( p\)-sums: given a \( p\)-sum \( p \), a noisy \( p\)-sum is \( \hat{p} = p + \gamma \), where \( \gamma \) is drawn from a Laplace-distribution.

### 2.4 Sparse Vector Technique

The \emph{sparse vector technique} (SVT) was introduced by Dwork et al. [13] and was subsequently improved [17, 28]. SVT can be used to save privacy budget whenever a sequence of threshold queries \( f_1, \ldots, f_T \) is evaluated on a database, but only \( c \ll T \) queries are expected to exceed the threshold. Here, a threshold query asks whether a function \( f_i \) evaluates to a value above some threshold \( t_i \) on the input database. Using SVT, only queries that are answered positively reduce the privacy budget. We use the following variant of SVT, which is due to Lyu et al.

\begin{lemma} [(24)] Let \( D \) be a database, \( \epsilon, \rho, c > 0 \) and let \( (f_1, t_1), \ldots \) be a sequence of mappings \( f_i \) from input databases to \( \mathbb{R} \) and thresholds \( t_i \in \mathbb{R} \), which may be generated adaptively one after another so that \( \rho \geq \max_i \text{GS}_{\text{static}}(f_i) \). Algorithm 1 is \( \epsilon \)-private.
\end{lemma}

\begin{algorithm}
\caption{SVT algorithm [24].}
\begin{algorithmic}[1]
\Function{InitializeSvt}{$D, \rho, \epsilon, c$}
\State \( \epsilon_1 \leftarrow \epsilon / 2 \), \( \zeta \leftarrow \text{Lap}(\rho / \epsilon_1) \), \( \epsilon_2 \leftarrow \epsilon - \epsilon_1 \), \( \text{count} \leftarrow 0 \)
\EndFunction
\Function{ProcessSvtQuery}{$f_i, t_i$}
\State \( \nu_i \leftarrow \text{Lap}(2c\rho / \epsilon_2) \)
\If{\( \text{count} \geq c \)}
\State return abort
\EndIf
\If{\( f_i(D) + \nu_i \geq t_i + \zeta \)}
\State \( \text{count} \leftarrow \text{count} + 1 \), return \( T \)
\EndIf
\Else
\EndIf
\EndFunction
\end{algorithmic}
\end{algorithm}

### 3 Mechanisms Based on Continuous Global Sensitivity

Some of our mechanisms for privately estimating graph functions are based on mechanisms for counting in streams. In both settings, we compute the sum of a sequence of numbers and we will show that the mechanisms for counting can be transferred to the graph setting. However, there are differences in the analysis. In counting, the input streams differ at only one time step. This allows us to bound the difference in the true value between adjacent inputs and leads to low error. In the graph setting, the sequence of numbers can vary at many time steps. Here however, we use properties of the counting mechanisms to show that the total difference for this sequence can still be bounded, which results in the same error as in the counting setting.

We first generalize the counting mechanisms by Chan et al. [6] to streams of integers with bounded absolute value, and then transfer them to estimating graph functions.
3.1 Non-Binary Counting

We generalize the counting mechanisms of Chan et al. [6] to streams of numbers in \(-L, \ldots, L\), for some constant \(L\). We view these algorithms as releasing noisy p-sums from which the count can be estimated. The generic algorithm is outlined in Algorithm 2 on page 9.

The algorithm releases a vector of noisy p-sums over \(T\) time steps, such that at every time step the noisy p-sums needed to estimate the count up to this time are available. Each of the noisy p-sums is computed exactly once. See the proof of Corollary 13 for an example on how to use p-sums.

In order to achieve the desired privacy loss the mechanisms need to meet the following requirements. Let \(\mathcal{A}\) be a counting mechanism. We define \(\text{Range}(\mathcal{A}) = \mathbb{R}^k\), where \(k\) is the total number of p-sums used by \(\mathcal{A}\) and every item of the vector output by \(\mathcal{A}\) is a p-sum. We assume that the time intervals represented by the p-sums in the output of \(\mathcal{A}\) are deterministic and only depend on the length \(T\) of the input stream. For example, consider any two streams \(\sigma\) and \(\sigma'\) of length \(T\). The \(\ell\)-th element of \(\mathcal{A}(\sigma)\) and \(\mathcal{A}(\sigma')\) will be p-sums of the same time interval \([\text{start}(\ell), \text{end}(\ell)]\). We further assume that the p-sums are computed independently from each other in the following way: \(\mathcal{A}\) computes the true p-sum and then adds noise from \(\text{Lap}(z \cdot \epsilon^{-1})\), where \(z\) is a sensitivity parameter. The next lemma is stated informally in [6].

<table>
<thead>
<tr>
<th>Algorithm 2</th>
<th>Generic counting mechanism.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Input: privacy loss (\epsilon), stream (\sigma) of items ({L_1, \ldots, L_2}) with (</td>
<td>\sigma</td>
</tr>
<tr>
<td>2 Output: vector of noisy p-sums (a \in \mathbb{R}^k), released over (T) time steps</td>
<td></td>
</tr>
<tr>
<td>3 Initialization: Determine which p-sums to compute based on (T)</td>
<td></td>
</tr>
<tr>
<td>4 At each time step (t \in {1, \ldots, T}):</td>
<td></td>
</tr>
<tr>
<td>5 Compute new p-sums (p_i, \ldots, p_j) for (t)</td>
<td></td>
</tr>
<tr>
<td>6 For (\ell = i, \ldots, j):</td>
<td></td>
</tr>
<tr>
<td>7 (\hat{p}<em>\ell = p</em>\ell + \gamma_\ell), (\gamma_\ell \sim \text{Lap}((L_2 - L_1)\epsilon^{-1}))</td>
<td></td>
</tr>
<tr>
<td>8 Release new noisy p-sums (\hat{p}_i, \ldots, \hat{p}_j)</td>
<td></td>
</tr>
</tbody>
</table>

\(\blacktriangleright\) Lemma 10 (Observation 1 from [6]). Let \(\mathcal{A}\) be a counting mechanism as described in Algorithm 2 with \(L_1 = 0\) and \(L_2 = 1\) that releases \(k\) noisy p-sums, such that the count at any time step can be computed as the sum of at most \(y\) p-sums and every item is part of at most \(x\) p-sums. Then, \(\mathcal{A}\) is \((x \cdot \epsilon)\)-differentially private, and the error is \(O(\epsilon^{-1} \sqrt{T \log \frac{1}{\delta}})\) with probability at least \(1 - \delta\) at each time step.

To extend the counting mechanisms by Chan et al. to non-binary streams of values in \(-L, \ldots, L\), we only need to account for the increased sensitivity in the scale of the Laplace distribution. By Lemma 11, we can use the mechanisms of Chan et al. [6] to compute the sum of a stream of numbers in \(-L, \ldots, L\), but gain a factor \(2L\) in the error.

\(\blacktriangleright\) Lemma 11 (Extension of Lemma 10). Let \(\mathcal{A}\) be a mechanism as in Algorithm 2 (see page 9) with \(L_1 = -L\) and \(L_2 = L\) that releases \(k\) noisy p-sums, such that the count at any time step can be computed as the sum of at most \(y\) p-sums, and every item is part of at most \(x\) p-sums. Furthermore, \(\mathcal{A}\) adds noise \(\text{Lap}(2L/\epsilon)\) to every p-sum. Then, \(\mathcal{A}\) is \((x \cdot \epsilon)\)-differentially private, and the error is \(O(L\epsilon^{-1} \sqrt{T \log \frac{1}{\delta}})\) with probability at least \(1 - \delta\) at each time step.
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Algorithm 3: Generic graph sequence mechanism.

\textbf{Input:} privacy loss $\varepsilon$, contin. global sensitivity $\Gamma$, graph sequence $G = (G_1, \ldots, G_T)$

\textbf{Output:} vector of noisy p-sums $a \in \mathbb{R}^k$, released over $T$ time steps

1. \textbf{Initialization:} Determine which p-sums to compute based on $T$
2. At each time step $t \in \{1, \ldots, T\}$:
   3. Compute $f(t)$ and $\Delta f(t) = f(t) - f(t-1)$, $f(0):= 0$
   4. Compute new p-sums $p_i, \ldots, p_j$ for the sequence $\Delta f$
   5. For $\ell = i, \ldots, j$:
      \begin{align*}
      \hat{p}_\ell = p_\ell + \gamma_\ell, \quad \gamma_\ell &\sim \text{Lap}(\Gamma\varepsilon^{-1})
      \end{align*}
   6. Release new noisy p-sums $\hat{p}_i, \ldots, \hat{p}_j$

3.2 Graph Functions via Counting Mechanisms

We adapt the counting mechanisms to continually release graph functions by following the approach by Song et al. [29]. Algorithm 3 outlines the generic algorithm. It is similar to Algorithm 2, with the difference that the stream of numbers to be summed is computed from a graph sequence $G$. The algorithm is independent of the notion of adjacency of graph sequences, however the additive error is linear in the continuous global sensitivity of the difference sequence $\Delta f$.

In counting binary streams we considered adjacent inputs that differ at exactly one time step. In the graph setting however, the stream of numbers that we sum, i.e., the difference sequence, can differ in multiple time steps between two adjacent graph sequences. We illustrate this with a simple example. Let $f$ be the function that counts the number of edges in a graph and consider two node-adjacent incremental graph sequences $G, G'$. $G$ contains an additional node $v^*$, that is not present in $G'$. Whenever a neighbor is added to $v^*$ in $G$, the number of edges in $G$ increases by more than the number of edges in $G'$. Thus, every time a neighbor to $v^*$ is inserted, the difference sequence of $f$ will differ between $G$ and $G'$.

To generalize this, consider two adjacent graph sequences $G, G'$ that differ in an update at time $t'$. Let $\Delta f_G$ and $\Delta f_{G'}$ be the difference sequences used to compute the graph function $f$ on $G$ and $G'$. As discussed above we may have $\Delta f_G(t) \neq \Delta f_{G'}(t)$ for all $t \geq t'$. Thus, more than $x$ p-sums can be different, which complicates the proof of the privacy loss. However, we observe that the set $P$ of p-sums with differing values can be partitioned into $x$ sets $P_1, \ldots, P_x$, where the p-sums in each $P_i$ cover disjoint time intervals. By using a bound on the continuous global sensitivity of the difference sequence $\Delta f$, this will lead to a privacy loss of $x \cdot \varepsilon$. The following lemma formalizes our result.

\textbf{Lemma 12 (Lemma 11 for graph sequences).}\ Let $f$ be a graph function whose difference sequence has continuous global sensitivity $\Gamma$. Let $0 < \delta < 1$ and $\varepsilon > 0$. Let $A$ be a mechanism to estimate $f$ as in Algorithm 3 that releases $k$ noisy p-sums and satisfies the following conditions:

1. at any time step the value of a graph function $f$ can be estimated as the sum of at most $y$ noisy p-sums,
2. $A$ adds independent noise from $\text{Lap}(\Gamma/\varepsilon)$ to every p-sum,
3. the set $P$ of p-sums computed by the algorithm can be partitioned into at most $x$ subsets $P_1, \ldots, P_x$, such that in each partition $P_x$ all p-sums cover disjoint time intervals. That is, for all $P_i \in \{P_1, \ldots, P_x\}$ and all $j, k \in P_i$, $j \neq k$, it holds that (1) start$(j) \neq \text{start}(k)$ and (2) start$(j) < \text{start}(k) \implies \text{end}(j) < \text{start}(k)$.

Then, $A$ is $(x \cdot \varepsilon)$-differentially private, and the error is $O(\Gamma^{-1}\sqrt{y}\log\frac{1}{\delta})$ with probability at least $1 - \delta$ at each time step.
Table 3 Global sensitivity of difference sequences.

<table>
<thead>
<tr>
<th>Graph Function $f$</th>
<th>Continuous Global Sensitivity of $\Delta f$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Partially Dynamic</td>
</tr>
<tr>
<td></td>
<td>node-adjacency</td>
</tr>
<tr>
<td>edge count*</td>
<td>$D$</td>
</tr>
<tr>
<td>high-degree nodes*</td>
<td>$2D + 1$</td>
</tr>
<tr>
<td>degree histogram*</td>
<td>$4D^2 + 2D + 1$</td>
</tr>
<tr>
<td>triangle count*</td>
<td>$D \binom{D}{2}$</td>
</tr>
<tr>
<td>$k$-star count*</td>
<td>$D \binom{D}{k} + \binom{D}{k}$ $2 \cdot \binom{D}{k} - \binom{D}{k-1}$</td>
</tr>
<tr>
<td>minimum spanning tree</td>
<td>$2DW$</td>
</tr>
<tr>
<td>minimum cut</td>
<td>$\geq T$</td>
</tr>
<tr>
<td>maximum matching</td>
<td>$\geq T$</td>
</tr>
</tbody>
</table>

*Bounds for partially dynamic node-adjacency from Song et al. [29]

We can compute the p-sums in Algorithm 3 as in the binary mechanism [6] to release $\varepsilon$-differentially private estimates of graph functions.

**Corollary 13 (Binary mechanism).** Let $f$ be a graph function whose difference sequence has continuous global sensitivity $\Gamma$. Let $0 < \delta < 1$ and $\varepsilon > 0$. For each $T \in \mathbb{N}$ there exists an $\varepsilon$-differentially private algorithm to estimate $f$ on a graph sequence which has error $O(\Gamma \varepsilon^{-1} \cdot \log^{3/2} T \cdot \log \delta^{-1})$ with probability at least $1 - \delta$.

### 3.3 Bounds on Continuous Global Sensitivity

Song et al. [29] give bounds on the continuous global sensitivity of the difference sequence for several graph functions in the incremental setting in terms of the maximum degree $D$. Table 3 summarizes the results on the continuous global sensitivity of difference sequences for a variety of problems in the partially dynamic and fully dynamic setting, both for edge- and node-adjacency. Note that bounds on the continuous global sensitivity of the difference sequence for incremental graph sequences hold equally for decremental graph sequences as for every incremental graph sequence there exists an equivalent decremental graph sequence which deletes nodes and edges in the reverse order.

In the partially dynamic setting, the continuous global sensitivity based approach works well for graph functions that can be expressed as the sum of local functions on the neighborhood of nodes. For non-local problems the approach is less successful. For the weight of a minimum spanning tree the continuous global sensitivity of the difference sequence is independent of the length of the graph sequence. However, for minimum cut and maximum matching this is not the case. In the fully-dynamic setting the approach seems not to be useful. Here, we can show that even for estimating the number of edges the continuous global sensitivity of the difference sequence scales linearly with $T$ under node-adjacency. When considering edge-adjacency we only have low sensitivity for the edge count.

Using Corollary 13 we obtain $\varepsilon$-differentially private mechanisms with additive error that scales with $\log^{3/2} T$, compared to the factor $\sqrt{T}$ in [29]. Note that we recover their algorithm when using the Simple Mechanism II by Chan et al. [6] to sum the difference sequence.

The difference sequence approach can be employed to privately estimate the weight of a minimum spanning tree in partially dynamic graph sequences. If the edge weight is bounded by $W$, then the continuous global sensitivity of the difference sequence is $O(W)$ and $O(DW)$ under edge-adjacency and node-adjacency, respectively. Using Corollary 13 we obtain the algorithms outlined in Theorems 14 and 15.
Theorem 14. There exists an $\varepsilon$-edge-differentially private algorithm that outputs the weight of a minimum spanning tree on an incremental graph sequence $G$ with edge-weights from the set $\{1, \ldots, W\}$. At every time step, the algorithm has error $O(W\varepsilon^{-1} \cdot \log^{3/2} T \cdot \log \delta^{-1})$ with probability at least $1 - \delta$, where $T$ is the length of the graph sequence.

Theorem 15. There exists an $\varepsilon$-node-differentially private algorithm that outputs the weight of a minimum spanning tree on an incremental graph sequence $G$ with edge-weights from the set $\{1, \ldots, W\}$. At every time step, the algorithm has error $O(DW\varepsilon^{-1} \cdot \log^{3/2} T \cdot \log \delta^{-1})$ with probability at least $1 - \delta$, where $T$ is the length of the graph sequence and $D$ is the maximum degree.

4 Upper Bound for Monotone Functions

In Section 3.3, we show that privately releasing the difference sequence of a graph sequence does not lead to good error guarantees for partially dynamic problems like minimum cut. Intuitively, the reason is that even for neighboring graph sequences $G, G'$, the differences of the difference sequence can be non-zero for all graphs $G_i, G'_i$. In other words, the difference of objective values for the graphs $G_i$ and $G'_i$ can constantly fluctuate during continual updates. However, the difference of objective values, regardless of fluctuations, is always small. We show that, by allowing an arbitrarily small multiplicative error, we can leverage this fact for a broad class of partially dynamic problems. In particular, we prove that there exist $\varepsilon$-differentially private algorithms for all dynamic problems that are non-decreasing (or non-increasing) on all valid input sequences. This includes, e.g., minimum cut, maximum matching and densest subgraph on partially dynamic inputs. See Algorithm 4 for the details and Table 2 on page 4 for explicit upper bounds for applications. We state the result for monotonically increasing functions, but it is straightforward to adapt the algorithm to monotonically decreasing functions.

Algorithm 4 Multiplicative error algorithm for monotone functions.

1. Function Initialize($D, \rho, \varepsilon, r, \beta$)
2. $k_0 \leftarrow 0$
3. InitializeSvt($D, \rho, \varepsilon, \log_{1+\beta}(r)$) // see Algorithm 1
4. Function Process($f_i$)
5. $k_i \leftarrow k_{i-1}$
6. while ProcessSvtQuery($f_i, (1 + \beta)^{k_i}) = \top$ do
7. $k_i \leftarrow k_i + 1$
8. return $(1 + \beta)^{k_i}$ // see Algorithm 1

Theorem 16. Let $r > 0$ and let $f$ be any monotonically increasing function on dynamic inputs (e.g., graphs) with range $[1, r]$ and static global sensitivity $\rho := G_{\text{static}}(f)$. Let $\beta \in (0, 1), \delta > 0$ and let $\alpha = 16 \log_{1+\beta}(r)^2 \cdot \ln(2T/\delta)/\varepsilon$. There exists an $\varepsilon$-differentially private algorithm for computing $f$ with multiplicative error $(1 + \beta)$, additive error $\alpha$ and failure probability $\delta$. 

-
5 Lower Bounds for Event-Level Privacy

We can show lower bounds for the error of edge- and node-differentially private algorithms in the partially dynamic setting. We derive the bounds by reducing differentially private counting in binary streams to these problems and apply a lower bound of Dwork et al. [12], which we restate here.

Theorem 17 (Lower bound for counting in binary streams [12]). Any differentially private event-level algorithm for counting over \( T \) rounds must have error \( \Omega(\log T) \) (even with \( \epsilon = 1 \)).

We obtain a lower bound of \( \Omega(W \log T) \) for minimum cut, maximum weighted matching and minimum spanning tree. The same approach yields a lower bound of \( \Omega(\log T) \) for the subgraph-counting problems, counting the number of high-degree nodes and the degree histogram. See Table 1 on page 3. Note that any lower bound for the incremental setting can be transferred to the decremental setting, using the same reductions but proceeding in reverse.

6 Lower Bound for User-Level Privacy

We show that for several fundamental problems on dynamic graphs like minimum spanning tree and minimum cut, a differentially private algorithm with edge-adjacency on user-level must have an additive error that is linear in the maximum function value. Technically, we define the spread of a graph function as the maximum difference of the function’s value on any two graphs. Then, we show that any algorithm must have an error that is linear in the graph function’s spread. We write this section in terms of edge-adjacency but the corresponding result for node-adjacency carries over.

Definition 18. Let \( G_1 \) and \( G_2 \) be a pair of graphs. We define \( \tau(G_1, G_2) \) to be an update sequence \( u_1, \ldots, u_\ell \) of minimum length that transforms \( G_1 \) into \( G_2 \). We denote the graph sequence that results from applying \( \tau(G_1, G_2) \) to \( G_1 \) by \( T(G_1, G_2) \).

Let \( s, \ell : \mathbb{N} \to \{2^i \mid i \in \mathbb{N}\} \) be functions. A graph function \( f \) has spread \((s(n), \ell(n))\) on inputs of size \( n \) if, for every \( n \), there exist two graphs \( G_1, G_2 \) of size \( n \) so that \( |f(G_1) - f(G_2)| \geq s(n) \) and \( |\tau(G_1, G_2)| = \ell(n) \).

See Table 1 on page 3 for the resulting lower bounds.

Theorem 19. Let \( \epsilon, \delta > 0 \) and let \( f \) be a graph function with spread \((s, \ell)\) that spares an edge \( e \). For streams of length \( T \) on graphs of size \( n \), where \( T > \log(e^{2\ell}/(1 - \delta)) \in O(\epsilon \ell + \log(1/(1 - \delta))) \), every \( \epsilon \)-differentially private dynamic algorithm with user-level edge-adjacency that computes \( f \) with probability at least \( 1 - \delta \) must have error \( \Omega(s(n)) \).

Fact 20. Minimum spanning tree has spread \((\Theta(nW), \Theta(n))\). Minimum cut has spread \((\Theta(nW), \Theta(n^2))\). Maximal matching has spread \((\Theta(n), \Theta(n))\). Maximum cardinality matching has spread \((\Theta(n), \Theta(n))\). Maximum weight matching has spread \((\Theta(nW), \Theta(n))\).
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