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Abstract
We introduce the Voronoi Diagram of Rotating Rays, a Voronoi structure where the input sites
are rays, and the distance function is the counterclockwise angular distance between a point and a
ray-site. This novel Voronoi diagram is motivated by illumination and coverage problems, where
a domain has to be covered by floodlights (wedges) of uniform angle, and the goal is to find the
minimum angle necessary to cover the domain. We study the diagram in the plane, and we present
structural properties, combinatorial complexity bounds, and a construction algorithm. If the rays
are induced by a convex polygon, we show how to construct the ray Voronoi diagram within this
polygon in linear time. Using this information, we can find in optimal linear time the Brocard angle,
the minimum angle required to illuminate a convex polygon with floodlights of uniform angle. This
last algorithm improves upon previous results, settling an interesting open problem.
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5:2 The Voronoi Diagram of Rotating Rays With applications to Floodlight Illumination
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Figure 1 (a) An α-floodlight aligned with a ray r, having apex p(r). The angle α is the angular
distance from a point x to r. (b) The Rotating Rays Voronoi diagram of four rays in the plane.
Each region is represented by a different color, and all points in a region are first illuminated by the
ray of the respective color.

1 Introduction

In this work, we study the Voronoi diagram of rotating rays in the plane, which is defined
by a set of n rays in R2, under an angular distance function. Given a point x and a ray
r in the plane, the angular distance from x to r is the smallest angle α such that, if we
counterclockwise rotate r around its apex by α, it reaches (illuminates) x; see Figure 1. We
define this diagram and use it to solve related floodlight illumination problems.

Motivation. Illumination problems are well known art gallery type of problems, where a
given domain has to be covered by so-called floodlights, which are light sources that illuminate
a cone from their apex. The distance measure we study in this work is motivated by the
following illumination problem. An α-floodlight is a floodlight with aperture α. Given a
simple polygon P , an α-floodlight facing the interior of P is placed on each vertex v, is such
a way that one of its rays contains the successor of v in the counterclockwise order of the
vertices of P ; see Figure 2(a). The Brocard Illumination problem [1] asks for the Brocard
angle, the smallest value of α for which the set of α-floodlights covers the interior of P .

When P is a convex polygon, the Brocard angle α∗ can be revealed by constructing the
Voronoi diagram of the rays placed at the vertices of P . In particular, α∗ is realized at a
vertex of the diagram with the maximum angular distance; see Figure 2(b). A rather natural
extension is to follow a similar approach, not only in polygonal, but also in different domains.
In addition to polygons, traditional domains to illuminate by floodlights include the entire
plane, a region in the plane, or a single curve; see e.g., [6, 10, 25, 27]. Constructing the
respective Voronoi diagram restricted to each domain yields the minimum angle needed by
the floodlights to illuminate this domain. Hence, there is an interest in studying such Voronoi
diagrams and in designing efficient construction algorithms for different domains.

Related work. In the Brocard illumination problem, a polygon P is called a Brocard polygon,
if the Brocard angle is realized at a point, which is illuminated by all the floodlights, and is
also equidistant to all the rays containing the sides of P [4]. The characterization of Brocard
polygons has a long history, yet, only harmonic polygons (which include triangles and regular
polygons) are known to be Brocard [7]. Nevertheless, we can detect if a convex polygon with
n vertices is Brocard in O(n) time, and compute the Brocard angle in such case in O(1)
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Figure 2 A polygon P . (a) Illumination by α-floodlights aligned with each edge of P . (b) The
Voronoi diagram of the edge-aligned rays confined into P . Highlighted are the rays that realize the
Brocard angle α∗, along with the point at which α∗ is realized.

time. Algorithms for the computation of the Brocard angle of arbitrary simple polygons were
recently presented by Alegría et al. [1]. The authors gave an O(n3 log2 n) time algorithm
and complemented this with an O(n log n)-time algorithm for convex polygons1.

Since their introduction [6], floodlight illumination problems have been studied a lot, see
e.g., [22, 28]. The case when the floodlights are of uniform angle has also been explored by
several authors, see e.g., [8, 13, 16, 23, 27]. From a different viewpoint, rotating α-floodlights
can also be used to model devices with limited sensing range, like surveillance cameras or
directional antennae; see [3, 9, 20, 21]. In this context, the minimum angle is interpreted
as the minimum range needed by a set of devices to cover a domain. The Rotating Rays
Voronoi Diagram is novel with respect to both the input sites and the distance function. A
somewhat related diagram was defined in [11] to model dominance regions in the analysis of
soccer matches [26].

Our contribution. We introduce the Rotating Rays Voronoi Diagram and prove a series of
results, paving the way for future work on similar problems. Our interest in this diagram
stems from its application to floodlight illumination in different domains.

In Section 3, we consider the diagram in the plane. We identify structural properties
which we complement with complexity results: an Ω(n2) worst case lower bound and an
O(n2+ϵ) upper bound. As a by-product we get an O(n2+ϵ)-time construction algorithm.
This algorithm allows us to find, within the same time, the minimum angle needed to
illuminate the plane with a given set of ray-aligned floodlights.
Motivated by the Brocard illumination problem, in Section 4, we restrict our domain to a
convex polygonal region bounded by the input set of sites. We study the Voronoi diagram
in such domain and describe a construction algorithm that works in deterministic Θ(n)
time. As our main contribution, we show how to use the resulting diagram to find the
Brocard angle of a convex polygon in optimal linear time.
Finally, in Section 5, we consider the case where the domain of interest is a curve, and
we show how to construct the diagram along various types of curves.

1 The O(n) time analysis of the algorithm for convex polygons stated in [1] is not correct.
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Figure 3 The bisector of two rays r and s, consisting of r (red ray), s (blue ray) and an arc
of Cb(r, s) (black curve), in different configurations. (a) Non-intersecting with I /∈ r ∪ s. (b)
Non-intersecting with I ∈ r. (c) Intersecting. (d) “Tangent” with p(r) ∈ s. (e) “Tangent” with
p(r) ∈ l(s)\s. (f) Sharing their apex. (g) Parallel. (h) Anti-parallel with l(r) ̸= l(s). (j) Anti-parallel
with l(r) = l(s).

2 Preliminaries

Let S be a set of n rays in R2. Given a ray r, we denote its apex by p(r), its supporting line
by l(r), and its direction in the unit circle by d̂(r). We define the distance function as follows.

▶ Definition 1. Given a ray r and a point x ∈ R2, the oriented angular distance from x to
r, denoted by d∠(x, r), is the minimum counterclockwise angle α from r to a ray with apex
p(r) passing through x; see Figure 1(a). Further, we define d∠(p(r), r) = 0.

It is easy to see that the oriented angular distance is not a metric. Moreover, observe
that d∠(x, r) ∈ [0, 2π), and there is a discontinuity at 2π. Using this distance function, we
define the bisector of two rays and the Voronoi diagram of a set of rays.

▶ Definition 2. Given two rays r and s, the dominance region of r over s, denoted by
dr(r, s), is the set of points with smaller angular distance to r than to s, i.e., dr(r, s) :=
{ x ∈ R2 | d∠(x, r) < d∠(x, s) }. The angular bisector of r and s, denoted by b∠(r, s), is the
curve delimiting dr(r, s) and dr(s, r); see Figure 3.

Note that, due to the discontinuity of the distance function, our definition of a bisector is
slightly different from standard, which is the locus of points equidistant from two sites.

Given two rays r and s, let I = l(r) ∩ l(s). The bisector b∠(r, s) is the union of the two
rays r and s, and a circular arc a that connects p(r) to p(s); see Figure 3. The arc a belongs
to the bisecting circle Cb(r, s), which we define as follows:

If I, p(r), and p(s) are three distinct points, then Cb(r, s) is the circle through I, p(r),
and p(s). The arc a contains I, if and only if I lies either on none or on both of r and s;
see Figure 3(a), Figure 3(b) and Figure 3(c).
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If I = p(r) and I ̸= p(s), then Cb(r, s) is the circle tangent to l(r) passing through p(r)
and p(s). Both a and r lie on the same side of l(s), if and only if p(r) lies on s. We
analogously define Cb(r, s) if I = p(s) and I ̸= p(r); see Figure 3(d) and Figure 3(e).
If p(r) = p(s), then both Cb(r, s) and a degenerate to a single point; see Figure 3(f).
If l(r) and l(s) are parallel, then Cb(r, s) degenerates to the line through p(r) and p(s).
If d̂(r) = −d̂(s), then a is a line segment. If instead d̂(r) = d̂(s), then a consists of two
half-lines; see Figure 3(g), Figure 3(h) and Figure 3(i).

Observe that the oriented angular distance is monotone along the circular arc a. Further,
the angular bisector is connected, unless its defining rays are parallel. For the sake of
simplicity, unless otherwise stated, we assume that no two rays in S have parallel supporting
lines, and that the apex of any ray does not lie on any other ray.

▶ Definition 3. The Rotating Rays Voronoi Diagram (RVD) of a set of rays S is the
subdivision of R2 into Voronoi regions defined as follows:

vreg(r) := { x ∈ R2 | ∀s ∈ S \ {r} : d∠(x, r) < d∠(x, s) }.

The graph structure of the diagram is RVD(S) :=
(
R2 \

⋃
r∈S vreg(r)

)
∪ S.

The Voronoi region vreg(r) can be equivalently defined as the intersection of all the dom-
inance regions of r, i.e., vreg(r) =

⋂
s∈S\{r} dr(r, s). A Voronoi region may be disconnected;

each connected component of a Voronoi region is called a face.
The diagram RVD(S) has different types of edges and vertices. An edge can be a line

segment, a half-line, or a circular arc. A vertex can be the apex of a ray, the intersection
point of two rays, the intersection point of three circular arcs, or the intersection point of a
ray and a circular arc. Further, RVD(S) is a planar graph with bounded maximum degree;
thus, to bound its complexity, it suffices to bound any of its edges, vertices, or faces.

3 RVD in the Plane

In this section we study the diagram RVD(S) in the plane. We first look at some properties
and combinatorial complexity bounds. Then we consider the problem of illuminating the
plane with a set of floodlights aligned with S.

3.1 Properties, complexity, and an algorithm
The diagram RVD(S) satisfies the following two simple structural properties.

▶ Lemma 4. RVD(S) has exactly n unbounded faces, one for each ray in S.

Proof. Let r be an arbitrary ray of S. To examine the unbounded portion of vreg(r),
consider the intersection of RVD(S) with a circle Γ of sufficiently large radius, enclosing the
vertices of RVD(S) and the bisecting circles of all the bisectors of S.

For s ∈ S \ {r}, the intersection dr(r, s) ∩ Γ is a circular arc of Γ going counterclockwise
from r ∩ Γ to s ∩ Γ. The region vreg(r) is the intersection of all the dominance regions of
r, thus, vreg(r) ∩ Γ is the intersection of n − 1 circular arcs, all starting from r. Hence,
vreg(r) ∩ Γ is a single arc starting from r and ending at the first ray on the counterclockwise
ordering along Γ. So, for any ray r, the region vreg(r) has exactly one unbounded face. ◀

▶ Lemma 5. RVD(S) is connected.

ESA 2021
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(a) (b)

Figure 4 (a) A set of pairwise non-intersecting rays with RVD(S) having Θ(n2) complexity. (b)
A diagram with a Voronoi region (purple ray - leftmost apex) having Θ(n2) complexity.

Proof. Assume that RVD(S) is not connected, hence, it has at least two connected compon-
ents. Then some region vreg(r) disconnects RVD(S) by either having an unbounded face
with two occurrences at infinity, or by enclosing a component creating conceptually an island.

The first case is excluded by the proof of Lemma 4. For the second case, consider the
disconnected component of RVD(S) surrounded by vreg(r). This component consists of at
least one face of a region vreg(s) for some s ∈ S. Then, in RVD({r, s}), there is an island
inside vreg(r). Thus, b∠(r, s) has a bounded connected component, in contradiction to the
fact that each bisector is a single unbounded curve. ◀

We now study the combinatorial complexity of RVD(S). An Ω(n2) lower bound is easily
achieved by a set S of n pairwise intersecting rays. In such case, RVD(S) has

(
n
2
)

= Θ(n2)
vertices (one per intersection of rays) and thus Ω(n2) complexity. Next, we show that this
bound also holds for pairwise non-intersecting rays.

▶ Theorem 6. The worst case combinatorial complexity of RVD(S) has an Ω(n2) lower
bound, even if the rays are pairwise non-intersecting.

Proof. We give the following construction illustrated in Figure 4(a), where the Voronoi
regions of the n/2 − 1 rays with the leftmost apices have n/2 + 1 faces each. We set n = 2m

and let p(ri) = (i, 0), i = 1, . . . , 2m, with rays rm+1, . . . , r2m pointing vertically upwards.
For i = 1, . . . , m, let the direction of ri be d̂(ri) = (sin αi, cos αi) with α1 ∈ (3π/2, 2π) and
αi = αi−1 + ϵi where ϵi > 0 for i = 2, . . . , m. We choose ϵi one by one, in the increasing
order of i, so that both ri and ri+1 have a face between any two consecutive upward shooting
rays. This is always possible since we can choose ϵi small enough so that, at any x-coordinate
x < 2m, the circular arc of b∠(ri, ri+1) is arbitrarily close to the x-axis and, thus, it is below
the circular arc of b∠(ri−1, ri). ◀

▶ Theorem 7. A Voronoi region of RVD(S) has Θ(n2) complexity in the worst case.

Proof. We first argue that the complexity of a region is O(n2). A vertex v of RVD(S) can
be defined by a triplet of rays r, s, t ∈ S. The bisectors b∠(r, s) and b∠(r, t) intersect O(1)
times, hence, RVD({r, s, t}) has O(1) vertices. Now consider a ray r and its region vreg(r).
All but at most O(n) vertices on the boundary of vreg(r) are defined by r and a pair of sites.
There are Θ(n2) pairs, each inducing O(1) vertices on vreg(r), so vreg(r) has O(n2) vertices.

We now give a construction of n = 2m + 1 rays, where a single region has Θ(n2)
complexity; refer to the construction of Figure 4(b). We first create a grid structure. For
i = 1, . . . , m, let ri be a ray with p(ri) = (i, 0) shooting vertically upward, and let si be a
ray with p(si) = (0, i) shooting horizontally to the right. For all (i, j) ∈ {1, . . . , m − 1}2,
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let R(i, j) be the square [i, i + 1) × [j, j + 1). Each square R(i, j) is made up of two faces
of RVD({r1, . . . , rm, s1, . . . , sm}), one belonging to vreg(ri) and one belonging to vreg(sj).
Now let α(i, j) := max{ min{d∠(x, ri), d∠(x, sj)} | x ∈ R(i, j) } and let αmin := min{ α(i, j) |
(i, j) ∈ {1, . . . , m − 1}2 }. It is easy to see that αmin < arctan 1/(m − 1).

We now introduce another ray t, so that max{ d∠(x, t) | x ∈ [1, n − 1]2 } < αmin. This
can be achieved if p(t) = (−n2, 0) and t is shooting horizontally to the right. This means
that in each R(i, j), for (i, j) ∈ {1, . . . , n − 1}2, t will visit some point before any of the rays
ri or sj , implying that vreg(t) has Θ(n2) faces. ◀

We now show how the angular distance function can be adapted in order to apply the
general upper bounds of Sharir [24]. As a by-product we also obtain an algorithm for RVD(S).

▶ Theorem 8. RVD(S) has O(n2+ϵ) combinatorial complexity, for any ϵ > 0. Further,
RVD(S) can be constructed in O(n2+ϵ) time.

Proof. Each site r induces a function dr
∠(x) = d∠(x, r) which maps a point x = (x1, x2) ∈ R2

to its angular distance from r. The RVD can be seen as the projection of the lower envelope
of the graphs of these distance functions in 3-space to the plane. For algebraic distance
functions, Sharir [24] gives complexity bounds for this lower envelope accompanied with
algorithmic results. The angular distance functions though are not algebraic. Our strategy
is to find algebraic functions dr

alg that are equivalent to the functions dr
∠ for the computation

of the lower envelope, i.e., they fulfill the following property for all r, s ∈ S and x ∈ R2:

dr
∠(x) < ds

∠(x) ⇔ dr
alg(x) < ds

alg(x).

Without loss of generality, assume that p(r) lies on the origin and r is facing to the right,
that is, in the positive x1-direction of the coordinate system. Let x ∈ R2 and α := dr

∠(x).
Then we want to set dr

alg(x) := 1 − cos(α) if 0 ≤ α ≤ π, and dr
alg(x) := 3 + cos(α) if

π < α < 2π. The function x 7→ cos(α) is indeed algebraic since it is obtained by first scaling
x to unit length and then mapping it to its first coordinate. Then we have

dr
alg(x) =


0 if x1 = x2 = 0,

1 − x1√
x2

1+x2
2

if x1 ̸= 0, x2 ≥ 0,

3 + x1√
x2

1+x2
2

otherwise.

Since dr
alg consists of three patches, which are all algebraic and have simple domain boundaries,

applying [24] to these functions yields the claimed results. ◀

3.2 Minimum angle needed to illuminate the plane
Given a set S of n rays in R2, the Brocard Illumination problem can be naturally extended to
the plane as follows. An α-floodlight f is aligned with a ray r, if f is equal to r when α = 0.
Let fr denote a floodlight aligned with the ray r ∈ S. The goal is to find the minimum angle
α∗ for which the set of α∗-floodlights { fr | r ∈ S } illuminates the entire plane.

The angle α∗ is realized at a point x∗ that has the maximum angular distance to its
nearest ray, that is, α∗ = maxx∈R2 minr∈S d∠(x, r). Hence, the point x∗ necessarily lies on
RVD(S). Since the distance along a circular edge is monotone, it follows that x∗ cannot lie
on such an edge. Thus, x∗ is either a vertex of RVD(S) or a point at infinity on a ray of
S. We can find x∗, and hence α∗, by first constructing RVD(S) in O(n2+ϵ) time, and then
traversing the diagram in linear time in its size. We obtain the following result.

ESA 2021
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▶ Theorem 9. Given a set of rays S and an α-floodlight aligned with each ray, the minimum
angle α∗ needed to illuminate R2 can be found in O(n2+ϵ) time, for any ϵ > 0.

Next, we give tight bounds on the value of α∗.

▶ Proposition 10. Given a set of rays S and an α-floodlight aligned with each ray, the angle
α∗ is greater or equal to 2π/n. Further, α∗ can take any value in the interval [2π/n, 2π).

Proof. For the lower bound, consider that in order to illuminate the entire plane, all the
points at infinity should also be illuminated. To illuminate these points, the sum of the
angles of all rays, should be at least 2π. Hence, in the best case, each point at infinity is
seen by exactly one ray, and the 2π/n lower bound follows. Next, we give a construction
realizing this bound.

Let S be a set of rays having their apices on (0, 0), with the property that any two
consecutive rays have an angular difference of 2π/n. The last points to be illuminated will
be all the points on the right side of each ray ri. These points are illuminated simultaneously
by ri−1 when α reaches 2π/n. Further, this construction can be easily adapted to attain any
value in (2π/n, 2π), by expanding a wedge bounded by two consecutive rays to the desired
angle and shrinking all the other wedges analogously. ◀

4 RVD of a convex polygon: Brocard illumination

We now turn our attention to the Brocard illumination problem. We are given a convex
polygon P with n vertices, and we want to find the Brocard angle α∗ of P . By computing
an RVD restricted to P , we show how to compute α∗ in optimal Θ(n) time.

Let SP be the set of n rays such that each ray has a vertex v ∈ P as apex, and passes
through the successor vertex of v in a counterclockwise traversal of P ; see Figure 5(a). Let
PRVD(SP ) be the diagram RVD(SP ) restricted to the interior of P . We first describe an
algorithm to construct PRVD(SP ) and then show to use this diagram to obtain α∗. Note
that we do not construct the complete RVD(SP ), which may have Θ(n2) complexity, but
only PRVD(SP ), which has Θ(n) size.

4.1 Algorithm to compute RVD of a convex polygon
The general strategy is to split the problem into four subproblems. Each subproblem will
satisfy a set of conditions that allows us to use the existing Θ(n) time algorithms, which are
based on abstract Voronoi diagrams [17, 19]. We then complete our construction by merging
the resulting diagrams.

(a) P

SP

(b)

N
W

S
E

SS

SE

SN

SW

Figure 5 (a) A convex polygon P and the corresponding set of rays SP . (b) The partitioning of
SP into the four subsets SN , SW , SS and SE , depending on the direction of the rays.
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(a) (b)

Figure 6 (a) The diagram RVD(SS); some Voronoi regions are disconnected. (b) The diagram
RVD(Sr

S), after a clockwise rotation of π/2; all Voronoi regions are connected.

More specifically, we first partition SP into four sets SN , SW , SS and SE depending
whether a ray points north, west, south or east respectively; see Figure 5(b). In this way,
rays in a subset are consecutive and the direction of any two rays have a difference of at most
π/2. For each set Sd, d ∈ {N,W,S,E}, we obtain a set Sr

d in which every ray of Sd is rotated
clockwise by an angle of π/2; see Figure 6. Then, we construct each diagram RVD(Sr

d)
independently. Finally, we merge the four diagrams to obtain PRVD(SP ); see Figure 8.

4.2 The four diagrams of Sr
d

To construct the diagram of each subset Sr
d in Θ(|Sr

d |) time, we make use of the abstract
Voronoi diagrams framework [17, 18]. To fall under this framework, the system of angular
bisectors must satisfy the following three axioms:

(A1) The bisector b∠(r, s), ∀r, s ∈ S, is an unbounded Jordan curve.
(A2) The region vreg(r) in RVD(S ′), ∀S ′ ⊆ S and ∀r ∈ S ′, is non-empty and connected.
(A3) The closure of the union of all regions in RVD(S ′), ∀S ′ ⊆ S, covers R2.

▶ Lemma 11. The system of bisectors of Sr
d satisfies the axioms (A1)-(A3).

Proof sketch. (A1): Consider a pair of rays r, s ∈ Sr
d . Let ℓ be the line through p(r) and

p(s). Let x ̸= p(r) and y ̸= p(s) denote respectively, two points lying on r and s. Observe
that the angles ∠(p(s), p(r), x), ∠(x, p(r), p(s)), ∠(y, p(s), p(r)), and ∠(p(r), p(s), y) are all
greater than or equal to π

2 , where ∠(x, y, z) denotes the counterclockwise angle at point y,
between the rays with apex y passing through x and z, respectively. Hence, r and s are
non-intersecting regardless of whether both are contained on ℓ, or lie on the same side of ℓ.
The bisector of two non-intersecting rays is an unbounded Jordan curve.

(A2): A Voronoi region vreg(r) is obviously non-empty as it contains the ray r. Regarding
the region connectivity, we claim that no ray of Sr

d cuts twice a bisecting circle induced by
the rays of Sr

d . From the analysis of Section 2, this implies that every region of RVD(Sr
d)

is connected, since it consists of a single unbounded face. Consider three rays r, s, t ∈ Sd.
The angle −α required to rotate r around p(r) such that l(r) is either tangent to or not
intersecting Cb(s, t) is strictly greater than − π

2 . After rotating r by − π
2 ∈ [−α, −(α + π)], we

obtain a ray in Sr
d that does not intersect twice Cb(r, s); see Figure 6(b). Our claim follows

since Sd and Sr
d induce the same set of bisecting circles.

(A3): The diagram RVD(Sr
d) is defined by distance functions, one for each site in Sr

d ,
whose domain is the entire plane. Thus, it follows that any point in the plane belongs to the
closure of a region of RVD(Sr

d). ◀
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(a) (b) (c)

Figure 7 (a) RVD(SP ) of a polygon with five vertices. (b) A subset of three rays rotated by
−π/2. The teal region has two faces; for it to be connected, the rays should be rotated by an angle
greater than −π/2. (c) A subset of three rays rotated by −π/2. The red region has two faces; for it
to be connected, the rays should be rotated by an angle smaller than −π/2.

Since each Voronoi region is connected, and it has exactly one unbounded face, as shown
in Lemma 4, it follows that RVD(Sr

d) is a tree of complexity Θ(Sr
d).

It is worth to note that the original set SP need not satisfy axioms (A1)-(A3), thus,
RVD(SP ) need not fall under the framework of abstract Voronoi diagrams, and hence, the
partition into the four subsets and the rotation.

The intuition behind the rotation of the rays comes from the fact that only circular parts
of bisectors appear in PRVD(SP ), and that the bisecting circles remain the same under
a uniform rotation. The partitioning of SP into the specific four sets is justified by the
following remark.

▶ Remark 12. There are sets of rays SP for which there exists no unique angle to rotate the
rays in SP , so that (A2) is satisfied. Refer to Figure 7.

RVD(Sr
d) can be constructed in O(n log n) time [17]. We can construct RVD(Sr

d) in O(n)
time by showing that the system of bisectors of Sr

d falls under the Hamiltonian abstract
Voronoi diagram framework of Klein and Lingas [19]. In addition to satisfying (A1)-(A3),
the cyclic version of [19] requires the following axiom to be satisfied:

(A4) There exists a Jordan curve H of constant complexity such that, H visits the region
vreg(r) in RVD(S ′), ∀S ′ ⊆ S and ∀r ∈ S ′, exactly once.

If a Voronoi diagram satisfies axioms (A1)-(A4) and the ordering of the regions of RVD(S ′)
along H is given, then RVD(S) can be computed in Θ(n)-time [19]. Hence, it suffices to find
a curve H satisfying these properties. We show this in the following.

▶ Lemma 13. RVD(Sr
d) can be constructed in deterministic Θ(|Sd|) time.

Proof. We show that Sr
d satisfies axiom (A4) of the Hamiltonian abstract Voronoi diagram

framework [19]. The linear time algorithm is then a direct corollary of the existing results [19].
Let Γ be a circle of sufficient large radius enclosing all bisecting circles. Γ is obviously a

Jordan curve of constant complexity. For any S ′ ⊆ Sr
d , the diagram RVD(S ′) is a tree, and

by definition, Γ does not intersect any bisecting circle, hence, Γ visits each region of RVD(S ′)
exactly once, with a change on the visited region happening when Γ intersects a ray. Γ is a
Hamiltonian curve H satisfying axiom (A4).

The ordering of the unbounded faces of RVD(Sr
d) corresponds to the ordering of the

respective vertices along the polygon P , and this is maintained for any S ′ ⊂ Sr
d . The ordering

of the vertices of P is given, so this concludes the proof. ◀
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4.3 Merging the four diagrams
We now merge all the diagrams to obtain PRVD(SP ). Our merging procedure consists of
two steps; see Figure 8. In an initial step we merge RVD(Sr

W ) with RVD(Sr
S) to obtain

RVD(Sr
W ∪ Sr

S), and analogously we obtain RVD(Sr
E ∪ Sr

N ). Then, in a final step we merge
the diagrams RVD(Sr

W ∪ Sr
S) and RVD(Sr

E ∪ Sr
N ), restricted to the interior of P , to obtain

PRVD(SP ). We show the following statement.

▶ Lemma 14. Given RVD(Sd), for all d ∈ {N,W,S,E}, PRVD(SP ) can be constructed in
Θ(n) time.

We now describe the two merging steps and sketch the arguments of the proof. Refer also
to Figure 8 and Figure 9. Note that, although the four Voronoi diagrams RVD(Sd) to be
merged fall under the abstract Voronoi framework, this is not the case for the resulting
diagrams. This requires special care in the merging process.

Initial step. We describe how to merge RVD(Sr
W ) with RVD(Sr

S). Let w1, . . . , wk be the
rays in Sr

W and let s1, . . . , sl be the rays in Sr
S , as they appear ordered on P . We need to

construct the merge curve, which consists of the rays s1, w1 and the set of circular edges
of RVD(Sr

W ∪ Sr
S) equidistant to sites w ∈ Sr

W and s ∈ Sr
S , which we denote by EC . We

describe each procedure separately.
Tracing s1: The ray s1 lies entirely in vreg(wk). To see this, consider the set SW (before
rotation) and continuously clockwise rotate all rays by an angle of π/2. During this
process, wk does not intersect any of the rays in SW , hence, s1 ∈ vreg(wk). Thus, s1
does not intersect RVD(Sr

W ) and it can be trivially traced in O(1) time.
Tracing EC : We start from the point p(s1), using the bisector b∠(s1, wk) and we trace
a chain of circular edges until we reach the ray w1. In order to identify at each step the
next bisector to proceed, we adapt standard tracing techniques for Voronoi diagrams, see
e.g., [2]. More specifically, while going from s1 to w1, the curve EC visits the regions of
the sites s1, . . . , sl in exactly that order (some sites might possibly not appear at all).
The same holds for the sites w1, . . . , wk but in reverse order. Hence, to trace EC we can
go over the two lists of regions in the aforementioned order.
Structure of EC : To see that the chain ends up at w1, consider the distance of any point
on the chain to the nearest ray. The distance when the chain starts, at p(s1), is exactly
π/2, and it is monotonically increasing. Moreover, consider the polygonal chain P ∗

consisting of the line segments p(w1)p(w2), p(w2)p(w3), . . . , p(wk)p(s1), p(s1)p(s2), . . . ,

p(sl−1)p(sl) and the ray sl. The distance of any point on P ∗ to its nearest ray, is exactly
π/2. Hence, since the distance along the chain of circular edges is increasing, the chain
may only end up at w1 (but not necessarily at its apex, see e.g., Figure 9(a)).
We now need to show that the chain, which we traced, is the complete set EC , i.e., there
are no other connected components to identify. Additionally, we have to show that EC

does not induce any bounded faces in RVD(Sr
W ∪ Sr

S). To prove both statements we
define an auxiliary Voronoi diagram, where in contrast to Definition 2, we define the
bisector between two rays r and s, to be the entire circle Cb(r, s).
We use this auxiliary diagram due to the simplicity of its bisectors. Since only the circular
arcs of the bisectors appear inside P , some properties of the auxiliary Voronoi diagram
also hold for RVD(Sr

W ∪ Sr
S). More specifically, each region in the auxiliary diagram is

connected and the union of all the regions covers P . In addition, the auxiliary Voronoi
diagram implies that RVD(Sr

W ∪ Sr
S) has Θ(|Sr

W | + |Sr
S |) size, hence, EC has O(n) size.

The curve EC has O(n) size, and there is no backtracking while traversing the two lists
of regions (to identify the edges), hence, EC can be constructed in time O(n).
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(a) (b) (c)

s1

w1

(d) (e) (f)

Figure 8 Merging diagrams (a) RVD(Sr
W ) and (b) RVD(Sr

S) into (c) RVD(Sr
W ∪ Sr

S). Merging
diagrams (d) RVD(Sr

W ∪ Sr
S) and (e) RVD(Sr

E ∪ Sr
N ) into (f) PRVD(SP ). The highlighted red edges

correspond to the merge curve. The arrows schematize tracing.

(a)
s1 w1

(b)

s1

w1

Figure 9 Two special cases of merging two diagrams RVD(Sr
W ) and RVD(Sr

S). (a) The sequence
of circular edges does not end at p(w1). (b) Ray w1 intersects RVD(Sr

S).

Tracing w1: In contrast to s1, the ray w1 may intersect many circular edges of RVD(Sr
S),

each inducing a vertex; see e.g., Figure 9(b). To identify such vertices, we can intersect
w1 (starting from the point on w1 where EC ended) with RVD(Sr

S). This can be easily
done in O(Sr

S) time, as RVD(Sr
S) is a tree.

All steps described can be done in O(n) time, concluding the initial merging step.

Final step. We now merge RVD(Sr
W ∪ Sr

S) and RVD(Sr
E ∪ Sr

N ) restricted to P . The merge
curve, as it lies inside P , consists only of EC , the set of circular edges equidistant to sites
r ∈ Sr

S ∪ Sr
W and t ∈ Sr

E ∪ Sr
N . Using the same properties as in the initial step, it follows that

EC consists of a single chain, it does not create bounded faces in PRVD(SP ), and tracing
may not go outside P . Overall, EC can be identified in O(n) time, and a simple truncation
of the merged diagram inside P , yields PRVD(SP ) in Θ(n) time, concluding the proof.

We can summarize the main result of this section as follows.

▶ Theorem 15. Given a convex polygon P , we can construct PRVD(SP ) in Θ(n) time.



C. Alegría et al. 5:13

4.4 Minimum angle needed to illuminate PPP - Brocard angle
We now turn back to the problem of computing the Brocard angle α∗ of a convex polygon
P . As in the respective problem in R2, the angle α∗ is realized at a point x∗ on PRVD(SP ).
Since the distance along the edges of PRVD(SP ) is monotone, x∗ cannot lie on an edge.
Further, since PRVD(SP ) is confined to P by definition, x∗ lies actually on a vertex of
PRVD(SP ). A special case occurs when α∗ is realized by two anti-parallel rays (edges), and
the circular arc of their bisector degenerates to a line segment ℓ, as in Figure 3(h). In this
case, any point on ℓ is at distance α∗ from the rays, but since the endpoints of ℓ are also at
distance α∗, the Brocard angle is still realized at a vertex of PRVD(SP ).

Therefore, to find α∗ we can construct PRVD(SP ) and then traverse it to find the vertex
of maximum distance. Both steps can be done in Θ(n) time, so we obtain the following.

▶ Theorem 16. Given a convex polygon the Brocard angle α∗ can be found in Θ(n) time.

Following, we give tight bounds on the Brocard angle.

▶ Proposition 17. Given a convex polygon P , the Brocard angle α∗ is less or equal to
π/2 − π/n. Further, α∗ can take any value in the interval (0, π/2 − π/n].

Proof. A π/2 − π/n upper bound on the Brocard angle is given in [5, 12]. Such an angle is
realized by regular polygons. The last illuminated point is the center of the regular polygon,
which is simultaneously illuminated by all the floodlights at an angle of π/2 − π/n.

To prove the lower bound, consider a polygon with a bounding box of width w and height
h. The aspect ratio h

w can be arbitrarily close to zero, hence α∗ is also arbitrarily close to zero.
Further, we can smoothly transform any such polygon to a regular polygon, while preserving
convexity. Thus, it is possible to get any Brocard angle in the range (0, π/2 − π/n]. ◀

As a final note, observe that the three floodlights, which realize α∗, suffice to illuminate P ;
see the dashed segments in Figure 2(a). Consider the k-floodlight illumination problem [28],
which asks for the minimum angle αk, under which a convex polygon is illuminated by k

floodlights, k ≥ 3, where the sum of their apertures is αk. The Brocard illumination gives
an α3 = 3α∗ solution to the problem. By Proposition 17, it follows that α3 ≤ 3π/2 − 3π/n.
Hence, for n ≤ 6, the Brocard angle improves the current a3 = π solution given in [28].

5 RVD on curves

Floodlight illumination problems have also been considered restricted to curves. In this
section, we are given a set S of n rays in R2, a set of α-floodlights each aligned with a ray, and
a curve C, and we want to find the minimum value of α such that C is completely illuminated

(a)

r

g

b

rg

g

gbb
(b)

α∗

Figure 10 A set S of 3 rays and the line C : x2 = 0. (a) RVD(S) in R2 and its intersection
with C. (b) RVD(S) along C as the lower envelope (highlighted) of distance functions. The angle α∗

is illustrated; the last illuminated point is (−∞, 0) (first illuminated by the blue ray).
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by the set of α-floodlights. We show how these problems can be solved by viewing RVD(S)
as the lower envelope of distance functions in 2-space; see Figure 10. We give the proof for
the case when C is a line and then discuss how this approach can be extended to other curves.

▶ Theorem 18. Given a line C, RVD(S) along C has complexity O(n2α(n)) and it can be
constructed in O(nα(n) log n) time.

Proof. Without loss of generality, let C be the horizontal line x2 = 0. Each site r ∈ S induces
a distance function which maps a point x = (x1, 0) ∈ C to d∠(x, r); see Figure 10(b). If r

intersects C at point (i, 0), then there is a point of discontinuity, and the distance function
is split into two partially defined functions, one with the domain up to i and one with the
domain starting at i. RVD(S) along C is the lower envelope of these distance functions. The
lower envelope of n partially defined functions, where each pair of functions intersects at
most s times, has O(λs+2(n)) complexity [14] and it can be constructed in O(λs+1(n) log n)
time [15], where λs(n) is the length of the longest (n, s) Davenport-Schinzel sequence.

In our case, a pair of functions intersects at most twice, as C may intersect twice the
bisecting circle of the two respective rays, so s = 2. Further, we have at most 2n partially
defined functions. Thus, RVD(S) along C has complexity O(n2α(n)) and it can be constructed
in O(nα(n) log n) time, where α(n) is the inverse Ackermann function. ◀

Observe that, the minimum angle α∗ needed to illuminate the line C is realized either at
an intersection point between RVD(S) and C, or at a point of C at infinity; see for example
the point (−∞, 0) in Figure 10. Hence, after constructing RVD(S) along C, the angle α∗ is
revealed by a simple traversal of RVD(S) in time linear in its size.

The aforementioned approach can be generalized to arbitrary curves in a straightforward
way. Let C be a closed curve enclosing the apices of all the rays of S. Note that, if C is a
circle, then the same results as Theorem 18 can be derived, since C intersects a bisecting
circle at most twice; hence, s = 2. On the other hand, if C is an m-sided convex polygon,
then C intersects a bisecting circle at most 2m times, hence s = 2m; see Figure 11(b). If C is
an arbitrary simple polygon, then there might be portions of C not visible by a ray; thus, an
additional parameter k should be introduced, to represent the number of partially defined
functions corresponding to each ray.

(a)

P

123

4
5

r

(b)
P

r s

1

2

3 4

5

6

Figure 11 Illustration of the parameters s and k related to curve illumination. The boundary of
the polygon P is the curve to be illuminated. (a) The distance function of the ray r is split into 5
partial functions, i.e., k = 5. Splits are induced by visibility constraints due to P itself (breakpoint
3-4), by visibility constraints due to other curves (breakpoint 2-3), or by the discontinuity of the
distance function at the ray (breakpoint 1-2). (b) The circular arc of the bisector of the two rays r

and s intersects the boundary of P at 6 points, i.e., s = 6.
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Finally, the approach generalizes to cases where the apices of the rays are not enclosed by
some curve; see Figure 11(a). As before, the complexity of RVD(S) restricted to a curve, will
be affected by a parameter s, representing the number of times a curve intersects a bisecting
circle, and a parameter k, representing the number of partially defined functions in which a
distance function has to be split due to visibility constraints.

6 Concluding remarks

Using the Rotating Rays Voronoi Diagram, we showed how to find the Brocard angle of a
convex polygon in optimal linear time, settling an interesting open problem. We exhibited
that our method is more general: given any domain D and a set of rays S, we can find
the minimum angle that is required to illuminate D using floodlights aligned with S, by
constructing RVD(S) restricted to D.

There are many interesting questions to investigate. Regarding the Brocard angle of
polygons, we would like to see how our approach could extend to other classes of polygons.
We expect to have some difficulties due to the visibility constraints, but we believe that
our algorithm could be adapted to work as well. Regarding RVD(S) in R2, we would like
to settle whether the worst case combinatorial complexity is Θ(n2). Further, if the current
O(n2+ϵ) bound is not tight, we believe that it is possible to design o(n2+ϵ)-time algorithms.
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