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Abstract
We present online algorithms for directed spanners and directed Steiner forests. These are well-
studied network connectivity problems that fall under the unifying framework of online covering and
packing linear programming formulations. This framework was developed in the seminal work of
Buchbinder and Naor (Mathematics of Operations Research, 34, 2009) and is based on primal-dual
techniques. Specifically, our results include the following:

For the pairwise spanner problem, in which the pairs of vertices to be spanned arrive online, we
present an efficient randomized algorithm with competitive ratio Õ(n4/5) for graphs with general
edge lengths, where n is the number of vertices of the given graph. For graphs with uniform
edge lengths, we give an efficient randomized algorithm with competitive ratio Õ(n2/3+ε), and
an efficient deterministic algorithm with competitive ratio Õ(k1/2+ε), where k is the number of
terminal pairs. To the best of our knowledge, these are the first online algorithms for directed
spanners. In the offline version, the current best approximation ratio for uniform edge lengths is
Õ(n3/5+ε), due to Chlamtáč, Dinitz, Kortsarz, and Laekhanukit (SODA 2017, TALG 2020).
For the directed Steiner forest problem with uniform costs, in which the pairs of vertices to be
connected arrive online, we present an efficient randomized algorithm with competitive ratio
Õ(n2/3+ε). The state-of-the-art online algorithm for general costs is due to Chakrabarty, Ene,
Krishnaswamy, and Panigrahi (SICOMP 2018) and is Õ(k1/2+ε)-competitive. In the offline
version, the current best approximation ratio with uniform costs is Õ(n26/45+ε), due to Abboud
and Bodwin (SODA 2018).

To obtain efficient and competitive online algorithms, we observe that a small modification of
the online covering and packing framework by Buchbinder and Naor implies a polynomial-time
implementation of the primal-dual approach with separation oracles, which a priori might perform
exponentially many calls to the oracle. We convert the online spanner problem into an online
covering problem and complete the rounding-step analysis in a problem-specific fashion.
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5:2 Online Directed Spanners and Steiner Forests

1 Introduction

We study online variants of directed network optimization problems. In an online problem,
the input is presented sequentially, one item at a time, and the algorithm is forced to make
irrevocable decisions in each step, without knowledge of the remaining part of the input.
The performance of the algorithm is measured by its competitive ratio, which is the ratio
between the value of the online solution and that of an optimal offline solution.

Our main results focus on directed spanners, which are sparse subgraphs that approxim-
ately preserve pairwise distances between vertices. Spanners are fundamental combinatorial
objects with a wide range of applications, such as distributed computation [9, 69], data
structures [5, 75], routing schemes [35, 67, 70, 72], approximate shorthest paths [18, 41, 42],
distance oracles [18, 31, 68], and property testing [8, 22]. For a comprehensive account of the
literature, we refer the reader to the excellent survey [2].

We also study related network connectivity problems, and in particular on directed Steiner
forests, which are sparse subgraphs that maintain connectivity between target terminal
vertex pairs. Steiner forests are ubiquitously used in a heterogeneous collection of areas,
such as multicommodity network design [49, 53], mechanism design and games [30, 63, 64, 73],
computational biology [62,71], and computational geometry [19,24].

Our approaches are based on covering and packing linear programming (LP) formulations
that fall into the unifying framework developed by Buchbinder and Naor [26], using the
powerful primal-dual technique [51]. This unifying framework extends across widely different
domains, and hence provides a general abstraction that captures the algorithmic essence of
all online covering and packing formulations. In our case, to obtain efficient competitive
algorithms for solving the LPs online, we observe that the algorithms in [26] can be slightly
modified to significantly speed up the setting of our applications, in which the algorithm
might otherwise make exponentially many calls to a separation oracle. This component
is not tailored to the applications studied here and may be of independent interest. In
particular, previous approaches solving online covering and packing problems either focus on
the competitiveness of the algorithm [4,12,16], or manage to leverage the specific structure
of the problem for better time efficiency in a somewhat ad-hoc manner [3, 11,15,21,25,59],
while here the solution may be viewed as a more unified framework that is also efficient.

1.1 Our contributions

1.1.1 Directed spanners
Let G = (V, E) be a directed simple graph with n vertices. Each edge is associated with
its length ℓ : E → R≥0. The edge lengths are uniform if ℓ(e) = 1 for all e ∈ E. In spanner
problems, the goal is to compute a minimum cardinality (number of edges) subgraph in
which the distance between terminals is preserved up to some prescribed factor. In the
most well-studied setting, called the directed s-spanner problem, there is a fixed value s ≥ 1
called the stretch, and the goal is to find a minimum cardinality subgraph in which every
pair of vertices has distance within a factor of s in the original graph. For low stretch
spanners, when s = 2, there is a tight Θ(log n)-approximation algorithm [44, 65]; when
s = 3, 4 both with uniform edge lengths, there are Õ(n1/3)-approximation algorithms [20,40].
When s > 4, the best known approximation factor is Õ(n1/2) [20]. The problem is hard to
approximate within an O(2log1−ε n) factor for 3 ≤ s = O(n1−δ) and any ε, δ ∈ (0, 1), unless
NP ⊆ DTIME(npolylog n) [45].
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A more general setting, called the pairwise spanner problem [34], and the client-server
model [22, 44], considers an arbitrary set of terminals D = {(si, ti) | i ∈ [k]} ⊆ V ×
V . Each terminal pair (si, ti) has its own target distance di. The goal is to compute a
minimum cardinality subgraph in which for each i, the distance from si to ti is at most
di. For the pairwise spanner problem with uniform edge lengths, [34] obtains an Õ(n3/5+ε)-
approximation.

In the online version, the graph is known ahead of time, and the terminal pairs and the
corresponding target distances are received one by one in an online fashion. The distance
requirement of the arriving terminal pair is satisfied by irrevocably including edges. There
are no online algorithms for the pairwise spanner problem that we are aware of, even in the
simpler and long-studied case of stretch s or graphs with uniform lengths.

For graphs with uniform edge lengths, we present the proof outline of the following
theorem in Section 2 and refer the reader to the full version [52] for the complete proof.

▶ Theorem 1. For the online pairwise spanner problem with uniform edge lengths, there
exists a deterministic polynomial time algorithm with competitive ratio Õ(k1/2+δ) for any
constant δ > 0.

Next, we turn to graphs with general edge lengths and derive online algorithms with
competitive ratios in terms of n. We present a generic algorithm (Algorithm 3) used for
Theorems 2, 3, 4, 5, 6, and 7. Due to space limitations, we refer the reader to the full
version [52] for the complete proof of Theorems 3, 4, and 5.

For graphs with general edge lengths, we show the following in Section 3.1.

▶ Theorem 2. For the online pairwise spanner problem, there is a randomized polynomial
time algorithm with competitive ratio Õ(n4/5).

In one special case, the given graph might have uniform edge lengths, and the diameter
is bounded or it is guaranteed that the distances between the terminal pairs are bounded.
Let d = maxi∈[k]{di} that is known offline be the maximum allowed distance of any pair
of terminals in the input. This setting is equivalent to the d-diameter spanning subgraph
problem introduced in [22].

▶ Theorem 3. For the online pairwise spanner problem with uniform edge lengths and
maximum allowed distance d, there is a randomized polynomial time algorithm with competitive
ratio Õ(d1/3n2/3).

Another special case is where the edge lengths are quasimetric. That is, they satisfy the
following directed form of the triangle inequality. For any two edges u → v and v → w,
there is also an edge u→ w such that ℓ(u, w) ≤ ℓ(u, v) + ℓ(v, w). This setting includes the
class of transitive-closure graphs with uniform edge lengths, in which each pair or vertices
connected by a directed path is also connected by a directed edge. The offline version of the
transitive-closure spanner problem was formally defined in [22].

▶ Theorem 4. For the online pairwise spanner problem where edge lengths are quasimetric,
there is a randomized polynomial time algorithm with competitive ratio Õ(n2/3).

In a special case on graphs with uniform edge lengths, for each terminal pair (si, ti), there
is also an edge si → ti in the given graph. This setting is equivalent to the all-server spanner
problem introduced in [44].

▶ Theorem 5. For the online all-server spanner problem with uniform edge lengths, there is
a randomized polynomial time algorithm with competitive ratio Õ(n2/3).

APPROX/RANDOM 2021



5:4 Online Directed Spanners and Steiner Forests

For graphs with uniform edge lengths without further assumptions, we use Theorem 1
and the generic algorithm to prove the following theorem in Section 3.2.

▶ Theorem 6. For the online pairwise spanner problem with uniform edge lengths, there is
a randomized polynomial time algorithm with competitive ratio Õ(n2/3+ε) for any constant
ε ∈ (0, 1/3).

1.1.2 Directed Steiner forests
In the directed Steiner forest problem, we are given a directed graph G = (V, E) with edge
costs w : E → R≥0, and a set of terminals D = {(si, ti) | i ∈ [k]} ⊆ V × V . The goal is to
find a subgraph H = (V, E′) which includes an si ; ti path for each terminal pair (si, ti),
and the total cost

∑
e∈E′ w(e) is minimized. The costs are uniform when w(e) = 1 for all

e ∈ E.
In the offline setting with general costs, the best known approximations are O(k1/2+ε)

by Chekuri et al. [32] and O(n2/3+ε) by Berman et al. [20]. For the special case of uniform
costs, there is an improved approximation factor of Õ(n26/45+ε) by Abboud and Bodwin [1].
In the online setting, Chakrabarty et al. [28] give an Õ(k1/2+ε) approximation for general
costs. Their algorithm also extends to the more general buy-at-bulk version. We prove the
following in Section 3.3..

▶ Theorem 7. For the online directed Steiner forest problem with uniform costs, there is
a randomized polynomial time algorithm with competitive ratio Õ(n2/3+ε) for any constant
ε ∈ (0, 1/3).

We essentially improve the competitive ratio when the number of terminal pairs is ω(n4/3).

1.1.3 Summary
We summarize our main results for online pairwise spanners and directed Steiner forests in
Table 1 by listing the competitive ratios and contrast them with the corresponding known
competitive and approximation ratios. We note that offline Õ(n4/5)-approximate pairwise
spanners for graphs with general edge lengths and offline Õ(k1/2+ε)-approximate pairwise
spanners for graphs with uniform edge lengths can be obtained by our online algorithms.

Table 1 Summary of the competitive and approximation ratios. Here, n refers to the number of
vertices and k refers to the number of terminal pairs. We include the known results for comparison.
The text in gray refers to known results while the text in black refers to our contributions.

Setting Pairwise Spanners Directed Steiner Forests

Õ(n4/5) (implied by Thm 2) Õ(n26/45+ε) (uniform costs) [1]

Offline Õ(n3/5+ε) (uniform lengths) [34] O(n2/3+ε) [20]

Õ(k1/2+ε) (uniform lengths, implied by Thm 1) O(k1/2+ε) [32]

Õ(n4/5) (Thm 2) Õ(k1/2+ε) [28]

Online Õ(n2/3+ε) (uniform lengths, Thm 6) Õ(n2/3+ε) (uniform costs, Thm 7)

Õ(k1/2+ε) (uniform lengths, Thm 1)

1.2 An efficient online covering and packing framework
Before presenting our modification to the unified framework in [26] to obtain efficient online
covering and packing LP solvers, we give an overview of the well-known primal-dual framework
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for approximating covering and packing LP’s online. This framework is the main engine of our
application and it is important to establish some context before getting into the application
for spanners and Steiner forests. We also introduce a discussion of certain technical nuances
that arise for our application, and the small modification we propose to address it. A more
formal description, including proofs and fully parameterized theorem statements, is fairly
technical and therefore deferred to Appendix C after we have used these tools in the context
of spanners and Steiner forests.

The primal-dual framework was first developed for the online set cover problem in the
seminal work of [4]. The approach was extended to network optimization problems in
undirected graphs in [3], then abstracted and generalized to a broad LP-based primal-dual
framework in [26]. Our discussion primarily centers around the abstract framework in [26].
A number of previous results in online algorithms, such as ski rental [61] and paging [16],
can be recovered from this approach and many new important applications have since been
developed, such as the k-server problem [76]. We refer the reader to the excellent survey by
Buchbinder and Naor [27].

These works develop a clean two-step approach to online algorithms based on 1) solving
the LP online, and 2) rounding the LP online. Solving the LP online can be done in a generic
fashion, while rounding tends to be problem-specific. The setting for the covering LP is the
following.

minimize ⟨c, x⟩ over x ∈ Rn
≥0 s.t. Ax ≥ b. (1)

Here A ∈ Rm×n
≥0 consists of m covering constraints, b ∈ Rn

>0 is a positive lower bound
of the covering constraints, and c ∈ Rm

>0 denotes the positive coefficients of the linear cost
function. Each constraint can be normalized, so we focus on covering LP’s in the following
form.

minimize ⟨c, x⟩ over x ∈ Rn
≥0 s.t. Ax ≥ 1 (2)

where 1 is a vector of all ones.
In the online covering problem, the cost vector c is given offline, and each of these covering

constraints is presented one by one in an online fashion, that is, m can be unknown. The
goal is to update x in a non-decreasing manner such that all the covering constraints are
satisfied and the objective value ⟨c, x⟩ is approximately optimal. An important idea in this
line of work is to simultaneously consider the dual packing problem:

maximize ⟨1, y⟩ over y ∈ Rm
≥0 s.t. AT y ≤ c (3)

where AT consists of n packing constraints with an upper bound c given offline.
In the online packing problem, the columns of AT and the corresponding variables are

presented online with value zero, one can either let the arriving variable remain zero, or
irrevocably assign a positive value to the arriving variable. The goal is to approximately
maximize the objective value ⟨1, y⟩ with each constraint approximately satisfied.

1.2.1 Separation oracles in the online setting
The primal-dual framework in [26] simultaneously solves both LP (2) and LP (3), and crucially
uses LP-duality and strong connections between the two solutions to argue that they are
both nearly optimal. Here we give a sketch of the LP solving framework for reference in the
subsequent discussion. We maintain solutions x and y for LP (2) and LP (3), respectively, in
an online fashion. The covering solution x is a function of the packing solution y. In particular,
each coordinate xj is exponential in the load of the corresponding packing constraint in LP

APPROX/RANDOM 2021



5:6 Online Directed Spanners and Steiner Forests

(3). Both x and y are monotonically increasing. The algorithm runs in phases, where each
phase corresponds to an estimate for OPT revised over time. Within a phase we have the
following. If the new covering constraint i ∈ [m], presented online, is already satisfied, then
there is nothing to be done. Otherwise, increase the corresponding coordinate yi, which
simultaneously increases the xj ’s based on the magnitude of the coordinate aij , where aij is
the i-th row j-th column entry of A. The framework in [26] increases yi until the increased
xj ’s satisfy the new constraint. This naturally extends to the setting when the problem
relies on a separation oracle to retrieve an unsatisfied covering constraint where the number
of constraints can be unbounded [26]. However, while this approach will fix all violating
constraints, each individual fix may require a diminishingly small adjustment that cannot
be charged off from a global perspective. Consequently the algorithm may have to address
exponentially many constraints.

1.2.2 A primal-dual bound on separation oracles

Our goal is to adjust the framework to ensure that we only address a polynomial number
of constraints (per phase). For many concrete problems in the literature, this issue can be
addressed directly based on the problem at hand (discussed in greater detail in Section A). In
our setting, we start with a combinatorially defined LP that is not a pure covering problem,
and convert it to a covering LP. While having a covering LP is conducive to the online LP
framework, the machinery generates a large number of covering constraints that are very
unstructured. For example, we have little control over the coefficients of these constraints.
This motivates us to develop a more generic argument to bound the number of queries to
the separation oracle, based on the online LP framework, more so than the exact problem at
hand. Here, when addressing a violated constraint i, we instead increase the dual variable
yi until the increased primal variables x (over-)satisfy the new constraint by a factor of
2. This forces at least one xj to be doubled – and in the dual, this means we used up a
substantial amount of the corresponding packing constraint. Since the packing solution is
already guaranteed to be feasible in each phase by the overall framework, this leads us to
conclude that we only ever encounter polynomially many violating constraints.

For our modified online covering and packing framework, we show that 1) the approxima-
tion guarantees are identical to those in [26], 2) the framework only encounters polynomially
many violating constraints for the online covering problem, and 3) only polynomially many
updates are needed for the online packing problem.

▶ Theorem 8 (Informal). There exists an O(log n)-competitive online algorithm for the
covering LP (2) which encounters polynomially many violating constraints.

▶ Theorem 9 (Informal). Given any parameter B > 0, there exists a 1/B-competitive
online algorithm for the packing LP (3) which updates y polynomially many times, and
each constraint is violated within an O(f(A)/B) factor (f(A) is a logarithmic function that
depends on the entries in A).

We note that the competitive ratios given in [26] are tight, which also implies the tightness
of the modified framework. The number of violating constraints depends not only on the
number of covering variables and packing constraints n, but also on the number of bits used
to present the entries in A and c. The formal proof for Theorem 8 is provided in Appendix C,
while the formal proof for Theorem 9 provided in the full version [52] is not directly relevant
to this work, but may be of independent interest.
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1.3 High-level technical overview for online network optimization
problems

1.3.1 Online pairwise spanners

For this problem, a natural starting point is the flow-based LP approach for offline s-
stretch directed spanners, introduced in [38]. The results of [34] adopt a slight tweak
for this approach to achieve an Õ(n/

√
OPT)-approximation, where OPT is the size of the

optimal solution. With additional ideas, the Õ(n/
√

OPT)-approximation is converted into an
Õ(n3/5+ε)-approximation for pairwise spanners. One technical obstacle in the online setting
is the lack of a useful lower bound for OPT. Another challenge is solving the LP for the
spanner problem and rounding the solution in an online fashion, particularly as the natural
LP is not a covering LP. We address these technical obstacles as discussed below in Section 3.
Ultimately we obtain an Õ(n4/5) competitive ratio for the online setting. The strategy here
is to convert the LP for spanners into a covering LP, where the constraints are generated by
an internal LP. The covering LP previously appeared in [38] implicitly, and in [39] explicitly.

1.3.2 Online pairwise spanners with uniform edge lengths

For the special case of uniform edge lengths, [34] obtains an improved bound of Õ(n3/5+ε).
It is natural to ask if the online bound of Õ(n4/5) mentioned above can be improved as
well. Indeed, we obtain an improved bound of Õ(n2/3+ε) by replacing the greedy approach
in the small OPT regime by using the Õ(k1/2+ε)-competitive online algorithm discussed in
Section 2. This algorithm leverages ideas from [34] in reducing to label cover problems with
ideas from the online network design algorithms of [28]. Some additional ideas are required
to combine the existing tools and among others we had to formulate a new pure covering LP
that can be solved online, to facilitate the transition.

1.3.3 Online Steiner forests with uniform costs

This problem is a special case of the online pairwise spanner problem where the distance
requirement for each terminal pair is infinity and the edge lengths are uniform. The online
algorithm for this problem has a similar structure to the one for pairwise spanners and
similar obstacles to overcome. Before small value of OPT gets large, we can leverage the
Õ(k1/2+ε)-competitive online algorithm or the online buy-at-bulk framework [28] for a better
bound than a greedy approach would give, improving the competitive ratio to Õ(n2/3+ε).

1.4 Organization

Since the proof of Theorem 1 is the most involved contribution of this work, we start by
presenting the proof outline in Section 2 and refer the reader to the full version [52] for the
technical proof details. In Section 3, we prove Theorems 2, 6, and 7 by designing a generic
online algorithm, which is also used for proving Theorems 3, 4, and 5 in the full version [52].
We show the modified online covering framework in Appendix C, while the modified online
packing framework is presented in the full version [52]. We refer the reader to Appendix A for
a detailed description of related work and an exposition situating our work in the expansive
literature of directed spanners, Steiner forests, and covering and packing problems.

APPROX/RANDOM 2021
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2 Online Pairwise Spanners with Uniform Lengths

In this section, we present the proof outline of Theorem 1, namely we design an online
algorithm for the pairwise spanner problem with uniform edge lengths with competitive ratio
Õ(k1/2+δ) for any constant δ > 0. We recall that in the pairwise spanner problem, we are
given a directed graph G = (V, E) with edge length ℓ : E → R≥0, a general set of k terminals
D = {(si, ti) | i ∈ [k]} ⊆ V × V , and a target distance di for each terminal pair (si, ti), the
goal is to output a subgraph H = (V, E′) of G such that for every pair (si, ti) ∈ D it is
the case that dH(si, ti) ≤ di, i.e. the length of a shortest si ; ti path is at most di in the
subgraph H, and we want to minimize the number of edges in E′. The edge lengths are
uniform if ℓ(e) = 1 for all e ∈ E. In the online setting, the directed graph G is given offline,
while the vertex pairs in D ⊆ V × V arrive online one at a time. In the beginning, E′ = ∅.
Suppose (si, ti) and its target distance di arrive in round i, we select some edges from E and
irrevocably add them to E′, such that in the subgraph H = (V, E′), dH(si, ti) ≤ di.

2.1 Outline of the proof of Theorem 1
We start by describing the high-level approach of our proof of Theorem 1. While the proof
combines ideas of the online buy-at-bulk framework in [28] and of the reduction from the
pairwise spanner problem to a connectivity problem in [34], implementing the details require
several new ideas. Specifically, we introduce a useful extension of the Steiner problem,
called the Steiner label cover problem, and our main contribution is an online covering
LP formulation for this problem. This approach allows us to not only capture the global
approximation property in an online setting, as in [28], but also to handle distance constraints,
as in [34]. The entire proof consists of three main ingredients:
1. We first show that there exists an O(

√
k)-approximate solution consisting of junction

trees. A junction tree is a subgraph consisting of an in-arborescence and out-arborescence
rooted at the same vertex (see also Definition 10).

2. We then show a reduction from the online pairwise spanner problem to the online Steiner
label cover problem on a forest with a loss of an O(k1/2+δ) factor. More precisely, an
O(
√

k) factor comes from the junction tree approximation and an extra O(kδ) factor
comes from the height reduction technique introduced in [32,58]. The height reduction
technique allows us to focus on low-cost trees of height O(1/δ) in order to recover a
junction tree approximation.

3. Finally, we show a reduction from the online Steiner label cover problem to the online
undirected Steiner forest problem, with a loss of a polylog(n) factor. More precisely, we
first formulate an online covering LP for the online Steiner label cover instance, then
construct an online undirected Steiner forest instance from the LP solution, with a loss
of a factor of 2. By [21], the online undirected Steiner forest problem can then be solved
deterministically with competitive ratio polylog(n).

Combining these three ingredients results in an Õ(k1/2+δ)-competitive algorithm. We
provide further intuition below. The detailed description these three ingredients are presented
in the full version [52].

2.1.1 Junction tree approximation
Many connectivity problems, including Steiner forests, buy-at-bulk, and spanner problems,
are usually solved using junction trees introduced in [33].
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▶ Definition 10. A junction tree rooted at r ∈ V is a directed graph G = (V, E), by taking
the union of an in-arborescence rooted at r and an out-arborescence rooted at r2. A junction
tree solution is a collection of junction trees rooted at different vertices, that satisfies all the
terminal distance constraints.

▶ Lemma 11. There exists an O(
√

k)-approximate junction tree solution for pairwise span-
ners.

At a high level, the proof of Lemma 11 follows by a standard density argument. A
partial solution is a subgraph that connects a subset of the terminal pairs within the required
distances. The density of a partial solution is the ratio between the number of edges used and
the number of terminal pairs connected within the required distances. This argument is used
for solving offline problems including the Steiner forest problem [20,32,46], the buy-at-bulk
problem [6], the Client-Server s-spanner [22] problem, and the pairwise spanner problem [34],
by greedily removing low density partial solutions in an iterative manner. Fortunately, this
iterative approach also guarantees a nice global approximation that consists of junction trees
rooted at different vertices, which is amenable in the online setting. The online buy-at-bulk
algorithm in [28] is an online version of the junction tree framework for connectivity problems.
Our main technical contribution is further modifying the online version of the junction tree
framework for problems with distance constraints.

2.1.2 Reduction to Steiner label cover
We reduce the pairwise spanner problem to the following extension of Steiner problem termed
Steiner label cover.

▶ Definition 12. In the Steiner label cover problem, we are given a (directed or undirected)
graph G = (V, E), non-negative edge costs w : E → R≥0, and a collection of k disjoint vertex
subset pairs (Si, Ti) for i ∈ [k] where Si, Ti ⊆ V and Si ∩Ti = ∅. Each pair is associated with
a relation (set of permissible pairs) Ri ⊆ Si × Ti. The goal is to find a subgraph F = (V, E′)
of G, such that 1) for each i ∈ [k], there exists (s, t) ∈ Ri such that there is an s ; t path in
F , and 2) the cost

∑
e∈E′ w(e) is minimized.

For the online Steiner label cover problem, (Si, Ti) and Ri arrive online, and the goal is
to irrevocably select edges to satisfy the first requirement and also approximately minimize
the cost.

To reduce to the online Steiner label cover problem, we construct a directed graph G′

that consists of disjoint layered graphs from the given graph G = (V, E). Each vertex in G′

is labelled by the distance to (from) the root of a junction tree. This allows us to capture
distance constraints by a Steiner label cover instance with distance-based relations. From
G′, we further construct an undirected graph H which is a forest by the height reduction
technique [32, 58]. In H, we define the corresponding Steiner label cover instance, where the
terminal vertex sets consist of the leaves, and the solution is guaranteed to be a forest. The
Steiner label cover instance on the forest H has a nice property. For each tree in H, the
terminal vertices can be ordered in a way such that if an interval belongs to the relation,
then any subinterval also belongs to the relation.

2 A junction tree does not necessarily have a tree structure in directed graphs, i.e. edges in the in-
arborescence and edges in the out-arborescence may overlap. Nevertheless, we continue using this term
because of historical reasons. A similar notion can also be used for undirected graphs, where a junction
tree is indeed a tree.
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5:10 Online Directed Spanners and Steiner Forests

▶ Definition 13. The ordered Steiner label cover problem on a forest is defined as a special
case of the Steiner label cover problem (see Definition 12) with the following properties.
1. G is an undirected graph consisting of disjoint union of trees H1, H2, . . . , Hn each of

which has a distinguished root vertex rj where j ∈ [n].
2. For each (Si, Ti) and Ri, and each tree Hj, the input also includes the orderings ≺i,j

such that:
a. For Sj

i := Si ∩Hj and T j
i := Ti ∩Hj, the ordering ≺i,j is defined on Sj

i ∪ T j
i .

b. The root rj separates Sj
i from T j

i .
c. If s ∈ Sj

i and t ∈ T j
i are such that (s, t) ∈ Ri, then for any s′ ∈ Sj

i and t′ ∈ T j
i such

that s ⪯i,j s′ ≺i,j t′ ⪯i,j t, we have that (s′, t′) ∈ Ri.
We note that for the online ordered Steiner label cover problem on a forest, besides

(Si, Ti) and Ri, the orderings {≻i,j}j∈[n] also arrive online.
We employ a well-defined mapping between junction trees in G and forests in H by paying

an Õ(k1/2+δ) factor for competitive online solutions. A crucial step for showing Theorem 1
is the following theorem.

▶ Theorem 14. For any constant δ > 0, an α-competitive polynomial time algorithm for
online ordered Steiner label cover on a forest implies an O(αk1/2+δ)-competitive polynomial
time algorithm for the online pairwise spanner problem on a directed graph with uniform edge
lengths.

At a high level, the online pairwise spanner problem on a directed graph G = (V, E) with
uniform edge lengths reduces to an instance of online Steiner label cover on the forest H

with the following properties.
1. H consists of disjoint trees Hr rooted at r′ for each vertex r ∈ V .
2. |V (H)| = nO(1/δ), E(H) = nO(1/δ), and each tree Hr has depth O(1/δ) with respect to

r′.
3. For each arriving terminal pair (si, ti) with distance requirement di, there is a corres-

ponding pair of terminal sets (Ŝi, T̂i) and relation R̂i with |R̂i| = nO(1/δ), where Ŝi and
T̂i are disjoint subsets of leaves in H. Furthermore, we can generate orderings ≺i,r based
on the distance-based relations R̂i such that the Steiner label cover instance is an ordered
instance on the forest H.

This technique closely follows the one for solving offline pairwise spanners in [34]. The
intermediary problem considered in [34] is the minimum density Steiner label cover problem.
In this framework, the solution is obtained by selecting the partial solution with the lowest
density among the junction trees rooted at different vertices and repeat. In the online setting,
to capture the global approximation for pairwise spanners, we construct a forest H and
consider all the possible roots simultaneously.

2.1.3 An online algorithm for Steiner label cover on H

The goal is to prove the following lemma.

▶ Lemma 15. For the online ordered Steiner label cover problem on a forest (see definition
13), there is a deterministic polynomial time algorithm with competitive ratio polylog(n).

We derive an LP formulation for the Steiner label cover instance on H. At a high level,
the LP minimizes the total edge weight by selecting edges that cover paths with endpoint
pairs which belong to the distance-based relation. We show that the LP for Steiner label cover
can be converted into an online covering problem, which is efficiently solvable by Theorem 8.
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The online rounding is based on the online LP solution for Steiner label cover. Given the
online LP solution and the orderings in round i generated by the distance-based relation
R̂i, we extract the representative vertex sets S̃i and T̃i from the terminal sets Ŝi and T̂i,
respectively, according to orderings ≺i,r and the contribution of the terminal vertex to
the objective of the Steiner label cover LP. We show that the union of cross-products over
partitions of S̃i and T̃i (based on the trees in H) is a subset of the distance-based relation
R̂i. This allows us to reduce the online ordered Steiner label cover problem to the online
undirected Steiner forest problem by connecting a super source to S̃i and a super sink to T̃i.

This technique closely follows the one for solving offline pairwise spanners in [34]. The
main difference is that in the offline pairwise spanner framework, the LP formulation is
density-based and considers only one (fractional) junction tree. To globally approximate
the online pairwise spanner solution, our LP formulation is based on the forest H and its
objective is the total weight of a (fractional) forest.

The LP for the undirected Steiner forest problem is roughly in the following form.

min
x

∑
e∈E(H)

w′(e)xe

subject to x supports an S̃i-T̃i flow of value 1 ∀i ∈ [k],
xe ≥ 0 ∀e ∈ E(H).

(4)

Here w′ denotes the edge weights in H. We show that a solution of the undirected Steiner
forest LP (4) recovers a solution for the Steiner label cover LP by a factor of 2. The integrality
gap of the undirected Steiner forest LP is polylog(n) because the instance can be decomposed
into single source Steiner forest instances by the structure of H [28,50]. This implies that
the online rounding for the Steiner label cover LP can be naturally done via solving the
undirected Steiner forest instance online, by using the polylog(n)-competitive framework [21].

2.1.3.1 Putting it all together

We summarize the overall Õ(k1/2+δ)-competitive algorithm for online pairwise spanners when
the given graph has uniform edge lengths. The reduction strategy is as follows:
1. Reduce the online pairwise spanner problem on the original graph G to the online Steiner

label cover problem on the directed graph G′ which consists of disjoint layered graphs.
2. Reduce the online Steiner label cover problem on G′ to an online ordered Steiner label

cover problem on H, where H is a forest.
3. In the forest H, reduce the online ordered Steiner label cover problem to the online

undirected Steiner forest problem.

We note that G′ and H are constructed offline, while the graph for the final undirected
Steiner forest instance is partially constructed online, by adding super sources and sinks
and connecting incident edges to the representative leaf vertices online in H. The pairwise
spanner in G is O(

√
k)-approximated by junction trees according to Lemma 11. The graph

G′ preserves the same cost of the pairwise spanner (junction tree solution) in G. The solution
of the ordered Steiner label cover problem in graph H is a forest. One can map a forest in H

to junction trees in G′, via the height reduction technique by losing an O(kδ) factor. Finally,
in the forest H, we solve the undirected Steiner forest instance online and recover an ordered
Steiner label cover solution by losing a polylog(n) factor. The overall competitive ratio is
therefore Õ(k1/2+δ).
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3 Online Pairwise Spanners

We recall that in the general pairwise spanner problem, we are given a directed graph
G = (V, E) with edge length ℓ : E → R≥0, a general set of k terminals D = {(si, ti) |
i ∈ [k]} ⊆ V × V , and a target distance di for each terminal pair (si, ti), the goal is to
output a subgraph H = (V, E′) of G such that for every pair (si, ti) ∈ D it is the case that
dH(si, ti) ≤ di, i.e. the length of a shortest si ; ti path is at most di in the subgraph H,
and we want to minimize the number of edges in E′.

3.1 An Õ(n4/5)-competitive online algorithm for pairwise spanners

In this section, we prove Theorem 2. Recall that in the online setting of the problem, the
directed graph G is given offline, while the vertex pairs in D ⊆ V × V arrive online one at a
time. In the beginning, E′ = ∅. Suppose (si, ti) and its target distance di arrive in round
i, we select some edges from E and irrevocably add them to E′, such that in the subgraph
H = (V, E′), dH(si, ti) ≤ di. The goal is to approximately minimize the total number of
edges added to E′.

We start with a high-level sketch of an offline algorithm, which we will build on for the
online setting. The randomized rounding framework in [20,34] has two main steps. One step
is to solve and round an LP for the spanner problem. The second is to uniformly sample
vertices and add the shortest path in-arboresences and out-arboresences rooted at each of
the sampled vertices. Terminal pairs are classified as either thin or thick and are addressed
by one of the two steps above accordingly.

In the first step, the rounding scheme based on an LP solution for spanners ensures
with high probability that for all thin terminal pairs the distance requirements are met.
The second step ensures with high probability that for all thick terminal pairs the distance
requirements are met. By selecting an appropriate threshold for classifying the thin and
thick pairs, this leads to an O(n/

√
OPT)-approximation, where OPT is the number of edges

in the optimal solution.
The main challenges in adapting this approach to the online setting are as follows: 1)

OPT can be very small, and 2) the LP for spanners is not naturally a pure covering LP, which
makes it difficult to solve online. In the previous work in the offline setting, the small-OPT
case is addressed by sophisticated strategies that appear difficult to emulate online. Instead,
we show that the optimal value (however small) is at least the square root of the number of
terminal pairs that have arrived. Thus, if OPT is small and not many pairs have arrived, we
can greedily add a path with the fewest edges subject to the distance requirement for each
pair. To overcome the second challenge, we convert the LP for spanners into an equivalent
covering LP as in [39], where exponentially many covering constraints are generated by an
auxiliary LP. Having transformed the LP into a purely covering one, we can solve the LP
online, treating the auxiliary LP as a separation oracle.

3.1.1 A simple Õ(n4/5)-approximate offline algorithm based on [34]

For ease of exposition, we first design a simpler offline algorithm (slightly weaker than the
state-of-the-art) that is more amenable to the online setting. This allows us to establish the
main ingredients governing the approximation factor in a simpler setting, and then address
the online aspects separately. The algorithm leverages the framework developed in [20,34].
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Let Pi denote the collection of si ; ti paths of length at most di consisting of edges in
E. Let the local graph Gi = (V i, Ei) be the union of all vertices and edges in Pi. A pair
(si, ti) ∈ D is t-thick if |V i| ≥ t, otherwise (si, ti) is t-thin. Consider the following standard
LP relaxation (essentially the one in [38]).

min
x,y

∑
e∈E

xe

subject to
∑

P ∈Pi

yP ≥ 1 ∀i ∈ [k],

∑
P |e∈P ∈Pi

yP ≤ xe ∀e ∈ E,∀i ∈ [k],

xe ≥ 0 ∀e ∈ E,

yP ≥ 0 ∀P ∈ Pi ∀i ∈ [k].

(5)

Herein, xe is an indicator of edge e and yP is an indicator of path P . Suppose we have an
integral feasible solution. Then the first set of constraints ensures that there is at least one
si ; ti path of length at most di selected, and the second set of constraints ensures that if a
path P is selected, then all its edges are selected.

We say that a pair (si, ti) ∈ D is settled if the selection of edges is such that there exists
an si ; ti path of length at most di. Applying a simple rounding scheme based on a solution
of LP (5) settles the thin pairs with high probability, while sampling enough vertices and
adding shortest path in-arborescences and out-arborescences rooted at each sampled vertex
ensures with high probability that thick pairs are settled. Let OPT be the optimum value
of the given pairwise spanner instance. Without loss of generality, we may assume that we
know OPT since we can guess every value of OPT in [|E|] in the offline setting. Now we are
ready to describe Algorithm 1 in [34].

▶ Lemma 16. ( [34]) Algorithm 1 is Õ(n/
√

OPT)-approximate.

Algorithm 1 Offline pairwise spanner.

1: E′ ← ∅ and t← n/
√

OPT.
2: Solve LP (5) and add each edge e ∈ E to E′ with probability min{1, xet ln n} independ-

ently.
3: Obtain a vertex set W ⊆ V by sampling (3n ln n)/t vertices from V independently

and uniformly at random. Add the edges of shortest path in-arborescences and out-
arborescences rooted at w for each w ∈W .

In the all-pairs spanner problem where OPT is Ω(n), Algorithm 1 is Õ(
√

n)-approximate
which matches the state-of-the-art approximation ratio given in [20]. For the pairwise
spanner problem, the main challenge is the lack of a nice lower bound for OPT. In the offline
setting, [34] achieves an Õ(n3/5+ε)-approximate solution by a careful case analysis when
edges have uniform lengths. We give an alternative approach that is amenable to the online
setting by considering two cases, where one resolves the issue when OPT does not have a
nice lower bound, and the other uses a variant of Algorithm 1 given that OPT has a nice
lower bound. This approach relies on the following observation.

▶ Lemma 17. OPT ≥
√

k.
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Proof. We observe that when the spanner has ℓ edges, there are at most ℓ source vertices
and ℓ sink vertices, so there are at most ℓ2 terminal pairs. Therefore, when the spanner has
OPT edges, there are at most OPT2 terminal pairs, so OPT ≥

√
k. ◀

Now we specify the simple offline algorithm given in Algorithm 2. In the beginning, we
set two parameters T and t (which we will describe later), and set E′ = ∅. An si ; ti path
is cheapest feasible if it meets the distance requirement di by using the minimum number of
edges from E. We note that cheapest feasible paths can be found by Bellman-Ford algorithm.

Algorithm 2 Simple offline pairwise spanner.

1: if k < T then
2: Add the edges of a cheapest feasible si ; ti path to E′ for each i ∈ [k].
3: else
4: Solve LP (5) and add each edge e ∈ E to E′ with probability min{1, xet ln n}

independently.
5: Obtain a vertex set W ⊆ V by sampling (3n ln n)/t vertices from V independently

and uniformly at random. Add the edges of shortest path in-arborescences and out-
arborescences rooted at each vertex w ∈W to E′.

▶ Lemma 18. Algorithm 2 is Õ(n4/5)-approximate when T = t = n4/5.

Proof. If k < n4/5, we add the edges of a cheapest feasible si ; ti path for each (si, ti) ∈ D.
Each cheapest feasible si ; ti path contains at most OPT edges, so the ratio between this
solution and OPT is n4/5. If k ≥ n4/5, then OPT ≥ n2/5 by Lemma 17. Let LP∗ be the
optimal objective value of LP (5). The approximation guarantee is

Õ(tLP∗) + Õ(n2/t)
OPT ≤ Õ(n4/5OPT) + Õ(n6/5)

OPT = Õ(n4/5)

since the number of edges retained from the rounding scheme is at most Õ(t)LP∗ and the
number of edges retained by adding arborescences is at most 2n · 3n ln n/t. This summarizes
the simple offline Õ(n4/5)-approximation algorithm. ◀

3.1.2 An Õ(n4/5)-competitive online algorithm
It remains to convert the simple offline algorithm to an online algorithm. We address the
two main modifications.
1. We have to (approximately) solve LP (5) online, which is not presented as a covering LP.
2. We have to round the solution of LP (5) online.

For the first modification, LP (5) is converted to an equivalent covering LP (9) (which
we show in Appendix B) and approximately solved in an online fashion. For the second
modification, we use an online version of the rounding scheme in Algorithm 2, such that the
overall probability (from round 1 to the current round) for the edge selection is consistent
with the probability based on the online solution of LP (5), by properly scaling the probability
based on a conditional argument.

The online algorithm in round i is given in Algorithm 3. The same structure is used for
other variants of the online pairwise spanner problem. In the beginning, we pick a threshold
parameter T and a thickness parameter t, and set E′ = ∅. Let xi

e denote the value of xe in the
approximate solution of LP (9) obtained in round i. Let pi

e := min{1, xi
et ln n}. Algorithm 3

is the online version of Algorithm 2. A key insight is that when we add the arborescences
in round T , it also settles the future thick terminal pairs with high probability. With the
outline structure of the online algorithm, we prove Theorem 2 in Appendix B.
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▶ Theorem 2. For the online pairwise spanner problem, there is a randomized polynomial
time algorithm with competitive ratio Õ(n4/5).

Algorithm 3 Online pairwise spanner.

1: for an arriving pair (si, ti) do
2: Convert the spanner LP (5) to the covering LP (9) and solve LP (9) online.
3: if i < T then
4: Add the edges of a cheapest feasible si ; ti path to E′.
5: else if i = T then
6: Obtain a vertex set W ⊆ V by sampling (3n ln n)/t vertices from V independently

and uniformly at random. Add the edges of shortest path in-arborescences and out-
arborescences rooted at each vertex w ∈W to E′.

7: Add each edge e to E′ independently with probability pi
e for each edge e ∈ E \E′.

8: else ▷ i > T

9: Add each edge e to E′ independently with probability (pi
e − pi−1

e )/(1− pi−1
e ) for

each edge e ∈ E \ E′.

3.2 Online pairwise spanners with uniform edge lengths
In this section, we prove Theorem 6.

▶ Theorem 6. For the online pairwise spanner problem with uniform edge lengths, there is
a randomized polynomial time algorithm with competitive ratio Õ(n2/3+ε) for any constant
ε ∈ (0, 1/3).

Proof. We employ Algorithm 3 with a slight tweak and set T = ⌊n4/3−4ε⌋ and t = n2/3+ε.
If k < T , instead of adding edges of a shortest si ; ti path, we use Theorem 1 to find an

Õ(n2/3+ε)-competitive solution.

▶ Theorem 1. For the online pairwise spanner problem with uniform edge lengths, there
exists a deterministic polynomial time algorithm with competitive ratio Õ(k1/2+δ) for any
constant δ > 0.

For any ε ∈ (0, 1/3), there exists δ such that 4δ/(9 + 12δ) = ε. By picking this δ, we have

(4
3 − 4ε)(1

2 + δ) = (4
3 −

16δ

9 + 12δ
)(1

2 + δ) = 2
3 + 4δ

3 −
8δ + 16δ2

9 + 12δ

= 2
3 + 12δ + 16δ2 − 8δ − 16δ2

9 + 12δ
= 2

3 + 4δ

9 + 12δ
= 2

3 + ε.

Hence, the ratio between the solution obtained by Theorem 1 and OPT is

k1/2+δ ≤ n(4/3−4ε)(1/2+δ) = n2/3+ε = Õ(n2/3+ε).

By Lemma 17, if k ≥ T , then OPT ⩾ n2/3−2ε. Let LP be the online integral solution of
LP (5) obtained by Algorithm 3. The approximation guarantee is

Õ(tLP) + Õ(n2/t)
OPT ≤ Õ(n2/3+εOPT) + Õ(n4/3−ε)

OPT = Õ(n2/3+ε). (6)

◀
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3.3 Online directed Steiner forests with uniform costs

We recall that in this problem, we are given a directed graph G = (V, E) and a set of terminals
D = {(si, ti) | i ∈ [k]} ⊆ V × V . The goal is to find a minimum cardinality subgraph which
includes an si ; ti path for each terminal pair (si, ti). We show the following theorem.

▶ Theorem 7. For the online directed Steiner forest problem with uniform costs, there is
a randomized polynomial time algorithm with competitive ratio Õ(n2/3+ε) for any constant
ε ∈ (0, 1/3).

Proof. In this problem, for each terminal pair (si, ti), it suffices to have an si ; ti path.
Therefore, this problem reduces to the pairwise spanner problem by setting di =∞ for each
i ∈ [k]. The structure of the online algorithm is the same as that for online pairwise spanners
with uniform lengths. We employ Algorithm 3 with a slight tweak and set T = ⌊n4/3−4ε⌋
and t = n2/3+ε. If k < T , instead of adding edges of a shortest si ; ti path, we use
Theorem 1 to find an Õ(n2/3+ε) competitive solution3. If k ≥ T , then the algorithm is
Õ(n2/3+ε)-competitive by (6). ◀

4 Conclusions and Open Problems

In this work, we present the first online algorithm for pairwise spanners with competitive ratio
Õ(n4/5) for general lengths and Õ(n2/3+ε) for uniform lengths, and improve the competitive
ratio for the online directed Steiner forest problem with uniform costs to Õ(n2/3+ε) when
k = ω(n4/3). We also show an efficient modified framework for online covering and packing.
Our work raises several open questions that we state below.

An intriguing open problem is improving the competitive ratio for online pairwise span-
ners. For graphs with uniform edge lengths, there is a small polynomial gap between
the state-of-the-art offline approximation ratio Õ(n3/5+ε) and the online competitive ratio
Õ(n2/3+ε). For graphs with general edge lengths, we are not aware of any studies about the
pairwise spanner problem. Our Õ(n4/5)-competitive online algorithm intrinsically suggests
an Õ(n4/5)-approximate offline algorithm. As the approach in [34] achieves an Õ(n/

√
OPT)-

approximation, we believe that the approximation ratio can be improved for the offline
pairwise spanner problem, by judicious case analysis according to the cardinality of OPT.

The state-of-the-art online algorithm for Steiner forests with general costs is Õ(k1/2+ε)-
competitive [28]. A natural open question is designing an o(n)-competitive online algorithm
when k is large, and potentially extend this result to the more general buy-at-bulk network
design problem. The currently best known offline approximation for Steiner forests with
general costs is O(n2/3+ε) [20], by case analysis that settles thick and thin terminal pairs
separately. However, the approach in [20] for settling thin pairs is essentially a greedy
procedure which is inherently offline. Our approach utilizes the uniform cost assumption to
obtain a useful lower bound for the optimal solution, which is incompatible with general costs.
It would be interesting to resolve the aforementioned obstacles and have an o(n)-competitive
online algorithm for directed Steiner forests with general edge costs. One open problem
for uniform costs is to improve the competitive ratio, as there is a polynomial gap between
the state-of-the-art offline approximation ratio Õ(n26/45+ε) and the online competitive ratio
Õ(n2/3+ε).

3 One can also use the Õ(k1/2+δ)-competitive online algorithm for graphs with general costs in [28].
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A Additional background and related work

A model related to online algorithms is that of streaming algorithms. In the streaming model
an input is also revealed sequentially, but the algorithm is only allowed to use some small
amount of space, which is sublinear in the length of the stream, and is supposed to maintain
an approximate solution. For this model, several papers consider spanner variants, such as
undirected or weighted graphs, and additive or multiplicative stretch approximations, and
the aim is to build spanners with small size or distortion [17,48,60]. In a related direction,
spanners have also been studied in the setting of dynamic data structures, where the edges
of a graph are inserted or removed one at a time and the goal is to maintain an approximate
solution with small update time and space [23,43]. A relevant model is that of distributed

https://doi.org/10.1002/jgt.3190130114
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computation where nodes in the network communicate efficiently to build a solution [36,37,47].
As mentioned earlier, the survey by Ahmed et al. [2] gives a comprehensive account of the
vast literature on spanners, and we refer the reader to the references within.

In the buy-at-bulk network design problem [10], each edge is associated with a sub-additive
cost function of its load. Given a set of terminal demands, the goal is to route integral flows
from each source to each sink concurrently to minimize the total cost of the routing. This
problem is a generalization of various single-source or multicommodity network connectivity
problems, including Steiner trees and Steiner forests, in which the cost function of each edge
is a fixed value once allocated. While most problems admit polylogarithmic approximations
in either the online or offline setting for undirected networks [11, 21, 32, 55], the problems are
much harder for directed networks. In the offline setting, the current best approximation
ratio is O(kε) for the directed Steiner tree problem [29,77], O(min{k1/2+ε, n2/3+ε}) for the
directed Steiner forest problem [20,32], and O(min{k1/2+ε, n4/5+ε}) for the directed buy-at-
bulk problem [6]. In the online setting for directed networks, [28] showed that compared
to offline, it suffices to pay an extra polylogarithmic factor, where the polylogarithmic
term was later improved by [74]. The main contribution of [28] is essentially bringing the
junction-tree-based approach into the online setting for connectivity problems. This is the
main ingredient that improves the competitive ratio of our online algorithm from Õ(n4/5+ε)
for pairwise spanners to Õ(n2/3+ε) for Steiner forests. Our approach for online pairwise
spanners with uniform edge length combines this ingredient and the offline pairwise spanner
framework [34] which tackles hard distance requirements.

As previously mentioned, generating separating constraints with an oracle in the online
setting is not new. For example, this arises implicitly in early work on network optimization [3]
and the oracle is discussed explicitly in [26]. As a recent example, [56] develops online
algorithms for the multistage matroid maintenance problem, which requires solving a covering
LP with box constraints online. [56] adjusts the separation oracle to only identify constraints
that are violated by at least some constant. Because of the {0, 1}-incidence structure of their
LP, the sum of primal variables has to increase by a constant to satisfy such a constraint.
Meanwhile the box constraints limit the total sum of primal variables to O(n). This leads to
an O(n) bound on the number of separating constraints. While there are strong similarities
to our approach, one difference is the use of the {0, 1}-structure and box constraints to obtain
their bound. Our comparably unstructured setting required us to develop an argument
independent of concrete features such as these.

Beyond linear objectives, there are other variants of online covering and packing problems,
which focus on different objectives with linear constraints. This includes optimizing convex
objectives [14] and ℓq-norm objectives [74]. Other online problem-dependent variants include
for instance mixed covering and packing programs [13], and sparse integer programs [54].
All these frameworks utilize the primal-dual technique, which updates the covering and
packing solutions simultaneously with some judiciously selected growth rate, to guarantee
nice competitive ratio. Instead, our modified framework focuses on the efficiency of online
algorithms for fundamental covering and packing problems, which is amenable to applications
with exponential or unbounded number of constraints, where a violating one can be searched
by an efficient separation oracle.

B Proof of Theorem 2

▶ Theorem 2. For the online pairwise spanner problem, there is a randomized polynomial
time algorithm with competitive ratio Õ(n4/5).
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Proof. Suppose in the online setting, there are k rounds where k may be unknown. In round
i ∈ [k], the pair (si, ti) and the distance requirement di arrive and we select some new edges
from E to settle (si, ti). We run Algorithm 3 by setting T = t = ⌊n4/5⌋. It suffices to show
that 1) LP (5) can be solved online by losing a polylogarithmic factor, and 2) the overall
probability of edge selection is consistent with the probability based on the online solution of
LP (5).

B.1 Converting and solving LP (5) online
The goal is to update x in a non-decreasing manner upon the arrival of the pair (si, ti) to
satisfy all its corresponding constraints, so that the objective value is still approximately
optimal. We convert LP (5) into a covering LP as follows.

First, we check in round i, given the edge capacity x, if there is a (fractional) si ; ti path
of length at most di. This can be captured by checking the optimum of the following LPs,

max
y

∑
P ∈Pi

yP over y : Pi → R≥0 s.t.
∑

P |e∈P ∈Pi

yP ≤ xe for all e ∈ E (7)

and its dual

min
z

∑
e∈E

xeze over z : E → R≥0 s.t.
∑
e∈P

ze ≥ 1 for all P ∈ Pi. (8)

We say that x is good if the optimum of LP (7) and LP (8) is at least 1, and it is bad
otherwise. Namely, x is good if there is at least one (fractional) si ; ti path of length at
most di. In LP (8), the feasibility problem is equivalent to the following problem. Given the
local graph Gi and edge weight z, is there an si ; ti path of length at most di and weight
less than 1? We note that with uniform lengths, this problem can be solved by Bellman-Ford
algorithm with di iterations, which computes the smallest weight among all si ; ti paths of
length at most di in the local graph Gi.

Although this bicriteria path problem in general is NP-hard [7], an FPTAS is known to
exist [57,66], which gives an approximate separation oracle. We can verify in polynomial time
that if there is a path of length at most di and weight less than 1− ε. We obtain a solution
z′ for LP (8) where each constraint is satisfied by a factor of 1− ε and set z := z′/(1− ε) as
the solution.

To solve LP (5), suppose in round i, we are given x. First, we check if x is good or bad
by approximately solving LP (8). If x is good, then there exists y such that

∑
P ∈Pj

yP ≥ 1,
i.e. the solution is feasible for LP (5), so we move on to the next round. Otherwise, x is bad,
so we increment x until it becomes good, which implies

∑
e∈E xeze ≥ 1 for all feasible z in

LP (8). Let Zi be the feasible polyhedron of LP (8) in round i. We derive the following LP
(essentially the one in [38,39]) which is equivalent to LP (5), by considering all the constraints
of LP (8) from round 1 to round k.

min
x

∑
e∈E

xe over x : E → R≥0 s.t.
∑
e∈E

zexe ≥ 1 for all i ∈ [k] and z ∈ Zi. (9)

In round i ∈ [k], the subroutine that approximately solves LP (8) and checks if the
optimum is good or not, is the separation oracle used for solving LP (9) online. Here we
use Theorem 20 (the formal version of Theorem 8) to show that LP (9) can be solved online
in polynomial time by paying an O(log n) factor. This requires that both log(1/ze) and
log LP∗ are polynomial in the number of bits used for the edge lengths, where LP∗ is the
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optimum of LP (9). Clearly, log LP∗ ≤ log |E| is in poly(n). For log(1/ze), the subroutine
that approximately solves LP (8) returns an approximate solution z which is represented by
polynomial number of bits used for the edge lengths [57,66]. By Theorem 20, we have the
following Lemma.

▶ Lemma 19. There exists a polynomial time O(log n)-competitive online algorithm for
LP (5).

B.2 Conditional edge selection
After having a fractional solution of LP (5) in round i where i ≥ T = ⌊n4/5⌋, we independently
pick e ∈ E \E′ with some scaled probability so that the edge selection is consistent with the
probability based on the online solution of LP (5). More specifically, let pe := min{1, xet ln n}
and let pi

e be the value of pe in round i. Let Ẽ be the set of edges where each edge is neither
selected while adding cheapest feasible paths prior to round T nor selected while adding
in-arborescences and out-arborescences in round T . We show that each edge e ∈ Ẽ has
already been selected with probability pi

e in round i. This can be proved by induction.
According to Algorithm 3, the base case is round T , where e ∈ Ẽ is selected with probability
pT

e . Now suppose i > T , if e ∈ Ẽ has been selected, it is either selected prior to round i

or in round i. For the former case, e must had already been selected in round i− 1, with
probability pi−1

e by inductive hypothesis. For the later case, conditioned on e has not been
selected in round i− 1, e is selected with probability (pi

e − pi−1
e )/(1− pi−1

e ). Therefore, in
round i, e has been selected with probability pi−1

e +(1−pi−1
e ) · pi

e−pi−1
e

1−pi−1
e

= pi
e, which completes

the proof. Intuitively, when i > T , conditioned on e ∈ Ẽ was not picked from round 1 to
round i− 1, we pick e with probability (pi

e − pi−1
e )/(1− pi−1

e ) at round i, so that the overall
probability that e is picked from round 1 to round i is pi

e.

B.3 Summary
We conclude the proof as follows. The overall algorithm is given in Algorithm 3. For the
initialization, x is a zero vector, E′ is an empty set, and T = t = ⌊n4/5⌋. The set E′ is the
solution. We pay an extra logarithmic factor for solving LP (5) online by Lemma 19. The
competitive ratio remains Õ(n4/5). ◀

C Online Covering in Polynomial Time

This section is devoted to proving the formal version of Theorem 8. We recall that the
problem of interest is to solve the covering LP (2) online:

minimize ⟨c, x⟩ over x ∈ Rn
≥0 s.t. Ax ≥ 1

where A ∈ Rm×n
≥0 consists of m covering constraints, 1 ∈ Rm

>0 is a vector of all ones treated
as the lower bound of the covering constraints, and c ∈ Rn

>0 denotes the positive coefficients
of the linear cost function.

In the online covering problem, the cost vector c is given offline, and each of these covering
constraints is presented one by one in an online fashion, that is, m can be unknown. In
round i ∈ [m], {aij}j∈[n] (where aij denotes the i-th row j-th column entry of A) is revealed,
and we have to monotonically update x so that the constraint

∑
j∈[n] aijxj ≥ 1 is satisfied.

We always assume that there is at least one positive entry aij in each round i, otherwise
constraint i cannot be satisfied since all the row entries are zeros. The goal is to update x in
a non-decreasing manner and approximately minimize the objective value ⟨c, x⟩.
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We recall that an important idea in this line of work is to simultaneously consider the
dual packing problem:

maximize ⟨1, y⟩ over y ∈ Rm
≥0 s.t. AT y ≤ c

where AT consists of n packing constraints with an upper bound c given offline.
The primal-dual framework in [26] simultaneously solves both LP (2) and LP (3), and

crucially uses LP-duality and strong connections between the two solutions to argue that
they are both nearly optimal. The modified framework closely follows the guess-and-double
scheme in [26]. Specifically, the scheme runs in phases where each phase estimates a lower
bound for the optimum. When the first constraint arrives, the scheme generates the first
lower bound

α(1)← min
j∈[n]
{ cj

a1j
| a1j > 0} ≤ OPT

where cj is the j-th entry of c and OPT is the optimal value of LP (2).
During phase r, we always assume that the lower bound of the optimum is α(r) until

the online objective ⟨c, x⟩ exceeds α(r). Once the online objective exceeds α(r), we start
the new phase r + 1 from the current violating constraint4 (let us call it constraint ir+1, in
particular, i1 = 1), and double the estimated lower bound, i.e. α(r + 1)← 2α(r). We recall
that x must be updated in a non-decreasing manner, so the algorithm maintains {xr

j}, which
denotes the value of each variable xj in each phase r, and the value of each variable xj is
actually set to maxr{xr

j}.
In Algorithm 4, we describe one round of the modified scheme in phase r. When a

covering constraint i arrives, we introduce a packing variable yi = 0. If the constraint is
violated, we increment each xj according to an exponential function of yi until the constraint
is satisfied by a factor of 2. This is the main difference between the modified framework
and [26], which increments the variables until the constraint is satisfied.

Algorithm 4 Online Covering.

1: for arriving covering constraint i do
2: yi ← 0. ▷ the packing variable yi is used for the analysis
3: if

∑n
j=1 aijxr

j < 1 then ▷ if constraint i is not satisfied
4: while

∑n
j=1 aijxr

j < 2 do ▷ update until constraint i is satisfied by a factor of 2
5: Increase yi continuously.
6: Increase each variable xr

j by the following increment function:

xr
j ←

α(r)
2ncj

exp
(

ln(2n)
cj

i∑
k=ir

akjyk

)
.

Although the augmentation is in a continuous fashion, it is not hard to implement it
in a discrete way for any desired precision by binary search. Therefore, to show that the
modified framework is efficient, it suffices to bound the number of violating constraints it
will encounter. The performance of the modified scheme is analyzed in Theorem 20 (the
formal version of Theorem 8).

4 In [26], the scheme starts all over again from the first constraint. We start from the current violating
constraint because it is more amenable when violating constraints are generated by a separation oracle.
There is no guarantee for the order of arriving violating constraints in such settings.
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▶ Theorem 20. There exists an O(log n)-competitive online algorithm for the covering LP
(2) which encounters poly(n, log OPT, log(1/α(1))) violating constraints.

Proof. The proof for the O(log n)-competitiveness closely follows the one in [26]. Let X(r)
and Y (r) be the covering and packing objective values, respectively, generated during phase
r. The following claims are used to show that Algorithm 4 is O(log n)-competitive.
1. x is feasible.
2. For each finished phase r, α(r) ≤ 4 ln(2n) · Y (r).
3. y generated during phase r is feasible.
4. The sum of the covering objective generated from phase 1 to r is at most 2α(r).
5. Let r′ be the last phase, then the covering objective ⟨c, x⟩ ≤ 2α(r′).
From these five claims together with weak duality, we conclude that

⟨c, x⟩ ≤ 2α(r′) = 4α(r′ − 1) ≤ 16 ln(2n) · Y (r′ − 1) ≤ 16 ln(2n) · OPT.

Now we show that Algorithm 4 encounters poly(n, log OPT, log(1/α(1))) violating con-
straints. We first show that there are O(log log n + log OPT + log(1/α(1))) phases. The
estimated lower bound α doubles when we start a new phase. Suppose there are r′ phases,
then α(1) · 2r′−1 = O(log n)OPT because Algorithm 4 is O(log n)-competitive. This implies
that r′ = O(log log n + log OPT + log(1/α(1))).

In each phase, when a violating constraint arrives, we increment x so that the constraint
is satisfied by a factor of 2. This implies that at least one variable xj is doubled. xj =
O(log n)OPT/cj because cjxj ≤ ⟨c, x⟩ = O(log n)OPT. At the start of phase r, xj =
α(r)/(2ncj) ≥ α(1)/(2ncj). Suppose xj has been doubled t times in phase r, then

α(1)
2ncj

· 2t ≤ α(r)
2ncj

· 2t ≤ xj = O(log n)OPT
cj

which indicates that t = O(log n + log OPT + log(1/α(1))).
There are n variables and r′ phases, and in each phase, each variable is doubled at

most t times. Therefore, Algorithm 4 encounters poly(n, log OPT, log(1/α(1))) violating
constraints. ◀
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