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Abstract
Propositional model counting (#SAT), the problem of determining the number of satisfying assign-
ments of a propositional formula, is the archetypical #P-complete problem with a wide range of
applications in AI. In this paper, we show that integrating tree decompositions of low width into
the decision heuristics of a reference exact model counter (SharpSAT) significantly improves its
runtime performance. In particular, our modifications to SharpSAT (and its derivant GANAK) lift
the runtime efficiency of SharpSAT to the extent that it outperforms state-of-the-art exact model
counters, including earlier-developed model counters that exploit tree decompositions.
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1 Introduction

Propositional model counting (#SAT), the problem of determining the number of satisfying
assignments of a propositional formula, is the archetypical #P-complete problem [34]. Im-
proving the scalability of state-of-the-art model counters is a challenging task, motivated by
a wide range of applications in AI, including probabilistic reasoning, planning, quantified
information flow analysis, differential cryptanalysis, and model checking [29, 5, 25, 20, 2].

Many current exact model counters rely heavily on search techniques adapted from
Boolean satisfiability (SAT) solving and employ component caching to avoid repeatedly
counting over the same residual formulas seen during the counting process. In particular,
these techniques are applied both by “search-based” exact model counters (such as Cachet,
SharpSAT and GANAK [28, 33, 30]) and “compilation-based” counters (such as c2d, minic2d,
and D4 [7, 24, 21]) in which the compilation process is based on SAT solver traces. Hence
improvements to decision heuristics in the underlying model counters have the promise of
speeding up various state-of-the-art model counters.

In this work, we propose and evaluate the effects of integrating information on tree
decompositions of CNF formulas to guide the decision heuristics in search-based exact
propositional model counters. In theory, it is known that #SAT can be solved in time
poly(|ϕ|)2w, where |ϕ| is the size of the formula and w the width of a given tree decomposition
of the primal graph of the formula ϕ. If clause learning is not employed, search-based counters
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8:2 Integrating Tree Decompositions into Model Counters

achieve this time complexity if they employ component caching and a variable selection
algorithm based on the tree decomposition [1, 6, 9]. Tree decompositions have recently
been employed in dynamic programming based model counters [12, 15, 17], and recent
exact model counters have adapted alternative graph-based techniques, including heuristic
graph partitioning algorithms [8, 21, 24] and graph centrality measures [3], for deciding
variable orderings and decision heuristics. (For more discussion, see section on Related Work.)
However, we are not aware of earlier work on integrating tree decompositions directly as a
decision heuristic component in the context of search-based propositional model counters.

In this paper, we show that, in practice, exploiting tree decompositions of low width is easy
and effective in speeding up state-of-the-art search-based exact model counters SharpSAT
and GANAK on instances with treewidth as high as 150 (or even higher). In particular,
motivating the approach through theoretical observations, we describe how to integrate tree
decomposition guidance to the decision heuristics of these model counters. We show through
extensive empirical evaluation that the tree decomposition guided modifications of SharpSAT
and GANAK noticeably outperform other state-of-the-art exact model counters, including
the counters themselves in their default settings. Beyond the empirical evidence provided in
this paper, we note that our SharpSAT-based model counter SharpSAT-TD, implementing the
ideas presented in this work, ranked first in tracks 1, 2, and 4 of Model Counting Competition
2021 (see https://mccompetition.org/).

2 Preliminaries

We consider the problem of counting the number of satisfying truth assignments (or models)
of a conjunctive normal form (CNF) propositional formula, i.e., #SAT. A CNF formula is
denoted by ϕ, its variables by V (ϕ), clauses by cls(ϕ), and variables of a clause c by V (c).
The size of a formula ϕ is |ϕ| = |V (ϕ)|+ |cls(ϕ)|. We denote by ϕ|x=1 the formula obtained
from ϕ by assigning a variable x ∈ V (ϕ) to 1 (true), i.e., the formula ϕ with x removed from
the variable set, each clause containing literal x removed, and each occurrence of ¬x in any
clause removed. The formula ϕ|x=0 is defined analogously. The formula obtained by applying
unit propagation, i.e., setting ϕ ← ϕ|x=0 whenever there is a clause (¬x) and ϕ ← ϕ|x=1
whenever there is a clause (x), is denoted by UP(ϕ). The number of models of ϕ is #(ϕ). For
any variable x it holds that #(ϕ) = #(ϕ|x=0) + #(ϕ|x=1). Note also that #(ϕ) = #(UP (ϕ)).
We denote the union of two formulas ϕ1 and ϕ2 with disjoint variable sets by ϕ1 ⊔ ϕ2. The
fact that #(ϕ1 ⊔ ϕ2) = #(ϕ1) ·#(ϕ2) allows for separately counting the number of models in
the variable-disjoint formulas ϕ1 and ϕ2 to obtain the model count of ϕ1 ⊔ ϕ2 [19].

We consider tree decompositions of primal graphs of CNF formulas (aka Gaifman graphs).
A graph G has a set of vertices V (G) and a set of edges E(G). For a vertex set X ⊆ V (G)
we denote by X2 the set of all possible edges within X. The primal graph G(ϕ) of a formula
ϕ is a graph with V (G(ϕ)) = V (ϕ) and E(G(ϕ)) =

⋃
c∈cls(ϕ) V (c)2. In words, the vertices

of the primal graph are the variables and the edges are created by inducing a clique on the
variables of each clause.

▶ Example 1. Consider the CNF formula ϕ with variables V (ϕ) = {x1, . . . , x6} and clauses
cls(ϕ) as shown in Figure 1 (left). The primal graph G(ϕ) is in Figure 1 (middle). The
vertices of G(ϕ) are the variables of ϕ and the edges of G(ϕ) are defined by the clauses of ϕ.
For example, G(ϕ) contains the edge {x1, x2} because ϕ contains the clause (x1 ∨ ¬x2 ∨ x5).

A tree is a connected graph T with |E(T )| = |V (T )| − 1. A tree decomposition [26, 4]
of a graph G is a tree T whose each node t corresponds to a bag T [t] ⊆ V (G) containing
vertices of G and which satisfies the properties

https://mccompetition.org/
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1. V (G) ⊆
⋃

t∈V (T ) T [t],
2. E(G) ⊆

⋃
t∈V (T ) T [t]2, and

3. for each v ∈ V (G), the nodes {t ∈ V (T ) | v ∈ T [t]} form a connected subtree of T .
The width of a tree decomposition T is w(T ) = maxt∈V (T ) |T [t]| − 1, and the treewidth of a
graph G is the minimum width over all tree decompositions of G. We use the convention that
one of the nodes of the tree decomposition is chosen as the root of the tree decomposition.
The root can be chosen arbitrarily. We denote by dT (t) the distance from the root to the
node t in the tree decomposition T , i.e., the depth of the node t.

▶ Example 2. Consider the CNF formula ϕ with variables V (ϕ) = {x1, . . . , x6} and clauses
cls(ϕ) as shown in Figure 1 (left). The primal graph G(ϕ) is shown in Figure 1 (middle),
and a tree decomposition T of G(ϕ) in Figure 1 (right). The bags of T are {x2, x3, x5},
{x1, x2, x5}, {x3, x5, x6}, and {x1, x4}. The width of T is 2 because the largest bag has size
3, and thus the treewidth of G(ϕ) is at most 2. Let t1 denote the node of T with the bag
T [t1] = {x2, x3, x5} and t2 the node with the bag T [t2] = {x1, x4}. If t1 is the root, then
dT (t1) = 0 and dT (t2) = 2.

3 Tree Decomposition Guided Model Counting

Consider the basic DPLL-style algorithm with component caching for model counting [1]
presented as Algorithm 1, consisting of unit propagation (Line 1), detection of disconnected
components (Line 4), component caching (cache check on Line 6, caching on Line 9), and
making decisions by selecting and assigning currently unassigned variables (Line 7).

Our focus in this work is on the decision heuristics, i.e., implementation of Line 7.
Algorithm 2 specifies the tree decomposition guided variable selection algorithm. By using
Algorithm 2 as the variable selection procedure in Algorithm 1, we obtain a DPLL-style tree
decomposition guided model counter.

▶ Example 3. Consider the run of Algorithm 1 on the formula ϕ of Figure 1 (left) using
Algorithm 2 with the tree decomposition T of Figure 1 (right), rooted on the node t1 with
the bag T [t1] = {x2, x3, x5}. In the first recursive call, the variable selected is x2 because
it is the lowest index variable in the bag of the root node. Consider a recursive call after
variable decisions x2 = 1, x3 = 1 by unit propagation, and x5 = 1. The remaining formula
has variables x1, x4, and x6, and only the clause (x1 ∨ ¬x4). On Line 4 it is partitioned to
two formulas, one with variable set {x1, x4}, and one with variable set {x6}. On a recursive
call on the former formula, the variable x1 is selected by Algorithm 2, because it is the only
variable left in the lowest-depth bag {x1, x2, x5} intersecting the variable set of the formula.

The time complexity of Algorithm 1 equipped with Algorithm 2 for variable selection is
poly(|ϕ|)2w(T ), where T is the tree decomposition given as input. This time complexity and
similar observations have been already made earlier [1, 6, 9, 27].

{(¬x2 ∨ x3),
(x3 ∨ ¬x6),
(x5 ∨ x6),
(x1 ∨ ¬x2 ∨ x5),
(x1 ∨ ¬x4)}

x2 x3x1

x5 x6x4

x2, x3, x5

x1, x2, x5 x3, x5, x6

x1, x4

Figure 1 An example formula (left), its primal graph (middle), and one of tree decompositions of
the primal graph (right).
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Algorithm 1 DPLL-style model counter.

Input : Formula ϕ

Output : The number of satisfying assignments of ϕ

1 ϕ← UP(ϕ)
2 if ∅ ∈ cls(ϕ) then return 0
3 if V (ϕ) = ∅ then return 1
4 if ϕ = ϕ1 ⊔ ϕ2 then
5 return Count(ϕ1) · Count(ϕ2)
6 if ϕ in cache then return cache[ϕ]
7 x← VariableSelect(ϕ)
8 R← Count(ϕ|x=0) + Count(ϕ|x=1)
9 cache[ϕ] ← R

10 return R

Algorithm 2 Tree decomposition guided variable selection.

Input : Formula ϕ and tree decomposition T of G(ϕ)
Output : Variable x ∈ V (ϕ)

1 t← The lowest depth node of T with |T [t] ∩ V (ϕ)| ≥ 1
2 return The variable in T [t] ∩ V (ϕ) with the lowest index

▶ Proposition 4 ([6]). If Algorithm 1 implements the variable selection of Algorithm 2, then
the number of cache entries created during Algorithm 1 is at most |V (T )|(w(T ) + 1)2w(T ).

Proof. Suppose that the execution of Algorithm 1 is at Line 7. We show that there can be at
most 2w(T ) different formulas ϕ for a fixed node t of T determined on Line 1 of Algorithm 2
and a fixed variable x returned by Algorithm 2. This implies the proposition because there
are at most |V (T )| choices for t and at most (w(T ) + 1) choices for x.

Let p be the parent node of t in T . The formula ϕ can be obtained from the original
input formula by assigning all variables in T [p] ∩ T [t] and the variables in T [t] with lower
index than x, then applying unit propagation, and then selecting the component containing
x. There are at most w(T ) such variables, so the number of choices is 2w(T ). ◀

As each recursive call of Algorithm 1 is polynomial-time, time complexity poly(|ϕ|)2w(T )

follows from Proposition 4. Although Proposition 4 does not necessarily hold when equipping
Algorithm 1 with clause learning, we will show that tree decomposition guidance provides
significant performance improvements in practice also when clause learning is employed.

4 Integrating Tree Decompositions into Model Counters

In SharpSAT [33] and GANAK [30] (a SharpSAT derivative), variable selection is based on
variable scores, maintained as an array score mapping variables to floating point numbers.
The variable selection algorithm works by selecting the variable x with the highest score(x).
The score of each variable is based on two components: it is the sum of the frequency
score of the variable and the activity score of the variable. The frequency score is the
number of occurrences of the variable in the current formula, and an activity score similar
to VSIDS in SAT solvers [23]. The resulting heuristic, score(x) = act(x) + freq(x), with
both frequency and activity is called VSADS. Further, GANAK makes use of another score
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called CacheScore for prioritizing variables whose components were not recently added to
the cache. The resulting heuristic is called CSVSADS. We implement tree decomposition
based variable selection by modifying the score array in both SharpSAT and GANAK. In
principle, implementing tree decomposition based variable selection with the score array
amounts to just setting the score of a variable x to −min{t|x∈T [t]} dT (t), where dT (t) is the
distance from the root of T to the node t. However, as we show in our experiments it is
sometimes beneficial to use hybrid scores, even though the theoretical bound will not hold in
that case. In particular, we propose the following integration of tree decomposition guidance
as a modification of VSADS into both SharpSAT and GANAK:

score(x) = act(x) + freq(x)− C min
{t|x∈T [t]}

dT (t) (1)

where C is a per-instance chosen positive constant and dT (t) is normalized to take values
between 0 and 1. As default we use C = 100 exp(n/w)/n, where n is the number of variables
and w the width of the tree decomposition. We empirically justify this choice in Section 5.

For computing tree decompositions of low width in practice, we use FlowCutter [16, 32]
FlowCutter was ranked second in the 2nd Parameterized Algorithms and Computational Ex-
periments Challenge (PACE 2017) heuristic treewidth track, and was observed to outperform
the winning implementation on large graphs [10]. It is also used in the recent DPMC model
counter [12]. FlowCutter is an anytime algorithm, meaning that we can terminate it anytime
to get the best tree decomposition computed thus far. As the root of the tree decomposition
we choose a centroid node, i.e., a node t such that each component of G(ϕ) \ T [t] has at most
|V (G(ϕ))|/2 vertices. Before computing the tree decomposition we preprocess the formula
with the standard techniques of unit propagation and failed literal elimination.

Finally, although not on the level of internal decision heuristics, we note that both c2d [7]
and minic2d [24] can take as an input a structure to control the variable ordering inside
the compiler. In particular, c2d can take a decision tree (dtree) as an input and minic2d a
variable tree (vtree) as an input. Both of these structures can be constructed from a tree
decomposition so that the variable selection algorithm of the compiler implements Algorithm 2.
For empirically evaluating the impact of tree decompositions obtained with FlowCutter on
c2d and minic2d, we construct both of these structures from a tree decomposition by placing
all variables of the root bag to the top of the tree, and recursing to the subtrees.

5 Empirical Evaluation

We provide results from an extensive empirical evaluation, comparing the impact of integrating
tree decomposition based heuristics on the runtime performance of SharpSAT, GANAK,
c2d, and minic2d. We also compare to the extend possible the performance of these four
model counters with tree decomposition heuristics to the performance of the recent model
counters D4 [21], DPMC [12], gpusat [15] and NestHDB [17]; and SharpSAT with the recently
proposed centrality-based heuristics [3]. DPMC has both a tensor and a decision diagram
based implementation. We compare to the decision diagram based implementation, as it has
been reported to perform significantly better [12]. The decision diagram based implementation
has two versions, DPMC-LG which exploits tree decompositions and DPMC-HTB, and we
compare to both of them. (DPMC-HTB is equivalent to ADDMC [11].)

As benchmarks we used 2424 instances from recent empirical evaluations of model
counters. In particular, we merged an instance set of 1952 instances from http://www.
cril.univ-artois.fr/KC/benchmarks.html used in e.g. [21, 3, 12, 14] with an instance
set of 1619 instances from https://github.com/dfremont/counting-benchmarks used
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Figure 2 Left: Empirical runtime comparison of different model counters. Right: average number
of variables in component cache hits, SharpSAT vs SharpSAT-TD.

Table 1 Pairwise comparison of original versions of SharpSAT, GANAK, c2d and minic2d against
their tree decomposition guided versions.

Family #Ins VBS VBS-O VBS-TD SharpSAT SharpSAT-TD GANAK GANAK-TD c2d c2d-TD minic2d minic2d-TD
BN-Ratio 389 387 333 387 177 385 163 386 329 345 289 330
BN-DQMR 660 629 627 629 627 629 620 629 577 593 598 584
BN-Ace 31 22 22 22 22 22 22 22 22 22 19 16
BN-other 5 4 3 4 1 2 1 2 3 4 2 2
Plan recognition 11 11 11 11 11 11 11 11 10 11 10 11
Planning-pddl 529 458 451 447 417 446 405 446 426 428 415 390
Planning-other 17 16 16 16 15 16 15 16 13 13 11 13
Circuit-iscas 132 117 117 116 112 116 109 116 110 109 109 104
Circuit-other 17 10 10 10 10 10 10 10 9 9 10 9
BMC-symb-markov 130 118 112 118 52 118 53 114 94 108 20 20
BMC-other 18 14 13 11 12 11 12 11 7 8 3 7
Symbolic-sygus 138 22 21 17 19 15 20 16 1 0 0 0
QIF-maxcount-qif 127 12 11 12 11 12 6 12 10 10 4 4
QIF-other 7 5 4 5 4 5 4 5 4 5 2 3
Handmade 68 36 36 36 36 34 35 36 31 33 33 35
Configuration 35 35 35 35 35 35 34 35 33 32 21 21
Random 104 103 103 103 103 103 103 103 101 101 37 99
Scheduling 6 0 0 0 0 0 0 0 0 0 0 0
Total 2424 1999 1925 1979 1664 1970 1623 1970 1780 1831 1583 1648

in e.g. [15, 14, 17], removing duplicates and instances found unsatisfiable using a SAT
solver. The benchmark set divides into 18 families from applications in e.g. probabilistic
reasoning, planning, model checking, synthesis [29, 25, 21]. The experiments were run
single-threaded on computers with 2.6-GHz Intel Xeon E5-2670 processors. A time limit of 2
hours and memory limit of 16 GB was used. Please consult https://github.com/Laakeri/
modelcounting-cp21 for source code and detailed data.

Figure 2(left) overviews the relative performance of the model counters (apart from gpusat
and NestHDB). SharpSAT and GANAK using the tree decomposition heuristics (*-TD)
solved the greatest number of instances (1970), resulting in state-of-the-art performance
over all the considered counters. After SharpSAT-TD and GANAK-TD, the best-performing
counters are D4, c2d-TD (i.e., the tree decomposition guided c2d), and SharpSAT using
centrality-based heuristics, solving 1880, 1831, and 1790 instances, respectively. Note that
here we allowed a fixed 900 seconds for tree decomposition computation using FlowCutter
on each instance for SharpSAT-TD, GANAK-TD, c2d-TD, and minic2d-TD (as well as
DPMC-LG; see Related Work section). This 900-second runtime is included in the results, as
can be clearly seen in Figure 2(left). However, using this relatively high number of seconds
is not necessary: when using 5, 60, 900, and 1800 seconds, respectively, the numbers of

https://github.com/Laakeri/modelcounting-cp21
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Table 2 Pairwise comparison grouped by width of tree decompositions used by SharpSAT-TD.

Width #Ins VBS VBS-O VBS-TD SharpSAT SharpSAT-TD GANAK GANAK-TD c2d c2d-TD minic2d minic2d-TD
≤ 20 810 810 809 810 798 810 791 810 809 810 809 810
21 . . . 30 526 525 509 525 405 524 385 524 467 489 483 451
31 . . . 50 378 307 286 303 173 302 164 302 254 266 165 185
51 . . . 100 259 164 131 155 101 152 95 153 106 117 60 71
101 . . . 150 57 27 26 27 25 26 25 27 18 23 8 13
151 . . . 200 128 115 114 115 114 115 114 115 112 110 44 108
201 . . . 300 43 31 31 27 31 26 31 26 11 13 11 7
301 ≤ 223 20 19 17 17 15 18 13 3 3 3 3
Total 2424 1999 1925 1979 1664 1970 1623 1970 1780 1831 1583 1648

Table 3 Comparison of gpusat, NestHDB, and SharpSAT-TD, grouped by width of the tree
decomposition used by SharpSAT-TD.

Width #Ins VBS gpusat NestHDB SharpSAT-TD
≤ 30 1232 1232 1232 1232 1232
31 . . . 50 21 14 1 10 14
51 . . . 100 15 10 0 7 9
101 . . . 200 18 16 0 16 16
201 . . . 266 21 11 0 8 10
267 ≤ 187 0 0 0 0
Total 1494 1283 1233 1273 1281

instances solved by SharpSAT-TD are, respectively, 1962, 1971, 1970, and 1967. In particular,
using the much lower time limit of 5 seconds would result in very much the same overall
performance for SharpSAT-TD.

Table 1 gives a per benchmark family comparison of the impact of tree decomposition
based heuristics on the number of instances solved by SharpSAT, GANAK, c2d and minic2d.
SharpSAT-TD improves significantly on SharpSAT (1970 vs 1664 solved), and similarly
GANAK-TD improves significantly on GANAK (1970 vs 1623). Furthermore, SharpSAT-TD
and GANAK-TD solve only 9 instances less that the virtual best solver VBS-TD, which is
considered to solve an instance if at least one of SharpSAT-TD, GANAK-TD, c2d-TD, and
minic2d-TD solves the instance. VBS-TD also outperforms the virtual best solver VBS-O
over the original four model counters which evidently are more different from each other than
their modifications, each using the same tree decomposition to guide the counting process;
Indeed, the difference between VBS-O and the best original model counter is 145 instances,
in contrast to the difference of 9 instance between VBS-TD and SharpSAT-TD.

The number of instances solved, with instances grouped by the width of the tree de-
composition found with FlowCutter in 900 seconds, is shown in Table 2. We observe to a
great extent consistent performance improvement for each of the four model counters up to
width 150 and at times even up to width 200. For instances of width ≤ 20, SharpSAT-TD,
GANAK-TD, c2d-TD, and minic2d-TD each solve all instances, while the original SharpSAT,
GANAK, c2d, and minic2d each fail to solve some instances.

Due to the techniques gpusat and NestHDB implement – gpusat relies on certain GPU
hardware, and NestHDB relies on a database management system – we were unable to
run them ourselves. Hence we are forced to resort to comparing our runtimes with the
empirical results provided for gpusat and NestHDB in their respective papers [15, 17] using
the benchmark instances used therein. For this indirect comparison, following [17], we
enforced a per-instance time limit of 900 s, memory limit of 16 GB, and tree decomposition
computation time limit of 60 s on SharpSAT-TD. Table 3 provides the indirect comparison
with instances grouped by the width of the tree decomposition used by SharpSAT-TD. On
this set of 1494 instances, gpusat solves 1233 instances and NestHDB solves 1273, while
SharpSAT-TD solves 1281 instances. Note that in [17] NestHDB was found to be the best
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against a range of other model counters on these benchmarks, and minic2d second-best
solving 1243 instances. Here SharpSAT-TD outperforms gpusat and NestHDB on all ranges
of width apart from ≤ 30 and [101..200], where it solves the same instances as VBS.

Finally, we shortly overview further observation on the impact of the tree decomposition
based heuristics in SharpSAT. We considered modifications of the variable selection heuristics
(Equation 1) for SharpSAT-TD. Recall that SharpSAT-TD solved 1970 instances using
the heuristic with default activity and frequency components and C determined as C =
100 exp(n/w)/n. When selecting C as 103, 107, and 100 exp(n/w), SharpSAT-TD solves
1922, 1964, and 1960 instances, respectively. We note that the choice 107 leads to the
tree decomposition based component always dominating in the equation, with activity
and frequency serving only as tiebreakers. When C = 100 exp(n/w)/n and the activity
component is removed, SharpSAT-TD solves 1965 instances, while when the frequency
component is removed SharpSAT-TD solves 1962 instances. Hence the impact of each of
these two components on their own, when including the tree decomposition component, is
relatively small. However, when both the activity and the frequency component are removed,
SharpSAT-TD solves only 1855 instances. Putting all of these observations together, we
believe that the activity and frequency components act mainly as a secondary tiebreaking
mechanism for choosing between variables in the same bag of the decomposition. Furthermore,
the impact of the choice between using activity vs frequency as the tiebreaking mechanism
appears to be small, and the primary heuristic component leading to the observed performance
improvements is indeed the tree decomposition component.

The tree decomposition based heuristics appears to have a positive impact on average
cache hit size, i.e., the number of variables of the components found to be in cache during
checks to the component cache. Intuitively, the larger the cache hits, the earlier SharpSAT
can determine the number of models in the current search branch, thereby saving time due to
the component cache. Figure 2 (right) shows average cache hit sizes reported by SharpSAT
and SharpSAT-TD on instances which both of them solved using at least 60 seconds on
search (267 instances). The tree decomposition guided variable selection increases average
cache hit size for most of the instances. (We did not observe clear effects on cache hit rates;
cache hit rates do not distinguish hits on small components from hits on large component.)

6 Related Work

The idea of exploiting low-width tree decompositions in model counters has recently gained
popularity with the model counters gpusat [15], NestHDB [17] and DPMC-LG [12] explicitly
exploiting low-width tree decompositions. In contrast to our work, gpusat, NestHDB, and
the tensor implementation of DPMC-LG exploit tree decompositions by manipulating dense
dynamic programming tables. The model counters gpusat and the tensor implementation of
DPMC-LG are “pure” dynamic programming implementations that suffer from best-case time
complexity exponential in treewidth, while NestHDB also incorporates hybrid techniques,
including falling back to SharpSAT in subproblems with high treewidth. The decision
diagram implementation of DPMC-LG uses tree decompositions via project join trees to
build an algebraic decision diagram using the CUDD package [31].

In the context of #CSP, tree decompositions have been exploited in the #BTD [13]
and #EBTD[18] backtracking algorithms. The method of exploiting tree decompositions in
#BTD and #EBTD is similar to SharpSAT-TD when selecting a high value of the constant
C, although many techniques exploited in these counters are CSP-specific.
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Instead of tree decompositions, heuristic graph partitioning is used in compilation-based
model counters: D4 uses the PaToH graph partitioner [21], c2d uses Hmetis [8], and minic2d
uses the min-fill heuristic for variable ordering [24]. GANAK introduced a variable selection
heuristic CSVSADS aiming to increase the cache hit rate by discouraging branching from
variables whose components were recently cached [30]. In the context of constraint networks,
heuristics aiming to promote decomposition into components have been evaluated in [22].

7 Conclusion

We proposed a simple approach for integrating tree decomposition guidance into the decision
heuristics of exact model counters. As a decision heuristic, the approach is directly applicable
to both unweighted and weighted model counting. The empirical results suggest that tree
decomposition guided SharpSAT dominates in performance standard exact model counters.
and provides significant performance improvements in practice.
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