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#### Abstract

Fun Slot Machines are a variant of the classical ones. Pulling a lever, the player generates a sequence of symbols which are placed on the reels. The machine pays when a given pattern appears in the sequence. The variant consists in trying to transform a losing sequence of symbols in another one, in such a way that the winning pattern does not appear in any intermediate step. The choice of the winning pattern can be crucial; there are "good" and "bad" sequences. The game results in a combinatorial problem on transformations of words avoiding a given pattern as a factor. We investigate "good" and "bad" sequences on a $k$-ary alphabet and the pairs of words that witness that a word is "bad". A main result is an algorithm to decide whether a word is "bad" or not and to provide a pair of witnesses of minimal length when the word is "bad". It runs in $O(n)$ time with a preprocessing of $O(n)$ time and space to construct an enhanced suffix tree of the word.
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## 1 Introduction

Everybody knows what a slot machine is, some more, some less. In a simple model, there is a screen where a certain number of symbols appears in a line. Every symbol is placed on some reel that "spins" when the game is activated. The machine pays out according to the pattern of symbols displayed when the reels stop spinning, e.g., whether or not it contains a given factor. One of the first model was composed of three spinning reels containing a total of five symbols each: horseshoes, diamonds, spades, hearts and a Liberty Bell; the bell gave the machine its name. Three consecutive bells in a row produced the biggest payoff, ten nickels. Later on, fruit symbols were placed on the reels besides the original bell to refer to the fruit-flavoured gums offered.

Recently, the designers of the MMM company, leader in the field of fun machines, have designed a new machine, called Fun Slot Machine, and they are evaluating the product. The machine offers a variant to the usual game. After the player has pulled the lever twice without having found the winning pattern, she/he can take the last two sequences of symbols that have appeared - both of which do not contain the winning pattern - and try to transform the first into the second, so that the pattern does not appear this time either in any intermediate step. When the player succeeds, the slot machine pays a consolation prize. The game has
rules to follow. Only the symbols where the two sequences differ can be exchanged and the exchange must be done step by step, following the sequence of symbols on the reels. The MMM's designers claim that this game is not just a gamble. There are "good" and "bad" patterns, "good" and "bad" numbers of reels. They propose the following examples to support their claim.

Suppose that the fun slot machine has 6 reels, each with 4 symbols on, $A, C, T, G$, which stand for the favourite fruit flavours, Apricot, Cherry, Tamarind, and Grape. The symbols are placed on each reel in this cyclical order $A, C, T, G$. Consider the case that the winning pattern is $A G A C$ and the displayed sequence is $A G A A A C$ the first time and $A G A T A C$ the second time. The player has lost both times, because $A G A C$ has not appeared. Hence, the player can try the variant to the game, that is, to transform $A G A A A C$ in $A G A T A C$ so that $A G A C$ does not appear either. The sequences differ only in their fourth position, where the first sequence contains $A$, while the second one $T$. In the first step, symbol $A$ can be swapped either in $C$ or in $G$, its neighbourhoods on the reel. Unfortunately, for the player (but not for the owner), in both cases $A G A C$ will be displayed. There is no way to win in this case.

The situation would have been different if the number of reels was 5 , and not 6 . If the displayed sequences were $A G A A A$ and $A G A T A$, the exchange of $A$ in the fourth position to $C$, would have yield $A G A C$, but there is a winning transformation, $A G A A A$ in $A G A G A$ and then in $A G A T A$.

Consider now a different scenario. The symbols on the reels are as before, but the winning pattern is $A A A$. Suppose there are 5 reels and the losing sequences are $A C A G A$ and $A G A T A$. The player wants to transform $A C A G A$ in $A G A T A$, which differ in their positions 2 and 4. The swap of $G$ into $T$ in the fourth position is safe, no $A A A$ is displayed. Then, there are two possibilities to swap $C$ into $G$ in the second position; either through $A$ or through $T$. While the first choice would display $A A A$, the second one would be winning; the transformation of $A C A G A$ in $A C A T A$, then in $A T A T A$ and finally in $A G A T A$, never let $A A A$ appear, and the player will gain the consolation prize. One can show (and we will prove it in the sequel) that when the pattern is $A A A$, for any number of reels and any pairs of losing sequences, the player has always a possibility to gain.

In some sense, the pattern $A A A$ is "good", because it always leaves a chance of winning, while $A G A C$ is "bad", since, in some situations, it leaves no chance of winning. Now, the question of the MMM's designers is: how should the number of reels, the number and the order of symbols on, and the winning pattern be chosen, whether I am a player or the owner of the machine?

Bad and good sequences of symbols have been investigated in the literature. They were introduced in the binary case, that is when only two symbols are available. A binary word (i.e., a sequence of symbols in a finite set of two symbols) $f$ is called $d$-good if for any pair of words $u$ and $v$ of length $d$ which do not contain the factor $f, u$ can be transformed in $v$ by exchanging one by one the bits on which they differ and generating only words which do not contain $f$. It is good if it is $d$-good for all $d$. A binary word $f$ is bad if it is not good. The index of a binary bad word is the threshold $d$ from which the word is no longer $d$-good, and a pair of words $(u, v)$ showing that the word is not good is called a pair of witnesses for the bad word. Recently, good and bad words have been considered in the case of larger sets of symbols where they are referred to as isometric and non-isometric words; see [1], and [2] on quaternary words. Also, binary bad words have been considered in the two-dimensional setting, and bad pictures have been investigated [3].

The fun slot machine problem thus concerns transformations of words that avoid a given factor. Actually, it is not only a problem in combinatorics of words. It can be stated as a problem on some graphs, called $k$-ary $n$-cubes, introduced in [12], and their isometric sub-graphs. More specifically, it concerns a problem on $k$-ary $n$-cube avoiding a $k$-ary word $f$ [2].

Let us mention such framework in this introduction, while it will be no more considered in the rest of the paper. The $k$-ary $n$-cube, $Q_{n}^{k}$, is a graph with $k^{n}$ vertices, each associated to a word of length $n$ over a $k$-ary alphabet identified with $\mathbb{Z}_{k}=\{0,1, \ldots, k-1\}$. Two vertices in $Q_{n}^{k}$ are adjacent whenever their associated words differ in exactly one position, and the mismatch is given by two symbols $x$ and $y$, with $x=(y \pm 1) \bmod k$. Special cases include rings (when $n=1$ ), hypercubes $Q_{n}$ (when $k=2$ ) and tori. They have been introduced in [12], in the context of interconnection networks. The binary case ( $k=2$ ) has been extensively investigated [6]. In order to obtain some variants of hypercubes such that the number of vertices increases slower than in a hypercube, Hsu introduced Fibonacci cubes [7]. They received a lot of attention afterwards (see [9] for a survey). These notions have been then extended to define the generalized Fibonacci cube $Q_{n}(f)$ [8]. It is the subgraph of the hypercube $Q_{n}$ obtained by considering only vertices associated to binary words that do not contain a given word $f$ as a factor. In this framework, a binary word $f$ is good when, for any $n \geq 1, Q_{n}(f)$ can be isometrically embedded into $Q_{n}$, and bad, otherwise [10]. More generally, given a $k$-ary word $f$, the $k$-ary $n$-cube avoiding $f, Q_{n}^{k}(f)$, is obtained from $Q_{n}^{k}$ by elimination of the vertices containing $f$ as a factor. Good and bad words are investigated in this more general setting in [2], where they are referred to as isometric and non-isometric words.

Coming back to the fun slot machines, $f$ represents the winning pattern, $u$ and $v$ the displayed losing sequences, and their length is the number of reels. The goal is to find a transformation of $u$ in $v$ that changes only the positions where $u$ and $v$ differ and $f$ is never displayed. If $f$ is good then there is always a chance of winning. If it is bad, in the situation where the number of reels is greater than or equal to the index, and $u$ and $v$ are witnesses for $f$, then there is no chance of winning!

The main result in this paper is an algorithm to test whether a word is good or not. Further, in case the word is bad, the algorithm provides its index and a pair of witnesses of length equal to the index. Note that, when $k>4$, no good word exists and any bad word has index equal to its length [1]. Therefore, the computation of the index is given for $k=2,3,4$. It is based on the construction of the pairs of witnesses for $f$ given in $[1,2]$ to show Theorem 4. The construction generalizes to $k$-ary words the one given for binary words in [13]. We will revisit it, while highlighting some valuable features and adding some more results. We will show that the index is the minimal length of the above constructed witnesses. Moreover, the index of a quaternary word can be directly computed from the word, without going through its binary representation, as it was in [2].

The algorithm presented in this paper runs in linear time and space, for $k$-ary words (with $k=2,3,4$ ). This complexity can be achieved thanks to a preprocessing of linear time and space for computing the suffix tree of the word and enhancing it in order to answer Lowest Common Ancestor (LCA) queries in constant time. An example of execution of the algorithm is provided. The first part of the algorithm follows the one provided in a very recent paper [4] to efficiently check whether a word is isometric. This algorithm is based on the characterization in [2] and applies some methods of the pattern matching with mismatches. Note that the algorithm in this paper not only checks whether a word is isometric, but it also provides its index and a pair of witnesses of minimal length, while keeping the same linear
complexity. A cubic time algorithm for the computation of the index and some related words was given in [13] for binary words. The algorithm presented here works for $k$-ary words, with $k=2,3,4$, while improving the time complexity.

To conclude, observe that in the previously mentioned examples, $A G A C$ is a bad word, 6 is its index, and $A G A A A C$ and $A G A T A C$ are witnesses for $A G A C$; that's why there is no possibility of winning the game. On the other hand, $A A A$, or more generally a sequence of (three) equal symbols, is good. Could it have been for this reason that, more than a century ago, the Liberty Bell machine paid the maximum when three bells in a row were displayed?

## 2 Fun Slot Machines and Isometric Words

A Fun Slot Machine is composed of $d$ reels that can spin in both directions. Each reel carries $k$ symbols, $s_{1}, s_{2}, \ldots, s_{k}$. Let $\Sigma$ be the set of all symbols, and $s_{1}, s_{2}, \ldots, s_{k}$ be the order in which symbols follow in each reel. This means that when a reel is spinning in a clockwise direction, $s_{i}$ appears after $s_{i-1}$, for $i=2, \ldots, k$, and $s_{1}$ after $s_{k}$; vice versa in the opposite direction. The unique winning pattern is $f$ of length $n<d$. The player inserts the coin and then pulls the lever. The displayed sequence $u$ of $d$ symbols is called a word or string over $\Sigma$ of length $d$. The problem is whether the shorter word $f$ is a factor of $u$ or not. If $f$ is not a factor of $u$, we say that $u$ is $f$-free or that $u$ avoids the factor $f$.

Let us formalize the problem with the terminology of the combinatorics of words. First, let us recall some preliminary notions.

Let $\Sigma$ be an alphabet and $|\Sigma|=k$. Throughout the paper, $\Sigma$ will be identified with $\mathbb{Z}_{k}=\{0,1, \ldots, k-1\}$, the ring of integers modulo $k$. A word (or string) $f \in \Sigma^{*}$ of length $n$ is $f=x_{1} x_{2} \cdots x_{n}$, where $x_{1}, x_{2}, \ldots, x_{n}$ are symbols in $\Sigma$. The set of words over $\Sigma$ of length $n$ is denoted $\Sigma^{n}$. Let $f[i]$ denote the symbol of $f$ in position $i$, i.e. $f[i]=x_{i}$. Then, $f[i . . j]=x_{i} \cdots x_{j}$, for $1 \leq i \leq j \leq n$, is a factor of $f$. A word $s \in \Sigma^{*}$ is said $f$-free if it does not contain $f$ as a factor. The prefix of $f$ of length $l$ is $\operatorname{pre}_{l}(f)=f[1 . . l]$; while the suffix of $f$ of length $l$ is $s u f_{l}(f)=f[n-l+1 . . n]$. When $\operatorname{pre}_{l}(f)=\operatorname{suf}_{l}(f)$ then $\operatorname{pre}_{l}(f)$ is referred to as an overlap of $f$ of length $l$.

Let $u, v \in \Sigma^{*}$ be two words of the same length. Then, the Hamming distance $\operatorname{dist}_{H}(u, v)$ between $u$ and $v$ is the number of positions at which $u$ and $v$ differ. The Lee distance between two words $u, v \in \mathbb{Z}_{k}^{n}, u=x_{1} \cdots x_{n}$ and $v=y_{1} \cdots y_{n}$ is

$$
\operatorname{dist}_{L}(u, v)=\sum_{i=1}^{n} \min \left(\left|x_{i}-y_{i}\right|, k-\left|x_{i}-y_{i}\right|\right)
$$

In the sequel, $\Sigma$ will denote a generic alphabet of cardinality $k$, while $\Delta$ to denote the quaternary alphabet $\Delta=\{A, C, T, G\}$, referred to as the genetic alphabet. Symbols $A$ and $T$ ( $C$ and $G$, resp.) will be called complementary symbols, in analogy to the Watson-Crick complementary bases they represent. The alphabet $\Delta$ will be identified with $\mathbb{Z}_{4}$, in such a way that $A, C, T$, and $G$ will be identified with $0,1,2$, and 3 , respectively. Therefore, pairs of complementary symbols have Lee distance 2 , whereas pairs of distinct non-complementary symbols have Lee distance 1 .

Let us now define what we have called "good" and "bad" word in the Introduction. To be more precise and to avoid ambiguity with similar definitions in other papers, from now on, "good" and "bad" words will be referred to as "Lee-isometric" and "Lee-non-isometric" words, respectively. The definitions are based on the process of transforming a word in another one of equal length, changing one symbol at a time.


Figure 1 The word $f$ and its 2-error overlap of length $l$.

Let $f$ be a word in $\Sigma^{n}$. A Lee-transformation of length $h$ from $u$ to $v$ is a sequence of words $w_{0}, w_{1}, \ldots, w_{h}$ such that $w_{0}=u, w_{h}=v$, and for any $i=0,1, \cdots, h-1, \operatorname{dist}_{L}\left(w_{i}, w_{i+1}\right)=1$. The Lee-transformation is $f$-free if for any $i=0,1, \cdots, h$, the word $w_{i}$ is $f$-free. The word $f \in \Sigma^{n}$ is Lee-isometric if for all $d \geq n$, and $f$-free words $u, v \in \Sigma^{d}$, there is an $f$-free Lee-transformation from $u$ to $v$ of length equal to $\operatorname{dist}_{L}(u, v)$. A word is Lee-non-isometric if it is not Lee-isometric. Note that there exists an $f$-free Lee-transformation from $u$ to $v$ if and only if there exists an $f$-free Lee-transformation from $v$ to $u$.

A pair $(u, v)$ of words $u, v \in \Sigma^{d}$ is referred to as a pair of Lee-witnesses for $f$, if $u$ and $v$ are $f$-free words and there does not exist an $f$-free Lee-transformation from $u$ to $v$ of length equal to $\operatorname{dist}_{L}(u, v)$. If $f$ is Lee-non-isometric then its Lee-index, denoted by $I_{L}(f)$, is the shortest length $d$ of $u, v$ such that $(u, v)$ is a pair of Lee-witnesses for $f$. The Lee-index of a Lee-isometric word is defined $\infty$.

- Example 1. Let $\Delta$ be the quaternary genetic alphabet, $f=A C T, u=A C C C T$, and $v=A C G C T$. Observe that $\operatorname{dist}_{L}(u, v)=2$, since they differ in their third position only and $\operatorname{dist}_{L}(C, G)=2$. The sequences $A C C C T, A C A C T, A C G C T$ and $A C C C T, A C T C T, A C G C T$ are two Lee-transformations from $u$ to $v$ of length equal to $\operatorname{dist}_{L}(u, v)=2$; they are not $f$-free. Actually, no $f$-free Lee-transformation exists from $u$ to $v$. This shows that $A C T$ is Lee-non-isometric and that $(u, v)$ is a pair of Lee-witnesses for $A C T$.

Let us state the following definition (see Figure 1).

- Definition 2. Let $\Sigma$ be a $k$-ary alphabet, $f \in \Sigma^{n}$, and $q$ be an integer $1 \leq q \leq n$. The word $f$ has a $q$-Lee-error overlap of length $l$, if $\operatorname{dist}_{L}\left(\operatorname{pre}_{l}(f)\right.$, suf $\left.f_{l}(f)\right)=q$. Its shift is $r=n-l$; its error positions are the $m$ positions where $\operatorname{pre}_{l}(f)$ differs from sufl $(f)$.
- Remark 3. Using the notations in the previous definition, if $f$ has a $q$-Lee-error overlap of length $l$, then $m \leq l, q$. In particular, when $k=4$ and $q=2$, then $m=1$ or $m=2$. The case $m=1$ holds if $\operatorname{pre}_{l}(f)$ and $s u f_{l}(f)$ differ in exactly one position and the error is given by a pair of complementary symbols. For example, $f=A G A C \in \Delta^{4}$ has a 2-Lee-error overlap of length $l=2$. Indeed, $m=1$ and $\operatorname{dist}_{L}(A G, A C)=2$.
If $m=2$ then $\operatorname{pre}_{l}(f)$ and $s u f_{l}(f)$ differ in two different positions $i$ and $j$ and the errors are given by pairs of non-complementary symbols.

Next theorem, proved in $[1,2]$, provides a characterization of Lee-isometric words, which is fundamental to test whether a word is Lee-isometric or not. Furthermore, it allows us to restrict the investigation to $k$-ary alphabets with $k=2,3,4$.

- Theorem 4 ([1, 2]). Let $\Sigma$ be a $k$-ary alphabet and $f \in \Sigma^{*}$.
- $f$ is Lee-isometric if and only if it has no 2-Lee-error overlap, when $k=2,3,4$
- $f$ is never Lee-isometric, when $k>4$.

The proof of Theorem 4 is constructive. In the case that $k=2,3,4$ and $f$ has a 2 -Leeerror overlap, the proof provides a pair of Lee-witnesses showing that $f$ is Lee-non-isometric. Applying Theorem 4, one can show that, when $k=2,3,4$, the Lee-index of a Lee-non-isometric word $f$ satisfies $n+1 \leq I_{L}(f) \leq 2 n-1[2]$.

## 3 Computing the Lee-index of a Lee-non-isometric Word

The Lee-index of a "bad" word has been introduced as a threshold on the length of words that witness the "badness" of the word. In this section, we are going to show how to compute the Lee-index of a "bad" - actually, Lee-non-isometric - word. The results prove the correctness of the algorithm in the next section.

Let $\Sigma=\{0,1, \ldots, k-1\}, f=f_{1} f_{2} \cdots f_{n}$ be a word over $\Sigma, u, v \in \Sigma^{d}$ be $f$-free words, and $h, j \in \Sigma$. The reverse of $f$ is $f^{R}=f_{n} \cdots f_{2} f_{1}$. The $h$-shift of $j$ is $j^{S(h)}=(j+h) \bmod k$, while the $h$-shift of $f$ is $f^{S(h)}=f_{1}^{S(h)} f_{2}^{S(h)} \cdots f_{n}^{S(h)}$. When $k=2$, the 1 -shift of $f$ is its complement. Next result allows us to restrict the domain of strings to be studied.

- Lemma 5. Let $\Sigma$ be a $k$-ary alphabet and $f \in \Sigma^{*}$. Then
- $f$ is Lee-isometric if and only if $f^{R}$ is Lee- isometric
- for any $h \in \Sigma, f$ is Lee-isometric if and only if $f^{S(h)}$ is Lee-isometric.

Proof. Suppose that $f$ is Lee-isometric and let $u, v \in \Sigma^{d}$ be $f^{R}$-free words, for some $d \geq n$. Clearly, $u^{R}, v^{R} \in \Sigma^{d}$ are $f$-free words and $\operatorname{dist}_{L}\left(u^{R}, v^{R}\right)=\operatorname{dist}_{L}(u, v)$. Since $f$ is Lee-isometric, then there is an $f$-free Lee-transformation from $u^{R}$ to $v^{R}$ of length equal to $\operatorname{dist}_{L}\left(u^{R}, v^{R}\right)$, say $w_{0}=u^{R}, w_{1}, \ldots, w_{h}=v^{R}$. Since $w_{i}$ is $f$-free, for $1 \leq i \leq h$, then $w_{i}^{R}$ is $f^{R}$-free, for $1 \leq i \leq h$ and $w_{0}^{R}, w_{1}^{R}, \ldots, w_{h}^{R}$ is an $f^{R}$-free Lee-transformation from $u$ to $v$ of length equal to $\operatorname{dist}_{L}(u, v)$. The same reasoning applied to $f^{R}$ shows that the converse is true, since $\left(f^{R}\right)^{R}=f$. The second claim can be proved by a similar reasoning, noting that, for any $u, v \in \Sigma^{*}, \operatorname{dist}_{L}(u, v)=\operatorname{dist}_{L}\left(u^{S(h)}, v^{S(h)}\right)$ and that $u$ is $f$-free if and only if $u^{S(h)}$ is $f^{S(h)}$-free.

Let us show how to compute the Lee-index of a Lee-non-isometric $k$-ary word $f$. Recall that, when $k>4$, any word is Lee-non-isometric and its Lee-index is equal to its length [1]. Therefore, from now on, all considerations are done only for alphabets of cardinality $k=2,3,4$. The computation of the Lee-index is based on the construction of the pairs of witnesses for $f$ given in $[1,2]$ to show Theorem 4. The construction generalizes to $k$-ary words the one given for binary words in [13]. It will turn out that the Lee-index is the minimal length of such witnesses. Let us revisit this construction of pairs of witnesses, while highlighting some valuable features and adding some more results. First, let us state the following notation. Refer to Figures 2 and 3 for the construction of $\alpha_{r}, \beta_{r}, \eta_{r}$, and $\gamma_{r}$.

Notation. Let $\Sigma$ be a $k$-ary alphabet and $f \in \Sigma^{n}$ have a 2-Lee-error overlap of length $l$ and shift $r=n-l$. Let $i, j$, with $1 \leq i \leq j \leq l$, be error positions in $f$ (possibly, $i=j$ ). Then,

- $f^{(i)}$ is the word obtained from $f$ replacing $f[i]$ by $f[r+i]$
- if $r$ is even, $t=j+r / 2$, and $i \neq j$ then $f^{(j, t)}$ is the word obtained from $f$ replacing $f[j]$ with $f[r+j]$, and $f[t]$ by $f[i]$
- $f^{(i,-)}$ is the word obtained from $f$ replacing $f[i]$ with $(f[i]-1) \bmod k$
- $f^{(i,+)}$ is the word obtained from $f$ replacing $f[i]$ with $(f[i]+1) \bmod k$
- $\alpha_{r}(f)=\operatorname{pre}_{r}(f) f^{(i)}$ and $\beta_{r}(f)=\operatorname{pre}_{r}(f) f^{(j)}$
- $\alpha_{r}^{\prime}(f)=\operatorname{pre}_{r}(f) f^{(i,-)}$ and $\beta_{r}^{\prime}(f)=\operatorname{pre}_{r}(f) f^{(i,+)}$
- if $r$ is even, $\eta_{r}(f)=p r e_{r}(f) f^{(i)} s u f_{r / 2}(f)$
- if $r$ is even, $\gamma_{r}(f)=\operatorname{pre}_{r}(f) f^{(j, t)} s u f_{r / 2}(f)$.


Figure 2 The words $\alpha_{r}(f)$ and $\beta_{r}(f)$.


Figure 3 The words $\eta_{r}(f)$ and $\gamma_{r}(f)$.

The words introduced in the previous notation will constitute the pairs of witnesses for $f$. Note that such words are constructed in such a way to be $f$-free, unless for $\beta_{r}(f)$. When $\beta_{r}(f)$ is $f$-free then $\left(\alpha_{r}(f), \beta_{r}(f)\right)$ is a pair of witnesses for $f$. Otherwise, it becomes necessary to consider the other words as above introduced. It turns out that $\beta_{r}(f)$ contains $f$ as a factor if and only if the following Condition ${ }^{+}$holds [2].

- Definition 6. Let $\Sigma$ be a $k$-ary alphabet and $f \in \Sigma^{n}$ have a 2 -Lee-error overlap of length $l$, shift $r=n-l$ and error positions $i, j$, with $1 \leq i<j \leq l$. We say that the 2 -Lee-error overlap satisfies Condition ${ }^{+}$if $r$ is even, $j-i=r / 2, f[r+i]=f[r+j]$, and $f[i . . i+r / 2-1]=f[j . . j+r / 2-1]$.

Let us start considering the case $k=2,3$. In this case, the Lee distance of two words coincides with the number of positions where they differ. Then, a 2-Lee-error overlap is given by two distinct error positions. This is no more true when $k=4$; the quaternary case will be treated later.

Consider a Lee-non-isometric word $f \in \Sigma^{n}$, with $|\Sigma|=k$ and $k=2,3$. Then, $f$ has a 2-Lee-error overlap. Actually, it may have more than one 2-Lee-error overlap. For any 2-Lee-error overlap, it is possible to construct a pair of witnesses for $f$ as follows.

- Proposition 7 ([2]). Let $f$ be a Lee-non-isometric $k$-ary word, $k=2,3$. Consider a 2 -Leeerror overlap of $f$, of length $l$, shift $r=n-l$, and error positions $i, j$, with $1 \leq i<j \leq l$.

1. If the 2-Lee-error overlap does not satisfy Condition ${ }^{+}$then $\left(\alpha_{r}(f), \beta_{r}(f)\right)$ is a pair of witnesses for $f$
2. If the 2-Lee-error overlap satisfies Condition ${ }^{+}$and $1 \leq i \leq r / 2$ then $\left(\eta_{r}(f), \gamma_{r}(f)\right)$ is a pair of witnesses for $f$
3. If the 2-Lee-error overlap satisfies Condition ${ }^{+}$and $i>r / 2$ then $f$ has a 2 -Lee-error overlap of shift $r^{\prime}>r$, which does not satisfy Condition ${ }^{+}$and $\left(\alpha_{r^{\prime}}(f), \beta_{r^{\prime}}(f)\right)$ is a pair of witnesses for $f$.

Let us show some examples of the construction in Proposition 7 for a ternary and a binary alphabet, respectively.

- Example 8. Consider the ternary alphabet $\Sigma=\{0,1,2\}$. Let $f=021 \in \Sigma^{3}$. The word $f$ has a 2-Lee-error overlap of length 2 ; here $n=3, r=1$, and $n-r=2$. Hence, $f=021$ is Lee-non-isometric from Theorem 4. Following the proof of the same theorem, let us exhibit a pair $(\alpha, \beta)$ of Lee-witnesses for $f$. We have that pre $e_{2}(f)$ disagrees from $s u f_{2}(f)$ in positions $i=1$ and $j=2$, and $f[i]=0, f[j]=2, f[r+i]=2$ and $f[r+j]=1$. Then, $\alpha_{r}(f)=\operatorname{pre}_{r}(f) f^{(i)}=0221$ and $\beta_{r}(f)=\operatorname{pre}_{r}(f) f^{(j)}=0011$. The words $\alpha_{r}(f)$ and $\beta_{r}(f)$ are $f$-free words and $\operatorname{dist}_{L}\left(\alpha_{r}(f), \beta_{r}(f)\right)=2$. Moreover, there is no $f$-free Lee-transformation from $\alpha_{r}(f)$ to $\beta_{r}(f)$ of length $\operatorname{dist}_{L}\left(\alpha_{r}(f), \beta_{r}(f)\right)=2$. Indeed, if we replace $\alpha_{r}(f)[2]$ with $\beta_{r}(f)[2]=0$ then $f$ occurs at position 2 of $\alpha_{r}(f)$; if we replace $\alpha_{r}(f)[3]$ with $\beta_{r}(f)[3]=1$ then $f$ occurs at position 1 .
- Example 9. Consider the binary alphabet $B=\{0,1\}$. Let $f=0011 \in B^{4}$. The word $f$ has a 2-Lee-error overlap of length 2. Hence, $f=0011$ is Lee-non-isometric from Theorem 4. Note that the 2 -Lee-error overlap of $f$ satisfies Condition ${ }^{+}$. Indeed, we have $i=1$, $j=2, r=2, f[r+i]=f[3]=1=f[4]=f[r+j]$ and $f[i]=0=f[j]$. Therefore, following the proof of Theorem 4 in the case that the 2-Lee-error overlap of $f$ satisfies Condition $^{+}$and $1 \leq i \leq r / 2$, let us set $t=(r / 2)+j=3$ and let us consider the two words $\eta_{r}(f)=\operatorname{pre}_{r}(f) f^{(i)} s u f_{r / 2}(f)=0010111$ and $\gamma_{r}(f)=\operatorname{pre}_{r}(f) f^{(j, t)} s u f_{r / 2}(f)=0001011$. The words $\eta_{r}(f)$ and $\gamma_{r}(f)$ are $f$-free words and $\operatorname{dist}_{L}\left(\eta_{r}(f), \gamma_{r}(f)\right)=3$. Moreover, there is no $f$-free Lee-transformation from $\eta_{r}(f)$ to $\gamma_{r}(f)$ of length $\operatorname{dist}_{L}\left(\eta_{r}(f), \gamma_{r}(f)\right)=3$. Indeed, if we replace $\eta_{r}(f)[3]$ with $\gamma_{r}(f)[3]=0$ then $f$ occurs at position 3 of $\eta_{r}(f)$; if we replace $\eta_{r}(f)[4]$ with $\gamma_{r}(f)[4]=1$ then $f$ occurs at position 1 and if we replace $\eta_{r}(f)[5]$ with $\gamma_{r}(f)[5]=0$ then $f$ occurs at position 4 .

Consider now the case of the quaternary alphabet $\Delta=\{A, C, T, G\}$.
The construction of a pair of witnesses for a Lee-non-isometric quaternary word $f$ is obtained in [2] referring to the binary representation of $f$. Actually, there is an isomorphism between quaternary words and binary words of even length. It is given by the map which associates to $A, C, T, G$ the binary words $00,01,11,10$, respectively. Hence, a word $f \in \Delta^{n}$ will be possibly denoted as $(f)_{4}$ to stress its belonging to the quaternary alphabet, while its binary representation in $\{0,1\}^{2 n}$ will be denoted as $(f)_{2}$. The correspondence preserves the Lee distance.

Let $(f)_{4} \in \Delta^{n}$ be a Lee-non-isometric word, $r$ be the shift of a 2-Lee-error overlap of $(f)_{4}$ and $m$ the number of its error positions. Recall that $m=1$ or $m=2$; see Remark 3 . Note that $(f)_{2}$ has 2-Lee-error overlap of shift $2 r$. A pair of witnesses for $(f)_{4}$ is obtained in $[1,2]$ considering the pair of witnesses for $(f)_{2}$, constructed as in Proposition 7, and representing it in quaternary. Recall that $(A)_{2}=00,(C)_{2}=01,(T)_{2}=11$, and $(G)_{2}=10$. For example, if the 2-Lee-error overlap of shift $2 r$ of $(f)_{2}$ fills case 1 of Proposition 7 then $\left(\alpha_{2 r}\left((f)_{2}\right), \beta_{2 r}\left((f)_{2}\right)\right)$ is a pair of witnesses for $(f)_{2}$. Thus, the quaternary representation of this pair of witnesses for $(f)_{2}$, that is $\left(\left(\alpha_{2 r}\left((f)_{2}\right)\right)_{4},\left(\beta_{2 r}\left((f)_{2}\right)\right)_{4}\right)$, is a pair of witnesses for $(f)_{4}$.

Next proposition shows that, indeed, the pair of witnesses for $(f)_{4}$ as just obtained from a 2-Lee-error overlap can be directly constructed from $(f)_{4}$, without going through its binary representation. Therefore, let us simply denote by $f$ the quaternary word. Example 11 shows both constructions.

- Proposition 10. Let $f$ be a Lee-non-isometric $k$-ary word, $k=4$. Consider a 2 -Lee-error overlap of $f$, of length $l$, shift $r=n-l$, and error positions $i, j$, with $1 \leq i \leq j \leq l(i=j$ if $m=1$ ).

1. If $m=1$, then $\left(\alpha_{r}^{\prime}(f), \beta_{r}^{\prime}(f)\right)$ is a pair of Lee-witnesses for $f$.
2. If $m=2$ then
a. if the 2-Lee-error overlap does not satisfy Condition ${ }^{+}$, then $\left(\alpha_{r}(f), \beta_{r}(f)\right)$ is a pair of Lee-witnesses for $f$.
b. If the 2-Lee-error overlap satisfies Condition ${ }^{+}$and $i \leq r / 2$, then $\left(\eta_{r}(f), \gamma_{r}(f)\right)$ is a pair of Lee-witnesses for $f$.
c. If the 2 -Lee-error overlap satisfies Condition ${ }^{+}$and $i>r / 2$, then $f$ has a 2-Lee-error overlap of shift $r^{\prime}>r$, which does not satisfy Condition ${ }^{+}$and $\left(\alpha_{r^{\prime}}(f), \beta_{r^{\prime}}(f)\right)$ is a pair of Lee-witnesses for $f$.

Proof. Consider $(f)_{2}$, the binary representation of $f$. Since $f$ has a 2-Lee-error overlap of shift $r$, then $(f)_{2}$ has a 2-Lee-error overlap of shift $2 r$; let $i, j$, with $i<j$, be its error positions.

In the case $m=1$, we have that $i=j$ and that $f[i]$ and $f[r+i]$ are two complementary symbols. Moreover, we have $s=2 i-1$ and $z=s+1=2 i$. Suppose $f[i]=A$ and $f[r+i]=T$; the other cases can be treated analogously. We have $(f)_{2}[s]=0,(f)_{2}[2 r+s]=1,(f)_{2}[z]=0$, $(f)_{2}[2 r+z]=1$. Therefore, the quaternary representation of $(f)_{2}^{(s)}\left((f)_{2}^{(z)}\right.$, resp.) coincides with the word obtained from $f$ by replacing the symbol $A$ in position $i$ with the symbol $G(C$, resp. $)$, that is $\left((f)_{2}^{(s)}\right)_{4}=f^{(i,-)}\left(\left((f)_{2}^{(z)}\right)_{4}=f^{(i,+)}\right)$, resp. $)$. Moreover, pre $e_{2 r}\left((f)_{2}\right)$, represented in the quaternary alphabet, coincides with $\operatorname{pre}_{r}(f)$. Hence, $\left(\alpha_{2 r}\left((f)_{2}\right)\right)_{4}=$ $\operatorname{pre}_{r}(f) f^{(i,-)}$ and $\left(\beta_{2 r}\left((f)_{2}\right)\right)_{4}=\operatorname{pre}_{r}(f) f^{(i,+)}$ In [2], it is proved that the quaternary representation of $\left(\alpha_{2 r}\left((f)_{2}\right), \beta_{2 r}\left((f)_{2}\right)\right)$ is a pair of Lee-witnesses for $f$. Hence the thesis follows.

In the case $m=2$, we have that $i<j, f[i]$ and $f[r+i](f[j]$ and $f[r+j]$, resp. $)$ differ because of two non-complementary symbols.
a. If the 2-Lee-error overlap does not satisfy Condition ${ }^{+}$then the quaternary representation of $\left(\alpha_{2 r}\left((f)_{2}\right), \beta_{2 r}\left((f)_{2}\right)\right)$ is a pair of Lee-witnesses for $f$; see [1]. Suppose $f[i]=T$, $f[r+i]=C, f[j]=G$ and $f[r+j]=A$; the other cases can be treated analogously. We have $s=2 i-1$ and $z=2 j-1,(f)_{2}[s]=1,(f)_{2}[2 r+s]=0,(f)_{2}[z]=1,(f)_{2}[2 r+z]=0$. Therefore, $(f)_{2}^{(s)}\left((f)_{2}^{(z)}\right.$, resp.), represented in the quaternary alphabet, coincides with the word obtained from $f$ by replacing $T(G$, resp.) in position $i(j$, resp.) with $C$ ( $A$, resp.), that is $\left((f)_{2}^{(s)}\right)_{4}=f^{(i)}\left(\left((f)_{2}^{(z)}\right)_{4}=f^{(j)}\right.$, resp.). Moreover, pre $e_{2 r}\left((f)_{2}\right)$, represented in the quaternary alphabet, coincides with $\operatorname{pre}_{r}(f)$ and the thesis follows.
b. If the 2-Lee-error overlap of $f$ of shift $r$ satisfies Condition ${ }^{+}$and $i \leq r / 2$ then the 2-Leeerror overlap of $(f)_{2}$ of shift $2 r$ satisfies Condition ${ }^{+}$. The proof is given for $f[i]=f[j]=A$ and $f[r+i]=f[r+j]=C$; the other cases can be treated analogously. Then, $s=2 i$ and $z=2 j$. Since the 2-Lee-error overlap of $f$ of shift $r$ satisfies Condition ${ }^{+}$, then $r$ is even, $j-i=r / 2$. Therefore, $z-s=2(j-i)=r$ is even and it is equal to the half of $2 r$, the shift of the 2-Lee-error overlap of $(f)_{2}$. Moreover, from $f[r+i]=f[r+j]$ and $f[i . . i+r / 2-1]=$ $f[j . . j+r / 2-1]$, it follows $f[2 r+s]=f[2 r+z]$ and $f[s . . s+r-1]=f[z . . z+r-1]$. At last, $i \leq r / 2$, implies $s \leq r$. In this case, from [1], $\eta_{2 r}\left((f)_{2}\right), \gamma_{2 r}\left((f)_{2}\right)$, represented in the quaternary alphabet, is a pair of Lee-witnesses for $f$. Recall that $\eta_{2 r}\left((f)_{2}\right)=$ $\operatorname{pre}_{2 r}\left((f)_{2}\right)\left(f_{2}\right)^{(s)}$ suf $_{r / 2}\left((f)_{2}\right)$ and $\gamma_{2 r}\left((f)_{2}\right)=\operatorname{pre}_{2 r}\left((f)_{2}\right)\left(f_{2}\right)^{(z, t)} s u f_{r / 2}\left((f)_{2}\right)$. Then, $\left((f)_{2}\right)^{(s)}$ will be obtained from $(f)_{2}$ by replacing $(f)_{2}[s]=0$ with $(f)_{2}[2 r+s]=1$. Therefore, its quaternary representation coincides with the word obtained from $f$ by replacing $A$ in position $i$ with $C$, that is $\left((f)_{2}^{(s)}\right)_{4}=f^{(i)}$. Analogous considerations show that $\left(\eta_{2 r}\left((f)_{2}\right)\right)_{4}=\operatorname{pre}_{r}(f) f^{(i)} s u f_{r / 2}(f)$ and $\left(\gamma_{2 r}\left((f)_{2}\right)\right)_{4}=\operatorname{pre}_{r}(f) f^{(j, t)} s u f_{r / 2}(f)$ and the thesis follows.
c. This case can be treated as case a.

- Example 11. Let $(f)_{4}=A G C T \in \Delta^{*}$ and, hence, $(f)_{2}=00100111 \in\left(B^{2}\right)^{*}$. Then, $(f)_{4}$ has a 2 -Lee-error overlap of length $l=1$ and shift $r=3$. In this case $m=1$ and $i=1$ is the unique error position with $(f)_{4}[1]=A$ and $(f)_{4}[4]=T$, that is the error is caused by two complementary symbols. A pair of witnesses for $(f)_{4}$ can be constructed from a pair of witnesses for $(f)_{2}$, as follows. Consider the 2-Lee-error overlap of $(f)_{2}$ of even length $2 l=2$ and shift $2 r=6$. It is caused by two different error positions, $s=1$ and $z=2$, since $(f)_{2}[1]=(f)_{2}[2]=0$, while $(f)_{2}[7]=(f)_{2}[8]=1$. Starting from this 2-Lee-error overlap of $(f)_{2}$, the pair $\left(\alpha_{6}\left((f)_{2}\right), \beta_{6}\left((f)_{2}\right)\right)$ of Lee-witnesses for $(f)_{2}$ can be obtained. The pair is composed of $\alpha_{6}\left((f)_{2}\right)=00100110100111$ and $\beta_{6}\left((f)_{2}\right)=00100101100111$. In this case, the 2-Lee-error overlap of $(f)_{2}$ does not satisfy Condition ${ }^{+}$, since $z-s=1$ is different from $r=3$. Therefore, coming back to the quaternary representation, $\left(\alpha_{3}(A G C T), \beta_{3}(A G C T)\right)=$ ( $A G C G G C T, A G C C G C T)$ is a pair of Lee-witnesses for $(f)_{4}$.
On the other hand, this pair of witnesses for $A G C T$ can be directly constructed from $A G C T$, without going through the binary representation. Following Proposition 10 in the case $m=1, \alpha_{3}(f)=\operatorname{pre}_{3}(f) f^{(1,-)}, \beta_{3}(f)=\operatorname{pre}_{3}(f) f^{(1,+)}$. Observe that $f^{(1,-)}=G G C T$ and $f^{(1,+)}=C G C T$. Hence, $\alpha_{3}(f)=\operatorname{pre}_{3}(f) f^{(1,-)}=A G C G G C T$ and $\beta_{3}(f)=\operatorname{pre}_{3}(f) f^{(1,+)}=$ $A G C C G C T$. Finally, $\left(\alpha_{3}(A G C T), \beta_{3}(A G C T)\right)=(A G C G G C T, A G C C G C T)$ is the same pair of Lee-witnesses for $(f)_{4}$, as previously computed using the binary representation.

Let us come back to the computation of the Lee-index in the general case of a $k$-ary word with $k=2,3,4$. Proposition 14 proves that the Lee-index is the minimal length of the Lee-witnesses as constructed in Propositions 7 and 10.

- Remark 12. Let $f \in \Sigma^{*}$ and let $u, v \in \Sigma^{*}$ be two $f$-free words. Consider any $f$-free Lee-transformation from $u$ to $v$ of length equal to $\operatorname{dist}_{L}(u, v)$. Then, only symbols in the positions where $u$ and $v$ differ are modified in this transformation. Moreover, at each step of the Lee-transformation, a symbol $x$ can be replaced by $y$ only if $\operatorname{dist}_{L}(x, y)=1$. Hence, each position $i$ such that $\operatorname{dist}_{L}(u[i], v[i])=d$ is replaced exactly $d$ times.
- Remark 13. Let $f \in \Sigma^{*}$ be a Lee-non-isometric word and $(u, v)$ be a pair of Lee-witnesses for $f$ with $u, v \in \Sigma^{d}$ be $f$-free words. Let $h=\operatorname{dist}_{L}(u, v)$ and suppose $h$ to be minimal. Let $V=\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}$, with $1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq d$, be the set of all the positions where $u$ and $v$ differ; $m \leq h$. Consider a Lee-transformation of length $h, u=w_{0}, w_{1}, \ldots, w_{h}=v$. Then, for any $j=1,2, \ldots, h-1, w_{j}$ has $f$ as a factor. Moreover, for any error position $i \in V$, and any Lee-transformation of $u$ in $v$ of length $h$ which starts changing $u[i]$ (cfr. Remark 12), the word obtained after this first replacement contains an occurrence of $f$ including position $i$.
- Proposition 14. Let $f$ be a Lee-non-isometric $k$-ary word, $k=2,3,4$. Then, the Lee-index of $f, I_{L}(f)$, is the minimum length of words $\alpha_{r}(f), \eta_{r}(f)$, or $\alpha_{r}^{\prime}(f)$, as appropriate, where $r$ is taken over the shifts of all 2-Lee-error overlaps of $f$.

Proof. Let $f$ be a Lee-non-isometric $k$-ary word and $|f|=n$. Let $(u, v)$ be the pair of witnesses of minimal distance $d_{L}(u, v)$ among all witnesses of minimal length. Note that $(u, v)$ is also of minimal distance. Then, $I_{L}(f)=|u|$. Let $V$ be the set of all error positions. The minimality of the distance of $u$ and $v$ implies that, when changing in $u$ the symbol in any position $i \in V$, as in a Lee-transformation from $u$ to $v$, then an occurrence $f_{i}$ of $f$ appears as a factor; see Remark 13. This $f_{i}$ covers $i$ and another error position (the same, if $|V|=1$ ). The minimality of the length of $u$ implies that the occurrences of $f_{i}$ for all $i \in V$ completely cover $u$. Hence, let $f_{i_{1}}$ be the occurrence that covers position 1 and $f_{i_{2}}$ be the occurrence that covers position $n$.

If $f_{i_{1}}$ and $f_{i_{2}}$ contain both positions $i_{1}$ and $i_{2}$, then $f$ has a 2-Lee-error overlap of shift $r=|u|-n$ and error positions $i_{1}$ and $i_{2}$. Then, $u$ will eventually be $\alpha_{r}(f), \alpha_{r}^{\prime}(f), \beta_{r}(f)$, or $\beta_{r}^{\prime}(f)$, and the claim is proved.

Otherwise, there is another error position $i_{3} \in V$ and a corresponding intermediate occurrence $f_{i_{3}}$ of $f$. Each occurrence of $f$ must contain two of these error positions. Observe that if an occurrence of $f$ contains the first and the last error position (in non-decreasing order) then it also contains the second one. Then, there are two occurrences of $f$, say $f_{i}$ and $f_{j}$ which contains both error positions $i$ and $j$; note that $i$ and $j$ cannot be the first and the last error position in this case. Then $f$ has a 2-Lee-error overlap with error positions $i$ and $j$; let $r$ be its shift. Consider the pair $\left(\alpha_{r}(f), \beta_{r}(f)\right)$, if $i \neq j$, or $\left(\alpha_{r}^{\prime}(f), \beta_{r}^{\prime}(f)\right)$, if $i=j$. The length of such words is strictly less than $|u|$. Then, this pair cannot be a pair of witnesses for $f$, because of the minimality of the length of $u$. This means that $\beta_{r}(f)\left(\beta_{r}^{\prime}(f)\right.$, resp. $)$ is not $f$-free. Hence, Condition ${ }^{+}$holds for the 2-Lee-error overlap with shift $r$ and $f$ occurs at position $r / 2$ in $\beta_{r}(f)\left(\beta_{r}^{\prime}(f)\right.$, resp.). Further, the shortest pair of witnesses that can be constructed in such situation with three occurrences of $f$ covering $u$ is $\left(\eta_{r}(f), \gamma_{r}(f)\right)$ and finally $u=\eta_{r}(f)$ or $u=\gamma_{r}(f)$.

Proposition 14 suggests to compute the Lee-index of a word considering all its 2-Lee-error overlaps, obtaining for each 2-Lee-error overlap the corresponding pair of witnesses as in Proposition 7 (if $k=2,3$ ) or in Proposition 10 (if $k=4$ ), and then computing the minimal length of a so obtained witness. The algorithm in next section will analyse the possible 2-Lee-error overlaps in increasing order of their shift. Nevertheless, note that it is not possible to stop at the first found 2-Lee-error overlap. The 2-Lee-error overlap that corresponds to the witnesses of minimal length can be a subsequent one, as shown in Example 15.

- Example 15. Consider the ternary alphabet $\Sigma=\{0,1,2\}$. For any $h \geq 0$, let $w=2^{h}$ and $f=0 w 0 w 1 w 1$, with $|f|=n=3 h+4$. It can be observed that, for any $h \geq 0, f$ has two 2-Lee-error overlaps, one of length $h+2$, for which $d_{L}(0 w 0,1 w 1)=2$ and one of length $h+1$, for which $d_{L}(w 0,1 w)=2$. Then, for any $h \geq 0, f$ is Lee-non-isometric applying Theorem 4. The first pair of Lee-witnesses for $f$ can be constructed starting from the 2-Lee-error overlap of length $l=h+2$ and shift $r=n-l=2 h+2$, following the proof of Theorem 4. This overlap satisfies Condition ${ }^{+}$and the corresponding pair of Lee-witnesses for $f$ is $\left(\eta_{r}(f), \gamma_{r}(f)\right)$, with $\eta_{r}(f)=0 w 0 w(1 w 0 w 1 w 1) w 1$ and $\gamma_{r}(f)=0 w 0 w(0 w 1 w 0 w 1) w 1$. The length of this pair of Lee-witnesses is $\left|\eta_{r}(f)\right|=\left|\gamma_{r}(f)\right|=6 h+7$. The second pair of Lee-witnesses for $f$ can be constructed starting from the 2 -Lee-error overlap of length $h+1$, following the proof of Theorem 4 again. This overlap does not satisfies Condition ${ }^{+}$and the corresponding pair of Lee-witnesses for $f$ is $\left(\alpha_{r}(f), \beta_{r}(f)\right)$, with $\alpha_{r}(f)=0 w 0 w 1(2 w 0 w 1 w 1)$ and $\beta_{r}(f)=0 w 0 w 1\left(02^{h-1} 10 w 1 w 1\right)$. The length of this pair of Lee-witnesses is $\left|\alpha_{r}(f)\right|=$ $\left|\beta_{r}(f)\right|=5 h+7$. Thus, the 2-Lee-error overlap that corresponds to the witnesses of minimal length is the second one and then it provides the Lee-index $I_{L}(f)=5 h+7$.


## 4 The Algorithm

In this section, the results provided in Section 3 are applied to design an algorithm that computes the Lee-index of a word and yields a pair of Lee-witnesses of minimal length. It is assumed that $\Sigma$ is a $k$-ary alphabet, with $k \leq 4$ and $f \in \Sigma^{*}$ is a finite sequence $f[0] f[1] \cdots f[n-1]$ of symbols in $\Sigma$, where $n$ is the length of $f$ and $f[i]$ 's are its symbols. Note that now the indices of $f$ start from 0 , and not 1 , in view of an implementation of the algorithm in the main programming languages. Recall that if $f$ is Lee-isometric then its

Lee-index is $\infty$, else it is the minimal length of two words $u, v$, such that $(u, v)$ is a pair of Lee-witnesses for $f$. Observe that an algorithm to compute the Lee-index and its witnesses is given for binary alphabet in [13]; it runs in $O\left(n^{3}\right)$ time. The algorithm designed in this section runs in $O(n)$ time and space. Finally, note that this algorithm can be easily modified, without changing its complexity, to compute the index and related witnesses of a word, referring to Hamming distance, as considered, for example, in [13], or to other distances, instead of Lee one.

Let us sketch an algorithm which inputs a $k$-ary non-empty word $f$ of length $n$, with $k=2,3,4$, and outputs an integer $I$, that is the Lee-index of $f$, and a pair $(u, v)$ of Leewitnesses for $f$ of length $I$. Its pseudo-code is given by Algorithm 1 and an example follows. The algorithm starts looking for all 2-Lee-error overlaps of $f$ and saving them into a list. This is done by function TwoErrorOverlaps which can be computed in time and space $O(n)$, thanks to a preprocessing step which uses an enhanced suffix tree to answer Lowest Common Ancestor (LCA) queries in constant time. If there are not 2-Lee-error overlaps, then the algorithm sets the Lee-index $I$ to $\infty$. Otherwise, for each 2-Lee-error overlap, it constructs a pair of Lee-witnesses calling the function WitnessesConstructor. According to Propositions 7 and 10, the construction depends on whether the Condition ${ }^{+}$is satisfied; function CondPlus checks this. Then, it outputs the Lee-index $I$ as the minimal length of all these pairs of Lee-witnesses, following Proposition 14. It also outputs a pair $(u, v)$ of Lee-witnesses of length $I$. Note that the Lee-index of $f$ is upper bounded by $I_{L}(f) \leq 2 n-1$ in [2]; then $I$ can be initialized as $I=2 n$ (in Line 6 ). Since the 2 -Lee-error overlaps are at most $n-1$, there are $O(n)$ calls to WitnessesConstructor, each running in time $O(1)$. The overall time and space complexity of Algorithm 1 is thus $O(n)$.

- Proposition 16. Let $\Sigma$ be a $k$-ary alphabet, with $k \leq 4$ and $f \in \Sigma^{n}$ be a non-empty word of length n. The Lee-index of $f$ and a pair of Lee-witnesses of minimal length for $f$ can be computed in time $O(n)$ with additional $O(n)$ space.

Proof. Let us analyse the main functions in Algorithm 1.

- TwoErrorOverlaps inputs the word $f$ and outputs all lengths of its 2-Lee-error overlaps in the list 2eolens and all corresponding error positions in the list allerrpos. It is similar to Algorithm 3 in [4], with the difference that Algorithm 3 in [4] checks only if a word $f$ has at least one 2-Lee error overlap, while this function finds all 2-Lee error overlaps of $f$ and stores their lengths in the list 2eolens. Further, it stores all corresponding error positions in the list allerrpos, which is, therefore, a list of lists. It is based on a technique called the Kangaroo method [5, 11], used in designing efficient pattern matching with mismatches algorithms. It computes the number of mistakes in a given alignment by "jumping" from one error to the next. It allows to check, for a given position $i$ in $f$, whether $f$ has a 2-Lee-error overlap of length $n-i$ in time $O(1)$. To do this, it first computes in time and space $O(n)$ the suffix tree of $f$ enhanced to answer to Lowest Common Ancestor (LCA) queries in time $O(1)$. A call to $\mathrm{LCA}(i, j)$ returns the length of the longest common prefix between the suffix of $f$ starting from position $i$ and the one starting from position $j$. The function TwoErrorOverlaps checks whether the suffix starting at $i$ has two mismatches with its prefix of the same length. It uses a variable $l$ which gives the length of the current overlap and a variable $d$ which contains the current Lee distance. They are increased when a mismatch has been found. Since there are at most two LCA queries for a given $i$, this can be done in $O(1)$ time. Thus, the time and space complexity of TwoErrorOverlaps is $O(n)$.

Algorithm 1 Computing the Lee-index and Lee-witnesses for $f$.
Input: a $k$-ary non-empty word $f$ of length $n$, with $k \leq 4$
Output: an integer $I$, Lee-index of $f$, and a pair of words $(u, v)$, Lee-witnesses for $f$ of length $I$

```
(2eolens,allerrpos) \leftarrow TwoErrorOverlaps(f);
(u,v)\leftarrow (empty, empty);
if 2eolens is empty then
|}I\leftarrow\infty
else
    I}\leftarrow2(len(f))
    for }i\leftarrow0\mathrm{ to len(2eolens) - 1 do
        (utmp,vtmp)}\leftarrow\mathrm{ WitnessesConstructor(f, 2eolens[i],allerrpos[i]);
        if len(u)<I then
            I}\leftarrowlen(u)
                (u,v)\leftarrow(utmp,vtmp);
return I,(u,v);
function TwoErrorOverlaps(f):
    (2eolens, allerrpos, n) \leftarrow([], [], len(f));
    for }i\leftarrow1\mathrm{ to }n-1\mathrm{ do
        (l,d, allerrpostmp )}\leftarrow(0,0,[])
        while d\leq2 do
            l\leftarrow\overline{l}+LCA(l,i+l);
            if l<n-i then
                allerrpostmp.append(l+1);
            if d=2 and l=n-i then
                2eolens.append(l);
                allerrpos.append(allerrpostmp);
            if d<2 and l<n-i then
                l\leftarrowl+1;
                d\leftarrowd+\mp@subsup{d}{L}{}(f[l],f[i+l]);
            else
            BREAK
    return (2eolens, allerrpos);
end function
function WitnessesConstructor(f,l, errpos):
    (n,r,i)\leftarrow(len(f), n-l, errpos[0]);
    if len(errpos)=1 then
            (falfa 1, fbeta 1) \leftarrow(f,f);
            alfa1[i]=(falfa1[i]-1) mod 4;
            beta1[i]=(fbeta 1 [i] + 1) mod 4;
            u\leftarrow prerer(f)+ falfa1;
            v}\leftarrow\mp@subsup{\operatorname{pre}}{r}{}(f)+fbeta1
    else
            j\leftarrowerrpos[1];
            cplus}\leftarrow\operatorname{CondPlus(f,r, errpos[0], errpos[1]);
            if cplus = False then
                    (falfa,fbeta)}\leftarrow(f,f)
            falfa[i]=f[r+i];
            fbeta[j] = f[r [ j];
            u\leftarrowprerer (f)+ falfa;
            v}\leftarrow\mp@subsup{\operatorname{pre}}{r}{}(f)+fbeta
            else
            if i\leqr/2 then
                (feta, fgamma)}\leftarrow(f,f)
                feta[i]=f[r+i];
                fgamma[j]=f[r+j];
                fgamma[r/2 +j]=f[i];
                u\leftarrowpre
                v}\leftarrow\mp@subsup{\operatorname{pre}}{r}{}(f)+fgamma
    return (u,v);
end function
function CondPlus(f,r,i,j):
    (cond1, cond 2, cond3) \leftarrow(False, False, False);
    if rmod 2 = 0 then
        if }j-i=r/2 then
            cond 1 \leftarrow True;
            if f[r+i]=f[r+j] then
                cond 2 }\leftarrow\mathrm{ True;
                if LCA(i,j)\geqr/2 then
                    cond3}\leftarrow\mathrm{ True;
    return (cond1 and cond2 and cond3);
end function
```

- WitnessesConstructor inputs the word $f$, the length $l$ of a 2-Lee error overlap of $f$, its corresponding error positions in the list errpos and outputs a pair $(u, v)$ of Lee-witnesses for $f$. This function constructs the pair $(u, v)$, according to Proposition 10, in two different ways, following that the 2 -Lee-error overlap is caused by two complementary symbols (i.e., $m=1$ and the list errpos has only one element) or by two non-complementary symbols (i.e., $m=2$ and the list errpos has two elements). Note that the first case may occur only if the alphabet cardinality is $k=4$. In this case, the function constructs $u$ by appending to the prefix of $f$ of length $r=n-l$ the word $f^{(i,-)}$ as defined in the list of Notation given in Section 3. Similarly, it constructs $v$, this time appending $f^{(i,+)}$. The second case follows case $m=2$ in Proposition 10. It has other two subcases following that the function CondPlus returns False or True. In the first subcase, the pair $(u, v)$ may be constructed according to case 2.a of Proposition 10. In the second case, if $i \leq r / 2$, it may be constructed as case 2.b. Otherwise, it is case 2.c, and there is nothing else to do because it is proved that $f$ always has another 2-Lee-error overlap of (even) length smaller than $l$, and thus the pair $(u, v)$ will be constructed as in case 2. a in a subsequent call of the function. Since CondPlus runs in $O(1)$ time, all these instructions can be executed in constant time. Thus, the time complexity of WitnessesConstructor is $O(1)$.
- CondPlus inputs the word $f$, the integers $r, i$ and $j$, where $i$ and $j$ are the error positions in the 2-Lee-error overlap of shift $r$. This function outputs True if Condition ${ }^{+}$ is verified, False, otherwise. Recall that Condition ${ }^{+}$is defined in the list of Notation in Section 3. Note that Condition ${ }^{+}$may be True only if $r$ is even. If $r$ is even, then the function checks the other conditions in cond1, cond2, and cond3. In particular, cond3 is True iff $f[i . . i+r / 2-1]=f[j . . j+r / 2-1]$. This check is done in $O(1)$ time testing if $L C A(i, j) \geq r / 2$, rather than in $O(r)$ time comparing all the symbols. Thus, all the instructions of CondPlus can be done in $O(1)$ time.

In summary, the overall time complexity of Algorithm 1 can be obtained as the sum of the cost of TwoErrorOverlaps and at most $n-1$ times the cost of WitnessesConstructor. Thus, it is $O(n)+O(n)=O(n)$. The space complexity of Algorithm 1 is due to TwoErrorOverlaps, thus it is $O(n)$.

- Example 17. Let us run Algorithm 1 to compute the Lee-index and a pair of Lee-witnesses for $f=f[0] f[1] \cdots f[5]=A G A T A C$. It starts calling the function TwoErrorOverlaps with input $f=A G A T A C$. This function finds two 2-Lee-error overlaps. The first one is of length 4 , where the errors are in positions 1,3 and are caused by non-complementary symbols; in fact, $f[1]=G \neq f[3]=T$ and $f[3]=T \neq f[5]=C$. The second one is of length 2 , and has a unique error position 1 ; in fact, $f[1]=G \neq f[5]=C$ and further $\operatorname{dist}_{L}(G, C)=2$, since $G$ and $C$ are complementary symbols. Thus, TwoErrorOverlaps outputs 2eolens $=[4,2]$ and allerrpos $=[[1,3],[1]]$.

Then, coming back to Line 3 of the main algorithm, because 2eolens is not empty, the algorithm initializes the output variable $I=12$. For $i=0$ to 1 the algorithm calls twice the function WitnessesConstructor.

The first call takes as input ( $A G A T A C, 4,[1,3]$ ) and sets $n=6, r=2, i=1$. Because len(errpos $)=2$, then $j=3$ and cplus $=$ False after calling CondPlus $(A G A T A C, 2,1,3)$. Thus, the function WitnessesConstructor computes and outputs $u=A G A T A T A C$ and $v=A G A G A C A C$, obtained as $\alpha_{r}(f)$ and $\beta_{r}(f)$; they have two error positions containing non-complementary symbols. Since $\operatorname{len}(u)=8<I=12$, the algorithm updates $I=8$ and $(u, v)=(A G A T A T A C, A G A G A C A C)$.

The second call to WitnessesConstructor takes as input (AGATAC, 2, [1]) and sets $n=6, r=4, i=1$. Because len(errpos) $=1$, then the function outputs $u=$ AGATAAATAC and $v=A G A T A T A T A C$, obtained as $\alpha_{r}(f)$ and $\beta_{r}(f)$; they have one error position containing complementary symbols. Since len $(u)=10$ is greater then $I=8$ the algorithm does not update neither $I$ nor $(u, v)$.

Therefore, the main algorithm outputs the Lee-index $I=8$ and the pair of Lee-witnesses $(u, v)=(A G A T A T A C, A G A G A C A C)$.
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