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Abstract
Let La,b be a line in the Euclidean plane with slope a and intercept b. The dimension spectrum
sp(La,b) is the set of all effective dimensions of individual points on La,b. Jack Lutz, in the early
2000s posed the dimension spectrum conjecture. This conjecture states that, for every line La,b, the
spectrum of La,b contains a unit interval.

In this paper we prove that the dimension spectrum conjecture is true. Specifically, let (a, b) be
a slope-intercept pair, and let d = min{dim(a, b), 1}. For every s ∈ [0, 1], we construct a point x

such that dim(x, ax + b) = d + s. Thus, we show that sp(La,b) contains the interval [d, 1 + d].
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1 Introduction

The effective dimension, dim(x), of a point x ∈ Rn gives a fine-grained measure of the
algorithmic randomness of x. Effective dimension was first defined by J. Lutz [5], and
was originally used to quantify the sizes of complexity classes. Unsurprisingly, because of
its strong connection to (classical) Hausdorff dimension, effective dimension has proven to
be geometrically meaningful [3, 15, 1, 9]. Indeed, an exciting line of research has shown
that one can prove classical results in geometric measure theory using effective dimension
[7, 10, 11, 13]. Importantly, these are not effectivizations of known results, but new results
whose proofs rely on effective methods. Thus, it is of considerable interest to investigate the
effective dimensions of points of geometric objects such as lines.

Let La,b be a line in the Euclidean plane with slope a and intercept b. Given the point-wise
nature of effective dimension, one can study the dimension spectrum of La,b. That is, the set

sp(La,b) = {dim(x, ax + b) |x ∈ R}

of all effective dimensions of points on La,b. In the early 2000s, Jack Lutz posed the dimension
spectrum conjecture for lines. That is, he conjectured that the dimension spectrum of every
line in the plane contains a unit interval.

The first progress on this conjecture was made by Turetsky.

▶ Theorem 1 (Turetsky [18]). The set of points x ∈ Rn with dim(x) = 1 is connected.

This immediately implies that 1 ∈ sp(La,b) for every line La,b. The next progress on the
dimension spectrum conjecture was by Lutz and Stull [11]. They showed that the effective
dimension of points on a line is intimately connected to problems in fractal geometry. Among
other things, they proved that 1+d ∈ sp(La,b) for every line La,b, where d = min{dim(a, b), 1}.
Shortly thereafter, Lutz and Stull [12] proved the dimension spectrum conjecture for the
special case where the effective dimension and strong dimension of (a, b) agree.
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133:2 The Dimension Spectrum Conjecture

In this paper, we prove that dimension spectrum conjecture is true. For every s ∈ (0, 1),
we construct a point x such that dim(x, ax + b) = d + s, where d = min{dim(a, b), 1}. This,
combined with the results of Lutz and Stull, imply that

[d, 1 + d] ⊆ sp(La,b),

for every planar line La,b. The proof of the conjecture builds on the techniques of [11]. The
primary difficulty of the conjecture is the case when the dimension of x is less than the
difficulty of the line (a, b). We expand on the nature of this dim(x) < dim(a, b) obstacle
in Section 3.1. Our main technical contribution is showing how to overcome this difficulty
by encoding the information of a into our point x. Further complications arise in the
“high-dimensional” case, i.e., when dim(a, b) > 1. In this case, we combine the encoding idea
with a non-constructive argument.

Apart from its intrinsic interest, recent work has shown that the effective dimensions of
points has deep connections to problems in classical analysis [10, 11, 13, 17, 8]. Lutz and
Lutz [7] proved the point-to-set principle, which characterizes the Hausdorff dimension of a
set by effective dimension of its individual points. Lutz and Stull [11], using the point-to-set
principle, showed that lower bounds on the effective dimensions of points on a line are
intimately related to well-known problems of classical geometric measure theory such the
Kakeya and Furstenberg conjectures.

The structure of the paper is as follows. In Section 2, we recall the basic definitions and
results of Kolmogorov complexity and effective dimension we need. In Section 3, we recall
the strategy of Lutz and Stull [11] to give strong lower bounds on the effective dimension of
points on a line. In Sections 3 and 3.1 we give intuition about this strategy, and discuss why
it is not enough to settle the dimension spectrum conjecture.

In Section 4, we prove the dimension spectrum conjecture for lines with effective dimension
at most one. We also give a brief overview of this proof, and how it overcomes the strategy
discussed in Section 3. In Section 5, we prove the dimension spectrum conjecture for lines
with effective dimension greater than one. We also give intuition of this proof, and how it
overcomes the difficulties when the line is high-dimensional.

Finally, in the conclusion, we discuss open questions and avenues for future research.

2 Preliminaries

The conditional Kolmogorov complexity of a binary string σ ∈ {0, 1}∗ given binary string
τ ∈ {0, 1}∗ is

K(σ|τ) = min
π∈{0,1}∗

{ℓ(π) : U(π, τ) = σ} ,

where U is a fixed universal prefix-free Turing machine and ℓ(π) is the length of π. The
Kolmogorov complexity of σ is K(σ) = K(σ|λ), where λ is the empty string. Thus, the
Kolmogorov complexity of a string σ is the minimum length program which, when run on
a universal Turing machine, eventually halts and outputs σ. We stress that the choice of
universal machine effects the Kolmogorov complexity by at most an additive constant (which,
especially for our purposes, can be safely ignored). See [4, 16, 2] for a more comprehensive
overview of Kolmogorov complexity.

We can extend these definitions to Euclidean spaces by introducing “precision” paramet-
ers [9, 7]. Let x ∈ Rm, and r, s ∈ N. The Kolmogorov complexity of x at precision r is

Kr(x) = min {K(p) : p ∈ B2−r (x) ∩ Qm} .
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The conditional Kolmogorov complexity of x at precision r given q ∈ Qm is

K̂r(x|q) = min {K(p) : p ∈ B2−r (x) ∩ Qm} .

The conditional Kolmogorov complexity of x at precision r given y ∈ Rn at precision s is

Kr,s(x|y) = max
{

K̂r(x|q) : q ∈ B2−r (y) ∩ Qn
}

.

We abbreviate Kr,r(x|y) by Kr(x|y).
The effective Hausdorff dimension and effective packing dimension1 of a point x ∈ Rn are

dim(x) = lim inf
r→∞

Kr(x)
r

and Dim(x) = lim sup
r→∞

Kr(x)
r

.

Intuitively, these dimensions measure the density of algorithmic information in the point x.
By letting the underlying fixed prefix-free Turing machine U be a universal oracle machine,

we may relativize the definition in this section to an arbitrary oracle set A ⊆ N. The definitions
of KA

r (x), dimA(x), DimA(x), etc. are then all identical to their unrelativized versions, except
that U is given oracle access to A. Note that taking oracles as subsets of the naturals is
quite general. We can, and frequently do, encode a point y into an oracle, and consider the
complexity of a point relative to y. In these cases, we typically forgo explicitly referring to
this encoding, and write e.g. Ky

r (x).
Among the most used results in algorithmic information theory is the symmetry of

information. In Euclidean spaces, this was first proved, in a slightly weaker form in [7], and
in the form presented below in [11].

▶ Lemma 2. For every m, n ∈ N, x ∈ Rm, y ∈ Rn, and r, s ∈ N with r ≥ s,
(i) |Kr(x|y) + Kr(y) − Kr(x, y)

∣∣ ≤ O(log r) + O(log log ∥y∥) .

(ii) |Kr,s(x|x) + Ks(x) − Kr(x)| ≤ O(log r) + O(log log ∥x∥) .

2.1 Initial segments versus K-optimizing rationals
For x = (x1, . . . , xn) ∈ Rn and a precision r ∈ N, let x↾r = (x1↾r, . . . , xn↾r), where each

xi↾r = 2−r⌊2rxi⌋

is the truncation of xi to r bits to the right of the binary point. For r ∈ (0, ∞), let
x↾r = x↾⌈r⌉.

We can relate the complexity Kr(x) of x at precision r and the initial segment complexity
K(x↾r) of the binary representation of x. Lutz and Stull [11] proved the following lemma,
and its corollaries, relating these two quantities. Informally, it shows that, up to a logarithmic
error, the two quantities are equivalent.

▶ Lemma 3. For every m, n ∈ N, there is a constant c such that for all x ∈ Rm, p ∈ Qn,
and r ∈ N,

|K̂r(x|p) − K(x↾r | p)| ≤ K(r) + c .

This has the following two useful corollaries.

1 Although effective Hausdorff was originally defined by J. Lutz [6] using martingales, it was later shown
by Mayordomo [14] that the definition used here is equivalent. For more details on the history of
connections between Hausdorff dimension and Kolmogorov complexity, see [2, 15].
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▶ Corollary 4. For every m ∈ N, there is a constant c such that for every x ∈ Rm and r ∈ N,

|Kr(x) − K(x↾r)| ≤ K(r) + c .

▶ Corollary 5. For every m, n ∈ N, there is a constant c such that for all x ∈ Rm, y ∈ Rn,
and r, s ∈ N,

|Kr,s(x|y) − K(x↾r | y↾s)| ≤ K(r) + K(s) + c .

3 Previous Work

The proof of our main theorem will use the tools and techniques introduced by Lutz and
Stull [11]. In this section we will state the main lemmas needed for this paper. We will
devote some time giving intuition about each lemma. In Subsection 3.1, we give an informal
discussion on how to combine these lemmas to give bounds on the effective dimensions of
points on a line. We will also discuss where these tools break down, motivating the techniques
introduced in this paper.

The first lemma, informally, states the following. Suppose that La,b intersects (x, ax + b)
and the complexity of (a, b) is low (item (i)). Further assume that (item (ii)), if Lu,v is any
other line intersecting (x, ax + b) such that ∥(a, b) − (u, v)∥ < 2−m then either
1. u, v is of high complexity, or
2. u, v is very close to a, b.
Then it is possible to compute an approximation of (a, b) given an approximation of (x, ax+b)
and first m bits of (a, b). Indeed, we can simply enumerate over all low complexity lines,
since we know that the only candidate is essentially (a, b).

▶ Lemma 6 (Lutz and Stull [11]). Suppose that A ⊆ N,a, b, x ∈ R, m, r ∈ N, δ ∈ R+, and
ε, η ∈ Q+ satisfy r ≥ log(2|a| + |x| + 5) + 1 and the following conditions.

(i) KA
r (a, b) ≤ (η + ε) r.

(ii) For every (u, v) ∈ B2−m(a, b) such that ux + v = ax + b,

KA
r (u, v) ≥ (η − ε) r + δ · (r − t) ,

whenever t = − log ∥(a, b) − (u, v)∥ ∈ (0, r].
Then,

KA
r (a, b, x) ≤ Kr(x, ax + b) + Km,r(a, b | x, ax + b) + 4ε

δ
r + K(ε, η) + O(log r) .

The second lemma which will be important in proving our main theorem is the following. It
is essentially the approximation version of the simple geometric fact that any two lines intersect
at a single point. In other words, if ax + b = ux + v and you are given an approximation of
(a, b) and an approximation of (u, v), then you can compute an approximation of x. Moreover,
the quality of the approximation of x depends linearly on the distance between (u, v) and
(a, b).

▶ Lemma 7 ([11]). Let a, b, x ∈ R. For all u, v ∈ B1(a, b) such that ux + v = ax + b, and
for all r ≥ t := − log ∥(a, b) − (u, v)∥,

Kr(u, v) ≥ Kt(a, b) + Kr−t,r(x|a, b) − O(log r) .

The primary function of this lemma is to give a lower bound on the complexity of any line
intersecting (x, ax + b), i.e., ensuring condition (ii) of the previous lemma.
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Finally, we also need the following oracle construction of Lutz and Stull. The purpose of
this lemma is to show that we can lower the complexity of our line (a, b), thus ensuring item
(i) of Lemma 6. Crucially, we can lower this complexity using only the information contained
in (a, b).

▶ Lemma 8 ([11]). Let r ∈ N, z ∈ R2, and η ∈ Q ∩ [0, dim(z)]. Then there is an oracle
D = D(r, z, η) satisfying

(i) For every t ≤ r, KD
t (z) = min{ηr, Kt(z)} + O(log r).

(ii) For every m, t ∈ N and y ∈ Rm, KD
t,r(y|z) = Kt,r(y|z) + O(log r) and Kz,D

t (y) =
Kz

t (y) + O(log r).

3.1 Combining the lemmas
We now briefly discuss the strategy of [11] which combines the above lemmas to give non-
trivial bounds on the effective dimension of points on a line. Suppose (a, b) is a line with
dim(a, b) = d, and x is a point with dima,b(x) = s. We will also make the crucial assumption
that d ≤ s. Roughly, Lutz and Stull showed that, for sufficiently large r

Kr(x, ax + b) ≥ (s + d)r.

The strategy is as follows. Note that to simplify the exposition, all inequalities in this
discussion will be approximate. Using Lemma 8, we find an oracle D which reduces the
complexity of (a, b) to some η ≤ d, i.e., KD

r (a, b) = ηr. Combining this with Lemma 7, we
get a lower bound on every line (u, v) intersecting (x, ax + b). That is, we show for any such
line,

KD
r (u, v) ≥ ηt + s(r − t) − O(log r)

By our choice of η, this implies that

KD
r (u, v) > ηr

In particular, relative to D, both conditions of Lemma 6 are satisfied and we have the
sufficient lower bound.

In the previous sketch, it was crucial that the dimension of (a, b) was less than s, in order
for the lower bound from Lemma 7 to be useful. In the case where dim(a, b) is much larger
than dima,b(x), this strategy breaks down, and further techniques are required.

We also note that this seems to be a very deep issue. As discussed in the Introduction,
the point-to-set principle of J. Lutz and N. Lutz [7] allows us to translate problems from
(classical) geometric measure theory into problems of effective dimension. The same issue
discussed in this section occurs when attacking the notorious Kakeya and Furstenberg set
conjectures using the point-to-set principle. While resolving this obstacle in full generality
is still elusive, we are able to get around it in the context of the Dimension Spectrum
Conjecture.

4 Low-Dimensional Lines

In this section, we prove the spectrum conjecture for lines with dim(a, b) ≤ 1.

▶ Theorem 9. Let (a, b) ∈ R2 be a slope-intercept pair with dim(a, b) ≤ 1. Then for every
s ∈ [0, 1], there is a point x ∈ R such that

dim(x, ax + b) = s + dim(a, b).

We begin by giving an intuitive overview of the proof.

ICALP 2022
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4.1 Overview of the proof
As mentioned in Section 3.1, the main obstacle of the Dimension Spectrum Conjecture occurs
when the dimension of x is lower than the dimension of the line (a, b). As mentioned in
Section 3.1, in general, this issue is still formidable. However, in the Dimension Spectrum
Conjecture, we are given the freedom to specifically construct the point x, allowing us
overcome this obstacle.

The most natural way to construct a sequence x with dima,b(x) = s is to start with a ran-
dom sequence, and pad it with long strings of zeros. This simple construction, unfortunately,
does not seem to work.

We are able to overcome the obstacle by padding the random sequence with the bits of a,
instead of with zeros. Thus, given an approximation (x, ax + b) we trivially have a decent
approximation of a (formalized iin Lemma 10). This allows us, using Lemma 6, to restrict
our search for (a, b) to a smaller set of candidate lines.

4.2 Proof for low-dimensional lines
Fix a slope-intercept pair (a, b), and let d = dim(a, b). Let s ∈ (0, d). Let y ∈ R be random
relative to (a, b). Thus, for every r ∈ N,

Ka,b
r (y) ≥ r − O(log r).

Define the sequence of natural numbers {hj}j∈N inductively as follows. Define h0 = 1. For
every j > 0, let

hj = min
{

h ≥ 2hj−1 : Kh(a, b) ≤
(

d + 1
j

)
h

}
.

Note that hj always exists. For every r ∈ N, let

x[r] =
{

a[r − ⌊shj⌋] if r ∈ (⌊shj⌋, hj ] for some j ∈ N
y[r] otherwise

where x[r] is the rth bit of x. Define x ∈ R to be the real number with this binary expansion.
One of the most important aspects of our construction is that we encode (a subset of)

the information of a into our point x. This is formalized in the following lemma.

▶ Lemma 10. For every j ∈ N, and every r such that shj < r ≤ hj,

Kr−shj ,r(a, b | x, ax + b) ≤ O(log hj).

Proof. By definition, the last r − shj bits of x are equal to the first r − shj bits of a. That is,

x[shj ] x[shj + 1] . . . x[r] = a[0] a[1] . . . a[r − shj ]
= a↾(r − shj).

Therefore, since additional information cannot increase Kolmogorov complexity,

Kr−shj ,r(a | x, ax + b) ≤ Kr−shj ,r(a | x)
≤ O(log hj).

Note that, given 2−(r−shj)-approximations of a, x, and ax + b, it is possible to compute an
approximation of b. That is,

Kr−shj
(b | a, x, ax + b) ≤ O(log hj).
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Therefore, by Lemma 2 and the two above inequalities,

Kr−shj ,r(a, b | x, ax + b) = Kr−shj ,r(a | x, ax + b)
+ Kr−shj ,r(b | a, x, ax + b) + O(log r)

≤ O(log hj) + Kr−shj ,r(b | a, x, ax + b) + O(log r)
≤ O(log hj). ◀

The other important property of our construction is that (a, b) gives no information about
x, beyond the information specifically encoded into x.

▶ Lemma 11. For every j ∈ N, the following hold.
1. Ka,b

t (x) ≥ t − O(log hj), for all t ≤ shj.
2. Ka,b

r (x) ≥ shj + r − hj − O(log hj), for all hj ≤ r ≤ shj+1.

Proof. We first prove item (1). Let t ≤ shj . Then, by our construction of x, and choice of y,

Ka,b
t (x) ≥ Ka,b

t (y) − hj−1 − O(log t)
≥ t − O(log t) − log hj − O(log t)
≥ t − O(log hj).

For item (2), let hj ≤ r ≤ shj+1. Then, by item (1), Lemma 2 and our construction of x,

Ka,b
r (x) = Ka,b

hj
(x) + Ka,b

r,hj
(x) − O(log r) [Lemma 2]

≥ shj + Ka,b
r,hj

(x) − O(log r) [Item (1)]

≥ shj + Ka,b
r,hj

(y) − O(log r)

≥ shj + r − hj − O(log r), ◀

and the proof is complete.

We now prove bounds on the complexity of our constructed point. We break the proof
into two parts. In the first, we give lower bounds on Kr(x, ax + b) at precisions shj < r ≤ hj .
Intuitively, the proof proceeds as follows. Since r > shj , given (x, ax + b) to precision
r immediately gives a 2−r+shj approximation of (a, b). Thus, we only have to search for
candidate lines (u, v) which satisfy t = ∥(a, b) − (u, v)∥ < 2−r+shj . Then, because of the
lower bound on t, the complexity Kr−t(x) is maximal. In other words, we are essentially in
the case that the complexity of x is high. Thus, we are able to use the method described in
Section 3.1. We now formalize this intuition in the proof.

▶ Lemma 12. For every γ > 0 and all sufficiently large j ∈ N,

Kr(x, ax + b) ≥ (s + d)r − γr,

for every r ∈ (shj , hj ].

Proof. Let η ∈ Q such that

d − γ/4 < η < d − γ2.

Let ε ∈ Q such that

ε < γ(d − η)/16.

ICALP 2022



133:8 The Dimension Spectrum Conjecture

Note that

4ε

1 − η
≤ γ

4

We also note that, since η and ε are constant,

K(η, ε) = O(1).

Let D = D(r, (a, b), η) be the oracle of Lemma 8 and let δ = 1 − η.
Let (u, v) be a line such that t := ∥(a, b) − (u, v)∥ ≥ r − shj , and ux + v = ax + b. Note

that r − t ≤ shj . Then, by Lemma 7, Lemma 8 and Lemma 11(1),

KD
r (u, v) ≥ KD

t (a, b) + KD
r−t,r(x | a, b) − O(log r) [Lemma 7]

≥ KD
t (a, b) + Kr−t,r(x | a, b) − O(log r) [Lemma 8]

≥ KD
t (a, b) + r − t − O(log r). [Lemma 11(1)]

There are two cases by Lemma 8. For the first, assume that KD
t (a, b) = ηr. Then

≥ ηr + r − t − O(log r) [Definition of dim]
= (η − ε)r + r − t [r is large]
≥ (η − ε)r + (1 − η)(r − t)

For the second, assume that KD
t (a, b) = Kt(a, b). Then

KD
r (u, v) ≥ Kt(a, b) + r − t − O(log r)

≥ dt − o(t) + r − t − O(log r) [Definition of dim]
= ηr + (1 − η)r − t(1 − d) − εr [r is large]
≥ ηr − εr + (1 − η)(r − t) [d > η]
≥ (η − ε)r + (1 − η)(r − t). (1)

Therefore, in either case, we may apply Lemma 6,

Kr(x, ax + b) ≥ KD
r (a, b, x) − Kr−shj ,r(a, b |, x, ax + b) [Lemma 6]

− 4ε

1 − η
r − K(η, ε) − O(log r)

≥ KD
r (a, b, x) − Kr−shj ,r(a, b | x, ax + b) − γ

4 r − γ

8 r

= KD
r (a, b, x) − Kr−shj ,r(a, b | x, ax + b) − 3γ

8 r. (2)

By Lemma 11(1), our construction of oracle D, and the symmetry of information,

KD
r (a, b, x) = KD

r (a, b) + KD
r (x | a, b) − O(log r) [Lemma 2]

= KD
r (a, b) + Kr(x | a, b) − O(log r) [Lemma 8(ii)]

≥ ηr + Kr(x | a, b) − O(log r) [Lemma 8(i)]
≥ ηr + shj − O(log r) [Lemma 11(1)]

≥ ηr + shj − γ

4 r. (3)
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Finally, by Lemma 10,

Kr−shj ,r(a, b | x, ax + b) ≤ γ

8 r. (4)

Together, inequalities (2), (3) and (4) imply that

Kr(x, ax + b) ≥ KD
r (a, b, x) − Kr−shj ,r(a, b |, x, ax + b) − 3γ

8 r

≥ ηr + shj − γ

4 r − γ

8 r − 3γ

8 r

≥ dr − γ

4 r + shj − 3γ

4 r

≥ dr + shj − γr

≥ (s + d)r − γr,

and the proof is complete. ◀

We now give lower bounds on the complexity of our point, Kr(x, ax + b), when hj < r ≤
shj+1. Intuitively, the proof proeeds as follows. Using the previous lemma, we can, given a
2−hj -approximation of (x, ax + b), compute a 2−hj -approximation of (a, b). Thus, we only
have to compute the last r − hj bits of (a, b). Importantly, since r > hj , the last r − hj bits
of x are maximal. Hence, we can simply lower the complexity of the last r − hj bits of (a, b)
to roughly s(r − hj). Thus, we are again, essentially, in the case where dim(x) ≥ dim(a, b)
and the techniques of Section 3.1 work. We now formalize this intuition.

▶ Lemma 13. For every γ > 0 and all sufficiently large j ∈ N,

Kr(x, ax + b) ≥ (s + d)r − γr,

for every r ∈ (hj , shj+1].

Proof. Recall that we are assuming that s < d. Let ŝ ∈ Q ∩ (0, s) be a dyadic rational such
that

γ/8 < s − ŝ < γ/4.

Let d̂ ∈ Q ∩ (0, dim(a, b)) be a dyadic rational such that

γ/8 < dim(a, b) − d̂ < γ/4.

Define

α = s(r − hj) + dim(a, b)hj

r
,

and η ∈ Q ∩ (0, α) by

η = ŝ(r − hj) + d̂hj

r
.

Finally, let ε = γ2/64. Note that

α − η = s(r − hj) + dhj − ŝ(r − hj) − d̂hj

r

= (s − ŝ)(r − hj) + (d − d̂)hj

r

≤
γ
4 (r − hj) + γ

4 hj

r

= γ

4 (5)

ICALP 2022



133:10 The Dimension Spectrum Conjecture

Similarly,

α − η = s(r − hj) + dim(a, b)hj − ŝ(r − hj) − d̂hj−1

r

= (s − ŝ)(r − hj) + (dim(a, b) − d̂)hj

r

>
γ
8 (r − hj) + γ

8 hj

r

= γ

8 (6)

In particular,

4ε

α − η
≤ γ/4. (7)

We also note that

K(ε, η) ≤ K(γ, ŝ, d̂, r, hj) ≤ O(log r), (8)

since j was chosen to be sufficiently large and γ is constant.
Finally, let D = D(r, (a, b), η) be the oracle of Lemma 8. Note that we chose D so that,

roughly, D lowers the complexity of the last r − hj bits of (a, b) to s(r − hj).
Let (u, v) be a line such that t := ∥(a, b) − (u, v)∥ ≥ hj , and ux + v = ax + b. Then, by

Lemmas 7, 8 and 11,

KD
r (u, v) ≥ KD

t (a, b) + KD
r−t,r(x | a, b) − O(log r) [Lemma 7]

≥ KD
t (a, b) + Kr−t,r(x | a, b) − O(log r) [Lemma 8]

≥ KD
t (a, b) + s(r − t) − O(log r). [Lemma 11(1)]

There are two cases. In the first, KD
t (a, b) = ηr. Then,

KD
r (u, v) ≥ ηr + s(r − t) − O(log r)

≥ (η − ε)r + s(r − t)
≥ (η − ε)r + (α − η)(r − t).

In the other case, KD
t (a, b) = Kt(a, b). Then,

KD
r (u, v) ≥ Kt(a, b) + s(r − t) − O(log r)

≥ dt − o(t) + s(r − t) − O(log r) [Definition of dim]
= dhj + d(t − hj) + s(r − t) − o(r)
= dhj + d(t − hj) + s(r − hj) − s(t − hj) − o(r)
= αr + (d − s)(t − hj) − o(r)
= ηr + (α − η)r + (d − s)(t − hj) − o(r)
≥ ηr + (α − η)(r − t) − o(r)
≥ (η − ε)r + (α − η)(r − t).
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Therefore we may apply Lemma 6, which yields

KD
r (a, b, x) ≤ Kr(x, ax + b) + KD

hj ,r(a, b, x | x, ax + b) [Lemma 6]

+ 4ε

α − η
r + K(ε, η) + O(log r)

≤ Kr(x, ax + b) + KD
hj ,r(a, b, x | x, ax + b)

+ γ

4 r + γ

8 r [Choice of η, ε]

= Kr(x, ax + b) + KD
hj ,r(a, b, x | x, ax + b) + 3γ

8 r. (9)

By Lemma 11, and our construction of oracle D,

KD
r (a, b, x) = KD

r (a, b) + KD
r (x | a, b) − O(log r) [Lemma 2]

= ηr + Kr(x | a, b) − O(log r) [Lemma 8]
≥ ηr + shj + r − hj − O(log r) [Lemma 11(2)]

≥ αr − γ

4 r + shj + r − hj − O(log r)

≥ s(r − hj) + dhj − γ

4 r + shj + r − hj − O(log r)

≥ (1 + s)r − (1 − d)hj − γ

4 r. (10)

By Lemmas 12, and 2, and the fact that additional information cannot increase Kolmogorov
complexity

Khj ,r(a, b, x | x, ax + b) ≤ Khj ,hj (a, b, x | x, ax + b)
= Khj

(a, b, x) − Khj
(x, ax + b) [Lemma 2]

= Khj
(a, b) + Khj

(x | a, b)
− Khj

(x, ax + b) [Lemma 2]
= Khj (a, b) + shj − Khj (x, ax + b) [Lemma 11]

≤ Khj
(a, b) + shj − (s + d)hj + γ

16hj [Lemma 12]

≤ dhj + hj/j − dhj + γ

16r [Definition of hj ]

≤ γ

8 r (11)

Combining inequalities (9), (10) and (11) , we see that

Kr(x, ax + b) ≥ KD
r (a, b, x) − γ

8 r − 3γ

8 r

≥ (1 + s)r − (1 − d)hj − γ

4 r − γ

4 r

≥ (1 + s)r − (1 − d)hj − γr.

Note that, since d ≤ 1, and hj ≤ r,

(1 + s)r − hj(1 − d) − (s + d)r = r(1 − d) − hj(1 − d)
= (r − hj)(1 − d)
≥ 0.
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Thus,

Kr(x, ax + b) ≥ (1 + s)r − hj(1 − d) − γr

≥ (s + d)r − γr,

and the proof is complete for the case s < dim(a, b). ◀

We are now able to prove our main theorem of this section.
▶ Theorem 9. Let (a, b) ∈ R2 be a slope-intercept pair with dim(a, b) ≤ 1. Then for every
s ∈ [0, 1], there is a point x ∈ R such that

dim(x, ax + b) = s + dim(a, b).

Proof. Let (a, b) ∈ R2 be a slope-intercept pair with

d = dim(a, b) ≤ 1.

Let s ∈ [0, 1]. If s = 0, then

Kr(a, a2 + b) = Kr(a) + Kr(a2 + b | a) + O(log r)
= Kr(a) + Kr(b | a) + O(log r)
= Kr(a, b) + O(log r),

and so the conclusion holds.
If s = 1, then by [11], for any point x which is random relative to (a, b),

dim(x, ax + b) = 1 + d,

and the claim follows.
If s ≥ d, then Lutz and Stull [11] showed that for any x such that

dima,b(x) = dim(x) = s,

we have dim(x, ax + b) = s + d.
Therefore, we may assume that s ∈ (0, 1) and s < d. Let x be the point constructed in

this section. Let γ > 0. Let j be large enough so that the conclusions of Lemmas 12 and 13
hold for these choices of (a, b), x, s and γ. Then, by Lemmas 12 and 13,

dim(x, ax + b) = lim inf
r→∞

Kr(x, ax + b)
r

≥ lim inf
r→∞

(s + d)r − γr

r

= s + d − γ.

Since we chose γ arbitrarily, we see that

dim(x, ax + b) ≥ s + d.

For the upper bound, let j ∈ N be sufficiently large. Then

Khj
(x, ax + b) ≤ Khj

(x, a, b)
= Khj

(a, b) + Khj
(x | a, b)

≤ dhj + shj

= (d + s)hj .

Therefore,

dim(x, ax + b) ≤ s + d,

and the proof is complete. ◀
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5 High-Dimensional Lines

In this section we prove the following theorem.

▶ Theorem 14. Let (a, b) ∈ R2 be a slope-intercept pair with dim(a, b) > 1.. Then for every
s ∈ [0, 1], there is a point x ∈ R such that

dim(x, ax + b) = 1 + s.

5.1 Overview of proof
In this case, we again apply essential insight of the proof for low-dimensional lines, namely,
encoding (a subset of) the information of a into x. However, when dim(a, b) > 1 constructing
x as before potentially causes a problem. Specifically, in this case, the previous construction
might cause dim(x, ax + b) to become too large.

The overcome this, we rely on a non-constructive argument. More specifically, we begin as
in the construction of x in the low-dimensional case. However at stage j of our construction,
we do not add all hj − shj bits of a to x. Instead we consider the m = hj − shj strings
x0, . . . , xm, where

xn[i] =
{

0 if 0 ≤ i < m − n
1
a [i − (m − n)] if m − n ≤ i ≤ m

(*)

and look at the extension of x with the bits of xn.
Using a discrete, approximate, version of the intermediate value theorem, we are able to

conclude that there is some extension x′ = xxn such that

min
shj≤r≤hj

|Kr(x′, ax′ + b) − (1 + s)r|

is sufficiently small. We then carry on with the argument of the low-dimensional lines until
shj+1.

5.2 Proof for high-dimensional lines
In order to prove Theorem 14, we will, given any slope-intercept pair (a, b) and s ∈ (0, 1),
construct a point x ∈ [0, 1] such that dim(x, ax + b) = 1 + s.

Our construction is best phrased as constructing an infinite binary sequence x, and
then taking x to be the unique real number whose binary expansion is x. We now recall
terminology needed in the construction. We will use bold variables to denote binary strings
and (infinite) binary sequences. If x is a (finite) binary string and y is a binary string or
sequence, we write x ≺ y if x is a prefix of y.

Let (a, b) be a slope intercept pair and let d = dim(a, b). Define the sequence of natural
numbers {hj}j∈N inductively as follows. Define h0 = 2. For every j > 0, let

hj = min
{

h ≥ 2hj−1 : Kh(a, b) ≤
(
d + 2−j

)
h

}
.

We define our sequence x inductively. Let y be a random, relative to (a, b), binary sequence.
That is, there is some constant c such that

Ka,b(y↾r) ≥ r − c, (12)
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for every r ∈ N. We begin our inductive definition by setting x[0 . . . 2] = y[0 . . . 2]. Suppose
we have defined x up to hj−1. We then set

x[r] = y[r], for all hj−1 < r ≤ shj .

To specify the next hj − shj bits of x, we use the following lemma, which we will prove
in the next section.

▶ Lemma 15. For every sufficiently large j, there is a binary string z of length hj − shj

such that

min
shj<r≤hj

|Kr(x, ax + b) − (1 + s)r| <
r

j
,

where x is any real such that xz ≺ x. Moreover, z is of the form (*) of Section 5.1.

For now, we assume the truth of this lemma. If the current j is not sufficiently large,
take z to be the string of all zeros. Otherwise, if j is sufficiently large, we let z be such a
binary string. We then set

x[r] = z[r − shj ], for all shj < r ≤ hj ,

completing the inductive step. Finally, we let xa,b,s be the real number with binary expan-
sion x.

▶ Proposition 16. Let x = xa,b,s be the real we just constructed. Then for every j,
1. Ka,b

shj
(x) ≥ shj − O(log hj), and

2. Kr(x | a, b) ≥ shj + r − hj, for every hj ≤ r < shj+1.

We now show, again assuming Lemma 15, that dim(x, ax + b) = 1 + s, where x = xa,b,s

is the point we have just constructed.
We begin by proving an upper bound on dim(x, ax + b). Note that this essentially follows

from our choice of z.

▶ Proposition 17. Let (a, b) be a slope intercept pair, s ∈ (0, 1) and γ ∈ Q be positive. Let
x = xa,b,s be the point we have just constructed. Then

dim(x, ax + b) ≤ (1 + s) + γ.

Proof. Let j be sufficiently large. By our construction of x,

min
shj<r≤hj

|Kr(x, ax + b) − (1 + s)r| <
γr

4 (13)

Therefore,

dim(x, ax + b) = lim inf
r

Kr(x, ax + b)
r

≤ lim inf
j

min
shj<r≤hj

Kr(x, ax + b)
r

≤ lim inf
j

min
shj<r≤hj

(1 + s)r + γr/4
r

= lim inf
j

min
shj<r≤hj

1 + s + γ/4

= 1 + s + γ

4 . ◀
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We break the proof of the lower bound on dim(x, ax + b) into two parts. In the first, we
give lower bounds on Kr(x, ax + b) on the interval r ∈ (shj , hj ]. Note that this essentially
follows from inequality (13).

▶ Proposition 18. Let (a, b) be a slope intercept pair, s ∈ (0, 1), γ ∈ Q be positive and j be
sufficiently large. Let x = xa,b,s be the point we have just constructed. Then

Kr(x, ax + b) ≥ (1 + s − γ)r

for all shj < r ≤ hj

We now give lower bounds on Kr(x, ax + b) on the interval r ∈ (hj−1, shj ]. The proof of
this lemma is very similar to the analogous lemma for low-dimensional lines (Lemma 13).
Intuitively, the proof is as follows. Using the previous lemma, we can, given a 2−hj -
approximation of (x, ax + b), compute a 2−hj -approximation of (a, b) with a small amount
of extra bits. Having done so, we have to compute the last r − hj bits of (a, b). Importantly,
since r > hj , the last r − hj bits of x are maximal. Thus, we can simply lower the complexity
of the last r − hj bits of (a, b) so that the complexity of these bits is roughly s(r − hj). Thus,
we are again, morally, in the case where dim(x) ≥ dim(a, b) and the techniques of Section 3.1
work.

▶ Lemma 19. Let (a, b) be a slope intercept pair, s ∈ (0, 1), γ ∈ Q be positive and j be
sufficiently large. Let x = xa,b,s be the point we have just constructed. Then

Kr(x, ax + b) ≥ (1 + s − γ)r

for all hj−1 < r ≤ shj

Proof. Intuitively, we will use the approximation of (x, ax + b) at precision hj−1 to compute
(a, b) at precision hj−1. Then we will only search for candidate lines within 2−hj−1 of (a, b).
Formally, the argument proceeds as follows.

We first show that we can compute (a, b) to within 2−hj−1 with an approximation of
(x, ax + b), with few additional bits of information. By Lemma 2 and inequality (13)

Khj−1,r(a, b, x | x, ax + b) ≤ Khj−1,hj−1(a, b, x | x, ax + b) + O(log hj))
= Khj−1(a, b, x) − Khj−1(x, ax + b) [Lemma 2]

≤ Khj−1(a, b, x) − (1 + s)hj−1 + γ

4 hj−1 [(13)]

= Khj−1(a, b) + Khj−1(x | a, b)

− (1 + s)hj−1 + γ

4 hj−1 [Lemma 2]

≤ dhj−1 + hj2−j + Khj−1(x | a, b)

− (1 + s)hj−1 + γhj−1

4 [Definition hj ]

≤ dhj−1 + hj2−j + shj−1

− (1 + s)hj−1 + γhj−1

4 [Proposition 16]

≤ dhj + shj−1

− (1 + s)hj−1 + γhj−1

2 [j large]

≤ dhj − hj + γhj−1

2 . (14)
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Thus, we can, given a 2−r approximation of (x, ax + b), compute a 2−hj−1 -approximation of
(a, b) with

(d − 1)hj + γhj−1

2

additional bits of information. Knowing (a, b) to precision hj−1 allows us to search for
candidate lines within 2−hj−1 of (a, b), i.e., using Lemma 6 with m = hj−1.

Let ŝ ∈ Q ∩ (0, s) be a dyadic rational such that

γ/8 < s − ŝ < γ/4.

Let d̂ ∈ Q ∩ (0, dim(a, b)) be a dyadic rational such that

γ/8 < dim(a, b) − d̂ < γ/4.

Define

α = s(r − hj−1) + dhj−1

r
.

Define

η = ŝ(r − hj−1) + d̂hj−1

r
.

Finally, let ε = γ2/64. Note that

α − η = s(r − hj−1) + dhj−1 − ŝ(r − hj−1) − d̂hj−1

r

= (s − ŝ)(r − hj−1) + (d − d̂)hj−1

r

≤
γ
4 (r − hj−1) + γ

4 hj−1

r

= γ

4 (15)

Similarly,

α − η = s(r − hj−1) + dhj−1 − ŝ(r − hj−1) − d̂hj−1

r

= (s − ŝ)(r − hj−1) + (d − d̂)hj−1

r

>
γ
8 (r − hj−1) + γ

4 hj−1

r

= γ

8 (16)

In particular,

4ε

α − η
≤ γ/4. (17)

We also note that

K(ε, η) ≤ K(γ, ŝ, d̂, r, hj−1) ≤ O(log r), (18)

since j was chosen to be sufficiently large and γ is constant.
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Let D = D(r, (a, b), η) be the oracle of Lemma 8. We now show that the conditions of
Lemma 6 are satisfied for these choices a, b, η, ε, r and δ = α − η, m = hj−1 and A = D.

Let (u, v) be a line such that t := ∥(a, b) − (u, v)∥ ≥ hj−1, and ux + v = ax + b. Then, by
Lemmas 7, 8, and Proposition 16,

KD
r (u, v) ≥ KD

t (a, b) + KD
r−t,r(x | a, b) − O(log r) [Lemma 7]

≥ KD
t (a, b) + Kr−t,r(x | a, b) − O(log r) [Lemma 8]

≥ KD
t (a, b) + s(r − t) − O(log r). [Proposition 16]

By Lemma 8, there are two cases. In the first, KD
t (a, b) = ηr, and so

KD
r (u, v) ≥ KD

t (a, b) + s(r − t) − O(log r)
= ηr + s(r − t) − O(log r)
≥ (η − ε)r + s(r − t) [j is large]
≥ (η − ε)r + δ(r − t) [γ is small]

In the second case, KD
t (a, b) = Kt(a, b), and so

KD
r (u, v) ≥ KD

t (a, b) + s(r − t) − O(log r)
≥ dt − o(t) + s(r − t) − O(log r) [Definition of dim]
= dhj−1 + d(t − hj−1) + s(r − t) − o(r)
= dhj−1 + d(t − hj−1) + s(r − hj−1) − s(t − hj−1) − o(r)
= αr + d(t − hj−1) − s(t − hj−1) − o(r) [Definition of α]
= ηr + (α − η)r + (d − s)(t − hj−1) − o(r)
≥ ηr + (α − η)r − o(r) [d > 1, t > hj−1]
≥ ηr + (α − η)(r − t) − o(r) [α > η]
≥ (η − ε)r + δ(r − t) [j is large]

(19)

Therefore, in either case, we may apply Lemma 6, relative to D which yields

KD
r (a, b, x) ≤ Kr(x, ax + b) + Khj ,r(a, b, x | x, ax + b)

+ 4ε

α − η
r + K(ε, η) + O(log r) [Lemma 6]

≤ Kr(x, ax + b) + dhj − hj + γhj−1

2
+ 4ε

α − η
r + K(ε, η) + O(log r) [(14)]

≤ Kr(x, ax + b) + dhj − hj + γhj−1

2
+ 4ε

α − η
r + O(log r) [(18)]

≤ Kr(x, ax + b) + dhj − hj + γhj−1

2
+ γr

4 + O(log r) [(17)]

≤ Kr(x, ax + b) + dhj − hj + 3γr

4 + O(log r) (20)
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By Lemma 11, and our construction of oracle D,

KD
r (a, b, x) = KD

r (a, b) + KD
r (x | a, b) − O(log r) [Lemma 2]

= ηr + Kr(x | a, b) − O(log r) [Lemma 8]
≥ ηr + shj + r − hj − O(log r) [Lemma 11(2)]

≥ αr − γ

4 r + shj + r − hj − O(log r)

≥ s(r − hj) + dhj − γ

4 r + shj + r − hj − O(log r)

≥ (1 + s)r − (1 − d)hj − γ

4 r. (21)

Rearranging (20) and combining this with (21), we see that

Kr(x, ax + b) ≥ KD
r (a, b, x) − dhj + hj − 3γr

4 − O(log r) [(20)]

≥ (1 + s)r − (1 − d)hj − γ

4 r

− dhj + hj − 3γr

4 − O(log r) [(21)]

= (1 + s)r − γr − O(log r) ◀

We are now able to prove that the Dimension Spectrum Conjecture holds for high
dimensional lines.

Proof of Theorem 14. Let (a, b) ∈ R2 be a slope-intercept pair with

d = dim(a, b) > 1.

Let s ∈ [0, 1]. In the case where s = 0, Turetsky showed (Theorem 1) that 1 ∈ sp(La,b), i.e.,
there is a point x such that dim(x, ax + b) = 1. In the case where s = 1, Lutz and Stull [11]
showed than any point x which is random relative to (a, b) satisfies

dim(x, ax + b) = 2.

Therefore, we may assume that s ∈ (0, 1). Let x = xa,b,s be the point constructed in this
section. By Propositions 17 and 18 and Lemma 19, for every γ,

| dim(x, ax + b) − (1 + s)| < γ.

Thus, by the definition of effective dimension,

dim(x, ax + b) = 1 + s,

and the proof is complete. ◀

5.3 Proof Sketch of Lemma 15
To complete the proof of the main theorem of this section, we now prove Lemma 15. Recall
that this states that, for every j, after setting x[hj−1 . . . shj ] = y[hj−1 . . . shj ], the following
holds.

▶ Lemma 15. For every sufficiently large j there is a binary string z of length hj − shj such
that

min
shj<r≤hj

|Kr(x, ax + b) − (1 + s)r| <
r

j
,

where x is any real such that xz ≺ x. Moreover, z is of the form (*) of Section 5.1.
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Let m = hj − shj . For each 0 ≤ n ≤ m, define the binary string xn of length m by

xn[i] =
{

0 if 0 ≤ i < m − n
1
a [i − (m − n)] if m − n ≤ i ≤ m

Thus, for example x0 is the binary string of m zeros, while xm is the binary string containing
the m-bit prefix of 1

a .
Let x be the real number such that xx0 ≺ x, and whose binary expansion contains only

zeros after shj . For each 1 ≤ n ≤ m, let xn be the real number defined by

xn = x + 2−hj+n/a.

Therefore, for every n,

(xn, axn + b) = (xn, ax + b + 2−hj+n).

Since the binary expansion of x satisfies x[r] = 0 for all r ≥ shj , we have, for every n,

xxn ≺ xn (22)

In other words, the binary expansion of xn up to index hj is just the concatenation of x
and xn.

We now collect a few facts about our points xn.

▶ Lemma 20. For every n, r such that 0 ≤ n ≤ m and shj ≤ r ≤ hj the following hold.
1. Kn,hj

(a | xn) ≤ O(log hj).
2. For every n and n′ > n,

|Kr(xn′ , axn′ + b) − Kr(xn, axn + b)| < n′ − n + log(r).

3. Kr−shj ,r(a, b | xm, axm + b) ≤ O(log r).
Note that the constants implied by the big oh notation depend only on a.

6 Conclusion and Future Directions

The behavior of the effective dimension of points on a line is not only interesting from the
algorithmic randomness viewpoint, but also because of its deep connections to geometric
measure theory. There are many avenues for future research in this area.

The results of this paper show that, for any line La,b, the dimension spectrum sp(La,b)
contains a unit interval. However, this is not, in general, a tight bound. It would be
very interesting to have a more thorough understanding of the “low end” of the dimension
spectrum. Stull [17] showed that the Hausdorff dimension of points x such that

dim(x, ax + b) ≤ α + dim(a, b)
2

is at most α. Further investigation of the low-end of the spectrum is needed.
It seems plausible that, for certain lines, the dimension spectrum contains an interval of

length greater than one. For example, are there lines in the plane such that sp(L) contains
an interval of length strictly greater than 1?

Another interesting direction is to study the dimension spectrum of particular classes of
lines. One natural class is the lines La,b whose slope and intercept are both in the Cantor
set. By restricting the lines to the Cantor set, or, more generally, self-similar fractals, might
give enough structure to prove tight bounds not possible in the general case.
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Additionally, the focus has been on the effective (Hausdorff) dimension of points. Very
little is known about the effective strong dimension of points on a line. The known techniques
do not seem to apply to this question. New ideas are needed to understand the strong
dimension spectrum of planar lines.

Finally, it would be interesting to broaden this direction by considering the dimension
spectra of other geometric objects. For example, can anything be said about the dimension
spectrum of a polynomial?
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