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Abstract
An intensive line of research on fixed parameter tractability of integer programming is focused on
exploiting the relation between the sparsity of a constraint matrix A and the norm of the elements of
its Graver basis. In particular, integer programming is fixed parameter tractable when parameterized
by the primal tree-depth and the entry complexity of A, and when parameterized by the dual
tree-depth and the entry complexity of A; both these parameterization imply that A is sparse, in
particular, the number of its non-zero entries is linear in the number of columns or rows, respectively.

We study preconditioners transforming a given matrix to an equivalent sparse matrix if it exists
and provide structural results characterizing the existence of a sparse equivalent matrix in terms of
the structural properties of the associated column matroid. In particular, our results imply that the
ℓ1-norm of the Graver basis is bounded by a function of the maximum ℓ1-norm of a circuit of A. We
use our results to design a parameterized algorithm that constructs a matrix equivalent to an input
matrix A that has small primal/dual tree-depth and entry complexity if such an equivalent matrix
exists.

Our results yield parameterized algorithms for integer programming when parameterized by the
ℓ1-norm of the Graver basis of the constraint matrix, when parameterized by the ℓ1-norm of the
circuits of the constraint matrix, when parameterized by the smallest primal tree-depth and entry
complexity of a matrix equivalent to the constraint matrix, and when parameterized by the smallest
dual tree-depth and entry complexity of a matrix equivalent to the constraint matrix.
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1 Introduction

Integer programming is a problem of fundamental importance in combinatorial optimization
with many theoretical and practical applications. It is known to be computationally very
hard and is one of the 21 NP-complete problems in the original paper on NP-completeness by
Karp [34]; the problem is known to be NP-complete even when the entries of the constraint
matrix are zero and one only. On the positive side, Kannan and Lenstra [32,41] showed that
integer programming is polynomially solvable in fixed dimension, i.e., with a fixed number of
variables. Another prominent tractable case is when the constraint matrix is unimodular,
i.e., all determinants of its submatrices are equal to 0 or ±1, in which case all vertices of the
feasible region are integral and so linear programming algorithms can be applied.

Integer programming is known to be tractable for instances where the constraint matrix
of an input integer program (IP) enjoys a certain block structure. The two most important
cases are the cases of 2-stage IPs due to Hemmecke and Schultz [23], further investigated
in particular in [1, 12,27,36, 37,40], and n-fold IPs introduced by De Loera et al. [13] and
further investigated in particular in [10,11,16,22,31,40]. IPs of this kind appear in various
contexts, see e.g. [29,38,39,44]. These (theoretical) tractability results complement well a vast
number of empirical results demonstrating tractability of instances with a block structure,
e.g. [2–4,18,19,35,45–47].

A more general approach to tractability of IPs with sparse constraint matrices involves
depths/widths of graphs defined on columns or rows of the constraint matrices. Ganian and
Ordyniak [20] initiated this line of study by showing that IPs with bounded primal tree-depth
tdP (A) of a constraint matrix A and bounded coefficients and right hand sides ∥A, b∥∞ can
be solved efficiently. Levin, Onn and the second author [40] widely generalized this result by
showing that IPs with bounded coefficients ∥A∥∞ and bounded primal tree-depth tdP (A) or
dual tree-depth tdD(A) of the constraint matrix A can be solved efficiently; such IPs include
2-stage IPs, n-fold IPs, and their generalizations. The existence of efficient algorithms in the
case of constraint matrices A with bounded primal and dual tree-depth is closely linked to
bounds on the norm of elements of the Graver basis of A, which is formed by minimal integer
vectors of kerA in an orthant (see Section 2 for the rigorous definition). The maximum
ℓ1-norm and ℓ∞-norm of an element of the Graver basis of A is denoted by g1(A) and g∞(A),
respectively. In particular, the following holds [40], where ec(A) denotes the entry complexity
of a matrix A defined as the maximum number of bits needed to represent any of the entries
of A.

▶ Theorem 1. There exist functions fP , fD : N2 → N such that the following holds for every
matrix A: g∞(A) ≤ fP (tdP (A), ec(A)) and g1(A) ≤ fD(tdD(A), ec(A)).
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Most of the existing algorithms for IPs assume that the input matrix is already given in
its sparse form. This is a substantial drawback as existing algorithms cannot be applied to
instances that are not sparse but can be transformed to a sparse instance, for example, the
matrix in the left, whose dual tree-depth is 5, can be transformed by row operations to the
matrix with dual tree-depth 2 given in the right.

2 2 1 2 1 3 1
2 1 1 1 2 1 1
2 2 2 2 2 2 1
2 1 1 2 2 1 1
2 2 1 2 1 3 2

 →


2 1 0 1 1 2 1
0 1 1 0 0 1 0
1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 2 0 1


Such a transformation of an input matrix is a preconditioner as it changes an input matrix
to an equivalent one that is computationally more tractable.

Preconditioning a matrix to make the problem computationally simpler, e.g., to make
the feasible region not too flat in any direction, is a ubiquitous preprocessing step in
mathematical programming solvers. In this paper, we are concerned with the existence and
efficient computability of preconditioners to sparsity of matrices. Chan and Cooper together
with the second, third and fourth authors [7,8] gave a structural characterization of matrices
that are equivalent, i.e., can be transformed by row operations, to a matrix with small dual
tree-depth, and used their structural results to design a fixed parameter algorithm to find
such a matrix if it exists; we denote the smallest dual tree-depth of a matrix equivalent to A
by td∗

D(A).

▶ Theorem 2. There exists an algorithm parameterized by d and e that for an input matrix
A with entry complexity e

either outputs that td∗
D(A) > d, or

outputs a matrix A′ equivalent to A such that the dual tree-depth of A′ is td∗
D(A) and its

entry complexity is O(d222de).

The structural characterization given in [7, 8] exhibits an interesting link to matroid
theory: an equivalent matrix with small dual tree-depth exists if and only if the column
matroid of the matrix, which is invariant under row operations, has small contraction∗-depth
(see Theorem 3 below). We remark that the term branch-depth was used in [7, 8] following
the terminology from [33] but as there is a competing notion of branch-depth [14], we decided
to use a different name for this notion throughout the paper to avoid confusion.

In this paper, we provide a structural characterization of matrices that are equivalent
to a matrix with small primal tree-depth or small incidence tree-depth (Theorems 4 and 5).
We also study corresponding preconditioners and design fixed parameter algorithms for
constructing an equivalent matrix with small primal tree-depth and small entry complexity
and for constructing an equivalent matrix with small dual tree-depth and small entry
complexity, if such a matrix exists (Theorems 7 and 8). Finally, we employ our structural
results to resolve an open problem whether integer programming is fixed-parameter tractable
parameterized by the largest ℓ1-norm of the Graver basis element of a matrix A. Additionally,
we show that the ℓ1-norm of each element of the Graver basis of a matrix A is bounded by a
function of the largest ℓ1-norm of a circuit of the matrix A (Theorem 6). All these results
are stated more precisely in Subsection 1.1.

The existence of appropriate preconditioners that we establish in this paper implies that
integer programming is fixed parameter tractable when parameterized by

g1(A), i.e., the ℓ1-norm of the Graver basis of the constraint matrix,
c1(A), i.e., the ℓ1-norm of the circuits of the constraint matrix,
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td∗
P (A) and ec(A), i.e., the smallest primal tree-depth and entry complexity of a matrix

equivalent to the constraint matrix, and
td∗

D(A) and ec(A), i.e., the smallest dual tree-depth and entry complexity of a matrix
equivalent to the constraint matrix.

We believe that our new tractability results significantly enhance the toolbox of tractable
IPs as the nature of our tractability conditions substantially differ from prevalent block-
structured sparsity-based tractability conditions. The importance of availability of various
forms of tractable IPs can be witnessed by n-fold IPs, which were shown fixed-parameter
tractable in [22], and, about a decade later, their applications has become ubiquitous, see
e.g. [5, 6, 9, 10,24,28,30,39].

1.1 Our contribution
We now describe the results presented in this paper in detail; we refer the reader for the
definitions of the notions not yet rigorously introduced to Section 2.

1.1.1 Characterization of depth parameters
The main structural result of [7,8] is the following structural characterization of the existence
of an equivalent matrix with small dual tree-depth in terms of the structural parameter of
the column matroid, which is invariant under row operations.

▶ Theorem 3. For every non-zero matrix A, it holds that the smallest dual tree-depth of a
matrix equivalent to A is equal to the contraction∗-depth of M(A), i.e., td∗

D(A) = c*d(A).

We discover structural characterizations of the existence of an equivalent matrix with
small primal tree-depth and the existence of an equivalent matrix with small incidence
tree-depth.

▶ Theorem 4. For every matrix A, it holds that the smallest primal tree-depth of a matrix
equivalent to A is equal to the deletion-depth of M(A), i.e., td∗

P (A) = dd(A).

▶ Theorem 5. For every matrix A, it holds that the smallest incidence tree-depth of a
matrix equivalent to A is equal to contraction∗-deletion-depth of M(A) increased by one, i.e.,
td∗

I(A) = c*dd(A) + 1.

1.1.2 Interplay of circuit and Graver basis complexity
As mentioned earlier, Graver bases play an essential role in designing efficient algorithms
for integer programming. A circuit of a matrix A is a support-wise minimal integral vector
contained in the kernel of A such that all its entries are coprime. Hence, every circuit of a
matrix A is an element of the Graver basis of A and so the maximum ℓ1-norm of an element
of the Graver basis, which is denoted by g1(A), is an upper bound on the maximum ℓ1-norm
of a circuit of A, which is denoted by c1(A).

One of the open problems in the area, e.g. discussed during the Dagstuhl workshop 19041
“New Horizons in Parameterized Complexity”, has been whether integer programming is
fixed parameter tractable when parameterized by g1(A), the ℓ1-norm of an element of the
Graver basis of the constraint matrix A. An affirmative answer to this question follows from
Theorems 6 and 8 below. We actually show that the maximum ℓ1-norm g1(A) of an element
of the Graver basis of a matrix A is small if and only if A is equivalent to a matrix with a
small dual tree-depth and small entry complexity; the implication from left to right is given
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in Theorem 1 and the other implication in Theorem 12 (recall that c1(A) ≤ g1(A) for every
matrix). We summarize the relation between the the maximum ℓ1-norm of a circuit of a
matrix A, the maximum ℓ1-norm of an element of the Graver basis of A, and the existence
of an equivalent matrix with small dual tree-depth and small entry complexity in the next
theorem (the second part of the theorem is given in Corollary 13).

▶ Theorem 6. There exist a function f1 : N → N such that the following holds for every
matrix A with dim kerA > 0:

the matrix A is equivalent to a matrix A′ with tdD(A′) ≤ c1(A)2 and ec(A′) ≤ 2⌈c1(A)⌉,
and
c1(A) ≤ g1(A) ≤ f1(c1(A)).

Hence, informally speaking, the following statements are equivalent for every matrix A:
The matrix A is equivalent to a matrix with bounded dual tree-depth and bounded entry
complexity.
The contraction∗-depth of the matroid M(A) is bounded.
The ℓ1-norm of every circuit of A is bounded.
The ℓ1-norm of every element of the Graver basis of A is bounded.

1.1.3 Algorithms to compute matrices with small depth parameters
We design a parameterized algorithm for computing an equivalent matrix with small primal
tree-depth and small entry complexity if one exists.

▶ Theorem 7. There exists a function f : N2 → N and an FPT algorithm for the para-
meterization by d and e that, for a given rational matrix A with m rows and n columns,
m ≤ n:

either outputs that A is not equivalent to a matrix with primal tree-depth at most d and
entry complexity at most e, or
outputs a matrix A′ that is equivalent to A, its primal tree-depth is at most d and entry
complexity is at most f(d, e).

We also design a parameterized algorithm for computing an equivalent matrix with small
dual tree-depth and small entry complexity if one exists. Note that the algorithm described
in Theorem 2 for computing an equivalent matrix with small dual tree-depth is parameterized
by the dual tree-depth of the to be constructed matrix and the entry complexity of the input
matrix while the algorithm given below is parameterized by the entry complexity of the to
be constructed matrix and so the algorithm can be applied to a wider set of input matrices.

▶ Theorem 8. There exists a function f : N2 → N and an FPT algorithm for the parameter-
ization by d and e that, for a given rational matrix A:

either outputs that A is not equivalent to a matrix with dual tree-depth at most d and
entry complexity at most e, or
outputs a matrix A′ that is equivalent to A, its dual tree-depth is at most d and entry
complexity is at most f(d, e).

We remark that if a matrix A has entry complexity e and is equivalent to a matrix with
dual tree-depth d, then there exists an equivalent matrix with dual tree-depth d and entry
complexity bounded by a function of d and e (as implied by Theorem 2). However, the same
is not true in the case of primal tree-depth. The entry complexity of every matrix with
primal tree-depth equal to one that is equivalent to the following matrix A is linear in the
number of rows of A, quite in a contrast to the case of dual tree-depth.

ICALP 2022
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

1 2 0 0 · · · 0 0 0 0
0 1 2 0 · · · 0 0 0 0
0 0 1 2 · · · 0 0 0 0
...

...
. . . . . .

...
...

...
...

. . . . . .
...

...
0 0 0 0 · · · 1 2 0 0
0 0 0 0 · · · 0 1 2 0
0 0 0 0 · · · 0 0 1 2


1.1.4 Hardness results
As our algorithmic results involve computing depth decompositions of matroids for various
depth parameters in a parameterized way, we establish the computational hardness of these
parameters in Theorem 18, primarily for the sake of completeness of our exposition. In
particular, computing the following matroid parameters is NP-complete:

deletion-depth,
contraction-depth,
contraction-deletion-depth,
contraction∗-depth, and
contraction∗-deletion-depth.

2 Preliminaries

In this section, we fix the notation used throughout the paper. We start with general notation
and we then fix the notation related to graphs, matrices and matroids.

The set of all positive integers is denoted by N and the set of the first k positive integers
by [k]. If A is a linear space, we write dimA for its dimension and if B is a set of vectors, we
write L (B) for the linear hull of the vectors contained in B. If A is a linear space and K is
a subspace of A, the quotient space A/K is the linear space of the dimension dimA− dimK

that consists of cosets of A given by K with the natural operations of addition and scalar
multiplication; see e.g. [21] for further details. The quotient space A/K can be associated
with a linear subspace of A of dimension dimA− dimK formed by exactly a single vector
from each coset of A given by K; we will often view the quotient space as such a subspace of
A and write w +K for the coset containing a vector w.

2.1 Graphs
All graphs considered in this paper are loopless simple graphs unless stated otherwise. If G is
a graph, then we write V (G) and E(G) for the vertex set and the edge set of G, respectively;
the number of vertices and edges of G is denoted by |G| and ∥G∥, respectively. If W is a
subset of vertices of a graph G, then G \W is the graph obtained by removing the vertices
of W (and all edges incident with them). If F is a subset of edges of a graph G, then G \ F
is the graph obtained by removing the edges contained in F and G/F is the graph obtained
by contracting all edges contained in F and removing resulting loops and parallel edges.

We next define the graph parameter tree-depth, which is the central graph parameter
in this paper. The height of a rooted tree is the maximum number of vertices on a path
from the root to a leaf, and the height of a rooted forest, i.e., a graph whose each component
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is a rooted tree, is the maximum height of its components. The depth of a rooted tree is
the maximum number of edges on a path from the root to a leaf, and the depth of a rooted
forest is the maximum depth of its components. The closure cl(F ) of a rooted forest F is
the graph obtained by adding edges from each vertex to all its descendants. Finally, the
tree-depth td(G) of a graph G is the minimum height of a rooted forest F such that the
closure cl(F ) of the rooted forest F contains G as a subgraph.

2.2 Matroids
We next review basic definitions from matroid theory; for detailed information, we refer to
the book of Oxley [42]. A matroid M is a pair (X, I), where I is a non-empty hereditary
collection of subsets of X that satisfies the augmentation axiom, i.e., if X ′ ∈ I, X ′′ ∈ I and
|X ′| < |X ′′|, then there exists an element x ∈ X ′′ \X ′ such that X ′ ∪ {x} ∈ I. The set X is
the ground set of M and the sets contained in I are referred to as independent. The rank
of a subset X ′ of the ground set X, which is denoted by rM (X ′) or simply by r(X ′) if M
is clear from the context, is the maximum size of an independent subset of X ′ (it can be
shown that all maximal independent subsets of X ′ have the same cardinality); the rank of
the matroid M , which is denoted by r(M), is the rank of its ground set. A basis of a matroid
M is a maximal independent subset of the ground set of M and a circuit is a minimal subset
of the ground set of M that is not independent. In particular, if X ′ is a circuit of M , then
r(X ′) = |X ′| − 1 and every proper subset of X ′ is independent. An element x of a matroid
M is a loop if r({x}) = 0, an element x is a bridge if it is contained in every basis of M , and
two elements x and x′ are parallel if r({x}) = r({x′}) = r({x, x′}) = 1. If M is a matroid
with ground set X, the dual matroid, which is denoted by M∗ is the matroid with the same
ground set X such that X ′ ⊆ X is independent in M∗ if and only if rM (X \X ′) = r(M); in
particular, rM∗(X ′) = rM (X \X ′) + |X ′| − r(M) for every X ′ ⊆ X.

For a field F, we say that a matroid M is F-representable if every element of M can
be assigned a vector from Fr(M) in such a way that a subset of the ground set of M is
independent if and only if the set of assigned vectors is linearly independent. In particular,
an element of M is a loop if and only if it is assigned the zero vector and two elements of M
are parallel if and only if they are assigned non-zero multiples of the same non-zero vector.
Such an assignment of vectors of Fr(M) to the elements of M is an F-representation of M .
Observe that the rank of a subset X ′ of the ground set is the dimension of the linear hull
of the vectors assigned to the elements of X ′. We say that a matroid M is F-represented
if the matroid M is given by its F-representation. If a particular field F is not relevant in
the context, we just say that a matroid M is represented to express that it is given by its
representation.

Let M be a matroid with a ground set X. The matroid kM for k ∈ N is the matroid
obtained from M by introducing k − 1 parallel elements to each non-loop element and
k − 1 additional loops for each loop; informally speaking, every element of M is “cloned”
to k copies. If X ′ ⊆ X, then the restriction of M to X ′, which is denoted by M [X ′], is
the matroid with the ground set X ′ such that a subset of X ′ is independent in M [X ′]
if and only if it is independent in M . In particular, the rank of M [X ′] is rM (X ′). The
matroid obtained from M by deleting X ′ is the restriction of M to X \X ′ and is denoted
by M \X ′. The contraction of M by X ′, which is denoted by M/X ′, is the matroid with
the ground set X \X ′ such that a subset X ′′ of X \X ′ is independent in M/X ′ if and only
if rM (X ′′ ∪X ′) = |X ′′| + rM (X ′). If X ′ is a single element set and e is its only element, we
write M \ e and M/e instead of M \ {e} and M/{e}, respectively. If an F-representation of
M is given and X ′ is a subset of the ground set of M , then an F-representation of M/X ′

ICALP 2022
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can be obtained from the F-representation of M by considering it in the quotient space by
the linear hull of the vectors representing the elements of X ′. This leads us to the following
definition: if M is an F-represented matroid and A is a linear subspace of Fr(M), then the
matroid M/A is the F-represented matroid with the representation of M in the quotient
space by A. Note that the ground sets of M and M/A are the same.

A matroid M is connected if every two distinct elements of M are contained in a common
circuit. If M is an F-represented matroid with at least two elements, then M is connected if
and only if M has no loops and there do not exist two non-trivial vector spaces A and B of
Fr(M) such that A ∩B contains the zero vector only and every element of M is contained in
A or B. A component of a matroid M is an inclusion-wise maximal connected restriction of
M ; a component is trivial if it consists of a single loop, and it is non-trivial otherwise. We
often identify components of a matroid M with their element sets. Using this identification,
it holds that a subset X ′ of a ground set of a matroid M is a component of M if and only if
X ′ is a component of M∗. We remark that (M∗)∗ = M for every matroid M , and if e is an
element of a matroid M , then (M/e)∗ = M∗ \ e and (M \ e)∗ = M∗/e.

2.3 Matrices
In this section, we define notation related to matrices. If F is a field, we write Fm×n for the
set of matrices with m rows and n columns over the field F. If A is a rational matrix, the
entry complexity ec(A) is the maximum length of a binary encoding of its entries, i.e., the
maximum of ⌈log2 (|p| + 1)⌉ + ⌈(log2 |q| + 1)⌉ taken over all entries p/q of A (where p and
q are always assumed to be coprime). A rational matrix A is z-integral for z ∈ Q if every
entry of A is an integral multiple of z. We say that two matrices A and A′ are equivalent if
one can be obtained from another by (equivalent) row operations, i.e., adding (a non-zero
multiple of) one row to another and multiplying a row by a non-zero element. Observe that
if A and A′ are equivalent matrices, then their kernels are the same. For a matrix A, we
define M(A) to be the represented matroid whose elements are the columns of A. Again, if
matrices A and A′ are equivalent, then the matroids M(A) and M(A′) are the same.

If A is a matrix, the primal graph of A is the graph whose vertices are columns of A and
two vertices are adjacent if there exists a row having non-zero elements in the two columns
associated with the vertices; the dual graph of A is the graph whose vertices are rows of A
and two vertices are adjacent if there exists a column having non-zero elements in the two
associated rows; the incidence graph of A is the bipartite graph with one part formed by
rows of A and the other part by columns of A and two vertices are adjacent if the entry
in the associated row and in the associated column is non-zero. The primal tree-depth of
A, denoted by tdP (A), is the tree-depth of the primal graph of A, the dual tree-depth of A,
denoted by tdD(A), is the tree-depth of the dual graph of A, and the incidence tree-depth
of A, denoted by tdI(A), is the tree-depth of the incidence graph of A. Finally, td∗

P (A)
is the smallest primal tree-depth of a matrix equivalent to A, td∗

D(A) is the smallest dual
tree-depth of a matrix equivalent to A, and td∗

I(A) is the smallest incidence tree-depth of a
matrix equivalent to A.

A circuit of a rational matrix A is a support-wise minimal integral vector contained in
the kernel of A such that all its entries are coprime; the set of circuits of A is denoted by
C(A). Note that a set X of columns is a circuit in the matroid M(A) if and only if C(A)
contains a vector with the support exactly equal to X. We write c1(A) for the maximum
ℓ1-norm of a circuit of A and c∞(A) for the maximum ℓ∞-norm of a circuit of A. Note if A
and A′ are equivalent rational matrices, then C(A) = C(A′) and so the parameters c1(·) and
c∞(·) are invariant under row operations. Following the notation from [17], we write κ̇A for
the least common multiple of the entries of the circuits of A. Observe that there exists a
function f : N → N such that κ̇A ≤ f(c∞(A)) for every matrix A.
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If x and y are two d-dimensional vectors, we write x ⊑ y if |xi| ≤ |yi| for all i ∈ [d] and
x and y are in the same orthant, i.e., xi and yi have the same sign (or they both are zero)
for all i ∈ [d]. The Graver basis of a matrix A, denoted by G(A), is the set of the ⊑-minimal
non-zero elements of the integer kernel kerZ(A). We use g1(A) and g∞(A) for the Graver
basis of A analogously to the set of circuits, i.e., g1(A) is the maximum ℓ1-norm of a vector
in G(A) and g∞(A) is the maximum ℓ∞-norm of a vector in G(A). Again, the parameters
g1(·) and g∞(·) are invariant under row operations as the Graver bases of equivalent matrices
are the same. Note that every circuit of a matrix A belongs to the Graver basis of A, i.e.,
C(A) ⊆ G(A), and so it holds that c1(A) ≤ g1(A) and c∞(A) ≤ g∞(A) for every matrix A.

2.4 Matroid depth parameters
We now define matroid depth parameters that will be of importance further. We start with
the notion of deletion-depth and contraction-depth, which were introduced in [14].

The deletion-depth of a matroid M , denoted by dd(M), is defined recursively as follows.
If M has a single element, then dd(M) = 1. If M is not connected, then dd(M) is the
maximum deletion-depth of a component of M . Otherwise, dd(M) is 1 plus the minimum
deletion-depth of M \ e where the minimum is taken over all elements e of M .

The sequence of deletions of elements witnessing that the deletion-depth of a matroid M is
dd(M) can be visualized by a rooted tree, which we call a deletion-decomposition tree, defined
as follows. If M has a single element, then the deletion-decomposition tree of M consists of a
single vertex labeled with the single element of M . If M is not connected, then the deletion-
decomposition tree is obtained by identifying the roots of deletion-decomposition trees of the
components of M . Otherwise, there exists an element e such that dd(M) = dd(M \ e) + 1
and the deletion-decomposition tree of M is obtained from the deletion-decomposition tree
of M \ e by adding a new vertex adjacent to the root of the deletion-decomposition tree of
M \ e, changing the root of the tree to the newly added vertex and labeling the edge incident
with it with the element e. Observe that the height of the deletion-decomposition tree is
equal to the deletion-depth of M . In what follows, we consider deletion-decomposition trees
that need not to be of optimal height, i.e., its edges can be labeled by a sequence of elements
that decomposes a matroid M in a way described in the definition of the deletion-depth but
its height is larger than dd(M). In this more general setting, the deletion-depth of a matroid
M is the smallest height of a deletion-decomposition tree of M .

The contraction-depth of a matroid M , denoted by cd(M), is defined recursively as
follows. If M has a single element, then cd(M) = 1. If M is not connected, then cd(M)
is the maximum contraction-depth of a component of M . Otherwise, cd(M) is 1 plus the
minimum contraction-depth of M/e where the minimum is taken over all elements e of M .
It is not hard to show that dd(M) = cd(M∗) and cd(M) = dd(M∗) for every matroid M .
We define a contraction-decomposition tree analogously to a deletion-decomposition tree; the
contraction-depth of a matroid M is the smallest height of a contraction-decomposition tree
of M .

We next introduce the contraction-deletion-depth, which was studied under the name
of type in [15], but we decided to use the name from [14], which we find to describe the
parameter in the context considered here better. The contraction-deletion-depth of matroid
M , denoted by cdd(M), is defined recursively as follows. If M has a single element, then
cdd(M) = 1. If M is not connected, then cdd(M) is the maximum contraction-deletion-
depth of a component of M . Otherwise, cdd(M) is 1 plus the smaller among the minimum
contraction-deletion-depth of the matroid M \ e and the minimum contraction-deletion-depth
of the matroid M/e where both minima are taken over all elements e of M . Clearly, it holds
that cdd(M) = cdd(M∗), cdd(M) ≤ dd(M) and cdd(M) ≤ cd(M) for every matroid M .
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One of the key parameters in our setting is that of contraction∗-depth; this parameter was
introduced under the name branch-depth in [33] and further studied in [8] but we decided to
use a different name to avoid a possible confusion with the notion of branch-depth introduced
in [14]. A contraction∗-depth of a matroid M , denoted by c*d(M), is the smallest depth of a
rooted tree T with exactly r(M) edges with the following property: there exists a function
f from the ground set of M to the leaves of T such that for every subset X of the ground
set of M the total number of edges contained in paths from the root to vertices of X is at
least r(X). There is an alternative equivalent definition of the parameter for represented
matroids. The contraction∗-depth of a represented matroid M can be defined recursively
as follows. If M has rank zero, then c*d(M) = 0. If M is not connected, then c*d(M) is
the maximum contraction∗-depth of a component of M . Otherwise, c*d(M) is 1 plus the
minimum contraction∗-depth of a matroid obtained from the matroid M by factoring along
an arbitrary one-dimensional subspace. As the contraction in the definition is allowed to be
by an arbitrary one-dimensional subspace, not only by a subspace generated by an element
of M , it follows that c*d(M) ≤ cd(M).

Kardoš et al. [33] established the connection between the contraction∗-depth and the
existence of a long circuit, which is described in Theorem 9.

▶ Theorem 9. Let M be a matroid and k the size of its largest circuit. It holds that
log2 k ≤ c*d(M) ≤ k2. Moreover, there exists a polynomial-time algorithm that for an input
oracle-given matroid M outputs a contraction∗-decomposition tree of depth at most k2.

All contractions used in the proof of the inequality c*d(M) ≤ k2 are contractions of
elements of a matroid M , i.e., the one-dimensional subspaces as in the definition of the
contraction∗-depth are all generated by elements of M . We remark that this implies that
cd(M) ≤ k2 + 1. The sequence of such contractions can be visualized by a contraction∗-
decomposition tree that is defined in the same way as a contraction-decomposition tree
except that one-vertex trees are associated with matroids of rank zero (rather than matroids
consisting of a single element), however, the edges of the tree are still labeled by some of
the elements of M . Note that the minimum depth of a contraction∗-decomposition tree of a
matroid M is an upper bound on its contraction∗-depth, however, in general, the contraction∗-
depth of a matroid M can be smaller than the minimum depth of contraction∗-decomposition
tree of M as the definition of the contraction∗-depth in the case of represented matroids
permits contractions by arbitrary one-dimensional subspaces.

We next introduce the parameter of contraction∗-deletion-depth, which we believe to
have not been yet studied previously, but which is particularly relevant in our context. To
avoid unnecessary technical issues, we introduce the parameter for represented matroids
only. The contraction∗-deletion-depth of a represented matroid M , denoted by c*dd(M), is
defined recursively as follows. If M has rank zero, then c*dd(M) = 0; if M has a single
non-loop element, then c*dd(M) = 1. If M is not connected, then c*dd(M) is the maximum
contraction∗-deletion-depth of a component of M . Otherwise, c*dd(M) is 1 plus the smaller
among the minimum contraction∗-deletion-depth of the matroid M \ e, where the minimum
is taken over all elements of M , and the minimum contraction∗-deletion-depth of a matroid
obtained from M by factoring along an arbitrary one-dimensional subspace. Observe that
c*dd(M) ≤ cdd(M) and c*dd(M) ≤ c*d(M) for every matroid M .

Finally, if A is a matrix, the deletion-depth, contraction-depth, etc. of A is the correspond-
ing parameter of the vector matroid M(A) formed by the columns of A, and we write dd(A),
cd(A), etc. for the deletion-depth, contraction-depth, etc. of the matrix A. Observe that the
deletion-depth, contraction-depth etc. of a matrix A is invariant under row operations as
row operations preserve the matroid M(A).
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3 Structural results

In this section, we prove our structural results concerning optimal primal tree-depth and
optimal incidence tree-depth of a matrix. We start with presenting an algorithm, which uses
a deletion-decomposition tree of the matroid associated with a given matrix to construct a
matrix with small primal tree-depth that is equivalent to the given matrix.

▶ Lemma 10. There exists a polynomial-time algorithm that for an input matrix A and a
deletion-decomposition tree of M(A) with height d outputs a matrix A′ equivalent to A such
that tdP (A′) ≤ d.

Proof. We establish the existence of the algorithm by proving that tdP (A′) ≤ d in a
constructive (algorithmic) way. Due to space constraints, we omit some details in the
arguments that follow.

Fix a matrix A and a deletion-decomposition tree T of M(A) with height d. Let X be
the set of non-zero columns that are labels of the vertices of T . It can be shown that the
columns contained in X form a basis of the column space of the matrix A. In particular,
unless A is the zero matrix, the set X is non-empty. Let A′ be the matrix obtained from A

by row operations such that the submatrix of A′ induced by the columns of X is the unit
matrix with possibly some additional zero rows. We will prove by induction on the number
of columns of an input matrix A that the primal tree-depth of A′ is at most d.

The base of the induction is the case when A has a single column. In this case, the primal
tree-depth of A′ is one and the tree T is a single vertex labeled with the only column of A,
and so its height is one.

We next present the induction step. First observe that every label of a vertex of T is
either in X or a loop in M(A), and every label of an edge e is a linear combination of labels
of the vertices in the subtree delimited by e. It follows that if x is a label of the root of
T , then x is either a loop or a bridge in the matroid M(A). Let B be the matrix obtained
from A by deleting the column x, and let T ′ be the deletion-decomposition tree of M(B)
obtained from T by removing the label x from the root. Since the matrix B′ produced by
the algorithm described above for B and T ′ is the submatrix of A′ formed by the columns
different from x (possibly after permuting rows) and the vertex associated with the column
x is isolated in the primal graph of A′, it follows that tdP (A′) = tdP (B′) ≤ d (the inequality
holds by the induction hypothesis). Hence, we can assume that the root of T has no label.

We now analyze the case that the root of T has a single child and no label. Let x be the
label of the single edge incident with the root of T , and let B′ be the matrix obtained from
A′ by deleting the column x. By induction, the primal tree-depth of B′ is at most d − 1,
which implies that the primal tree-depth of A′ is at most tdP (B′) + 1 = d.

The final case to analyze is the case when the root of T has k ≥ 2 children (in addition to
having no label). Let Y1, . . . , Yk be the labels of the vertices and edges of the k subtrees of T
delimited by the k edges incident with the root of T , and let B1, . . . , Bk be the submatrices
of A formed by the columns contained in Y1, . . . , Yk. Since the support of the columns
contained in Yi contains only the unit entries of the columns of A′ contained in X ∩ Yi, the
primal graph of A′ contains no edge joining a column of Yi and a column of Yj for i ≠ j. It
follows that the primal tree-depth of A′ is at most the maximum primal tree-depth of Bi,
which is at most d by the induction hypothesis. It follows that tdP (A′) ≤ d as desired. ◀

We are now ready to establish the link between the optimal primal tree-depth of a matrix
and the deletion-depth of the matroid associated with the matrix. Due to space constraints,
the proof of Theorem 4 is sketched only.
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Sketch of the proof of Theorem 4. Fix a matrix A. By Lemma 10, it holds that td∗
P (A) ≤

dd(A). So, we focus on proving that dd(A) ≤ td∗
P (A). We will show that every matrix B

satisfies that dd(B) ≤ tdP (B), which implies that dd(A) ≤ td∗
P (A).

The proof that dd(B) ≤ tdP (B) proceeds by induction on the number of columns. If B
has a single column, then both dd(B) and tdP (B) are equal to one. We next present the
induction step. If the matroid M(B) is not connected, we apply induction to each of its
components and derive that each component of M(B) has deletion depth at most tdP (B).
This implies that dd(B) ≤ tdP (B).

We next assume that the matroid M(B) is connected. It can be shown that the primal
graph of B is also connected, which yields that there exists a column such that the matrix
B′ obtained by deleting this column satisfies that tdP (B′) = tdP (B) − 1. The induction
assumption yields that dd(B′) ≤ tdP (B) − 1 and the definition of the deletion-depth yields
that the deletion-depth of M(B) is at most the deletion-depth of M(B′) increased by one.
This implies that dd(B) = dd(M(B)) ≤ tdP (B) as desired. ◀

Before proceeding with our structural result concerning incidence tree-depth, we use the
structural results presented in Lemma 10 and Theorem 4 to get a parameterized algorithm
for computing an optimal primal tree-depth of a matrix over a finite field. Due to space
constraints, several steps of the proof of Corollary 11 are sketched only.

▶ Corollary 11. There exists an FPT algorithm for the parameterization by a finite field F
and an integer d that for an input matrix A over the field F,

either outputs that td∗
P (A) > d, or

computes a matrix A′ equivalent to A with tdP (A′) ≤ d and also outputs the associated
deletion-decomposition tree of M(A) with height tdP (A′).

Proof. The property that a matroid M has deletion depth at most d can be expressed in
monadic second order logic. Specifically, there exists a monadic second order formula ψd(X)
that describes whether the deletion-depth of a restriction of the matroid M to a subset X
of the elements of M is at most d. In the formula that we present, small letters are used
to denote elements of a matroid and capital letters subsets of the elements. Assuming that
ψc(x, y) is a monadic second order formula describing the existence of a circuit containing
two elements x and y and ψC(X) is a monadic second order formula describing whether a
subset X is a component of a matroid, The sought formula ψd(·) is defined inductively (note
that ψd(∅) is true for all d):

ψ1(X) ≡ ∀x, y ∈ X : x ̸= y ⇒ ¬ψc(x, y) and
ψd(X) ≡ ∀X ′ ⊆ X : ψC(X ′) ⇒ ∃x ∈ X ′ : ψd−1(X ′ \ {x}) for d ≥ 2.

Hliněný [25, 26] proved that all monadic second order logic properties can be tested in a
fixed parameter way for matroids represented over a finite field F with branch-width at
most d when parameterized by the property, the field F and the branch-width d. Since the
branch-width of a matroid M is at most its deletion-depth, this establishes the existence of a
fixed parameter algorithm deciding whether td∗

P (A) = dd(M(A)) ≤ d (the equality follows
from Theorem 4).

To obtain the algorithm claimed to exist in the statement of the corollary, we need
to extend the algorithm for testing whether the deletion-depth of an input matroid M

represented over F is at most d to an algorithm that also outputs a deletion-decomposition
tree of M with height at most d. The deletion-depth of an input matroid M is one if and
only if every element of M is a loop or a bridge. Hence, if the deletion-depth of M is d = 1,
then the deletion-depth decomposition tree of height one consists of a single vertex labeled
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with all elements of M . If the deletion-depth of M is at most d ≥ 2 and M is not connected,
we first identify its components, which can be done in polynomial time even in the oracle
model, then proceed recursively with each component of M and eventually merge the roots
of all deletion-depth decomposition trees obtained recursively. Finally, if the deletion-depth
of M is at most d ≥ 2 and M is connected, we loop over all elements e of M and test whether
dd(M \ e) ≤ d− 1. Such an element e must exist and when it is found, we recursively apply
the algorithm to M \ e to obtain a deletion-depth decomposition tree T of M \ e with height
d− 1, which is then extended to a deletion-depth decomposition tree of M of height d. ◀

We conclude this section by establishing a link between the optimal incidence tree-depth
and the contraction∗-deletion-depth of the matroid associated with the matrix. Due to space
constraints, the proof of Theorem 5 is sketched only.

Proof of Theorem 5. We prove the equality as two inequalities starting with the inequality
c*dd(A) ≤ td∗

I(A) − 1. To prove this inequality, we show that c*dd(A) ≤ tdI(A) − 1 holds for
every matrix A with m rows and n columns by induction on m+n. The base of the induction
is formed by the cases when all entries of A are zero, n = 1 or m = 1. We focus on describing
the induction step, which considers the case when A is non-zero, m ≥ 2 and n ≥ 2. First
suppose that the matroid M(A) is not connected. Let X1, . . . , Xk be the component of M(A)
and let A1, . . . , Ak be the submatrices of A formed by the columns X1, . . . , Xk, respectively.
The definition of the contraction∗-deletion-depth implies that c*dd(A) is the maximum of
c*dd(Ai). The induction hypothesis yields that c*dd(Ai) ≤ tdI(Ai) − 1. Since the incidence
graph of Ai is a subgraph of the incidence graph of A, it follows that tdI(Ai) ≤ tdI(A) and
so c*dd(Ai) ≤ tdI(A) − 1. We conclude that c*dd(A) ≤ tdI(A) − 1.

The core of the inductive argument showing that c*dd(A) ≤ tdI(A) − 1 is formed by the
case when the matroid M(A) is connected and the incidence graph of A is also connected.
The definition of the tree-depth implies that there exists a vertex w of the incidence graph
whose deletion decreases the tree-depth of the incidence graph by one. Let A′ be the matrix
obtained from A by deleting the row or the column associated with the vertex w and note
that tdI(A) = tdI(A′) + 1. If the vertex w is associated with a column x, the matroid M(A′)
is the matroid obtained from M(A) by deleting the element x. If the vertex w is associated
with a row x, the matroid M(A′) is the matroid obtained from M(A) by contracting by
the subspace generated by the unit vector with the entry in the row x. In either case,
the definition of the contraction∗-deletion-depth implies that c*dd(A) ≤ c*dd(A′) + 1. The
induction hypothesis applied to A′ yields that c*dd(A′) ≤ tdI(A′) − 1, which yields that
c*dd(A) ≤ tdI(A′) = tdI(A) − 1.

To complete the proof of the theorem, it remains to show that the inequality td∗
I(A) ≤

c*dd(A) + 1 holds for every matrix A. The proof proceeds by induction on the number n of
columns of A. The core of the argument is the inductive step when the matroid M(A) is
connected, which we present next. The definition of the contraction∗-deletion-depth implies
that there exists an element x of M(A) such that c*dd(M(A)\x) = c*dd(M(A))−1 = c*dd(A)−
1 or there exists a one-dimensional subspace such that the contraction by this subspace yields
a matroid M ′ such that c*dd(M ′) = c*dd(M(A)) − 1 = c*dd(A) − 1. In the former case, let
A′ be the matrix obtained from A by deleting the column x. By the induction hypothesis,
there exists a matrix A′′ equivalent to A′ such that tdI(A′′) ≤ c*dd(A′) + 1 = c*dd(A), and
let A′′′ be the matrix obtained from A by the same row operations using that A′′ is obtained
from A′. Observe that the incidence graph of A′′ can be obtained from the incidence graph
of A′′′ by deleting the vertex associated with the column x. Hence, tdI(A′′′) ≤ tdI(A′′) + 1.
Since A′′′ is equivalent to A, it follows that

td∗
I(A) ≤ tdI(A′′′) ≤ tdI(A′′) + 1 ≤ c*dd(A) + 1.
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We now analyze the latter case, i.e., the case that there exists a one-dimensional subspace
such that the contraction by this subspace yields a matroid M ′ such that c*dd(M ′) =
c*dd(A) − 1. Let A′ be the matrix obtained from A by row operations such that the
contracted subspace used to obtain M ′ is generated by the unit vector with the non-zero
entry being the first entry, and let B be the matrix obtained from A′ by deleting the first
row. By the induction hypothesis, there exists a matrix B′ equivalent to B such that
tdI(B′) ≤ c*dd(A′) + 1 = c*dd(A), and let A′′ be the matrix consisting of the first row of A
and the matrix B′. Observe that A′′ is equivalent to A. Since the incidence graph of B′ can
be obtained from the incidence graph of A′′ by deleting the vertex associated with the first
row, it holds that tdI(A′′) ≤ tdI(B′) + 1. Hence, it follows that

td∗
I(A) ≤ tdI(A′′) ≤ tdI(B′) + 1 ≤ c*dd(A) + 1.

The proof of the theorem is now completed. ◀

4 Primal tree-depth

In this section, we present a parameterized algorithm for computing an equivalent matrix
with small primal tree-depth and bounded entry complexity if such a matrix exists. Due to
space constraints, details of some of the arguments used in the proof are omitted.

Proof of Theorem 7. Let fP (·, ·) be the function from the statement of Theorem 1 and set
κ0 to be the least common multiple of the integers 1, . . . , fP (d, e). Observe that the entry of
every circuit of a matrix B with tdP (B) ≤ d and ec(B) ≤ e divides κ0 as c∞(B) ≤ fP (d, e).

We next describe the algorithm from the statement of the theorem. Without loss of
generality, we can assume that the rank of the input matrix A is equal to the number of its
rows, in particular, A is non-zero. The algorithm starts with diagonalizing the input matrix
A by selecting an arbitrary basis of the column space and performing row-operations that
the selected columns form the identity matrix. The resulting matrix is denoted by AI . If
the numerator or the denominator of any (non-zero) entry of AI does not divide κ0, the
algorithm arrives at the first conclusion of the theorem. The algorithm next multiplies each
row of AI by κ0, This yields an integral matrix A0 with entries between −κ2

0 and κ2
0.

Let MQ be the column matroid of A0 when viewed as a matrix over rationals and let Mp

be the column matroid of A0 when viewed as a matrix over a field Fp for a prime p > κ2
0;

note that such a prime p can be found algorithmically as the algorithm is parameterized by
d and e. The elements of both matroids MQ and Mp are the columns of the matrix A0, i.e.,
we can assume that their ground sets are the same.

We argue that if A is equivalent to a matrix with primal tree-depth at most d and entry
complexity at most e, then the matroids MQ and Mp are the same. As this is the key step in
the proof, we present it in full detail. If a set X of columns forms a circuit in MQ, then there
exists a linear combination of the columns of X that has all coefficients integral and coprime,
i.e., not all are divisible by p, and that is equal to the zero vector (in fact, there exist such
coefficients that they all divide κ0 by the definition of κ0); it follows that the set X is also
dependent in Mp. If a set X of columns is independent in MQ, let BI be a square submatrix
of AI formed by the columns X and some of the rows such that BI is non-singular, and let
B0 be the square submatrix of A0 formed by the same rows and columns. By [17, Lemma
3.3], the matrix B−1

I is 1/κ̇A-integral and the absolute values of its entries are between
1/c∞(A) and c∞(A). Note that both c∞(A) and κ̇A divide κ0 (here, we use the definition of
κ0 and the assumption that A is equivalent to a matrix with primal tree-depth at most d and
entry complexity at most e) and so this the matrix B−1

I is 1/κ0-integral and the absolute
values of its entries are between 1/κ0 and κ0. Let B′ be the matrix obtained from B−1

I by
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multiplying each entry by κ0; note that B′ is an integer matrix with entries between −κ2
0

and κ2
0. The definitions of the matrices BI , B0 and B′ yield that B′B0 is a diagonal matrix

with all diagonal entries equal to κ2
0. It follows that the columns X form a set independent

in Mp.
We now continue the description of the algorithm. As the next step, we apply the

algorithm from Corollary 11 to the matrix A0 viewed as over the field Fp. If the algorithm
determines that the deletion-depth of A0 is larger than d, we arrive at the first conclusion of
the theorem. If it determines that the deletion-depth of A0 is at most d, it also outputs a
deletion-decomposition tree of Mp with height at most d. If the output deletion-decomposition
tree is not valid for the matroid MQ, we again arrive at the first conclusion of the theorem.
If the output deletion-decomposition tree is also a deletion-decomposition tree of the matroid
MQ, we use the algorithm from Lemma 10 to obtain a matrix A′ equivalent to A such
that the primal tree-depth of A′ at most the height of the deletion-decomposition tree, i.e.,
tdP (A′) ≤ d. As the matrix A′ contains a unit submatrix formed by m rows and m columns,
each (non-zero) entry of A′ is a fraction that can obtained by dividing two entries of a circuit
of A. If the absolute value of the numerator or the denominator of any these fractions exceeds
κ0, we again arrive at the first conclusion of the theorem. Otherwise, we output the matrix
A′. Note that the primal tree-depth of A′ is at most d and its entry complexity is at most
2 ⌈log2 (κ0 + 1)⌉ and κ0 depends on d and e only. ◀

5 Dual tree-depth, circuit complexity and Graver basis

In this section, we link minimum dual tree-depth of a matrix to its circuit complexity. Due
to space constraints, details of some of the arguments used in the proof are omitted.

▶ Theorem 12. There exists a polynomial-time algorithm that for a given matrix A whose
rank is smaller than the number of its columns outputs an equivalent matrix A′ such that
tdD(A′) ≤ c1(A)2 and ec(A′) ≤ 2 ⌈log2 c1(A)⌉.

Proof. We start with the description of the algorithm from the statement of the theorem.
Let A be the input matrix. We apply the algorithm from Theorem 9 to the matroid M(A)
given by the columns of the matrix A. Let T be the contraction∗-decomposition tree output
by the algorithm, let d be its depth and let X be the set of columns of A that are the labels
of the edges of T , i.e., the elements of M(A) used in the contractions. Since the columns
contained in X form a base of the column space of A, we can perform row-operations on the
matrix A in a way that the submatrix formed by the columns of X is an identity matrix; let
A′ be the resulting matrix. The algorithm outputs the matrix A′.

We now analyze the matrix A′ that is output by the algorithm. Since the rank of A
is smaller than the number of its columns, the matrix A has at least one circuit and so
c1(A) ≥ 2. Observe that every circuit of M(A) contains at most c1(A) elements and so
it holds that d ≤ c1(A)2, i.e., the depth of T is at most c1(A)2. Let F be a rooted forest
obtained from T by removing the root and for each edge e, associating the vertex of e farther
from the root of T with the (unique) row of A′ that is non-zero in the column that is the
label of e. Hence, the vertex set of F is formed by the rows of A′. Since it can be shown
that the dual graph of A′ is a subgraph of cl(F ), it follows that that tdD(A′) ≤ c1(A)2 (note
that the height of F is at most c1(A)2).

It remains to analyze the entry complexity of A′. The entries of A′ in the columns of
X are zero or one. Every column z of A′ that is not contained in X forms a circuit with
some of the columns of X. The entries of A′ in the column z are equal to −cx/cz where cx,
x ∈ X, and cz are the corresponding integer entries of this circuit of A′ (and so of A). We
conclude that the entry complexity of A′ is at most 2 ⌈log2 c1(A)⌉. ◀
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Theorem 12 implies that g1(A) ≤ fD

(
c1(A)2, 2 ⌈log2 c1(A)⌉

)
for every matrix A with

C(A) ̸= ∅, where fD is the function from Theorem 1. Note that the condition C(A) ̸= ∅ is
necessary as otherwise A has no circuit and so c1(A) is not defined. We state this bound as
a corollary.

▶ Corollary 13. There exists a function f : N → N such that g1(A) ≤ f(c1(A)) for every
matrix A with C(A) ̸= ∅.

We next combine the algorithms from Theorems 2 and 12.

▶ Corollary 14. There exists a function f : N → N and an FPT algorithm for the paramet-
erization by k that for a given rational matrix A:

either outputs that c1(A) > k, or
outputs a matrix A′ that is equivalent to A, its dual tree-depth is td∗

D(A) and its entry
complexity is at most f(k).

Proof of Corollary14. For an input matrix A, we apply the algorithm from Theorem 12
to get a matrix A′ equivalent to A. If the dual tree-depth of A′ is larger than k2 or the
entry complexity of A′ is larger than 2⌈log2 k⌉, then c1(A) > k and we arrive at the first
conclusion. Otherwise, we apply the algorithm from Theorem 2 with parameters d = k2

and e = 2⌈log2 k⌉ to compute a matrix A′′ equivalent to A′ and so to A such that the dual
tree-depth of A′′ is td∗

D(A) and the entry complexity of A′′ is O(k422k2 log k). ◀

Finally, the previous corollary together with Theorem 1 yields the parameterized algorithm
for testing whether an input matrix is equivalent to a matrix with small dual tree-depth and
small entry complexity as given in Theorem 8.

Proof of Theorem 8. Let fD be the function from the statement of Theorem 1 and set
k = fD(d, e). Apply the algorithm from Corollary 14 with the parameter k to an input
matrix A. If the algorithm reports that c1(A) > k, then A is not equivalent to a matrix with
dual tree-depth at most d and entry complexity at most e. If the algorithm outputs a matrix
A′ and tdD(A′) > d, then td∗

D(A) > d and so the matrix A is not equivalent to a matrix
with dual tree-depth at most d. Otherwise, the dual tree-depth of A′ is at most d and its
entry complexity is 2O(k2) = 2O(fD(d,e)2), i.e., it is bounded by a function of d and e only as
required. ◀

6 Computational hardness of depth parameters

In this section, we complement our algorithmic results by establishing computational hardness
of matroid depth parameters that we discussed in this paper. The hardness results apply
even when the input matroid is given by its representation over a fixed (finite or infinite)
field.

We start with defining a matroid MF(G) derived from a graph G. Fix a field F. For a
graph G, we define an F-represented matroid MF(G) as follows. The matroid MF(G) contains
|G| + ∥G∥ elements, which correspond to the vertices and the edges of G. We next associate
each element of MF(G) with a vector of FV (G). An element of MF(G) corresponding to a
vertex w of G is represented by ew and an element of MF(G) corresponding to an edge ww′

of G is represented by ew − ew′ .
We next define a graph G/A for a graph G and a linear subspace A of FV (G). Let W be

the subset of vertices of V (G) such that ew ∈ A for w ∈ W , and let F be a maximal subset
of edges ww′ ∈ E(G) such that
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A contains a vector ew + αew′ for a non-zero element α ∈ F, and
the set containing all vectors ew, w ∈ W , and all vectors ew − ew′ , ww′ ∈ F , is linearly
independent.

The graph G/A is obtained by deleting all vertices of W and then contracting all edges
contained in F . The next lemma asserts that G/A is well-defined. We remark that the proof
of the next lemma as well as the proofs of Lemmas 16 and 17 are omitted due to space
constraints.

▶ Lemma 15. Let G be a graph, F a field and A a linear subspace of FV (G). The graph
G/A is well-defined, i.e., the graph G/A does not depend on the choice of the set F in its
definition.

The next lemma relates the number of components of the matroid MF(G)/A and the
number of components of the graph G/A for a graph G and a linear subspace A of FV (G).

▶ Lemma 16. Let G be a graph, F a field and A a linear subspace of FV (G). The number of
components of MF(G)/A is at most the number of components of the graph G/A.

We next link the existence of a balanced independent set in a bipartite graph to the
contraction∗-depth of a suitably defined matroid. We remark that the idea of using a bipartite
graph with cliques added between the vertices of its parts was used in [43] to establish that
computing tree-depth of a graph is NP-complete.

▶ Lemma 17. Let G be a bipartite graph with parts X and Y , let F be a field, and let k be
an integer. Let G′ be the graph obtained from G by adding all edges between the vertices of
X and between the vertices of Y . The following three statements are equivalent.

There exists an independent set containing k elements of X and k elements of Y .
The contraction∗-depth of MF(G′) is at most |X| + |Y | − k.
The contraction-depth of the matroid 2MF(G′) is at most |X| + |Y | − k + 1.

We are now ready to state and prove our hardness result.

▶ Theorem 18. For every field F, each of the following five decision problems, whose input
is an F-represented matroid M and an integer d, is NP-complete:

Is the contraction-depth of M at most d?
Is the contraction∗-depth of M at most d?
Is the contraction-deletion-depth of M at most d?
Is the contraction∗-deletion-depth of M at most d?
Is the deletion-depth of M at most d?

Proof. It is NP-complete to decide for a bipartite graph G with parts X and Y and an
integer k whether there exist k-element subsets X ′ ⊆ X and Y ′ ⊆ Y such that X ′ ∪ Y ′ is
independent [43]. For an input bipartite graph G, let G′ be the graph obtained from G by
adding all edges between the vertices of X and between the vertices of Y . We claim that the
existence of such subsets X ′ and Y ′ is equivalent to each of the following four statements:

The matroid 2MF(G′) has contraction-depth at most |X| + |Y | − k + 1.
The matroid MF(G′) has contraction∗-depth at most |X| + |Y | − k.
The matroid (|G′| + 1)MF(G′) has contraction-deletion-depth at most |X| + |Y | − k + 1.
The matroid (|G′| + 1)MF(G′) has contraction∗-deletion-depth at most |X| + |Y | − k.
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The equivalence of the first and second statements follow directly from Lemma 17. Since
the rank of the matroid (|G′| + 1)MF(G′) is |G′|, its contraction-deletion-depth is at most
|G′| + 1 and its contraction∗-deletion-depth is at most |G′|. As each element of the matroid
(|G′| + 1)MF(G′) is parallel to (at least) |G′| elements of the matroid, it follows that the
contraction-deletion-depth of MF(G′) is the same as its contraction-depth and its contraction∗-
deletion-depth is the same as its contraction∗-depth. Lemma 17 now implies the equivalence of
the third and fourth statements. As the matroids 2MF(G′), MF(G′) and (|G′|+1)MF(G′) can
be easily constructed from the input graph G in time polynomial in |G|, the NP-completeness
of the first four problems listed in the statement of the theorem follows.

For an F-represented matroid M , it is easy to construct an F-represented matroid M∗

that is dual to M in time polynomial in the number of the elements of M [42, Chapter 2].
Since the contraction-depth of M is equal to the deletion-depth of M∗, it follows that the
fifth problem listed in the statement of the theorem is also NP-complete. ◀
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