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Abstract
During the last two decades, a small set of distributed computing models for networks have emerged,
among which LOCAL, CONGEST, and Broadcast Congested Clique (BCC) play a prominent role.
We consider hybrid models resulting from combining these three models. That is, we analyze the
computing power of models allowing to, say, perform a constant number of rounds of CONGEST,
then a constant number of rounds of LOCAL, then a constant number of rounds of BCC, possibly
repeating this figure a constant number of times. We specifically focus on 2-round models, and we
establish the complete picture of the relative powers of these models. That is, for every pair of such
models, we determine whether one is (strictly) stronger than the other, or whether the two models
are incomparable.
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1 Introduction

This paper analyzes the relative power of distributed computing models for networks,
all resulting from the combination of standard synchronous models such as LOCAL and
CONGEST [4], as well as Broadcast Congested Clique (BCC) [1]. Each of these three models
has its strengths and limitations. We investigate the power of models resulting from combining
these three models, in order to take advantage of their positive aspects without suffering
from their negative ones.
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43:2 Computing Power of Hybrid Models in Synchronous Networks

For the sake of comparing models, we focus on the standard framework of distributed
decision problems on labeled graphs (see [2]). Such problems are defined by a collection L
of pairs (G, ℓ), where G = (V, E) is a graph, and ℓ : V → {0, 1}∗ is a function assigning
a label ℓ(u) ∈ {0, 1}∗ to every u ∈ V . Such a set L is called a distributed language. A
distributed algorithm A decides L if every node running A eventually accepts or rejects,
and the following condition is satisfied: for every labeled graph (G, ℓ), every node should
accept in a yes-instance (i.e., an instance (G, ℓ) ∈ L), and, in a no-instance (i.e., an instance
(G, ℓ) /∈ L), at least one node must reject.

For every t ≥ 0, let us denote by Lt the set of distributed languages L for which there is a
t-round algorithm in the LOCAL model deciding L. The sets Ct and Bt are defined similarly,
for the CONGEST and BCC models, respectively. Note that while it is easy to show, using
indistinguishability arguments, that, for every t ≥ 1, Lt ∖ Lt−1 ≠ ∅ and Ct ∖ Ct−1 ̸= ∅,
establishing that there is indeed a decision problem in Bt ∖ Bt−1 requires significantly more
work [3]. Also, we define L∗ = ∪t≥0Lt, C∗ = ∪t≥0Ct, and B∗ = ∪t≥0Bt. So, in particular,
L∗ is the class of distributed languages that can be decided in a constant number of rounds
in the LOCAL model.

2 Our Results

On the negative side, we provide a series of separation results between 2-round hybrid models.
In particular, we show that BC and CB are incomparable. That is, there are languages
in BC ∖ CB, and languages in CB ∖ BC. In fact, we show stronger separation results,
by establishing that BC ∖ C∗B ̸= ∅, and CB ∖ BL∗ ̸= ∅. That is, in particular, there
are languages that can be decided by a 2-round algorithm performing a single BCC round
followed by one CONGEST round, which cannot be decided by any algorithm performing k

CONGEST rounds followed by a single BCC round, for any k ≥ 1.
On the positive side, we show that, for any non-negative integers α1, . . . , αk, β1, . . . , βk,

k∏
i=1

LαiBβi ⊆ L
∑k

i=1
αiB

∑k

i=1
βi . (1)

That is, if a language L can be decided by a t-round algorithm alternating LOCAL and
BCC rounds, then L can be decided by a t-round algorithm performing all its LOCAL rounds
first, and then all its BCC rounds – with the notations of Eq. (1), t =

∑k
i=1(αi + βi). So,

in particular BL ⊆ LB. This inclusion is strict, since, as said before, CB ∖ BL∗ ̸= ∅. In
fact, this separation holds even if the number of LOCAL rounds depends on the number of
nodes n in the network, as long as the algorithm performs o(n) LOCAL rounds after its BCC
round. Another consequence of Eq. (1) is that the largest class of languages among all the
ones considered in this paper is L∗B∗, that is, languages that can be decided by algorithms
performing k LOCAL rounds followed by k′ BCC rounds, for some k ≥ 0 and k′ ≥ 0.

Interestingly, our separation results hold even for randomized protocols, which can err
with probability at most ϵ ≤ 1/5. That is, in particular, there is a language L ∈ CB (i.e.,
that can be decided by a deterministic 2-round algorithm) which cannot be decided with
error probability at most 1/5 by any randomized algorithm performing one BCC round first,
followed by k LOCAL rounds, for any k ≥ 1. All our results about 2-rounds hybrid models
are summarized on Figure 1.
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Figure 1 The poset of 2-round hybrid models. An edge between a set of languages S1 and a
set S2, where S1 is at a level lower than S2, indicates that S1 ⊆ S2. In fact, all inclusions are
strict. Transitive edges are not displayed. Two sets that are not connected by a monotone path are
incomparable.

3 Our Techniques

All our separation results are obtained by reductions from communication complexity lower
bounds. However, we had to revisit several known communication complexity results for
adapting them to the setting of distributed decision, in which no-instances may be rejected
by a single node, and non necessarily by all the nodes. In particular, we revisit the classical
Index problem. Recall that, in this problem, Alice is given a binary vector x ∈ {0, 1}n, Bob is
given an index i ∈ [n], and Bob must output xi based on a single message received from Alice
(1-way communication). We define the XOR-Index problem, in which Alice is given a binary
vector x ∈ {0, 1}n together with an index i ∈ [n], Bob is given a binary vector y ∈ {0, 1}n

together with an index j ∈ [n], and, after a single round of 2-way communication, Alice must
output a boolean outA and Bob must output a boolean outB , such that outA ∧outB = xj ⊕yi.

That is, if xj ̸= yi then Alice and Bob must both accept (i.e., output true), and if xj = yi

then at least one of these two players must reject (i.e., output false). We show that the sum
of the sizes of the message sent by Alice to Bob and the message sent by Bob to Alice is
Ω(n) bits. This bound holds even if the communication protocol is randomized and may err
with probability at most 1/5, and even if the two players have access to shared random coins.

The fact that only one of the two players may reject a no-instance (i.e., an instance where
xj ⊕ yi = 0), and not necessarily both, while a yes-instance must be accepted by both players,
yields an asymmetry which complicates the analysis. We use information theoretic tools for
establishing our lower bound. Specifically, we identify a way to decorrelate the behaviors
of Alice and Bob, so that to analyze separately the distribution of decisions taken by each
player, and then to recombine them for lower bounding the probability of error in case the
messages exchanged between the players are small, contradicting the fact that this error
probability is supposed to be small.
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