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Abstract
We consider the classic online problem of scheduling on multiple machines to minimize total flow
time and total stretch where the input consists of estimates on the processing time provided for
each job once released. The performance of such algorithms should depend on µ, the error in the
estimates of the processing time for that instance (such an algorithm is called a distortion oblivious
algorithm). Previously, a distortion oblivious algorithm to minimize flow time was provided only
for a single machine. In this paper we extend the work to multiple machines and also consider
the total stretch objective. In particular, we design a non-migrative distortion oblivious algorithm
to minimize total flow time with a competitive ratio of O(µ log P ), where P is the ratio between
the maximum to minimum processing time. We show that with immediate-dispatching one cannot
achieve a competitive ratio which is a function of µ and P ; moreover, a competitive ratio which
is sub-polynomial in the number of jobs is also impossible. We also present the first distortion-
oblivious algorithm for minimizing the stretch time, both on a single and on multiple machines. The
competitive ratio of these algorithms are O(µ2) which is optimal as we also prove a matching Ω(µ2)
lower bound.
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1 Introduction

We consider the online scheduling problem on multiple parallel machines, where n jobs arrive
over time and the completion of a job requires processing time on the m ≥ 1 machines. The
machines are parallel, so at at any given time a job can be executed on a single machine
only. The goal of a scheduling algorithm is to minimize a certain objective function. In this
paper, we consider both the total flow time objective, which is the sum of the jobs flow-time
(time from release to completion), and the total stretch objective, which normalizes the flow
time of each job by the required processing time for that job. We consider the variant of the
problem in which preemption is allowed (i.e., the algorithm is allowed to halt and resume
the processing of jobs as desired).

In classic scheduling, the processing times of the jobs are exactly known at the job
release time. In a single machine setting, it is well known that the algorithm SRPT (shortest
remaining processing time) [23] is 1-competitive. It has been shown that on multiple machines

1 This work was done prior to joining Amazon.
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16:2 Distortion-Oblivious Algorithms for Scheduling on Multiple Machines

the problem is more difficult and depends on the ratio between the largest processing time of
a job to the minimum one (denoted by P ). Specifically, every online algorithm is Ω(log P )
competitive. In addition, SRPT algorithm is an optimal online scheduling algorithm which
achieves a tight competitive ratio of O(log P ) [15].

However, in practice usually the assumption that the job processing time is known at
the job release time does not hold. For example, in computer programs scheduling it is very
unlikely to know the job’s exact processing time in advance.

Scheduling with estimates, introduced in [4], addresses this lack of processing-time
knowledge. In this setting, upon job release the algorithm is provided with an estimate
of the job’s processing time, which might be inaccurate up to a multiplicative error of µ;
this parameter µ is called the distortion of the input. Naturally, as µ increases, the best
achievable competitive ratio becomes worse. A possible result in this model is a robust
family of algorithms {ALGµ}, such that ALGµ is tailored to appropriately handle inputs of
distortion at most µ. To use such a family, one needs to know the distortion of the input
µ in advance to choose the correct algorithm. However, in practical settings, knowing the
distortion in advance is infeasible; moreover, guessing the distortion could yield unbounded
competitiveness (see [5]). Thus, a preferable result is a single algorithm (rather than a family)
that handles any input, while achieving a competitive ratio as a function of the distortion
of that input. Such an algorithm is called distortion-oblivious. In our paper, we define the
parameter P to be the maximum ratio between estimated job sizes. We focus on presenting
distortion-oblivious algorithms for scheduling with estimates.

In this paper, we consider preemptive scheduling on multiple machines. In such
scheduling problems, certain properties are desired in a good algorithm. For example, such
a property is being non-migrative, i.e., once the algorithm decides to process a job on a
machine, the job can never be processed on a different machine. Another, stronger property
is immediate dispatching, in which a job must also be assigned to a machine immediately
upon its release.

1.1 Our Results

In this paper, we present the following distortion-oblivious algorithms and lower bounds for
scheduling with estimates.
1. We show a non-migrative algorithm with a competitive ratio of O(µ log P ) with respect

to the total flow time objective compared to optimal migrative algorithm (Theorem 2). If
migration is allowed we show using similar analysis that lowest class first also achieves a
competitive ratio of O(min(µ log P, µ log µ + µ log n

m )) (Corollary 16).
2. We present a tight non-migrative algorithm for minimizing total stretch on multiple

machines with a competitive ratio of O(µ2). (Theorem 6)
3. We present a matching lower bound for minimizing total stretch on multiple machines

(that even allows migration) of Ω(µ2). (Theorem 11)
In particular, Results 2, 3 also apply for a single machine, and are the first known results in
this setting. Therefore, in this paper we completely solve the problem of distortion-oblivious
algorithms to minimize stretch time.

We also consider the immediate dispatching property for scheduling with estimates. Here,
we show that there exists no algorithm of competitiveness sub-polynomial in the number of
jobs, even for arbitrarily-small µ and P ; in particular, there is no algorithm with competitive
ratio as a function of only µ and P . This lower bound applies to both total flow time and
total stretch, and holds even when randomization is allowed. Details appear in Section 5.
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1.2 Related Work
A similar setting to the robust setting is nonclairvoyant scheduling, studied in [21, 8, 7, 11, 10].
In this setting, the size of each job is completely unknown at release time, and is only revealed
to the algorithm upon completion of the job. In fact, this non-clairvoyant setting is a special
case of our model in which the distortion µ is equal to P (i.e., the predicted processing time
is meaningless). In this nonclairvoyant model, for multiple machines, the best known result
for minimizing flow time is O(log n log n

m ) [8].
In the classic scheduling setting, the exact processing times of jobs are known at release

time; this classic model is a special case of the robust setting in which µ = 1. In this
setting, [15] presented an O(log P ) algorithm and a matching lower bound of Ω(log P ). It is
also known that the same algorithm achieves an upper bound of O(log(n/m)); without mi-
gration, [3] presented an O(log n)-competitive algorithm. A result of similar competitiveness
was introduced by [2] for the immediate dispatching variant of this problem. For minimizing
stretch, an O(1) non-migrative competitive algorithm is known [9].

Scheduling with distortion falls within the field of algorithms with predictions. In this
model, an online algorithm is given somewhat-accurate predictions of the incoming online
input. A good algorithm should be able to benefit from these predictions to the degree to
which they are precise; its competitive ratio would thus be a function of the predictions’
accuracy. Many problems related to scheduling have been addressed using algorithms with
predictions; for example, see [22, 13, 19, 12, 6, 16]. Algorithms with predictions have also
been used for many other online problems [17, 18, 20]. Additional papers on algorithms with
predictions can be found in [1].

1.3 Paper Organization
The non-migrative algorithm for minimizing total flow time is presented and analyzed in
Section 3. The non-migrative algorithm for minimizing total stretch is presented and analyzed
in Section 4. In Section 5 we show lower bound for immediate dispatching distortion oblivious
algorithms, for both the flow time and total stretch objectives. In Appendix A, we show
additional results for the total flow time objective; specifically, we analyze the LCF algorithm
and give tight examples for the shown algorithms.

2 Preliminaries

In our scheduling problem, jobs are released over time. There are m parallel machines; that
means at any given time a job can be processed only on one of the m machines. Each job q

must be processed for exactly pq time (pq is called the processing time of q). For a job q,
we denote by rq its release time and upon the job release time the algorithm gets the job
estimated processing time p̃q; the actual processing time of the job is unknown and revealed
only at the job completion time cq.

We define µ1 = maxj
pj

p̃j
as the maximum underestimation factor of a job in the input.

Similarly, also define µ2 = maxj
p̃j

pj
as the maximum overestimation factor of a job in the

input. Hence, for any job q:

p̃q

µ2
≤ pq ≤ p̃q · µ1

Finally, we define the distortion parameter µ := µ1 ·µ2. It is natural to assume that µ1, µ2 ≥ 1,
although it is not required for our proofs.

ISAAC 2022
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Let P be the ratio between the maximal job estimated size and the minimal job estimated
size in the input, P = maxq p̃q

minq p̃q
.

Note that since P is a function of the input the algorithm has no prior knowledge on P .
For the same reason, unless the algorithm is not distortion oblivious it also has no knowledge
on the parameters µ1, µ2 and µ.

Objectives. In our paper we discuss 2 objectives: total flow time and total stretch. The
total flow time objective is one of the most basic performance measures in multiprocessor
scheduling problems, and is defined as the overall time the jobs are spending in the system.
This includes the delay of waiting for processing as well as the actual processing time.
Formally, using the defined notations the total flow time objective is:

F =
∑

q

cq − rq

Another natural objective is the total stretch objective. The total stretch objective is defined
as follows:

W =
∑

q

cq − rq

pq
.

To refer to the objective of an algorithm A, we use the superscript A, e.g., F A or W A.
Unlike the classic setting, in scheduling with estimates the total stretch objective is not a
special case of the total weighted time objective since the algorithm does not know the actual
processing times of the alive jobs and therefore does not know their weights.

Throughout the paper, we often use the following definition of a job class:

▶ Definition 1 (job class). We define the class of a job q, denoted ℓq, to be the unique integer
i such that p̃q ∈ [2i, 2i+1).

This definition refers to the estimated processing times provided in the input (rather than
actual processing times, or remaining processing times). In particular, the class of a job does
not change over time and the definition does not depend on the algorithm (either it is an
algorithm or the optimal solution the job classes are defined the same).

Notations. In the paper we use notations that have been defined by previous work:
V A(t) is the remaining time of alive jobs for algorithm A at time t

δA(t) is the number of alive jobs for algorithm A at time t.
γA(t) is the number of non-idle machines for algorithm A at time t.

Where the algorithm is clear from context, we sometimes omit the superscript for these
definitions. In addition, for a function f (e.g., V or δ) we define the following notations:

∆f(t) = fA(t) − fOP T (t), the difference at f value between the algorithm A and the
optimal solution at time t.
f=k(t) is the value of f at time t for class k.
f≤k(t) is the value of f at time t over all jobs of class at most k. Similarly, f≥k(t) is the
value of f at time t over all jobs of class at least k

We also use ∗ to denote the optimal solution. For example, V ∗(t) is the remaining time of
alive jobs for the optimal solution at time t.
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3 Minimizing Flow Time

In this section, we describe and analyze a distortion-oblivious algorithm for minimizing total
flow time for the non-migrative setting with competitive ratio of O(µ log P ) against even an
migrative optimal algorithm. Note that when µ is a constant this is the best known upper
bound.

3.1 Algorithm for the Non-Migrative Setting
The algorithm maintains a pool of jobs that are released and have not been processed at
all. In addition, it maintains at every machine a stack of alive jobs that have already been
processed by that machine. At any time, each machine processes the job at the top of its
stack. The algorithm handles two events: job release and job completion.

At job release, the algorithm checks whether there exists a machine that is empty or
currently processing a job of higher class. If such a machine exists, the algorithm places the
job at the top of that machine’s stack. Otherwise, the job is added to the pool.

Upon job completion, the algorithm pops the completed job from its associated machine
stack. Then, it observes the job q′ currently at the top of that stack. If the lowest-class job
q′′ in the pool has a lower class than q′ (or if q′ does not exist) then q′′ is moved to the top
of the stack of that machine.

The online algorithm is given as Algorithm 1.

Algorithm 1 Distortion Oblivious Non Migrative Scheduling Algorithm.

1 Event Function UponJobRelease(q)
2 if Exists an idle machine or a machine that currently processes a job of class

higher than ℓq then
3 Insert q to the top of that machine stack.
4 else
5 Insert q to the pool.

6 Event Function UponJobCompletion(q)
7 Denote by mj the machine q was processed on.
8 Pop q from the stack of mj , and let q′ be the next job in that stack.
9 if the job with lowest class in the pool q′′ has class strictly less than that of q′ or

q′ does not exist then
10 Remove q′′ from the pool and insert it to the top of the stack of mj .

The following theorem (Theorem 2) shows that Algorithm 1 has a bounded competitive
ratio against an optimal offline solution for the input; in Appendix A.2, we show that
Theorem 2 is in fact tight for m ≥ 2.

▶ Theorem 2. Algorithm 1 is O(µ log P )-competitive for inputs with distortion µ.

3.2 Proof of Theorem 2
A useful and classic concept that we use in the proof, is called local competitiveness. An
algorithm is locally competitive if at every point in time t, the number of living jobs in
the algorithm at t is at most some factor from that of the optimal solution at t. A classic
observation is that a locally c-competitive algorithm is in particular (globally) c-competitive;
this observation results simply from integrating over time. Observation 3 states this formally.

ISAAC 2022
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▶ Observation 3. If for an input I it holds that at every time t we have δA(t) ≤ c(I) · δ∗(t)
then the algorithm A is c(I)-competitive with respect to total flow time on input I.

Note that at any time every machine stack has at most one job of each class. There are
⌈log P ⌉ classes, therefore at any time the number of partial jobs is at most m log P . Also
note that if at time t there is an idle machine (i.e., γ(t) < m) then the pool is empty and the
the total number of alive jobs of the algorithm at time t is δALG(t) ≤ m log P .

We define T to be the set of times t that γALG(t) = m; that is, the set of times in which
all machines are busy.

We start by proving the following lemma, that for every k bounds the total remaining
processing time difference on jobs of class at most k between the algorithm and the optimal
solution.

▶ Lemma 4. If t ∈ T then ∆≤kV (t) ≤ mµ1 · 2k+2.

Proof. Let t0 be the earliest time such that [t0, t) ⊂ T . We define tk ∈ [t0, t) as the latest
time in [t0, t) that the algorithm has processed a job of class greater than k (if no such job
was processed during this interval then tk = t0). At time tk we know that there are no
pending jobs of class at most k in the pool. Therefore, all jobs of class at most k are already
assigned to a machine. Since every machine process at most one job of any class, there are
at most m jobs of any class at most k in the system. The worst case actual processing time
of a job of class i is mµ12i+1, thus

∆≤kV (tk) ≤
k∑

i=1
mµ12i+1 ≤ mµ12k+2.

In [tk, t) ⊂ T we processed only jobs of class at most k, implies that

∆≤kV (t) ≤ ∆≤kV (tk) ≤ mµ12k+2.

Note that arrival of new jobs adds to both V ∗ and V ALG the same amount and therefore
does not affect the proof. ◀

▶ Lemma 5. If t ∈ T then δALG(t) ≤ (µ + 3)γALG(t) log P + 2µδ∗(t)

Proof.

δALG(t) =
kmax∑

i=kmin

δALG
=i (t)

≤
kmax∑

i=kmin

(
V ALG

=i (t)
2i/µ2

+ m

)

≤
kmax∑

i=kmin

V ∗
=i(t) + ∆V=i(t)

2i/µ2
+ m log P

≤
kmax∑

i=kmin

δ∗
=i(t)µ12i+1

2i/µ2
+

kmax∑
i=kmin

∆V≤i(t) − ∆V≤i−1(t)
2i/µ2

+ γALG(t) log P

≤ 2µδ∗(t) +
kmax∑

i=kmin

∆V≤i(t)
2i+1/µ2

+ ∆V≤kmax
(t)

2kmax+1/µ2
+ γALG(t) log P

≤ 2µδ∗(t) + γALG(t)µ log P + 2µγALG(t) + γALG(t) log P

≤ (µ + 3)γALG(t) log P + 2µδ∗(t)
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where the first inequality is since there are at most m partial jobs at each class. The
third inequality is since t ∈ T thus γALG(t) equals m. The fourth inequality is since
δ∗(t) =

∑kmax

i=kmin
δ∗(t). The fifth inequality is applying Lemma 4. ◀

Now we turn to prove Theorem 2:

Proof of Theorem 2. Using the analysis above, we can now bound the total flow time of
the algorithm.

F ALG =
∫

t

δALG(t)dt

=
∫

t∈T

δALG(t)dt +
∫

t/∈T

δALG(t)dt

≤
∫

t∈T

(µ + 3)γALG(t) log (P ) + 2µδ∗(t)dt +
∫

t/∈T

γALG(t) log(P )dt

≤ (µ + 3) log P

∫
t

γALG(t)dt + 2µ

∫
t

δ∗(t)dt

≤ (µ + 3) log P · F ∗ + 2µ · F ∗

= O(µ log P )F ∗

where the first inequality follows by applying Lemma 5. The last inequality follows since
F ∗ =

∫
t
δ∗(t)dt and

∫
t
γALG(t)dt ≤ F ∗. ◀

4 Minimizing Total Stretch

In this section, we study the distortion-oblivious, non-migrative Algorithm 1 for minimizing
total stretch. We show that Algorithm 1 achieves the best possible competitive ratio for
non-migrative algorithms. We show that Algorithm 1 competitive ratio is O(µ2) against
even an migrative optimal algorithm (Theorem 6). In addition, we also prove a matching
lower bound of Ω(µ2) even for the migrative case. Those results concludes that Algorithm 1
is optimal (Theorem 11) for minimizing the total stretch objective in the online setting.

The weight of a job q is inversely proportional to q’s (actual) processing time; we denote
this weight by wq := 1

pq
. Similarly, for a set of jobs Q we define wQ as the sum of the weights

wQ :=
∑

q∈Q wq.
In addition, we define W A(t) to be the total weight of the currently-alive jobs of an

algorithm A at time t (and omit A whenever the algorithm is clear from context). We also
use a subscript predicate to restrict this notation to specific classes; for example, W=i(t) is
the total weight of living jobs of class exactly i in the algorithm at time t.

4.1 Non-Migrative O(µ2) Scheduling on Parallel Machines
In this subsection, we prove the following theorem.

▶ Theorem 6. Algorithm 1 is O(µ2)-competitive for inputs with distortion µ to minimize
total stretch.

Since stretch scheduling involves weights, here local competitiveness means that at every
time t, the total living weight in the algorithm is bounded by the total living weight in the
optimal solution. Through integration over time, it is easy to see that local-competitiveness
implies competitiveness, as stated in Observation 7.

ISAAC 2022
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▶ Observation 7. If for any input I, at any time t, W A(t) ≤ c(I) · W ∗(t) then the algorithm
A is c(I)-competitive with respect to total stretch.

We start with the following notation:
Let cj(t) be the currently processed job of machine j at time t (i.e., the job at the top of
machine j stack).
Let R(t) = {cj(t)|j ∈ [m]} is the set of jobs being processed at time t.
Let Sj(t) denote the the set of alive jobs that are on machine j stack, excluding the
currently processed job cj(t). Let S(t) =

⋃
j Sj(t) the set of alive jobs in one of the

machines stack and not currently processed.
Let P (t) denote the set of alive jobs in the pool at time t.

▶ Observation 8. For any scheduling algorithm A,
∫

t

∑
x∈RA(t) wx = n from the definition of

the stretch objective, since every job q is executed exactly pq time in the algorithm. Therefore,
both OPT and Algorithm 1 has total stretch of at least n (W ∗ ≥ n).
We will split the proof into two lemmas. The first lemma (Lemma 9) will show that the
total stretch added from jobs being in the machines stacks is bounded by 2nµ and therefore
from Observation 8 we get that this part is O(µ) competitive with OPT. The second lemma
(Lemma 10) shows that the rest of the jobs time in the system add at most 4µ2W ∗ + 12µ2n

stretch, which is O(µ2) competitive with OPT. From this two lemmas, Theorem 6 follows.

▶ Lemma 9.
∫

t

∑
x∈S(t) wx ≤ 2nµ.

Proof. At every machine stack, there is at most one job of each class. Every job x ∈ Sj(t) is
of class strictly greater than of cj(t).

wSj(t) =
∑

x∈Sj(t)

wx ≤
kmax∑

i=ℓcj (t)

µ2

2i
≤ µ2

2ℓcj (t)
.

The weight of the currently running job of machine j is wcj(t) ≥ 1
2

ℓcj (t)+1
µ1

. Hence,

wSj(t) ≤ 2µwcj(t).

Therefore, wS(t) ≤ 2µ · wR(t) and since
∫

t
wR(t) = n we get wS(t) ≤ 2µn that concludes the

proof. ◀

Let V P
=i(t) denote the volume of jobs in the pool of class i, V P

≤i(t) =
∑

z≤i V P
=z(t) and

∆V P
≤i(t) = V P

≤i(t) − V ∗
≤i(t). Let ρ(t) denote maxx∈R(t) ℓx, the maximal class of a running job

at time t. From algorithm definition, all jobs in the pool are of class at least ρ(t), therefore
V P

<ρ(t)(t) = 0. We also define α(t) to be the largest class of an alive job. We now turn to
prove the lemma that bounds the weight of jobs in the pool.

▶ Lemma 10.
∑

x∈P (t) wx ≤ 6µ2W ∗(t) + 12µ2∑
x∈R(t) wx.

Proof. Note that in case γ(t) < m, then the pool is empty and the lemma is trivially true;
since the left hand side is 0. Denote by Ci the set of jobs of class i. The number of jobs in
Ci ∩ P (t) is upper bounded by µ2V P

=i(t)
2i since the jobs in the pool aren’t processed yet. Each

job has a weight at most µ2
2i . Hence we get that
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α(t)∑
i=ρ(t)

∑
x∈Ci∩P (t)

wx ≤
α(t)∑

i=ρ(t)

µ2
V P

=i(t)
2i

· µ2

2i

=µ2
2

α(t)∑
i=ρ(t)

V P
=i(t)

2i · 2i

≤µ2
2

α(t)∑
i=ρ(t)

V ∗
=i(t) + ∆V P

=i(t)
2i · 2i

≤µ2
2

α(t)∑
i=ρ(t)

V ∗
=i(t)

2i · 2i
+ µ2

2

α(t)∑
i=ρ(t)

∆V P
=i(t)

2i · 2i
.

First, we bound µ2
2
∑α(t)

i=ρ(t)
V ∗

=i(t)
2i·2i . At time t, OPT has at least V ∗

=i(t)
2i+1µ1

jobs of class i with
weight at least 1

2i+1µ1
. Therefore:

W ∗
=i(t) ≥ V ∗

=i(t)
2i+1µ1

· 1
2i+1µ1

which is equivalent to

µ2
2 · V ∗

=i(t)
2i · 2i

≤ 4µ2W ∗
=i(t)

and concludes that

µ2
2

α(t)∑
i=ρ(t)

V ∗
=i(t)

2i · 2i
≤ 4µ2W ∗(t).

It remains to show that µ2
2
∑α(t)

i=ρ(t)
∆V P

=i(t)
2i·2i ≤ 6µ2∑

x∈R(t) wx + 2µ2W ∗(t):

µ2
2

α(t)∑
i=ρ(t)

∆V P
=i(t)

2i · 2i
≤µ2

2

α(t)∑
i=ρ(t)

∆V P
≤i(t) − ∆V P

≤i−1(t)
2i · 2i

=µ2
2

α(t)∑
i=ρ(t)

∆V P
≤i(t)

2i+1 · 2i
+ µ2

2
∆V≤α(t)(t)

2α(t)+1 · 2α(t) − µ2
2

∆V P
≤ρ(t)−1(t)

2ρ(t)+1 · 2ρ(t)

=µ2
2

α(t)∑
i=ρ(t)

∆V P
≤i(t)

2i+1 · 2i
+ µ2

2
∆V≤α(t)(t)

2α(t)+1 · 2α(t) + µ2
2

V ∗
≤ρ(t)−1(t)

2ρ(t)+1 · 2ρ(t)

≤µ2
2

α(t)∑
i=ρ(t)

∆V P
≤i(t)

2i+1 · 2i
+ µ2

2
∆V≤α(t)(t)

2α(t)+1 · 2α(t) + µ2
2

W ∗
≤ρ(t)−1(t) · µ2

1 · 22ρ(t)+2

2ρ(t)+1 · 2ρ(t)

≤µ2
2

α(t)∑
i=ρ(t)

(m − 1)µ1

2i
+ µ2

2
4(m − 1)µ1

2α(t) + 2µ2W ∗(t)

≤6µ2
2µ1(m − 1) · 1

2ρ(t) + 2µ2W ∗(t)

≤6mµ2
∑

x∈R(t)

wx + 2µ2W ∗(t)

ISAAC 2022
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where the second inequality is since δ∗
≤ρ(t)(t) ≥ V ∗

≤ρ(t)
µ1·2ρ(t)+1 and the minimal weight of a job

of class at most ρ(t) is 1
µ1·2ρ(t)+1 . The first two terms of the third inequality are according

to Lemma 4 of previous section (and the fact that ∆V P
≤i(t) ≤ ∆V≤i(t)). The right most

term of the third inequality is since W ∗
≤ρ(t)(t) ≤ W ∗(t). The last inequality is since for every

x ∈ R(t), wx ≥ 1
2ρ(t)µ1

we get that 6µ2
2µ1(m − 1) 1

2ρ(t) ≤ 6mµ2∑
x∈R(t) wx. We showed that

µ2
2
∑α(t)

i=ρ(t)
∆V P

=i(t)
2i·2i ≤ 6µ2∑

x∈R(t) wx + 2µ2W ∗(t) which concludes the proof. ◀

Now we can prove the algorithm is O(µ2) competitive:

Proof of Theorem 6.∫
t

∑
x∈Jobs(t)

wx =
∫

t

∑
x∈S(t)

wx +
∫

t

∑
x∈P (t)

wx

≤ 3nµ +
∫

t

6µ2W ∗(t) + 6µ2
∑

x∈R(t)

wx

≤ 3nµ + 6µ2W ∗ + 6µ2n

≤ 15µ2W ∗

where the second inequality is since
∫

t

∑
x∈R(t) wx = n (Observation 8) and the last inequality

is since n ≤ W ∗ (Observation 8). ◀

4.2 Total Stretch Lower Bound
We show Ω(µ2) lower bound for online distortion oblivious scheduling on multiple machines
even if job migrations is allowed. This lower bound proves that the online algorithm presented
in this section is optimal for total stretch minimization.

▶ Theorem 11. For every number of parallel machines m and for every constant distortion
µ, every deterministic online algorithm ALG to minimize total stretch time has a competitive
ratio of Ω(µ2).

Proof. Without loss of generality the algorithm is non-idle; since every algorithm with
idle-time can be transformed to a non-idle algorithm by simply processing a arbitrary job
during the idle time. Also assume that µ > 2. Let t = µ5

2 . We analyze the local competitive
ratio of the algorithm at time t and then extend the result to (global) competitive ratio.

At time 0 release m · µ4 jobs of estimated size 1 (their actual size is in [1, µ]). For every
job q denote by xq the amount of time ALG processes job q until time t. For every job q,
define the actual processing time of q to be:

pj = min(max(1, xj + ϵ), µ)

where ϵ = 1
µ . Note that the sum of the jobs processing time is at least m · t, since we assume

the algorithm is non-idle and there is enough volume to be processed. Denote:
1. D is the set of jobs that pj = µ.
2. F is the set of jobs that xj ≤ 1 − ϵ. In particular for all j ∈ F , pj = 1.
3. P is the set of all the other jobs.
The above implies that:

|D| + |F | + |P | = m · µ4.
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OPT processes the jobs with Shortest Time First. Therefore, OPT finishes all the jobs of size
at most µ

2 (in particular, all the jobs in F ). Note that the total remaining volume for all jobs
at t in the algorithm is at most ϵ(|P | + |D|) + |F |. Since the optimal solution is non-idle, this
is also an upper bound for the total remaining volume in the optimal solution at t. However,
all pending jobs in the optimal solution at t (with the exception of at most m jobs currently
being processed) have a remaining processing time of at most µ

2 . Thus, the total number
of pending jobs in the optimal solution at t is at most m + 2

µ · (ϵ(|P | + |D|) + |F |), which
is O(m · µ2 + |F |

µ ). Those jobs are in P and D and of size at least µ
2 . Therefore the total

weight of the optimal solution at time t is:

W ∗(t) = O

(
m · µ + |F |

µ2

)
.

We turn to analyze the weight of the algorithm at time t. Note that |D| ≤ m·µ4

2−2 ϵ
µ

≤ m·µ4

1.5
since otherwise there must be a job q ∈ D that xq < µ − ϵ. The algorithm ALG, remains
with the jobs in the sets P and F . Their combined size is |P | + |F | = m · µ4 − |D| ≥ m·µ4

3 .
Since the algorithm ALG does not complete any of the jobs in F , it remains with weight of
at least |F | since the weight each job in F is 1. Therefore:

W ALG(t) ≥ |F |.

Analyzing in different way, the algorithm remains with at least m·µ4

3 jobs (of the sets P and
F ) where the minimal weight of a job is 1

µ . Therefore, the weight of the algorithm ALG at
time t is:

W ALG(t) ≥ Ω
(

m · µ4

3 · 1
µ

)
= Ω(m · µ3).

That means:

W ALG(t) = Ω(m · µ3 + |F |).

Combining all, the local competitiveness at time t is:

Ω
(

m · µ3 + |F |
m · µ + |F |

µ2

)

which is Ω(µ2) local competitive ratio. To finish the proof, we use the standard “bombardment”
technique: at time t, we start releasing m jobs of size ϵ = 1

µ every ϵ time. The total weight
of the released jobs in each interval is mµ. This is easily seen to extend the Ω(µ2) lower
bound from local competitiveness to general (global) competitiveness. ◀

5 Impossibility of online Immediate-Dispatching algorithms for Robust
Scheduling

In this part, we will show lower bounds on immediate dispatching algorithms in the distortion-
oblivious setting. We show that for both total flow time and total stretch objectives, there
are polynomial lower bounds in terms of the number of jobs n for arbitrarily close to 1 values
of µ and P , even if randomization is allowed. We first prove the lower bound version for
deterministic algorithms (Theorem 12). Then we extend the proof to allow algorithms that
use randomness (Theorem 13).
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▶ Theorem 12. For m > 1, every online immediate dispatching deterministic algorithm
ALG, for every constant distortion factor µ, has a competitive ratio of Ω

(√
n
m

)
with respect

to the total flow time objective.

Proof. Theorem 12. At the beginning (i.e., time 0) we release k jobs of estimated size 1,
the value of k will be determined later. Let xi and be the number of jobs assigned to machine
i by the algorithm ALG.∑

i∈[m]

xi = k.

Let j be the machine with the largest number of assigned jobs by the algorithm (i.e.,
j = argmaxi∈[m]xi). For jobs assigned to machine j we set their actual size to be µ, and for
the rest of the we set their actual size to 1.

The optimal solution, completes all the released jobs by time t = xjµ+(m−1)xj

m , with round
robin algorithm. The total flow time of the jobs until time t is O( k2

m · µ).
By that time, the algorithm remains with volume of at least xjµ − t of remaining jobs

assigned to machine j. Plug in the value of t and the remaining volume is:

xjµ − t = Ω
(

k

m
· (µ − 1)

)
.

From time t until time t + (k/m)2 · µ we release in intervals of µ (i.e., t, t + µ, t + 2µ, t + 3µ, ...)
m jobs of actual processing time µ and estimated processing time 1. In total, during the
construction we release k + m · (k/m)2 jobs.

At each interval, the optimal solution assigns the m released jobs to the m machines and
completes them by the end of the interval. Thus the optimal solution total flow time is

F ∗ = m · (k/m)2 · µ + O

(
k2

m
· µ

)
= O

(
k2

m
· µ

)
.

The algorithm at time t remains with Ω
(

k
m (µ − 1)

)
volume (of jobs assigned to machine

j), therefore, since the maximum processing time of a job is µ, at any tine between t and
t + (k/m)2 · µ, the algorithm has at least Ω

(
k
m (1 − 1

µ )
)

alive jobs. Hence, the algorithm
ALG total flow time is

F ALG ≥ (k/m)2 · µ ·
(

k

m
·
(

1 − 1
µ

)
+ m

)
+ Ω

(
k2

m
· µ

)
.

Therefore the algorithm ALG is Ω( k
m (1 − 1/µ))-competitive with the optimal solution. The

number of released jobs during execution is n = k + m · (k/m)2 = O
(

k2

m

)
and therefore, in

other terms the algorithm ALG competitive ratio is Ω
(√

n
m (1 − 1/µ)

)
, which for a constant

µ is Ω
(√

n
m

)
. ◀

Now we prove the second theorem, Theorem 13 with the same technique we used at the
proof of Theorem 12.

▶ Theorem 13. For m > 1, every online immediate dispatching algorithm ALG that can
use randomness, for every constant distortion factor µ, has a competitive ratio of Ω

(
n1/4
√

m

)
with respect to the total flow time objective.
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Proof. Theorem 13. We use Yao’s principle and describe a lower bound for deterministic
algorithms on a given distribution over the input. This yields a lower bound for randomized
online algorithms.

Release k jobs of estimated size 1 at the beginning, k/2 of them with actual size 1 and
the rest with actual size µ. The algorithm ALG assigns the jobs to the machines. Let xi be
the number of jobs that the algorithm assigned to machine i. Since the algorithm does not
know the actual sizes at the assignment time, in expectation, every machine has xi

2 jobs of
actual size 1 and xi

2 jobs of actual size µ.
We denote by zi the number of jobs of actual size µ that are assigned to machine i by the

algorithm. Similarly, we denote by yi the number of jobs of actual size 1 that are assigned to
machine i by the algorithm. Note that for every machine i, zi + yi = xi.

The optimal solution, can perform round robin algorithm and complete all the released
jobs at time t = k(µ+1)

2m . The total flow time of the jobs until time t is O
(

k2

m · µ
)

.
Let j be the machine with the largest number of assigned jobs by the algorithm (i.e.,

j = argmaxi∈[m]xi). As before, xj ≥ k
m . The random variable zj is a binomial random

variable, zj ∼ B(xj , 0.5). Let G be the event that zj ≥ k
m +

√
k
m , note that the event G

happens with probability at least 1
4 (i.e., P (G) ≥ 1

4 ). We analyze only the case that G

happens, in any other case we let the total flow time of the algorithm to be 0.

If G happens, then the algorithm ALG at time t is left with Ω
(√

k
m · (µ − 1)

)
of volume

of jobs that assigned to machine j.
Repeating the last part of the previous proof, from time t until time t + (k/m)2 · µ we

release in intervals of µ (i.e., t, t + µ, t + 2µ, t + 3µ, ...) m jobs of actual processing time µ and
estimated processing time 1. In total, during the construction we release k + m · (k/m)2 jobs.

At the beginning of each interval, the optimal solution assigns the m released jobs to the
m machines and completes them at the end of each interval. Thus the optimal solution total
flow time is

F ∗ = m · (k/m)2 · µ + O

(
k2

m
· µ

)
= O

(
k2

m
· µ

)
.

At the time between t to t + (k/m)2 · µ, ALG has at least k
m · (1 − 1/µ) + m alive jobs. Hence,

the algorithm ALG total flow time is

E[F ALG] ≥ P (G) ·

(
(k/m)2 · µ ·

(√
k

m
· (1 − 1/µ) + m

)
+ Ω

(
k2

m
· µ

))
.

Therefore the algorithm ALG is Ω
(√

k
m (1 − 1/µ)

)
-competitive with the optimal solution.

The number of released jobs during execution is n = k + m · (k/m)2 and therefore, the
algorithm ALG competitive ratio is Ω( n1/4

√
m

(1 − 1/µ)). ◀

The lower bound also applies for stretch since all the jobs are in the range of [1, µ], therefore
considering the weights of the jobs can only decrease the competitive ratio by factor of µ,
which is negligible related to the number of jobs n.

6 Discussion and Open Problems

In this paper, we present the first distortion-oblivious algorithms for total stretch, which have
optimal competitive ratio. This provides an optimal deterministic distortion-obliviousness
algorithm for the total stretch objective on both single and multiple machines. We also present
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nearly-optimal, distortion-oblivious algorithms for total flow time on multiple machines. We
also show that with immediate dispatching no algorithm with sub-polynomial competitive
ratio exists. It would be interesting to close the gap between the presented algorithms for
flow time, that achieve O(µ log P )-competitiveness, to the previously known lower bound of
Ω(µ + log P ). Another direction of future work would be randomized distortion-oblivious
algorithms for minimizing total stretch.
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A Total Flow Time Appendix

A.1 LCF algorithm analysis for total flow time

In this setting, we use the LCF (Lowest Class First) algorithm. The algorithm maintains a
list of jobs L; first sorted by jobs’ class and then by release time. At any time the algorithm
processes the m first jobs of the list L.

▶ Theorem 14. LCF is O(µ log P ) competitive for inputs with distortion µ.

▶ Theorem 15. LCF is O(µ log µ + µ log n
m ) competitive for inputs with distortion µ.

▶ Corollary 16. For every µ, LCF is O(min(µ log P, µ log µ+µ log n
m ))-competitive for inputs

with distortion µ.

Proof of Theorem 14. We skip most of the proof since it is almost similar to the proof of
Theorem 2. The proof is based on the following two lemmas, which their proof is omitted.

▶ Lemma 17. If t ∈ T then ∆≤kV (t) ≤ mµ12k+1.

▶ Lemma 18. If t ∈ T then δ≥k1≤k2(t)LCF ≤ m(µ + 3)(k2 − k1 + 2) + 2δ∗
≤k2

(t).

Similar steps as in the proof of Theorem 2 and plugging in Lemma 18 concludes the proof. ◀
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Proof of Theorem 15. Lets define the group of a job q as the unique integer i such that
pq ∈ [2i, 2i+1), differently from the class of the job, the group is defined over the actual
processing time rather than the estimated.

Let k̄ be the maximum integer k such that for some time t ∈ T , δLCF
≥k (t) ≥ m (note that

δLCF
≥k (t) ≥ m is the number of alive jobs of class at least k, not group). If such integer does

not exists, then the set T is empty. In addition, for this proof we define kmin differently; as
the lowest group of a job. Let Tj ⊂ T , j = kmin...k̄, be the set of times that all the machines
are busy and the maximal currently processed job group is j. Let Tk̄+1 ⊂ T be the set of
times when all machines are busy and at least one machine is processing a job of group higher
than k̄. Observe that Tkmin

...Tk̄+1 defines a partition of T . We can write the total flow time
of LCF as:

F LCF =
∫

t/∈T

δLCF dt +
∫

t∈T

δLCF dt

=
∫

t/∈T

γLCF (t)dt +
k̄+1∑

j=kmin

∫
t∈Tj

δLCF (t)dt.

Note that ∀t ∈ Tj we have δ<j−⌈log µ⌉(t) < m since the algorithm currently process a job of
group j. Also note that for any time t we have δ>k̄(t) < m from the definition of k̄. By these
two observations we get that for any group j, ∀t ∈ Tj δLCF (t) ≤ 2m + δLCF

≥j−⌈log µ⌉,≤k̄+1(t).

F LCF ≤
∫

t/∈T

γLCF (t)dt +
k̄+1∑

j=kmin

∫
t∈Tj

(2m + δLCF
≥j−⌈log µ⌉,≤k̄+1(t))dt.

By plugging in Lemma 18:

F LCF ≤
∫

t/∈T

γLCF (t)dt +
k̄+1∑

j=kmin

∫
t∈Tj

(2m + mµ(k̄ − j + 3 + ⌈log µ⌉) + 2δ∗
≤k̄+1(t))dt

which implies:

F LCF ≤
∫

t/∈T

γLCF (t)dt + (3µ + 2)
∫

t∈T

mdt +
k̄+1∑

j=kmin

mµ(k̄ − j)|Tj |

+
k̄+1∑

j=kmin

|Tj |mµ⌈log µ⌉ + 2
∫

t∈T

δ∗
≤k̄+1(t)dt

where the first two terms
∫

t/∈T
γLCF (t)dt + (3µ + 2)

∫
t∈T

mdt are at most (3µ + 2)F ∗

since
∫

t
γALG(t) ≤ F ∗ and for any t ∈ T we have γALG(t) = m. The fourth term,∑k̄+1

j=kmin
|Tj |mµ⌈log µ⌉ equals µ⌈log µ⌉

∫
t∈T

γALG(t)dt since Tj defines a partition of T . Us-
ing the fact

∫
t∈T

γALG(t)dt ≤ F ∗ we have that the fourth term is bounded by µ⌈log µ⌉F ∗.
The right most term,

∫
t∈T

δ∗
≤k̄+1(t)dt ≤ F ∗, from the definition of local competitiveness. In

addition, for j = k̄ the mid term is negative. Therefore we can write:

F LCF ≤ (µ⌈log µ⌉ + 3µ + 4)F ∗ + µ

k̄∑
j=kmin

m(k̄ − j)|Tj |.

Now we have the following lemma, which its proof is adapted from [14] (lemma 8). Their
lemma was proved for SRPT. We show that it also holds for LCF. Note that in our proof,
the sets Tj are defined according to the original group while in the original proof the sets Tj

are defined according to the remaining processing time group.
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▶ Lemma 19. F (n) =
∑k̄

j=kmin
m(k̄ − j)|Tj | = O(F ∗ · log n

m ).

Proof of Lemma 19. Let T l
j be the set of times that machine l processes a job of group

j. At every time t ∈ Tj is also a part of m sets T l
jl

where jl denotes the group of the job
processed on machine ℓ. Also, at every time t ∈ Tj the maximal group of a job is j, therefore
k̄ − j ≤ k̄ − jℓ for any machine ℓ and the following inequality follows:

F (n) =
k̄∑

j=kmin

m(k̄ − j)|Tj | ≤
k̄∑

kmin

∑
j∈[m]

(k̄ − j)|T l
j |.

Every job of group i gives a contribution to the above equation of at most (k̄ − i)2i+1. Let
nj denote the number of jobs of group j, therefore:

F (n) ≤
k̄∑

j=kmin

(k̄ − j)nj2j+1.

Note that this is only possible because we consider the group of the job, and therefore the
maximal processing time of the job is 2j+1 rather than 2j+1 · µ1. Let Ii = nk̄−i · 2k̄−i, for
i = kmin, ..., k̄. Then the sum becomes:

F (n) ≤ 2 ·
k̄−kmin∑

i=0
i · Ii

In order to bound the function F (n), we maximize the function subject to two obvious
constraints:

k̄−kmin∑
i=0

Ii ≤
∑

q

pq

k̄−kmin∑
i=0

2i · Ii ≤ n · 2k̄.

To complete the proof we use the following lemma proved in [14].

▶ Lemma 20. Given a sequence a1, a2, ... of non-negative numbers such that
∑

i≥1 ai ≤ A

and
∑

i≥1 2i · ai ≤ B then
∑

i≥1 i · ai ≤ log( 4B
A ) · A.

We use Lemma 20 by setting ai = Ii for i = 0, ..., k̄ − kmin, A =
∑

q pq and B = n · 2k̄.

k̄−kmin∑
i=0

i · Ii ≤ log(4n · 2k̄∑
q pq

) ·
∑

q

pq

By the definition of k̄ and that
∑

q pq ≤ F ∗ we get that:

F (n) ≤
k̄−kmin∑

i=0
i · Ii = O(F ∗ · log n

m
)

and that concludes the proof. ◀

Note that Lemma 19 concludes the proof, since:

F LCF ≤ (µ⌈log µ⌉ + 3µ + 4) · F ∗ + O(µ log n

m
) · F ∗ = O(µ log µ + µ log n

m
) · F ∗

as required. ◀
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A.2 LCF and Algorithm 1 are Ω(µ log P )-competitive
We argue that the theorems Theorem 14 and Theorem 2 are tight for m ≥ 2. We show that
by a single construction for both algorithms, that is built using L = ⌈logµ P ⌉ − 1 phases. We
first describe the input construction, prove for the LCF algorithm and then explain that on
this input both algorithms act exactly the same and the proof holds for both. For simplicity
we assume that m and µ are even. Denote by ri the time that phase i begins and is defined
as follows:

Pi = P

(2µ)i
.

r0 = 0 ; ri = ri−1 + 2Pi

For i = 0, 1, ..., L − 1; at time ri, we release 3m
2 jobs of actual processing time Pi, their

estimated processing time is also Pi (i.e., with no estimation error). Let ei = ri + 3Pi

2 . At
time ei we release mµ

2 jobs of processing time Pi

µ with estimated time Pi.
The optimal solution can perform round robin algorithm and completes all the jobs that

has been released at time ri by time ei and the jobs released at time ei it completes by time
ri+1. Therefore at time rL, the optimal solution completes all of the released jobs.

The algorithm LCF will always prefer jobs released at phase i+1 over phase i. Therefore,
by time ei LCF completes precisely m jobs that released at time ri and the remaining m/2
jobs are processed precisely for Pi

2 time. In addition, LCF also process jobs of previous
phases. Inductively, we show that for i ≥ 1, those jobs are with remaining processing time
of at least 2Pi at time ri (and therefore also at ri + Pi). Hence, the jobs from previous
phases will be left with at least Pi processing time until phase i + 1. Therefore neither of the
remaining jobs at any phase until i is ever finished.

At the time between ei and ri+1, LCF continues to process the m/2 jobs released at time
ri and on the other m/2 machines it processes the jobs released by time ei. LCF completes
mµ

4 and remains with mµ
4 with processing time Pi

µ (unprocessed). Since Pi

µ ≥ 2Pi+1 this
completes the induction.

At every phase, LCF added mµ
4 jobs, that as discussed are not completed, and therefore

δLCF (rL) = Ω(L · mµ) = Ω(mµ logµ(P ))

while the optimal solution remains with no jobs. To finish the proof, we use the stand-
ard “bombardment” technique: at time rL, we start releasing m unit-jobs. This is easily
seen to extend the Ω(µ logµ P ) lower bound from local competitiveness to general (global)
competitiveness.

Note that on this instance, since LCF does not need to do any migration and therefore
Algorithm 1 actually behaves the same and the analysis also shows that Algorithm 1 analysis
is tight.
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