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#### Abstract

The（combinatorial）graph Laplacian is a fundamental object in the analysis of，and optimization on，graphs．Via a topological view，this operator can be extended to a simplicial complex $K$ and therefore offers a way to perform＂signal processing＂on $p$－（co）chains of $K$ ．Recently，the concept of persistent Laplacian was proposed and studied for a pair of simplicial complexes $K \hookrightarrow L$ connected by an inclusion relation，further broadening the use of Laplace－based operators．

In this paper，we significantly expand the scope of the persistent Laplacian by generalizing it to a pair of weighted simplicial complexes connected by a weight preserving simplicial map $f: K \rightarrow L$ ．Such a simplicial map setting arises frequently，e．g．，when relating a coarsened simplicial representation with an original representation，or the case when the two simplicial complexes are spanned by different point sets，i．e．cases in which it does not hold that $K \subset L$ ．However，the simplicial map setting is much more challenging than the inclusion setting since the underlying algebraic structure is much more complicated．

We present a natural generalization of the persistent Laplacian to the simplicial setting．To shed insight on the structure behind it，as well as to develop an algorithm to compute it，we exploit the relationship between the persistent Laplacian and the Schur complement of a matrix．A critical step is to view the Schur complement as a functorial way of restricting a self－adjoint positive semi－definite operator to a given subspace．As a consequence of this relation，we prove that the $q$ th persistent Betti number of the simplicial map $f: K \rightarrow L$ equals the nullity of the $q$ th persistent Laplacian $\Delta_{q}^{K, L}$ ． We then propose an algorithm for finding the matrix representation of $\Delta_{q}^{K, L}$ which in turn yields a fundamentally different algorithm for computing the $q$ th persistent Betti number of a simplicial map． Finally，we study the persistent Laplacian on simplicial towers under weight－preserving simplicial maps and establish monotonicity results for their eigenvalues．
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## 1 Introduction

The graph Laplacian is an operator on the space of functions defined on the vertex set of a graph. It is one of the main tools in the analysis of and optimization on graphs. For example, the spectral properties of the graph Laplacian are extensively used in spectral clustering and other applications $[2,13,17,18,21]$ and for efficiently solving systems of equations [12, 15, 19, 20].

As opposed to the traditional way of defining the graph Laplacian as the difference of the degree matrix and the adjacency matrix, it can also be defined from an algebraic topology perspective by considering the boundary operators and specific inner products defined on simplicial chain groups [2]. This point of view permits extending the graph Laplacian to operators on higher dimensional chain groups. Namely, this leads to the $q$ th combinatorial Laplacian $\Delta_{q}^{K}$ on the $q$ th chain group of a given simplicial complex $K$, in which the case $q=0$ corresponds to the standard graph Laplacian [5, 6, 7, 10]. One fundamental property of the $q$ th combinatorial Laplacian is that the $q$ th Betti number of $K$ equals the nullity of $\Delta_{q}^{K}$.

By adopting the algebraic topology view, the $q$ th persistent Laplacian $\Delta_{q}^{K, L}$ was independently introduced in $[14,22]$ for a pair of simplicial complexes $K \hookrightarrow L$ connected by an inclusion. The theoretical properties of $\Delta_{q}^{K, L}$ and algorithms to compute it have been extensively studied in [16]. One of these properties is that the nullity of $\Delta_{q}^{K, L}$ equals the persistent Betti number of the inclusion $K \hookrightarrow L$, which is a generalization of the corresponding property of the combinatorial Laplacian mentioned above.


Figure 1 The 1-dimensional simplicial complex, i.e. graph, $K$ is coarsened to produce the one on the right $\tilde{K}$. Vertices of the same color are "collapsed" to a "supernode" in $\tilde{K}$. This vertex map induces a simplicial map at the simplicial complex level.

Although the persistent Laplacian for a pair $K \hookrightarrow L$ has been used in some applications [1, $9,11]$, the requirement that the complexes should be connected by an inclusion is restrictive and limits its applicability. Consider the scenario when we have two simplicial complexes $K \stackrel{\iota}{\hookrightarrow} L$ related by an inclusion so that their sizes are prohibitively large. Instead of tackling the direct computation of the persistent Betti numbers induced by the simplicial inclusion $\iota$, practical needs may suggest that instead one sparsifies the complexes $K$ and $L$ to obtain (smaller) complexes and in the process one obtains a simplicial map connecting them (see Figure 1 for an illustration of the coarsening procedure in the case of graphs). This is the scenario described for example in $[4,3]$ and can be expressed through the following diagram where vertical arrows indicate the sparsification process:


This, therefore, motivates the study of persistent Laplacian for the setting where our input spaces (simplicial complexes) are connected by more general maps beyond inclusion, in particular, simplicial maps. This is the setting that we will study in this paper.

## Contributions

We introduce a generalized version of the persistent Laplacian for weight preserving simplicial maps $f: K \rightarrow L$ between two weighted simplicial complexes $K$ and $L$. Our work utilizes ideas from several different disciplines, including operator theory, spectral graph theory, and persistent homology. In more detail:

- In Section 2, we provide two equivalent definitions of the (up and down) persistent Laplacian for a weight preserving simplicial map $f: K \rightarrow L$. While one definition is more useful when proving some properties of the persistent Laplacian, the other definition provides a cleaner interpretation of the matrix representation of the persistent Laplacian. We also present one of the main properties of the persistent Laplacian, Theorem 7, which establishes that the nullity of $\Delta_{q}^{f: K \rightarrow L}$ equals the persistent Betti number of the (arbitrary) simplicial map $f: K \rightarrow L$, analogous to the nonpersistent and the inclusion-based persistent cases.
- In Section 3, we show that the Schur complement of a principal submatrix in a matrix can be viewed as a (Schur) restriction of a self-adjoint positive semi-definite operator to a subspace. In order to accomplish this, we find it useful to utilize some concepts and language from category theory. Viewing the set of self-adjoint positive semi-definite operators as the poset category of the Loewner order ${ }^{1}$, we prove that Schur restriction is a right adjoint to the functor that extends an operator on a subspace to the whole space by composing with projection onto that subspace. We present our core observation about the Schur restriction, Theorem 11, which states that up and down persistent Laplacians can be obtained via Schur restrictions of the combinatorial up and down Laplacians.
- In Section 4, we present an algorithm to find a matrix representation of the persistent Laplacian for simplicial maps by the relation between up/down persistent Laplacians and the Schur restriction. We also analyze its complexity.
- In Section 5, we study the eigenvalues of up and down persistent Laplacians and prove monotonicity of these eigenvalues under the composition of simplicial maps.
Proofs of theorems and some extra details are available in the full version of this paper [8].


## 2 Persistent Laplacian for simplicial maps

### 2.1 Basics

Simplicial complexes and chain groups. An (abstract) simplicial complex $K$ over a finite ordered vertex set $V$ is a non-empty collection of non-empty subsets of $V$ with the property that for every $\sigma \in K$, if $\tau \subseteq \sigma$, then $\tau \in K$. An element $\sigma \in K$ is called a $q$-simplex if the cardinality of $\sigma$ is $q+1$. We denote the set of $q$-simplices by $S_{q}^{K}$.

An oriented simplex, denoted $[\sigma]$, is a simplex $\sigma \in K$ whose vertices are ordered. As we start with an ordered vertex set, we always assume that the orientation on the simplices are inherited from the order on the vertex set. Let $\mathcal{S}_{q}^{K}:=\{[\sigma]: \sigma \in K\}$.

[^0]The $q$ th chain group $C_{q}^{K}:=C_{q}(K, \mathbb{R})$ of $K$ is the vector space over $\mathbb{R}$ with basis $\mathcal{S}_{q}^{K}$. Let $n_{q}^{K}:=\left|\mathcal{S}_{q}^{K}\right|=\operatorname{dim}_{\mathbb{R}}\left(C_{q}^{K}\right)$.

The boundary operator $\partial_{q}^{K}: C_{q}^{K} \rightarrow C_{q-1}^{K}$ is defined by

$$
\begin{equation*}
\partial_{q}^{K}\left(\left[v_{0}, \ldots, v_{q}\right]\right):=\sum_{i=0}^{q}(-1)^{i}\left[v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{q}\right] \tag{1}
\end{equation*}
$$

for every $q$-simplex $\sigma=\left[v_{0}, \ldots, v_{q}\right] \in \mathcal{S}_{q}^{K}$, where $\left[v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{q}\right]$ denotes the omission of the $i$ th vertex, and extended linearly to $C_{q}^{K}$.

A weight function on a simplicial complex $K$ is any positive function $w^{K}: K \rightarrow(0, \infty)$. A simplicial complex is called weighted if it is endowed with a weight function. For every $q \in \mathbb{N}$, let $w_{q}^{K}:=\left.w^{K}\right|_{S_{q}^{K}}$, the restriction of $w^{K}$ onto $S_{q}^{K}$. We define an inner product $\langle\cdot, \cdot\rangle_{w_{q}^{K}}$ on $C_{q}^{K}$ as follows:

$$
\begin{equation*}
\left\langle[\sigma],\left[\sigma^{\prime}\right]\right\rangle_{w_{q}^{K}}:=\delta_{\sigma \sigma^{\prime}} \cdot\left(w_{q}^{K}(\sigma)\right)^{-1} \tag{2}
\end{equation*}
$$

for all $\sigma, \sigma^{\prime} \in S_{q}^{K}$, where $\delta_{\sigma \sigma^{\prime}}$ is the Kronecker delta.

Cochain groups as dual of chain groups. For clarification of some of our results/notations later, we also introduce certain concepts related to cochain groups. The cochain group $C_{K}^{q}$ of $K$ is the linear space consisting of all linear maps defined on $C_{q}^{K}$, i.e., $C_{K}^{q}:=\operatorname{hom}\left(C_{q}^{K}, \mathbb{R}\right)$. The cochain group $C_{K}^{q}$ also possesses a natural basis $\mathcal{S}_{K}^{q}:=\left\{\chi_{[\sigma]} \mid[\sigma] \in \mathcal{S}_{q}^{K}\right\}$, where $\chi_{[\sigma]}$ is the linear map such that $\chi_{[\sigma]}([\tau])=\delta_{[\sigma],[\tau]}$ for any $[\tau] \in \mathcal{S}_{q}^{K}$. We define an inner product $\langle\cdot, \cdot\rangle_{w_{q}^{K}}$ on $C_{K}^{q}$ as follows: for any $\chi_{[\sigma]}, \chi_{\left[\sigma^{\prime}\right]} \in \mathcal{S}_{K}^{q}$,

$$
\begin{equation*}
\left\langle\chi_{[\sigma]}, \chi_{\left[\sigma^{\prime}\right]}\right\rangle_{w_{q}^{K}}:=\delta_{\sigma \sigma^{\prime}} \cdot w_{q}^{K}(\sigma) \tag{3}
\end{equation*}
$$

Then, the map $j_{q}^{K}: C_{q}^{K} \rightarrow C_{K}^{q}$ sending a chain $c$ to the linear map $\langle c, \cdot\rangle_{w_{q}^{K}}$ is an isometry w.r.t. the inner products of the two spaces. Moreover, the following diagram commutes:


In this way, the adjoint $\left(\partial_{q+1}^{K}\right)^{*}$ of the boundary map $\partial_{q+1}^{K}$ can be identified with the coboundary map $\delta_{K}^{q}$. Similarly, $\left(\delta_{K}^{q}\right)^{*}$ can be identified with $\partial_{q+1}^{K}$. In the paper, we adopt the notation $L^{*}$ to denote the adjoint of a linear map $L$ between two inner product spaces.

Combinatorial Laplacian for simplicial complexes. Given a weighted simplicial complex $K$, one defines the $q$ th combinatorial Laplacian $\Delta_{q}^{K}$ as follows:

$$
\Delta_{q}^{K}:=\partial_{q+1}^{K} \circ\left(\partial_{q+1}^{K}\right)^{*}+\left(\partial_{q}^{K}\right)^{*} \circ \partial_{q}^{K}: C_{q}^{K} \rightarrow C_{q}^{K}
$$

where $\Delta_{q, \text { up }}^{K}:=\partial_{q+1}^{K} \circ\left(\partial_{q+1}^{K}\right)^{*}$ is called the $q$ th up Laplacian and $\Delta_{q, \text { down }}^{K}:=\left(\partial_{q}^{K}\right)^{*} \circ \partial_{q}^{K}$ is called the $q$ th down Laplacian. Thanks to the renowned theorem by Eckmann [6], the combinatorial Laplacian is able to capture topological information of underlying simplicial complexes: the nullity of $\Delta_{q}^{K}$ agrees with the $q$ th Betti number of $K$.

Simplicial maps. A simplicial map from a simplicial complex $K$ into a simplicial complex $L$ is a function from the vertex set of $K$ to vertex set of $L, f: S_{0}^{K} \rightarrow S_{0}^{L}$, such that for every $\sigma \in K$, we have that $f(\sigma) \in L$. For every $q \in \mathbb{N}$, a simplicial map $f: K \rightarrow L$ induces a linear $\operatorname{map} f_{q}: C_{q}^{K} \rightarrow C_{q}^{L}$ by the formula

$$
f_{q}\left(\left[v_{0}, \ldots, v_{q}\right]\right)= \begin{cases}{\left[f\left(v_{0}\right), \ldots, f\left(v_{q}\right)\right]} & \text { if } f\left(v_{0}\right), \ldots, f\left(v_{q}\right) \text { are distinct }  \tag{4}\\ 0 & \text { otherwise }\end{cases}
$$

for every oriented $q$-simplex $\left[v_{0}, \ldots, v_{q}\right] \in \mathcal{S}_{q}^{K}$. The linear map $f_{q}$ does not have to preserve the orientation. That is, we could have that $f_{q}([\sigma])=-[\tau]$ for some $[\sigma] \in \mathcal{S}_{q}^{K}$ and $[\tau] \in \mathcal{S}_{q}^{L}$. In this case, we write $\operatorname{sgn}_{f_{q}}(\sigma)=-1$. We write $\operatorname{sgn}_{f_{q}}(\sigma)=1$ if $f_{q}([\sigma])=[\tau]$.

- Definition 1. A simplicial map $f: K \rightarrow L$ between two weighted simplicial complexes is called weight preserving if for every $[\tau] \in \operatorname{Im}\left(f_{q}\right)$ we have that

$$
\begin{equation*}
w_{q}^{L}(\tau)=\sum_{\substack{\sigma \in S_{q}^{K}, f_{q}([\sigma])= \pm[\tau]}} w_{q}^{K}(\sigma) . \tag{5}
\end{equation*}
$$

### 2.2 The Persistent Laplacian for simplicial maps

The persistent Laplacian, whose definition we now recall, was initially defined only for inclusion maps. Given an inclusion map $\iota: K \hookrightarrow L$ between two simplicial complexes, we have the following commutative diagram


Here, $C_{q+1}^{L, K}$ denotes the subspace $C_{q+1}^{L, K}:=\left\{c \in C_{q+1}^{L} \mid \partial_{q+1}^{L}(c) \in C_{q}^{K}\right\}$ of $C_{q+1}^{L}$, and $\partial_{q+1}^{L, K}$ denotes the restriction of $\partial_{q+1}^{L}$ to $C_{q+1}^{L, K}$, i.e., $\partial_{q+1}^{L, K}:=\left.\partial_{q+1}^{L}\right|_{C_{q+1}^{L, K}}: C_{q+1}^{L, K} \rightarrow C_{q}^{K}$. Then, the $q$ th up persistent Laplacian is defined as $\Delta_{q, \text { up }}^{K, L}:=\partial_{q+1}^{L, K} \circ\left(\partial_{q+1}^{L, K^{q+1}}\right)^{*}$, the $q$ th down Laplacian is $\Delta_{q, \text { down }}^{K}=\left(\partial_{q}^{K}\right)^{*} \circ \partial_{q}^{K}$, and the $q$ th persistent Laplacian is defined as

$$
\begin{equation*}
\Delta_{q}^{K, L}:=\Delta_{q, \text { up }}^{K, L}+\Delta_{q, \text { down }}^{K}: C_{q}^{K} \rightarrow C_{q}^{K} \tag{6}
\end{equation*}
$$

Similarly to the case of the combinatorial Laplacian, the nullity of $\Delta_{q}^{K, L}$ recovers the persistent Betti number of the inclusion map $\iota: K \hookrightarrow L$ (cf. [16, Theorem 2.7]).

Re-examination of the persistent Laplacian for inclusion maps. Notice that (a) the definition of $C_{q+1}^{L, K}$ seems to depend on the fact that the map $\iota$ is an inclusion and (b) the down Laplacian part $\Delta_{q, \text { down }}^{K}$ does, a priori, not exhibit any dependence on $L$. However, the apparent dependence/independence mentioned in (a) and (b), respectively, are illusory. We now re-examine the definition above in order to motivate our extension of the notion of persistent Laplacian for simplicial maps.

First of all, we note that the expression $\partial_{q+1}^{L}(c) \in C_{q}^{K}$ in the definition of $C_{q+1}^{L, K}$ above is somewhat misleading. In fact, we are implicitly identifying $C_{q}^{K}$ with its image $\iota_{q}\left(C_{q}^{K}\right)$ under the the inclusion map $\iota_{q}: C_{q}^{K} \rightarrow C_{q}^{L}$ induced by $\iota$. With this consideration, we rewrite $C_{q+1}^{L, K}$ in a more precise way:

$$
\begin{equation*}
C_{q+1}^{L, K}=\left\{c \in C_{q+1}^{L} \mid \partial_{q+1}^{L}(c) \in \iota_{q}\left(C_{q}^{K}\right)\right\} . \tag{7}
\end{equation*}
$$

Expression (7) makes it clear that a certain set $\iota_{q}\left(C_{q}^{K}\right)$ is used in order to define the up Laplacian in the case of inclusions. This motivates us to consider the following dual construction which can be used to re-define the down Laplacian also in the case of inclusions

$$
\begin{equation*}
\mathcal{C}_{q-1}^{K, L}:=\left\{c \in C_{q-1}^{K} \mid\left(\partial_{q}^{K}\right)^{*}(c) \in\left(\iota_{q}\right)^{*}\left(C_{q}^{L}\right)\right\} . \tag{8}
\end{equation*}
$$

As $\iota_{q}$ is injective, $\left(\iota_{q}\right)^{*}\left(C_{q}^{L}\right)=C_{q}^{K}$, and thus $\mathcal{C}_{q-1}^{K, L}=C_{q-1}^{K}$. In this way, we see that using inclusion maps leads to concealing certain "persistence-like" structure inherent to the down part of the persistent Laplacian. An advantage of the formulation of the persistent Laplacian for general simplicial maps is that it will explicitly reveal this hidden structure.

Finally, we observe that for any $c \in C_{q+1}^{L, K}$, in fact, $\partial_{q+1}^{L}(c) \in \iota_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right) \subseteq \iota_{q}\left(C_{q}^{K}\right)$. This is simply due to the fact that $\partial_{q}^{K} \circ \partial_{q+1}^{L}(c)=\partial_{q}^{L} \circ \partial_{q+1}^{L}(c)=0$. Here, we implicitly identify $\partial_{q+1}^{L}(c)$ with $\iota_{q}^{-1}\left(\partial_{q+1}^{L}(c)\right)$ where $\iota_{q}^{-1}$ is the inverse of $\iota_{q}$ on its image. Hence, we have the following more refined expression for $C_{q+1}^{L, K}$ :

$$
\begin{equation*}
C_{q+1}^{L, K}=\left\{c \in C_{q+1}^{L} \mid \partial_{q+1}^{L}(c) \in \iota_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right\} \tag{9}
\end{equation*}
$$

Integrating all these observations leads to our definition for the persistent Laplacian for general simplicial maps which we describe next.

Persistent Laplacian for simplicial maps. Suppose that we have a weight preserving simplicial map $f: K \rightarrow L$ and let $q \in \mathbb{N}$. Consider the subspaces

$$
\begin{aligned}
\mathfrak{C}_{q+1}^{L \leftarrow K} & :=\left\{c \in C_{q+1}^{L} \mid \partial_{q+1}^{L}(c) \in f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right\}, \\
\mathfrak{C}_{q-1}^{K \rightarrow L} & :=\left\{c \in C_{q-1}^{K} \mid\left(\partial_{q}^{K}\right)^{*}(c) \in \operatorname{ker}\left(f_{q}\right)^{\perp}\right\} .
\end{aligned}
$$

Note that $\mathfrak{C}_{q+1}^{L \leftarrow K} \subseteq C_{q+1}^{L}$ and $\mathfrak{C}_{q-1}^{K \rightarrow L} \subseteq C_{q-1}^{K}$. Moreover, these spaces are natural generalizations of $C_{q+1}^{L, K}$ and $\mathcal{C}_{q-1}^{K, L}$, respectively (cf. Equation (7) and Equation (8)), as $\operatorname{ker}\left(\iota_{q}\right)^{\perp}=C_{q}^{K}=\left(\iota_{q}\right)^{*}\left(C_{q}^{L}\right)$.

Let $\partial_{q+1}^{L, K}$ denote ${ }^{2}$ the restriction of $\partial_{q+1}^{L}$ to $\mathfrak{C}_{q+1}^{L \leftarrow K}$. Let $\delta_{q-1}^{K, L}$ denote ${ }^{3}$ the restriction of $\left(\partial_{q}^{K}\right)^{*}$ to $\mathfrak{C}_{q-1}^{K \rightarrow L}$. Furthermore, we let $\hat{f}_{q}: \operatorname{ker}\left(f_{q}\right)^{\perp} \rightarrow \operatorname{Im}\left(f_{q}\right)$ denote the restriction of $f_{q}$ onto $\operatorname{ker}\left(f_{q}\right)^{\perp}$. Before we proceed, we comment on some properties of $\hat{f}_{q}$ and $\operatorname{ker}\left(f_{q}\right)^{\perp}$. We note that $\operatorname{ker}\left(f_{q}\right)^{\perp}$ possesses a canonical basis as follows. For every $[\tau] \in \operatorname{Im}\left(f_{q}\right)$, we define

$$
c_{q}^{\tau, f}:=\sum_{\substack{\sigma \in S_{q}^{K}, f_{q}([\sigma])= \pm[\tau]}} \operatorname{sgn}_{f_{q}}(\sigma) w_{q}^{K}(\sigma)[\sigma] \quad \in C_{q}^{K} .
$$

When the map $f$ is clear from the content, we will simply write $c_{q}^{\tau}$. We let $\mathcal{J}:=\left\{c_{q}^{\tau} \mid[\tau] \in\right.$ $\left.\operatorname{Im}\left(f_{q}\right)\right\}$.

[^1]- Lemma 2. The set $\mathcal{J}$ is an orthogonal basis for $\operatorname{ker}\left(f_{q}\right)^{\perp}$. Moreover, the map $\hat{f}_{q}$ : $\operatorname{ker}\left(f_{q}\right)^{\perp} \rightarrow \operatorname{Im}\left(f_{q}\right)$ is an isometry between inner product spaces.

Now, we consider the following diagram which contains all the notations we defined above:


We define up and down persistent Laplacian respectively as:

$$
\begin{align*}
\Delta_{q, \text { up }}^{K} \xrightarrow{f} L & :=\partial_{q+1}^{L, K} \circ\left(\partial_{q+1}^{L, K}\right)^{*}: \operatorname{Im}\left(f_{q}\right) \rightarrow \operatorname{Im}\left(f_{q}\right),  \tag{10}\\
\Delta_{q, \text { down }}^{K} & :=\hat{f}_{q} \circ \delta_{q-1}^{K, L} \circ\left(\delta_{q-1}^{K, L}\right)^{*} \circ \hat{f}_{q}^{-1}: \operatorname{Im}\left(f_{q}\right) \rightarrow \operatorname{Im}\left(f_{q}\right) . \tag{11}
\end{align*}
$$

As $\hat{f}_{q}$ preserves inner product, we have that $\hat{f}_{q}^{-1}=\hat{f}_{q}^{*}$. Thus, both up and down persistent Laplacians are self-adjoint and non-negative operators on $\operatorname{Im}\left(f_{q}\right)$. We then define the $q$-th persistent Laplacian $\Delta_{q}^{K} \xrightarrow{f} L$ : $\operatorname{Im}\left(f_{q}\right) \rightarrow \operatorname{Im}\left(f_{q}\right)$ by:

$$
\begin{equation*}
\Delta_{q}^{K \xrightarrow{f} L}:=\Delta_{q, \text { down }}^{K}+\Delta_{q, \text { up }}^{K \xrightarrow[f]{f}} L . \tag{12}
\end{equation*}
$$

When the map $f: K \rightarrow L$ is clear, we will write $\Delta_{q}^{K, L}$ for the persistent Laplacian.

- Remark 3. By slightly abuse of notation, we also let $f$ denote the simplicial map $f$ : $K \rightarrow \operatorname{Im}(f)$. Then, it follows from the definition of the down persistent Laplacian that $\Delta_{q, \text { down }}^{K \xrightarrow[f]{f}}=\Delta_{q, \text { down }}^{K \stackrel{f}{\rightarrow} \operatorname{Im}(f)}$.
- Remark 4. When considering an inclusion $\iota: K \rightarrow L$, one can see that $\mathfrak{C}_{q-1}^{K \rightarrow L}=\mathcal{C}_{q-1}^{K, L}=C_{q}^{K}$, $\mathfrak{C}_{q+1}^{L \leftarrow K}=C_{q+1}^{L, K}$ and $\iota_{q}: C_{q}^{K} \hookrightarrow C_{q}^{L}$ is an isometric embedding. Thus, our definition of persistent Laplacian generalizes the inclusion-based persistent Laplacian
- Remark 5 (An alternative definition of the persistent Laplacian). The weight preserving property of the simplicial map guarantees that $\operatorname{ker}\left(f_{q}\right)^{\perp}$ and $\operatorname{Im}\left(f_{q}\right)$ are isometric, see Lemma 2 . Thus, we could have, equivalently, defined the (up and down) persistent Laplacian as an operator on $\operatorname{ker}\left(f_{q}\right)^{\perp}$ instead of $\operatorname{Im}\left(f_{q}\right)$ as follows:

$$
\begin{aligned}
\Delta_{q, \text { up }}^{K \xrightarrow{f} L} & :=\hat{f}_{q}^{-1} \circ \partial_{q+1}^{L, K} \circ\left(\partial_{q+1}^{L, K}\right)^{*} \circ \hat{f}_{q}: \operatorname{ker}\left(f_{q}\right)^{\perp} \rightarrow \operatorname{ker}\left(f_{q}\right)^{\perp} \\
\Delta_{q, \text { down }}^{K} L & :=\delta_{q-1}^{K, L} \circ\left(\delta_{q-1}^{K, L}\right)^{*}: \operatorname{ker}\left(f_{q}\right)^{\perp} \rightarrow \operatorname{ker}\left(f_{q}\right)^{\perp} .
\end{aligned}
$$

Note that when we have an inclusion $\iota: K \hookrightarrow L$, the (up/down) persistent Laplacian in $[14,16,22]$ is defined on $C_{q}^{K}$, which is the same as $\operatorname{ker}\left(\iota_{q}\right)^{\perp}$ and isometrically isomorphic to $\operatorname{Im}\left(\iota_{q}\right)$.

The two different definitions have their own advantages. Seeing the persistent Laplacian as an operator on $\operatorname{Im}\left(f_{q}\right)$ increases the interpretability of this operator as the matrix representation can be computed using the canonical basis of $\operatorname{Im}\left(f_{q}\right)$. On the other hand, seeing the persistent Laplacian on $\operatorname{ker}\left(f_{q}\right)^{\perp}$ helps us understanding some of its properties more easily. For example, see proof of Theorem 21.

- Remark 6 (Cochain formulation of the persistent Laplacian). Our generalization of the persistent Laplacian reveals a way to define a persistent Laplacian using the cochain spaces via dualization. If $f: K \rightarrow L$ is a simplicial map, then it induces a linear map in the cochain spaces $f^{q}: C_{L}^{q} \rightarrow C_{K}^{q}$, where $C_{K}^{q}=\operatorname{hom}\left(C_{q}^{K}, \mathbb{R}\right)$. Then, the following subspaces can be used to define a persistent Laplacian using cochains which in a sense extends the inclusion-based cochain formulation of the persistent (sheaf) Laplacian in [23]:

$$
\begin{aligned}
& \mathfrak{C}_{L \leftarrow K}^{q+1}:=\left\{c \in C_{L}^{q+1} \mid\left(\delta_{q}^{L}\right)^{*}(c) \in\left(f^{q}\right)^{*}\left(\operatorname{ker}\left(\delta_{q-1}^{K}\right)^{*}\right)\right\}, \\
& \mathfrak{C}_{K \rightarrow L}^{q-1}:=\left\{c \in C_{K}^{q-1} \mid \delta_{q-1}^{K}(c) \in \operatorname{ker}\left(\left(f^{q}\right)^{*}\right)^{\perp}\right\} .
\end{aligned}
$$

It turns out that the operator defined via these spaces are the same as the persistent Laplacian defined using chains; see the full version of this paper for more details.

Let $\beta_{q}^{K \stackrel{f}{\rightarrow} L}$ denote the rank of the linear map $H_{q}(K) \rightarrow H_{q}(L)$ induced by $f . \beta_{q}^{K} \xrightarrow{f} L$ is called the persistent Betti number of the map $f: K \rightarrow L$. When the map $f: K \rightarrow L$ is clear from the content, we simply write $\beta_{q}^{K, L}$. With the machinery developed above together with several key observations that relates the (up and down) persistent Laplacians and Schur restriction of an operator, we have the following result.

- Theorem 7 (Persistent Laplacians recover persistent Betti numbers). Let $f: K \rightarrow L$ be $a$ simplicial map and $q \in \mathbb{N}$. Then, $\beta_{q}^{K, L}=\operatorname{nullity}\left(\Delta_{q}^{K, L}\right)$.
- Remark 8. As the persistent Betti number does not depend on the weights on the simplicial complexes, weights can be assigned to $K$ and $L$ such that the simplicial map $f: K \rightarrow L$ is weight preserving. Then, one can use the persistent Laplacian to compute the persistent Betti number of $f$.


## 3 Schur Restriction and the Persistent Laplacian

One of the main contributions in [16] is a characterization of the up persistent Laplacian for inclusion maps via the so-called Schur complement. In this section, we establish that this characterization also holds in our setting of simplicial maps.

Let $M \in \mathbb{R}^{n \times n}$ be a block matrix $M=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ where $A \in \mathbb{R}^{(n-d) \times(n-d)}$ and $D \in \mathbb{R}^{d \times d}$. The (generalized) Schur complement of $D$ in $M$ is $M / D:=A-B D^{\dagger} C$, where $D^{\dagger}$ is the Moore-Penrose generalized inverse of $D$.

A linear operator $L: V \rightarrow V$ on a finite dimensional real inner product space $V$ is called positive semi-definite if $\langle L(v), v\rangle \geq 0$ for all $v \in V$, and it is called self-adjoint if $L^{*}=L$. The Schur complement, more generally, can be seen as a way of restricting a self-adjoint positive semi-definite operator on a real inner product space onto a subspace as follows. Assume that $L: V \rightarrow V$ is a self-adjoint positive semi-definite opeator on $V$, where $V$ is a finite dimensional $\left(\operatorname{dim}_{\mathbb{R}} V=n\right)$ real inner product space. Let $W \subseteq V$ be a $d$-dimensional subspace and let $W^{\perp}$ be its orthogonal complement. By choosing bases for $W$ and $W^{\perp}$, we can represent $L$ as a block matrix, say $[L]=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ where $A \in \mathbb{R}^{d \times d}, D \in \mathbb{R}^{(n-d) \times(n-d)}$.

Then, $[L] / D=A-B D^{\dagger} C$ can be interpreted as the restriction of $L$ onto W, represented by the already chosen basis. We will see that the resulting operator represented by $[L] / D$ is independent of choice of basis (i.e. it is well-defined) and we call this operator the Schur restriction of $L$ onto $W$, and denote it by $\mathbf{S c h}(L, W)$.

- Proposition 9 (The Schur restriction is well-defined). Let $L: V \rightarrow V$ be a self-adjoint positive semi-definite operator and let $W \subseteq V$ be a subspace. Then, $\mathbf{S c h}(L, W)$ is independent of choice of bases of $W$ and $W^{\perp}$. More explicitly, if $\mathcal{B}_{1}$ and $\mathcal{C}_{1}$ are ordered bases for $W$ and $\mathcal{B}_{2}$ and $\mathcal{C}_{2}$ are ordered bases for $W^{\perp}$, then the matrix representations of $\mathbf{S c h}(L, W)$ obtained from the ordered bases $\mathcal{B}_{1} \cup \mathcal{B}_{2}$ and $\mathcal{C}_{1} \cup \mathcal{C}_{2}$ are similar matrices via the change of basis matrix from $\mathcal{B}_{1}$ to $\mathcal{C}_{1}$.

As Proposition 9 guarantees that the Schur restriction of a self-adjoint positive semidefinite operator onto a subspace is well-defined, the next proposition reveals the recipe to acquire the Schur restriction and also justifies the name, "Schur restriction".

- Proposition 10. Let $f: \hat{V} \rightarrow V$ be a linear map between two finite dimensional real inner product spaces and let $L=f \circ f^{*}: V \rightarrow V$. Let $W \subseteq V$ be a subspace. Let $f_{W}: f^{-1}(W) \rightarrow W$ be the restriction of $f$ on $f^{-1}(W)$ and the codomain is also restricted to $W$. Then, $\boldsymbol{\operatorname { S c h }}(L, W)=f_{W} \circ f_{W}^{*}$.

The proof we present for Proposition 10 heavily depends on the extremal characterization of Schur restrictions. It states that Schur restriction, as a functor, is a right adjoint. One of the most significant applications of Proposition 10 is the following theorem that establishes a relation between persistent Laplacians and the Schur restriction.

- Theorem 11 (Up and down persistent Laplacians as Schur restrictions). For a weightpreserving simplicial map $f: K \rightarrow L$, we have that

$$
\begin{aligned}
& \Delta_{q, \text { down }}^{K, L}=\hat{f}_{q} \circ \operatorname{Sch}\left(\Delta_{q, \text { down }}^{K}, \operatorname{ker}\left(f_{q}\right)^{\perp}\right) \circ \hat{f}_{q}^{-1} \text { and } \\
& \Delta_{q, \text { up }}^{K, L}=\iota_{\operatorname{Im}\left(f_{q}\right)} \circ \operatorname{Sch}\left(\Delta_{q, \text { up }}^{L}, f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right) \circ \operatorname{proj}_{f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)},
\end{aligned}
$$

where $\iota_{\operatorname{Im}\left(f_{q}\right)}: f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right) \hookrightarrow \operatorname{Im}\left(f_{q}\right)$ is the inclusion map and $\operatorname{proj}_{f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right.}: \operatorname{Im}\left(f_{q}\right) \rightarrow$ $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ is the projection map.

## 4 Matrix Representation of Persistent Laplacian and an Algorithm

Based on the Schur restriction characterization of persistent Laplacians, i.e. Theorem 11, in the previous section, we now derive an algorithm for computing the matrix representation of persistent Laplacians.

### 4.1 Matrix Representation of Persistent Laplacian

Let $f: K \rightarrow L$ be a weight preserving simplicial map. Recall that for every oriented $q$-simplex $[\tau] \in \operatorname{Im}\left(f_{q}\right)$, we defined the $K q$-chain

$$
c_{q}^{\tau}:=\sum_{\substack{\sigma \in S_{q}^{K}, f([\sigma])= \pm[\tau]}} \operatorname{sgn}_{f_{q}}(\sigma) w_{q}^{K}(\sigma)[\sigma] \quad \in C_{q}^{K} .
$$

By Lemma 2, the set $\mathcal{J}=\left\{c_{q}^{\tau} \mid \tau \in \operatorname{Im}\left(f_{q}\right)\right\}$ forms a orthogonal basis for $\operatorname{ker}\left(f_{q}\right)^{\perp}$. Assume that $\left\{\left[\tau_{1}\right], \ldots,\left[\tau_{n}\right]\right\} \subseteq \operatorname{Im}\left(f_{q}\right)$ is the set of all oriented $q$-simplices in $L$ that are hit by $f_{q}$. Assume that for every $\left[\tau_{i}\right],\left\{\left[\sigma_{1}^{i}\right], \ldots .,\left[\sigma_{d_{i}}^{i}\right]\right\} \subseteq \mathcal{S}_{q}^{K}$ is the set of all oriented $q$-simplices in $K$ that are mapped to $\pm\left[\tau_{i}\right]$. Define

$$
\sigma^{i, k}:=\operatorname{sgn}_{f_{q}}\left(\sigma_{1}^{i}\right)\left[\sigma_{1}^{i}\right]-\operatorname{sgn}_{f_{q}}\left(\sigma_{k}^{i}\right)\left[\sigma_{k}^{i}\right]
$$

for $i=1, \ldots, n$ and $k=2, \ldots, d_{i}$ for $d_{i} \geq 2$. Then, the set

$$
\mathcal{B}=\left\{\sigma^{i, k} \mid 1 \leq i \leq n, 2 \leq k \leq d_{i}\right\} \cup\left\{[\sigma] \in \mathcal{S}_{q}^{K} \mid f_{q}([\sigma])=0\right\}
$$

forms a basis for $\operatorname{ker}\left(f_{q}\right)$. Thus $\mathcal{J} \cup \mathcal{B}$ forms a basis for $C_{q}(K)$. Writing coordinates of basis elements of $\mathcal{J} \cup \mathcal{B}$ using the canonical basis $\mathcal{S}_{q}^{K}$ as column vectors, we obtain the change of basis matrix $M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{q}^{K}}$.

## Matrix representation of down persistent Laplacian

Let $\left[\Delta_{q, \text { down }}^{K}\right]$ be the matrix representation of $\Delta_{q, \text { down }}^{K}$ with respect to the canonical basis $\mathcal{S}_{q}^{K}$. Then, $N:=\left(M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{q}^{K}}\right)^{-1}\left[\Delta_{q, \text { down }}^{K}\right] M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{q}^{K}}$ is the matrix representation of $\Delta_{q, \text { down }}^{K}$ with respect to $\mathcal{J} \cup \mathcal{B}$. Given an integer $m$, let $[m]$ denote the set $[m]=\{1,2, \ldots, m\}$. The matrix $N$ has dimension $n_{q}^{K} \times n_{q}^{K}$ where $n_{q}^{K}=\left|S_{q}^{K}\right|$. Let $n:=|\mathcal{J}|=\operatorname{dim}\left(\operatorname{Im}\left(f_{q}\right)\right)=\operatorname{dim}\left(\operatorname{ker}\left(f_{q}\right)^{\perp}\right)$ and let

$$
\begin{equation*}
X=N([n],[n]), Y=N\left([n],\left[n_{q}^{K}\right]-[n]\right), Z=N\left(\left[n_{q}^{K}\right]-[n],[n]\right), T=N\left(\left[n_{q}^{K}\right]-[n],\left[n_{q}^{K}\right]-[n]\right) \tag{13}
\end{equation*}
$$

Then, we can write $N$ as a block matrix $N=\left(\begin{array}{cc}X & Y \\ Z & T\end{array}\right)$. Let $W_{\operatorname{Im}\left(f_{q}\right)}$ denote the diagonal matrix $W_{\operatorname{Im}\left(f_{q}\right)}=\operatorname{diag}\left(w\left(\tau_{1}\right), w\left(\tau_{2}\right), \ldots, w\left(\tau_{n}\right)\right)$. Then, we are now ready to write the matrix representation of $\Delta_{q, \text { down }}^{K, L}$ with respect to the canonical basis $\left\{\left[\tau_{1}\right], \ldots,\left[\tau_{n}\right]\right\}$ of $\operatorname{Im}\left(f_{q}\right)$.

- Proposition 12. With the notations above, the matrix representation of $\Delta_{q, \text { down }}^{K, L}$ with respect to the canonical basis $\left\{\left[\tau_{1}\right], \ldots,\left[\tau_{n}\right]\right\}$ of $\operatorname{Im}\left(f_{q}\right)$ is given by

$$
W_{\operatorname{Im}\left(f_{q}\right)}\left(X-Y T^{\dagger} Z\right) W_{\operatorname{Im}\left(f_{q}\right)}^{-1}
$$



Figure 2 A weight preserving simplicial map $f: K \rightarrow L$ between two weighted simplicial complexes $K$ and $L$. $K$ has all the weights equal to 1 . In $L$, the edge $x y$ and the vertex $y$ has weights 2 and the rest of the simplicies have weight 1 . The map $f$ is given by $a \mapsto x, b \mapsto y, c \mapsto z$, $d \mapsto b$. And, ordering on the vertices are given by $a<b<c<d$ and $x<y<z$.

Example 13. We will compute the matrix representation of the 1st down persistent Laplacian of the weight preserving simplicial map depicted in Figure 2. The 1st combinatorial down Laplacian of $K$ is given by

$$
\left[\Delta_{1, \text { down }}^{K}\right]=\left(\begin{array}{ccccc}
2 & -1 & 1 & 1 & -1 \\
-1 & 2 & 1 & 0 & 1 \\
1 & 1 & 2 & 1 & 0 \\
1 & 0 & 1 & 2 & 1 \\
1 & 1 & 0 & 1 & 2
\end{array}\right)
$$

with respect to the canonical (ordered) basis $\mathcal{S}_{1}^{K}=\{[a b],[b c],[a c],[a d],[b d]\}$. Following the notation described above, we have that $\mathcal{J}=\{[a b]+[a d],[b c],[a c]\}$ and $\mathcal{B}=\{[a b]-[a d],[b d]\}$. Thus, we have the change of basis matrix as

$$
M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{1}^{K}}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Then, we compute

$$
N=\left(M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{1}^{K}}\right)^{-1}\left[\Delta_{1, \text { down }}^{K}\right] M_{\mathcal{J} \cup \mathcal{B} \rightarrow \mathcal{S}_{1}^{K}}=\left(\begin{array}{ccccc}
3 & -\frac{1}{2} & 1 & 0 & 0 \\
-1 & 2 & 1 & -1 & 1 \\
2 & 1 & 2 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 1 & -1 \\
0 & 1 & 0 & -2 & 2
\end{array}\right)
$$

Now, by extracting $X, Y, Z$, and $T$ as described above in Equation (13), and realizing that $W_{\operatorname{Im}\left(f_{1}\right)}=\operatorname{diag}(2,1,1)$, we write the matrix representation of the 1st down persistent Laplacian $\Delta_{1, \text { down }}^{K, L}$ with respect to the basis $\{[x y],[y z],[x z]\}$ as follows

$$
\left[\Delta_{1, \text { down }}^{K, L}\right]=W_{\operatorname{Im}\left(f_{q}\right)}\left(X-Y T^{\dagger} Z\right) W_{\operatorname{Im}\left(f_{q}\right)}^{-1}=\left(\begin{array}{ccc}
3 & -1 & 2 \\
-\frac{1}{2} & \frac{3}{2} & 1 \\
1 & 1 & 2
\end{array}\right)
$$

## Matrix representation of up persistent Laplacian

In order to write the matrix representation of up persistent Laplacian we need to choose bases $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ for $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ and $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)^{\perp} \subseteq \operatorname{Im}\left(f_{q}\right)$ respectively, where $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)^{\perp}$ denotes the orthogonal complement of $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ inside the ambient space $\operatorname{Im}\left(f_{q}\right)$. Let $\mathcal{D}=\left\{\left[\tau_{n+1}\right], \ldots,\left[\tau_{n+l}\right]\right\}=\mathcal{S}_{q}^{L}-f_{q}\left( \pm \mathcal{S}_{q}^{K}\right)$. Then, $\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D}$ is basis for $C_{q}(L)$. Writing the coordinates of this new basis elements with respect to the canonical basis $\mathcal{S}_{q}^{L}$ as column vectors, we obtain the change of basis matrix

$$
M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}=\left(\begin{array}{ccc}
R_{1} & R_{2} & 0_{n \times l} \\
0_{l \times \mathrm{rk} R_{1}} & 0_{l \times \mathrm{rk} R_{2}} & \mathbb{I}_{l}
\end{array}\right)
$$

where $R:=\left(\begin{array}{ll}R_{1} & R_{2}\end{array}\right)$ is the $n \times n$ change of basis matrix from $\mathcal{B}_{1} \cup \mathcal{B}_{2}$ to the canonical basis of $\operatorname{Im}\left(f_{q}\right)$, and $\mathbb{I}_{l}$ is the $l \times l$ identity matrix.

Let $\left[\Delta_{q, \text { up }}^{L}\right]$ be the matrix representation of $\Delta_{q, \text { up }}^{L}$ with respect to the canonical basis of $C_{q}(L)$. Then, $Q=\left(M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}\right)^{-1}\left[\Delta_{q, \text { up }}^{L}\right] M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}$ is the matrix representation of $\Delta_{q, \text { up }}^{L}$ with respect to $\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D}$. Let $n_{p}=\operatorname{dim}\left(f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right)$ and let $E=Q\left(\left[n_{p}\right],\left[n_{p}\right]\right)$.Thus we can write $Q$ as a block matrix

$$
Q=\left(\begin{array}{ll}
E & F \\
G & H
\end{array}\right)
$$

where $F, G, H$ are chosen appropriately to $E$. We are now ready to write the matrix representation of $\Delta_{q, \text { up }}^{K, L}$ with respect to the canonical basis of $\operatorname{Im}\left(f_{q}\right)$.

- Proposition 14. With the notations above, the matrix representation of $\Delta_{q, \text { up }}^{K, L}$ with respect to the canonical basis of $\operatorname{Im}\left(f_{q}\right)$ is given by

$$
\left(\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right)\left(\begin{array}{cc}
E-F H^{\dagger} G & 0_{n_{p} \times\left(n-n_{p}\right)}  \tag{14}\\
0_{\left(n-n_{p}\right) \times n_{p}} & 0_{\left(n-n_{p}\right) \times\left(n-n_{p}\right)}
\end{array}\right)\left(\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right)^{-1}
$$

- Example 15. We will compute the matrix representation of the 1st up persistent Laplacian of the weight preserving simplicial map depicted in Figure 2. We will stick to the notation used above. We start by choosing bases $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ for $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ and $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)^{\perp} \subseteq \operatorname{Im}\left(f_{q}\right)$ respectively. Observe that $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ is spanned by $[x y]+[y z]-[x z]$. So, we can choose $\mathcal{B}_{1}=\{[x y]+[y z]-[x z]\}$ and $\mathcal{B}_{2}=\{2[x y]-[y z],[y z]+[x z]\}$. As $f_{1}: C_{q}^{K} \rightarrow C_{1}^{L}$ is surjective, we see that $\mathcal{D}=\emptyset$. Thus, $\mathcal{B}_{1} \cup \mathcal{B}_{2}$ is a basis for $C_{1}^{L}$. Then, we have the change of basis matrix as

$$
M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}=M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \rightarrow \mathcal{S}_{q}^{L}}=\left(\begin{array}{ccc}
1 & 2 & 0 \\
1 & -1 & 1 \\
-1 & 0 & 1
\end{array}\right)
$$

where $\mathcal{S}_{1}^{L}=\{[x y],[y z],[x z]\}$ is the canonical (ordered) basis of $C_{1}^{L}$. Moreover, we get that $\left(\begin{array}{ll}R_{1} & R_{2}\end{array}\right)=M_{\mathcal{B}_{1} \cup \mathcal{B}_{2}}=M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}$. With respect to $\mathcal{S}_{1}^{L}$, the matrix representation of 1st combinatorial up Laplacian of $L$ is given by

$$
\left[\Delta_{1, \mathrm{up}}^{K, L}\right]=\left(\begin{array}{ccc}
\frac{1}{2} & 1 & -1 \\
\frac{1}{2} & 1 & -1 \\
-\frac{1}{2} & -1 & 1
\end{array}\right)
$$

Now, we compute

$$
Q=\left(M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}\right)^{-1}\left[\Delta_{q, \text { up }}^{L}\right] M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow \mathcal{S}_{q}^{L}}=\left(\begin{array}{ccc}
\frac{5}{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and, we extract $E=\left(\frac{5}{2}\right), F=\left(\begin{array}{ll}0 & 0\end{array}\right), G=\binom{0}{0}$ and $H=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. Thus, $E-F H^{\dagger} G=\left(\frac{5}{2}\right)$. Thus, the matrix representation of $\Delta_{1, \text { up }}^{K, L}$ with respect to the basis $\mathcal{S}_{1}^{L}=\{[x y],[y z],[x z]\}$ is given by

$$
\left[\begin{array}{ll}
\Delta_{1, \text { up }}^{K, L}
\end{array}\right]=\left(\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right)\left(\begin{array}{ccc}
E-F H^{\dagger} G & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right)^{-1}=\left(\begin{array}{ccc}
\frac{1}{2} & 1 & -1 \\
\frac{1}{2} & 1 & -1 \\
-\frac{1}{2} & -1 & 1
\end{array}\right)
$$

- Remark 16. By combining Example 13 and Example 15, we can see that the matrix representation of the 1st persistent Laplacian $\Delta_{1}^{K, L}$ is given by

$$
\left[\Delta_{1}^{K, L}\right]=\left[\Delta_{1, \text { down }}^{K, L}\right]+\left[\Delta_{1, \mathrm{up}}^{K, L}\right]=\left(\begin{array}{ccc}
\frac{7}{2} & 0 & 1 \\
0 & \frac{5}{2} & 0 \\
1 / 2 & 0 & 3
\end{array}\right)
$$

Then, we can justify Theorem 7 by observing that $\operatorname{det}\left(\left[\Delta_{1}^{K, L}\right]\right)=25 \neq 0$. That is, $\operatorname{dim}\left(\operatorname{ker}\left(\Delta_{1}^{K, L}\right)\right)=0=\beta_{1}^{K, L}$.


Figure 3 A weight preserving simplicial map $f^{\prime}: K^{\prime} \rightarrow L^{\prime}$ between two weighted simplicial complexes $K^{\prime}$ and $L^{\prime}$. $K^{\prime}$ has all the weights equal to 1 . In $L^{\prime}$, the edge $x y$ and the vertex $y$ has weights 2 and the rest of the simplicies have weight 1 . The map $f^{\prime}$ is given by $a \mapsto x, b \mapsto y, c \mapsto z$, $d \mapsto b$. And, ordering on the vertices are given by $a<b<c<d$ and $x<y<z$.

- Example 17. Computing the matrix representation of the 1st persistent Laplacian of the $\operatorname{map} f^{\prime}: K^{\prime} \rightarrow L^{\prime}$ depicted in Figure 3 is similar to what we did for $f: K \rightarrow L$ in Example 13 and Example 15. Actually, $\left[\Delta_{1, \text { down }}^{K^{\prime}, L^{\prime}}\right]=\left[\Delta_{1, \text { down }}^{K, L}\right]$ as $C_{1}^{K}=C_{1}^{K^{\prime}}, C_{1}^{L}=C_{1}^{L^{\prime}}$, and $f_{1}=f_{1}^{\prime}$ And, $\left[\Delta_{1, \mathrm{up}}^{K^{\prime}, L^{\prime}}\right]=0_{3 \times 3}$ as $C_{2}^{L}=\{0\}$. Thus,

$$
\left[\Delta_{1}^{K^{\prime}, L^{\prime}}\right]=\left[\Delta_{1, \text { down }}^{K^{\prime}, L^{\prime}}\right]+\left[\Delta_{1, \text { up }}^{K^{\prime}, L^{\prime}}\right]=\left[\Delta_{1, \text { down }}^{K, L}\right]+0_{3 \times 3}=\left(\begin{array}{ccc}
3 & -1 & 2 \\
-\frac{1}{2} & \frac{3}{2} & 1 \\
1 & 1 & 2
\end{array}\right)
$$

Then, observe that $\operatorname{dim}\left(\operatorname{ker}\left(\Delta_{1}^{K^{\prime}, L^{\prime}}\right)\right)=1=\beta_{1}^{K^{\prime}, L^{\prime}}$. Actually, the kernel of the matrix $\left[\Delta_{1}^{K^{\prime}, L^{\prime}}\right]$ is generated by the vector $\left(\begin{array}{lll}1 & 1 & -1\end{array}\right)^{\mathrm{T}}$, which corresponds to the cycle $[x y]+[y z]-[x z]$ that can be seen as the image of the homology class that persists through the map $f^{\prime}$.

### 4.2 An Algorithm for Computing the Persistent Laplacian

By Proposition 12 and Proposition 14, we have the matrix representations of up and down persistent Laplacians with respect to the canonical basis of $\operatorname{Im}\left(f_{q}\right)$. So, simply adding them up, gives us the matrix representation of the persistent Laplacian $\Delta_{q}^{K, L}$ with respect to the canonical basis. In the process for finding these matrices, we use explicit bases $S_{q}^{K}, S_{q}^{L}$, $\mathcal{B} \cup \mathcal{J}$ and $\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D}$. However, we do not have an explicit basis for $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$. Yet, we do not need to compute $\operatorname{ker}\left(\partial_{q}^{K}\right)$ in order to compute $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ by the following lemma.

- Lemma 18. $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)=\operatorname{ker}\left(\Delta_{q, \text { down }}^{K, L}\right)$.

Algorithm 1 An algorithm for matrix representation of persistent Laplacian.

```
Data: \(M_{\mathcal{J} \cup \mathcal{B} \rightarrow S_{q}^{K}},\left[\Delta_{q, \text { down }}^{K}\right],\left[\Delta_{q, \text { up }}^{L}\right]\) and \(W_{\operatorname{Im}\left(f_{q}\right)}\)
    Result: \(\left[\Delta_{q}^{K, L}\right]\)
    \(N:=M_{\mathcal{J} \cup \mathcal{B} \rightarrow S_{q}^{K}}^{-1}\left[\Delta_{q, \text { down }}^{K}\right] M_{\mathcal{J} \cup \mathcal{B} \rightarrow S_{q}^{K}}\)
    \(n:=\operatorname{dim}\left(W_{\operatorname{Im}\left(f_{q}\right)}\right)\)
    \(\left[\Delta_{q, \text { down }}^{K, L}\right]:=W_{\operatorname{Im}\left(f_{q}\right)}\left(N / N\left(\left[n_{q}^{K}\right]-[n],\left[n_{q}^{K}\right]-[n]\right)\right) W_{\operatorname{Im}\left(f_{q}\right)}^{-1}\)
    Form \(R=\left(\begin{array}{ll}R_{1} & R_{2}\end{array}\right)\) by computing \(\operatorname{ker}\left(\left[\Delta_{q, \text { down }}^{K, L}\right]\right)\)
    Expand matrix \(R\) with the identity matrix to form \(\left(n_{q}^{L} \times n_{q}^{L}\right)\) matrix \(M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow S_{q}^{L}}\)
    \(Q:=M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow S_{q}^{L}}^{-1}\left[\Delta_{q, \text { down }}^{L}\right] M_{\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{D} \rightarrow S_{q}^{L}}\)
    \(n_{p}:=\) the number of columns of \(R_{1}\)
    SchQ \(:=Q / Q\left(\left[n_{q}^{L}\right]-\left[n_{p}\right],\left[n_{q}^{L}\right]-\left[n_{p}\right]\right)\)
    Form the \(n \times n\) matrix PadSchQ by zero padding to SchQ
    \(\left[\Delta_{q, \text { up }}^{K, L}\right]=R^{-1} \operatorname{PadSchQ} R\)
    return \(\left[\Delta_{q, \text { down }}^{K, L}\right]+\left[\Delta_{q, \text { up }}^{K, L}\right]\)
```


### 4.2.1 Complexity

With the data we started in the Algorithm 1, we multiply matrices of dimension $n_{q}^{K}$ and take Schur complement in a matrix of dimension $n_{q}^{K}$ in order to compute $\left[\Delta_{q, \text { down }}^{K, L}\right.$ ]. Thus, it takes $O\left(\left(n_{q}^{K}\right)^{3}\right)$ time to compute $\left[\Delta_{q, \text { down }}^{K, L}\right]$. To compute $\left[\Delta_{q, \text { up }}^{K, L}\right]$, we compute kernel of a matrix of dimension $n<n_{q}^{L}$, take Schur complement in a matrix of dimension $n_{q}^{L}$, multiply matrices of dimension $n_{q}^{L}$ and of dimension $n$. Hence, it takes $O\left(\left(n_{q}^{L}\right)^{3}\right)$ time to compute $\left[\Delta_{q, \text { up }}^{K, L}\right]$. Therefore, it takes $\left.O\left(\left(n_{q}^{K}\right)^{3}\right)+\left(n_{q}^{L}\right)^{3}\right)$ time to compute $\left[\Delta_{q}^{K, L}\right]$ in total.

It is important to note that the data we started in the Algorithm 1 also takes time to compute. Starting with boundary matrices and weight matrices, it takes $O\left(\left(n_{q}^{K}\right)^{2}\right)$ time to compute $\left[\Delta_{q, \text { down }}^{K}\right]$ and it takes $O\left(n_{q+1}^{L}\right)$ to compute $\left[\Delta_{q, \text { up }}^{L}\right]$ as discussed in [16]. Thus, starting from scratch, Algorithm 1 computes $\left[\Delta_{q}^{K, L}\right]$ in $O\left(\left(n_{q}^{K}\right)^{3}+\left(n_{q}^{L}\right)^{3}+n_{q+1}^{L}\right)$ time.

Note that by Theorem 7, as a by-product, the above algorithm can also output the persistent Betti number for a simplicial map $f: K \rightarrow L$ in the same time complexity. This provides an alternative way to compute persistent Betti numbers for $f: K \rightarrow L$ that is different from the existing algorithm by Dey et al. [3] already in the literature.

## 5 Monotonicity of (up/down) persistent eigenvalues

For a simplicial map $f: K \rightarrow L$, the up and down persistent Laplacians are self-adjoint positive semi-definite operators. Therefore, they have non-negative eigenvalues. We denote them by $0 \leq \lambda_{q, \text { up }, 1}^{K, L} \leq \lambda_{q, \text { up }, 2}^{K, L} \ldots \leq \lambda_{q, \text { up }, n}^{K, L}$, and $0 \leq \lambda_{q, \text { down }, 1}^{K, L} \leq \lambda_{q, \text { down }, 2}^{K, L} \ldots \leq \lambda_{q, \text { down }, n}^{K, L}$, allowing repetition, where $n=\operatorname{dim}\left(\operatorname{Im}\left(f_{q}\right)\right)$. And, we call them the up persistent eigenvalues and the down persistent eigenvalues.

When the simplicial maps involved are inclusions, we have the following known monotonicity result for the up persistent Laplacian.

- Theorem 19 ([16, Theorem 5.3]). Let $f: K \hookrightarrow L$ and $g: L \hookrightarrow M$ be inclusion maps for simplicial complexes $K, L$ and $M$. Then, for any $q \in \mathbb{N}$ and $k=1,2, \ldots, n_{q}^{K}$,

$$
\lambda_{q, \text { up }, k}^{K, M} \geq \lambda_{q, \text { up }, k}^{L, M} \text { and } \lambda_{q, \text { up }, k}^{K, M} \geq \lambda_{q, \text { up }, k}^{K, L}
$$

In Theorem 19, the monotonicity result of up persistent eigenvalues $\lambda_{q, \text { up }, k}^{K, M} \geq \lambda_{q, \text { up }, k}^{K, L}$ follows from the fact that $\Delta_{q, \text { up }}^{K, M} \succeq \Delta_{q, \text { up }}^{K, L}$. In the case of surjective maps, we present an analogous statement for the down persistent Laplacians as follows.

- Proposition 20. Let $f: K \rightarrow L$ and $g: L \rightarrow M$ be weight preserving surjective simplicial maps. Then, $\Delta_{q, \text { down }}^{K, M} \succeq \Delta_{q, \text { down }}^{L, M}$.

When the surjectivity assumption is removed, it is no longer guaranteed that the composition of two weight preserving maps is weight preserving. However, under the assumption that two maps and their composition are weight preserving, we get the monotonicity of the down persistent eigenvalues.

- Theorem 21. Let $f: K \rightarrow L$ and $g: L \rightarrow M$ be weight preserving simplicial maps and assume that $g \circ f: K \rightarrow M$ is also weight preserving. Then, for any $q \in \mathbb{N}$ and $k=1,2, \ldots, \operatorname{dim}\left(\operatorname{Im}\left(g_{q} \circ f_{q}\right)\right)$,
$\lambda_{q, \text { down }, k}^{K, M} \geq \lambda_{q, \text { down }, k}^{L, M}$ and $\lambda_{q, \text { down }, k}^{K, M} \geq \lambda_{q, \text { down }, k}^{K, L}$.
However, this type of monotonicity does not hold in general for up persistent eigenvalues even if we require weight preserving conditions for the involved simplicial maps as we did in Theorem 21. See the counterexample as follows.


Figure 4 Composition of two weight preserving simplicial maps $f: K \rightarrow L$ and $g: L \rightarrow M$, where $f$ is given by collapsing the vertices $h$ and $c$ to the same vertex $z$. And, $g$ is given by the identity map on the vertices.

- Example 22 (Up persistent eigenvalues are not monotonic). Considering the simplicial complexes $K, L, M$ and the simplicial maps $f, g$ depicted in Figure 4, we compute spectra of $\Delta_{1, \text { up }}^{K, M}$ and $\Delta_{1, \text { up }}^{L, M}$. It turns out that $\Delta_{1, \text { up }}^{K, M}$ has eigenvalues $0 \leq 0 \leq 0 \leq 0 \leq 0 \leq 3$ and $\Delta_{1, \text { up }}^{L, M}$ has eigenvalues $0 \leq 0 \leq 0 \leq 0 \leq 3 \leq 3$. So, $0=\lambda_{1, \text { up }, 5}^{K, M} \ngtr \lambda_{1, \text { up }, 5}^{L, M}=3$.

Recall from Theorem 11 that $\Delta_{q, \text { up }}^{K, L}=\iota_{\operatorname{Im}\left(f_{q}\right)} \circ \mathbf{S c h}\left(\Delta_{q, \text { up }}^{L}, f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right) \circ \operatorname{proj}_{f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)}$. This formulation reveals that the up persistent Laplacian is obtained by extending the operator $\operatorname{Sch}\left(\Delta_{q, \text { up }}^{L}, f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right)$ defined on $f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)$ to its superspace $\operatorname{Im}\left(f_{q}\right)$ by "padding zeros". This extension naturally introduces inevitable 0 eigenvalues to the up persistent Laplacian and we call them inevitable 0 eigenvalues. Considering again Example 22, we see that $g_{1}\left(f_{1}\left(\operatorname{ker}\left(\partial_{1}^{K}\right)\right)\right)$ has dimension 1 and codimension 5 inside $\operatorname{Im}\left(g_{1} \circ f_{1}\right)$. Thus, $\Delta_{1, \text { up }}^{K, M}$ has 5 inevitable 0 eigenvalues. Similarly, $\Delta_{1, \text { up }}^{L, M}$ has 4 inevitable 0 eigenvalues as the codimension of $g_{1}\left(\operatorname{ker}\left(\partial_{1}^{L}\right)\right)$ inside $\operatorname{Im}\left(g_{1}\right)$ is 4. Disregarding these inevitable 0 eigenvalues from their
spectra, we see that $\Delta_{\text {lup }}^{K, M}$ essentially has $\{3\}$ as its spectrum, while $\Delta_{1, \text { up }}^{L, M}$ essentially has $\{3,3\}$ as its spectrum. Then, it seems that if we disregard inevitable 0 eigenvalues, we will obtain monotonicity for the eigenvalues of up persistent Laplacians. This is indeed the case:

We call $\operatorname{Sch}\left(\Delta_{q, \text { up }}^{L}, f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right)$ the essential up persistent Laplacian, whose spectrum is the same as the spectrum of $\Delta_{q, \text { up }}^{K, L}$ up to a difference in the multiplicity of the 0 eigenvalue. Then, we establish monotonicity of the eigenvalues of the essential up persistent Laplacian, which are denoted by $\lambda_{q, \text { up }, k}^{K, L, e s s}$, and are called essential up persistent eigenvalues.

- Theorem 23. Let $f: K \rightarrow L$ and $g: L \rightarrow M$ be weight preserving simplicial maps. Then, for any $q \in \mathbb{N}$ and $k=1,2, \ldots, \operatorname{dim}\left(g_{q}\left(f_{q}\left(\operatorname{ker}\left(\partial_{q}^{K}\right)\right)\right)\right.$, we have $\lambda_{q, \text { up }, k}^{K, M, \text { ess }} \geq \lambda_{q, \text { up }, k}^{L, M, \text { ess }}$.

This monotonicity result on essential up persistent eigenvalues is stronger than the monotonicity result for inclusion maps (cf. Theorem 19) in that the latter is a direct consequence of the former.

## 6 Discussion

Once an invariant is associated to a simplicial filtration/tower, one of the most natural questions would be about its stability. So, it is highly desirable to explore the stability of the (up/down) persistent eigenvalues/eigenspaces that could potentially generalize the stability of up persistent eigenvalues in the inclusion-based persistent Laplacian [16, Theorem 5.10].

The persistent diagram of a Rips complex can be approximated by using simplicial towers obtained from the Rips complex such as sparsified Rips complex or graph induced complex as described in $[4,3]$. Therefore, one might consider if the spectrum of the (up/down) persistent Laplacian can also be approximated via a similar sparsification process.

## References

1 Jiahui Chen, Yuchi Qiu, Rui Wang, and Guo-Wei Wei. Persistent laplacian projected omicron ba. 4 and ba. 5 to become new dominating variants. arXiv preprint arXiv:2205.00532, 2022.
2 Fan Chung. Spectral Graph Theory. American Mathematical Society, 1997.
3 Tamal Dey, Fengtao Fan, and Yusu Wang. Computing topological persistence for simplicial maps. Proceedings of the Annual Symposium on Computational Geometry, 2012.
4 Tamal Krishna Dey, Fengtao Fan, and Yusu Wang. Graph induced complex on point data. In Proceedings of the twenty-ninth annual symposium on Computational geometry, pages 107-116, 2013.

5 Art Duval and Victor Reiner. Shifted simplicial complexes are Laplacian integral. Transactions of the American Mathematical Society, 354(11):4313-4344, 2002.
6 Beno Eckmann. Harmonische funktionen und randwertaufgaben in einem komplex. Commentarii Mathematici Helvetici, 17(1):240-255, 1944.
7 Timothy E Goldberg. Combinatorial Laplacians of simplicial complexes. Senior Thesis, Bard College, 2002.
8 Aziz Burak Gülen, Facundo Mémoli, Zhengchao Wan, and Yusu Wang. A generalization of the persistent laplacian to simplicial maps. arXiv preprint arXiv:2302.03771, 2023.
9 Renee S Hoekzema, Lewis Marsh, Otto Sumray, Thomas M Carroll, Xin Lu, Helen M Byrne, and Heather A Harrington. Multiscale methods for signal selection in single-cell data. Entropy, 24(8):1116, 2022.
10 Danijela Horak and Jürgen Jost. Spectra of combinatorial Laplace operators on simplicial complexes. Advances in Mathematics, 244:303-336, 2013.
11 Yuta Hozumi, Rui Wang, and Guo-Wei Wei. Ccp: Correlated clustering and projection for dimensionality reduction. arXiv preprint arXiv:2206.04189, 2022.

12 Ioannis Koutis, Gary Miller, and Richard Peng. A fast solver for a class of linear systems. Communications of the ACM, 55, 2012.
13 James R Lee, Shayan Oveis Gharan, and Luca Trevisan. Multi-way spectral partitioning and higher-order Cheeger inequalities. In Symposium on Theory of Computing (STOC), pages 1117-1130, 2012. doi:10.1145/2213977. 2214078.
14 André Lieutier. Talk: Persistent harmonic forms. URL: https://project.inria.fr/gudhi/ files/2014/10/Persistent-Harmonic-Forms.pdf.
15 Oren E Livne and Achi Brandt. Lean algebraic multigrid (lamg): Fast graph Laplacian linear solver. SIAM Journal on Scientific Computing, 34(4):B499-B522, 2012.
16 Facundo Mémoli, Zhengchao Wan, and Yusu Wang. Persistent laplacians: Properties, algorithms and implications. SIAM Journal on Mathematics of Data Science, 4(2):858-884, 2022.

17 Andrew Y Ng, Michael I Jordan, and Yair Weiss. On spectral clustering: Analysis and an algorithm. Advances in Neural Information Processing Systems, 14(2):849-856, 2002.
18 Daniel Spielman. Spectral and algebraic graph theory. Yale lecture notes, draft of December, 4:47, 2019.
19 Daniel A Spielman and Shang-Hua Teng. Nearly-linear time algorithms for graph partitioning, graph sparsification, and solving linear systems. In Proceedings of the thirty-sixth annual ACM symposium on Theory of computing, pages 81-90, 2004.
20 Nisheeth K Vishnoi. Lx = b: Laplacian solvers and their algorithmic applications. Found. Trends Theor. Comput. Sci., 8(1-2):1-141, 2013. doi:10.1561/0400000054.
21 Ulrike von Luxburg. A tutorial on spectral clustering. Statistics and Computing, 17(4):395-416, 2007. doi:10.1007/s11222-007-9033-z.

22 Rui Wang, Duc Duy Nguyen, and Guo-Wei Wei. Persistent spectral graph. International Journal for Numerical Methods in Biomedical Engineering, page e3376, 2020.
23 Xiaoqi Wei and Guo-Wei Wei. Persistent sheaf Laplacians. arXiv preprint arXiv:2112.10906, 2021.


[^0]:    ${ }^{1}$ For two self-adjoint positive semi-definite operators $L_{1}$ and $L_{2}$, the Loewner order is given by: $L_{1} \succeq L_{2}$ if and only if $L_{1}-L_{2}$ is positive semi-definite.

[^1]:    2 The notation $\partial_{q+1}^{L, K}$ has been used before as the restriction of $\partial_{q+1}^{L}$ to $C_{q+1}^{L, K}$. As $\mathfrak{C}_{q+1}^{L \leftarrow K}$ generalizes the space $C_{q+1}^{L, K}$, we stick to the same notation $\partial_{q+1}^{L, K}$ to denote the restriction of $\partial_{q+1}^{L}$ to $\mathfrak{C}_{q+1}^{L \leftarrow K}$
    ${ }^{3}$ Recall that $\left(\partial_{q}^{K}\right)^{*}$ can be identified with the coboundary map $\delta_{K}^{q-1}$ in a sense specified in Subsection 2.1, hence we use $\delta_{q-1}^{K, L}$ to denote this restriction.

