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Abstract
Cyclic versions of covers and roots of a string are considered in this paper. A prefix V of a string S

is a cyclic root of S if S is a concatenation of cyclic rotations of V . A prefix V of S is a cyclic cover
of S if the occurrences of the cyclic rotations of V cover all positions of S. We present O(n)-time
algorithms computing all cyclic roots (using number-theoretic tools) and all cyclic covers (using
tools related to seeds) of a length-n string over an integer alphabet. Our results improve upon
O(n log log n) and O(n log n) time complexities of recent algorithms of Grossi et al. (WALCOM
2023) for the respective problems and provide novel approaches to the problems. As a by-product,
we obtain an optimal data structure for Internal Circular Pattern Matching queries that generalize
Internal Pattern Matching and Cyclic Equivalence queries of Kociumaka et al. (SODA 2015).
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1 Introduction

Cyclic strings have many real-world applications, such as in bioinformatics [2, 3, 17, 19] and
image processing [1, 27, 28, 29]. In particular, they are used for detecting DNA viruses with
circular structures [30, 31]. In particular, cyclic strings were studied in the context of circular
pattern matching [10, 14, 23, 24].

In this paper, we investigate the complexity of two problems related to cyclic strings.
The first one is a cyclic variant of the problem of computing the roots of a string S, i.e.,
strings U such that S = Uk for some integer k. The second one is a cyclic variant of the
problem of computing the covers of a string S, i.e., strings C whose occurrences cover the
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15:2 Linear-Time Computation of Cyclic Roots and Cyclic Covers of a String

whole string S. The standard roots of a string can be easily computed in linear time using a
folklore algorithm. Moore and Smyth [25, 26] gave a linear-time algorithm computing all
standard covers of a string. However, the cyclic versions of these problems are more difficult.

We say that a string V is a (cyclic) rotation of a string U if there exist strings X and
Y such that U = XY and V = Y X. A string U has a circular occurrence in a string T at
position i if a rotation of U has a (standard) occurrence in T at position i.1 By CircOcc(U, T )
we denote the set of circular occurrences of U in T . Moreover, we denote

Covered(U, T ) =
⋃

i∈CircOcc(U,T )

[i . . i + |U |).

▶ Definition 1. A string U is a cyclic cover of a string S if Covered(U, S) = [0 . . |S|).
A string U is a cyclic root of a string S if S = U1 · · · Uk, where each Ui is a cyclic shift of U .

Note that if U is a cyclic root (cyclic cover) of S, then the prefix S[0 . . |U |) is also a cyclic
root (cyclic cover, respectively) of S.

▶ Example 2. The lengths of the cyclic roots of the Thue–Morse word abbabaabbaababba
are 2, 4, 8, 16.

a b a a b a b a a a a b a b a a
a b a a b

a a b a b
b a b a a

a a b a b
b a b a a

Figure 1 The string abaab is a cyclic cover of the string abaababaaaababaa.

▶ Example 3. The string ab is a cyclic cover of each Fibonacci string of length at least 2,
e.g., of the string Fib5 = abaababa. (See [13] for a definition of Fibonacci strings and their
properties.) However, it is not a cyclic root of any Fibonacci string longer than 2. Another
example of a cyclic cover of a string is illustrated in Figure 1.

We consider the following problems.

CyclicRoots
Input: A string S of length n.
Output: The lengths of all cyclic roots of S.

CyclicCovers
Input: A string S of length n.
Output: The lengths of all cyclic covers of S.

Our results

We show linear-time algorithms for both problems. We assume the word-RAM model of
computation and that the string S is over an integer alphabet {0, . . . , nO(1)}.

1 We assume that the positions of a string T are numbered 0 through |T | − 1, where |T | is the length of T .
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Previous results

Recently, Grossi et al. [16] presented an O(n log log n)-time algorithm for CyclicRoots
(named cyclic factorization there) and an O(n log n)-time algorithm for CyclicCovers.
▶ Remark 4. A completely different problem of covering a cyclic string with a standard string
cover was considered in [11, 12]. Another different problem also known under the name
“cyclic covers”, related to the shortest superstring problem, was considered in [4, 5, 6].

Our approach

In the case of cyclic covers, we use a recursive algorithm whose general structure partially
resembles the structure of the linear-time algorithm for computing seeds from [21]. For this,
we need to explore combinatorics of circular occurrences, which is different from that of
standard occurrences. The “working horse” of the algorithm (non-recursive parts) is the
computation of long cyclic covers, which is based on an efficient implementation of internal
circular pattern matching queries. Such queries require to find all circular occurrences of one
substring of a text in another substring; the set of occurrences can be represented compactly
if the ratio of lengths of the two strings is constant. An auxiliary contribution of our paper is
an optimal implementation of these queries (constant-time after linear-time preprocessing).

Also in the case of cyclic roots we use internal queries on strings. Our algorithm is based
on number-theoretic tools and fast internal queries for cyclic equivalence, which ask if two
substrings of a given string are rotations of each other [20, 22].

Notations

For a string S, by S[0], . . . , S[|S| − 1] we denote its respective letters. By S[i . . j) we denote
a substring S[i] · · · S[j − 1]; similarly, we define substrings S[i . . j], S(i . . j] and S(i . . j). We
say that p is a period of a string S if S[i] = S[i + p] holds for all i ∈ [0 . . |S| − p). By
per(S), we denote the smallest period of S, called the period of S. For a string S and integer
x ∈ [0 . . |S|), by rotx(S) we denote the rotation S[x . . |S|) · S[0 . . x) of S obtained from S by
moving the prefix of S of length x to the end.

A length-m string P has an occurrence in a string T at position i if T [i . . i + m) = P . By
Occ(P, T ) we denote the set of starting positions of occurrences of P in T .

2 Internal Circular Pattern Matching and CyclicCovers in O(n log n)
Time

We introduce the following generalization of Internal Pattern Matching queries from [22].

Simple Internal Circular Pattern Matching Queries (Simple InternalCPM)
Input: A string S of length n.
Queries: Given two substrings P and T of S such that |T | ≤ 2|P |, report the leftmost
and the rightmost circular occurrence of P in T .

▶ Remark 5. If we know how to compute the leftmost circular occurrence, then the rightmost
circular occurrence can be computed analogously (it suffices to reverse the strings).

The theorem below can be obtained using the methods from [7, 8]. We give its proof in
Section 6.

▶ Theorem 6. The Simple InternalCPM queries can be answered in O(1) time after
O(n)-time preprocessing.

CPM 2023



15:4 Linear-Time Computation of Cyclic Roots and Cyclic Covers of a String

▶ Remark 7. In Section 6, we obtain a version of the queries in which a constant-sized
representation of all circular occurrences is computed in constant time (still if |T | ≤ 2|P |).

Below, we apply Simple InternalCPM queries to a version of the CyclicCovers
problem that is used in our O(n)-time algorithm for CyclicCovers. The following lemma
generalizes [16, Lemma 13]; in this section, it will be applied in a simpler setting.

▶ Lemma 8. After O(n)-time preprocessing of a string S of length n, for any substrings C

and W of S, we can test if C is a cyclic cover of W in O(|W |/|C|) time.

Proof. Let p = |C| and m = |W |. Consider substrings Vi equal to W [ip . . (i + 2)p) for
i ∈ [0 . . ⌊m/p⌋−1) and W [ip . . m) for i = ⌊m/p⌋−1. For each substring Vi, we use a Simple
InternalCPM query to compute the leftmost and the rightmost circular occurrence of C.
Then, we check whether these occurrences, interpreted as occurrences in W , collectively cover
all positions in W . The time complexity is O(m/p) after the preprocessing of Theorem 6. ◀

Lemma 8 implies a simple O(n log n)-time algorithm for the CyclicCovers problem.

▶ Corollary 9. The CyclicCovers problem can be solved in O(n log n) time.

Proof. We apply Lemma 8 for W = S iterating with C over all non-empty prefixes of S.
The total time complexity is O(n +

∑n
i=1

n
i ) = O(n log n). ◀

3 Quasi-Covers

We reduce our problem to the computation of the substrings called quasi-covers; see Figure 2.

▶ Definition 10. A string V is a quasi-cover of a substring W of the string S if V is a prefix
of S and a cyclic cover of a substring Y = W [i . . j) such that i < |V | and j > |W | − |V |.

S : a a b b c b c b a a b a b a b a a a c b a b

Y

W

Figure 2 Example of a quasi-cover aab of the substring W of S. By definition, V is a prefix of
the whole string S. Observe that aab is not a cyclic cover of W .

Henceforth, we fix the string S and consider quasi-covers of its substrings. Let W be a
substring and I be an interval, I ⊆ [1 . . |W |]. We denote by Q-CoversI(W ) the set of all
lengths of quasi-covers of substring W with lengths in I. Furthermore, for k ∈ [1 . . |W |] we
denote

Q-Covers(W ) = Q-Covers[1. .|W |](W ), Q-Covers≤k(W ) = Q-Covers[1. .k](W ),

Q-Covers>k(W ) = Q-Covers(k. .|W |](W ), Q-Coversk(W ) = Q-Covers[k. .k](W ).

A prefix of S is its cyclic cover if and only if it is a quasi-cover of S and a rotation of a
suffix of S. We use the following queries (generalized by Simple InternalCPM queries):
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Cyclic Equivalence Queries (CycEq)
Input: A string S of length n.
Queries: Given two substrings U and V of S, check if V is a rotation of U .

▶ Theorem 11 ([20, 22]). The CycEq queries can be answered in O(1) time after O(n)-time
preprocessing.

Using CycEq queries, we can compute in O(n) time all prefixes which are rotations of
the corresponding suffixes of the string. This yields the following observation.

▶ Observation 12. The CyclicCovers problem for a string S reduces in linear time to the
computation of Q-Covers(S).

We will later show how the set Q-Covers(S) can be computed based on recursive calls
to Q-Covers(W ) for substrings W of S.

3.1 Quasi-Covers and Substring Complexity
The substring complexity of a length-m string W is a function that maps each length
k ∈ [1 . . m] to the number |SUBk(W )| of distinct length-k substrings of W . We further define
βk(W ) = |SUBk(W )| + k − 1. The term k − 1 is added because the sequence (|SUBk(W )|)m

k=1
does not need to be monotone in general; the resulting sequence (βk(W ))m

k=1 is now non-
decreasing and its monotonicity will be useful later. For a string family S, let us denote by
∥S∥ the sum of lengths of strings in S.

▶ Observation 13. Let V be a quasi-cover of a substring W of S. If a substring W ′ of W

satisfies |W ′| ≥ 2|V | − 1, then V is a quasi-cover of W ′.

▶ Lemma 14. Given a length-m substring W and an integer k ∈ [1 . . m], we can compute in
O(m) time a family Gk(W ) of substrings of W such that ∥Gk(W )∥ ≤ βk(W ) and

Q-Covers≤⌈k/4⌉(W ) =
⋂

W ′∈Gk(W )

Q-Covers≤⌈k/4⌉(W ′).

Proof. It was shown in [21] that one can construct in linear time a string family, denoted
in [21] as COMPRt, such that ∥COMPRt∥ ≤ β2t−1(W ) and the strings in COMPRt contain
all length-t substrings of W . First, we reformulate the corresponding fact from [21] taking
Gk(W ) = COMPR⌈k/2⌉.

▷ Claim 15 ([21, Lemma 5.4, proof of Lemma 5.3 and proof of Theorem 9 (“Computing S”)]).
Given k ∈ [1 . . m], we can compute in O(m) time a string family Gk(W ) such that

∥Gk(W )∥ ≤ βk(W ) and SUB⌈k/2⌉(W ) =
⋃

W ′∈Gk(W )

SUB⌈k/2⌉(W ′).

The next claim turns out to be similar to [21, Lemma 2.2].

▷ Claim 16. If t ∈ [1 . . m], then

Q-Covers≤⌈t/2⌉(W ) =
⋂

W ′∈SUBt(W )

Q-Covers≤⌈t/2⌉(W ′).

CPM 2023
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Proof. We prove two inclusions separately.

(⊆) If V is a quasi-cover of W of length at most ⌈t/2⌉ and W ′ ∈ SUBt(W ), then Observation 13
implies that V is a quasi-cover of W ′.

(⊇) Assume that V is a quasi-cover of all W ′ ∈ SUBt(W ) and |V | = ℓ ≤ ⌈t/2⌉. Consider a
position i ∈ [ℓ−1 . . m−ℓ] and a substring W ′ = W (i−ℓ . . i+ℓ). Note that V is a quasi-cover
of W ′ (this follows from Observation 13 because W ′ is a substring of some length-t substring
of W ). Thus, there is a circular occurrence of V in W that covers the middle position of W ′.
Interpreted as a circular occurrence of V in W , it covers position i of W . ◁

The thesis follows directly from the two claims above, taking t = ⌈k/2⌉ in the second
claim. ◀

▶ Lemma 17. If a string W has a quasi-cover V of length |V | ≥ 2k, then

|SUBk+1(W )| ≤ 1
2 |W | + 3

2 |V |.

Proof. First, we show the following claim (cf. Figure 3).

▷ Claim 18. If a string Y has a cyclic cover V of length |V | ≥ 2k, then |SUBk+1(Y )| ≤
1
2 (|Y | + |V |).

Proof. We denote by CSUBk+1(V ) the set of distinct length-(k + 1) substrings of all rotations
of V ; note that |CSUBk+1(V )| ≤ |V |.

For each i ∈ CircOcc(V, Y ), let us mark positions j ∈ [i . . i + |V | − k); observe that if a
position j is marked, then Y [j . . j + k] ∈ CSUBk+1(V ).

Y

I1 I2

length-(k + 1) substrings

rotations of V

Figure 3 A string V is a cyclic cover of a string Y and |V | ≥ 2k. Each length-(k + 1) substring
starting in I1 belongs to CSUBk+1(V ), but length-(k + 1) substrings starting in I2 do not need to
belong to CSUBk+1(V ). The interval I1 of marked positions is of size at least k, whereas the interval
|I2| of unmarked positions is of size at most k.

Let Y ′ be the prefix of Y of length |Y |− |V |. We partition Y ′ into inclusion-wise maximal
intervals of marked positions and inclusion-wise maximal intervals of unmarked positions.
Each interval I2 of unmarked positions is preceded by an interval I1 of marked positions,
where |I1| ≥ |V | − k ≥ k ≥ |I2| (otherwise, V would not be a cyclic cover of Y ).

Hence, at most half of positions of Y ′ are unmarked, which is (|Y | − |V |)/2. Each length-
(k +1) substring starting at marked position belongs to CSUBk+1(V ). Hence, |SUBk+1(Y )| ≤
(|Y | − |V |)/2 + |CSUBk+1(V )| ≤ (|Y | + |V |)/2. ◁

If V is a quasi-cover of W then V is a cyclic cover of Y = W [i . . j) with i < |V | and
j > m − |V |. We have, due to inequality 1

2 (|W | − |Y |) < |V |,

|SUBk+1(W )| ≤ |SUBk+1(Y )| + |W | − |Y | < |SUBk+1(Y )| + 1
2 (|W | − |Y |) + |V |.

Now, Claim 18 implies |SUBk+1(Y )| ≤ 1
2 (|Y |+|V |) and thus |SUBk+1(W )| ≤ 1

2 |W |+ 3
2 |V |. ◀



C. S. Iliopoulos, T. Kociumaka, J. Radoszewski, W. Rytter, T. Waleń, and W. Zuba 15:7

▶ Example 19. Let {a1, a2, . . . , a2k−1}, {b1, b2, . . . , b2k}, {c1, c2, . . . , c2k−1} be disjoint sets,
and

X = a1a2 · · · a2k−1, V1 = b1b2 · · · bk, V2 = bk+1bk+2 · · · b2k, Y = c1c2 · · · c2k−1.

Then V = V1V2 is a quasi-cover of W = X V1 V2 V2 V1 Y , with |V | = 2k and |W | = 8k − 2.
All length-(k + 1) substrings of W are different. Hence:

|SUBk+1(W )| = |W | − k = 1
2 |W | + 3

2 |V | − o(|W |).

We use the following crucial property of quasi-covers.

▶ Lemma 20 (Work-Reduction Lemma). For a length-m substring W and k ∈ [0 . . m), if
βk+1(W ) > 5

6 m, then

Q-Covers[2k. .⌊m/6⌋](W ) = ∅.

Proof. The proof is by contradiction. Suppose that V ∈ Q-Covers[2k. .⌊m/6⌋](W ) and V

is a cyclic cover of Y = W [i . . j) with i < |V | and j > m − |V |. Due to Lemma 17 and
inequality k ≤ |V |/2,

|SUBk+1(W )| + k ≤ 1
2 |W | + 3

2 |V | + 1
2 |V | = 1

2 |W | + 2|V | ≤ 1
2 m + 2 · m

6 = 5
6 m.

This contradicts our assumption that βk+1(W ) = |SUBk+1(W )| + k > 5
6 m. ◀

4 Solution to CyclicCovers Problem

Our algorithm is recursive; its non-recursive parts correspond to (simple) fast computation
of length-limited cyclic covers. We say that an interval I = [a . . b] of positive integers is
balanced if b = O(a).

▶ Lemma 21. After O(n)-time preprocessing, for a balanced interval I = [a . . b] and a
length-m substring W , the set Q-CoversI(W ) can be computed in O(m) time.

Proof. We consider each length ℓ ∈ I separately. Let C = S[0 . . ℓ). We use two Simple
InternalCPM queries to check if C has a circular occurrence starting within the first ℓ

positions of W and a circular occurrence ending within the last ℓ positions of W . If any
of these two conditions does not hold, C is not a quasi-cover of W . Otherwise, we use
Lemma 8 to check if C is a cyclic cover of the substring of W spanned by the first and the
last circular occurrence of C in W that were discovered in the previous step. The total
time complexity is O(

∑
i∈I

m
i ) = O(

∑
i∈I

m
a ) = O(m · |I|/a) = O(m · b/a) = O(m), after

O(n)-time preprocessing in Theorem 6 and Lemma 8. ◀

Our solution is based on Lemmas 14, 20, and 21. We use a recursive approach that was
initially developed for seeds computation; see [21].

▶ Theorem 22. The CyclicCovers problem can be solved in O(n) time.

Proof. We run the recursive function ComputeQuasiCovers (Algorithm 1) initially for W = S.

Correctness. In the base case, where β1(W ) > 5
6 m, there are more than 5

6 m different letters
in W , and then Lemma 20 implies Q-Covers≤⌊m/6⌋(W ) = ∅.

In the recursive step, we reduce the computation of quasi-covers to the ones with lengths
in two balanced intervals, J1 = (⌈k/4⌉ . . 2k) and J2 = (⌊m/6⌋ . . m], and the ones (the set Q)
with sufficiently small lengths (at most ⌈k/4⌉). By Lemmas 14 and 20, the algorithm returns
precisely the set Q-Covers(W ).

CPM 2023



15:8 Linear-Time Computation of Cyclic Roots and Cyclic Covers of a String

Algorithm 1 ComputeQuasiCovers(W ).

Input: A substring W of length m.
Output: The set Q-Covers(W ) of lengths of quasi-covers of W .
Compute βℓ(W ) for all ℓ ∈ [1 . . m]
if β1(W ) > 5

6 m then ▶ see Lemma 20
return Q-Covers(⌊m/6⌋. .m](W ) ▶ (⌊m/6⌋ . . m] is a balanced interval

k := max
{

ℓ ∈ [1 . . m] : βℓ(W ) ≤ 5
6 m

}
Let Gk(W ) be the set of fragments as in Lemma 14
foreach string W ′ ∈ Gk(W ) do

QW ′ := ComputeQuasiCovers(W ′) ▶ Recursive call
Q :=

⋂
W ′∈Gk(W ) QW ′ ∩ [1 . . ⌈k/4⌉] ▶ Q = Q-Covers≤⌈k/4⌉(W ) (Lemma 14)

J1 := (⌈ k
4 ⌉ . . 2k), J2 := (

⌊
m
6

⌋
. . m] ▶ J1, J2 are balanced intervals

return Q ∪ Q-CoversJ1(W ) ∪ Q-CoversJ2(W ) ▶ Q-Covers[2k. .⌊m/6⌋](W ) = ∅

Complexity. To bound the running time, denote by T (m) the maximum number of op-
erations performed by the algorithm for a substring W of length m. The sequence βi(W )
for a length-m substring W of S can be computed in O(m) time [21, Lemma 5.1]. Due to
Lemmas 14 and 21,

T (m) = O(m) +
∑

i

T (mi), where
∑

i

mi ≤ 5
6 m.

This recurrence yields T (m) = O(m).
Due to Observation 12, the CyclicCovers problem can be reduced in linear time to the

computation of all quasi-covers. Finally, Lemma 21 requires O(n)-time preprocessing of S.
This completes the proof. ◀

5 Solution to CyclicRoots Problem

We denote by σ0(n) =
∑

p|n 1 the number of divisors of n and by σ1(n) =
∑

p|n p the sum of
divisors of n. We use the following known estimations: σ0(n) = 2O(log n/ log log n) [18, §18.1]
and σ1(n) = O(n log log n) [18, §22.9]. They directly imply the following fact.

▶ Fact 23.
σ0(n) = o(

√
n/ log n) and log σ0(n) = O(log n/ log log n)

σ1(n) =
∑

p|n
n
p = O(n log log n)

Using CycEq queries (Theorem 11), we derive the following subroutine:

▶ Observation 24. After linear-time preprocessing of a string S, we can test if S[0 . . p) is a
cyclic root of a substring W of S in O(|W |/p) time.

In particular, in [16] the CyclicRoots problem was solved in O(σ1(n)) = O(n log log n)
time (cf. Fact 23) by using n

p CycEq queries for each divisor p of n.
Let us now develop an O(n)-time solution. We reduce testing if S[0 . . p) is a cyclic root of

the whole text to testing if S[0 . . p) is a cyclic root of each substring F in a suitably chosen
family F of substrings.
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The intuition behind this improvement is as follows. It turns out that the asymptotic
upper bound on σ1(n) significantly depends on a few largest divisors. In the O(n log log n)-
time algorithm, this corresponds to the smallest lengths p of the candidate cyclic root. Hence,
for small p, we will adopt a different approach.

The factorization of S into length-q substrings, for q | n, will be called the q-factorization.

▶ Observation 25. If S has a cyclic root of length p, then its (k · p)-factorization F contains
at most pk distinct substrings, consequently the number of distinct factors in F is at most
min

(
pk, n

k·p

)
.

Thus, if the number of different factors in the (k · p)-factorization is greater than pk, then
we know that S does not have a cyclic root of length p.

Otherwise, if k is small enough, the number of different substrings in the (k·p)-factorization
will be smaller than n/(k · p), and we can check each of them using CycEq queries in O(k)
time. On the other hand, if k is large enough, then the O(n/(k · p)) work spent on computing
the factorization will be much less than O(n/p).

Algorithm 2 CyclicRoot(S, p): Does S have a cyclic root of length p | n?

k := max(⌊ 1
2 logp n⌋, 1)

Let S = S1S2, where |S2| = n mod (k · p)
F := all distinct factors in the (k · p)-factorization of S1 ▶ O(n/(k · p)) time [15]
if |F| > pk then return NO ▶ Observation 25
if |S2| > 0 then F := F ∪ {S2} ▶ |F| = O

(
min

(
pk, n

k·p

))
foreach F ∈ F do ▶ O(k · |F|) = O(

√
n log n) time

if S[0 . . p) is not a cyclic root of F then return NO ▶ Observation 24

return YES

▶ Theorem 26. The CyclicRoots problem can be solved in O(n) time.

Proof. We use Algorithm 2. After O(n)-time preprocessing, all different substrings in F can
be found in O(n/(k · p)) time using deterministic substring hashing [15]. By Observation 24,
after O(n)-time preprocessing, we can test in O(k) time for each F ∈ F if S[0 . . p) is its
cyclic root; this sums up to O(k · min( n

k·p , pk)) time. For k = max(⌊ 1
2 logp n⌋, 1), we have

n
k·p = O

(
n log p
p log n

)
and k·min

(
pk, n

k·p

)
= O

(
p

1
2 logp n · logp n + min

(
p, n

p

))
= O(

√
n log n).

Thus, after O(n)-time preprocessing, all calls to the algorithm CyclicRoot(S, p) for all divisors
p of n work in total time

O(A(n) + B(n)), where A(n) =
∑
p|n

n log p
p log n and B(n) =

∑
p|n

√
n · log n.

Estimating B(n). By Fact 23, we have

B(n) =
√

n log n ·
∑
p|n

1 =
√

n log n · σ0(n) = o(n).
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Estimating A(n). We partition the underlying sum into elements that do not exceed σ0(n)
and the remaining elements. The former is bounded from above, due to Fact 23, as:∑

p|n
p≤σ0(n)

n log p

p log n
≤

∑
p|n

n log σ0(n)
p log n

= log σ0(n)
log n

∑
p|n

n

p
= O

(
1

log log n
· σ1(n)

)
= O(n).

The latter sum is bounded from above by:∑
p|n

p>σ0(n)

n log p

p log n
≤

∑
p|n

n

σ0(n) = n

σ0(n)
∑
p|n

1 = n

σ0(n) · σ0(n) = n.

This concludes the complexity analysis of the algorithm. ◀

6 InternalCPM via PILLAR Model

6.1 PILLAR Model
We use the so-called PILLAR model that was introduced in [9]. In this model, we assume that
the following primitive queries can be performed efficiently, where the argument strings are
represented as substrings of strings in a given collection X :

Extract(U, ℓ, r): Retrieve the substring U [ℓ . . r).
LCP(U, V ), LCPR(U, V ): Find the length of the longest common prefix/suffix of U and V .
IPM(U, V ): Assuming that |V | < 2|U |, compute the starting positions of all exact
occurrences of U in V , expressed as an arithmetic sequence. If the sequence has at least
three terms, its difference equals per(U).
Access(U, i): Retrieve the letter U [i].
Length(U): Compute the length |U | of the string U .

The runtime of algorithms in this model can be expressed in terms of the number of
primitive PILLAR operations. The following result combines several known techniques to
obtain constant-time implementations of all PILLAR operations in the standard setting.
Efficient implementations of the PILLAR operations in other settings, including a dynamic
and a compressed setting, are also known; cf. [9].

▶ Theorem 27 ([9, Theorem 7.2]). After an O(n)-time preprocessing of a collection of strings
of total length n over an integer alphabet, each PILLAR operation can be performed in O(1)
time.

6.2 Interval Chains and PairMatch problem
For an integer set A and an integer r, let A ⊕ r = {a + r : a ∈ A}. An interval chain is a
set of the form I ∪ (I ⊕ q) ∪ (I ⊕ 2q) ∪ · · · ∪ (I ⊕ aq) for an interval I and non-negative
integers a and q. In particular, a single interval is an interval chain (with a = 0).

First, we introduce an auxiliary operation PairMatch. Denote by PairMatch(T, P, i, j)
the set of all circular occurrences of P in T such that position i in T is aligned with position
j in P (see also Figure 4):

PairMatch(T, P, i, j) = {p ∈ (i−m . . i] : T [p . . p+m) = rotx(P ), i−p = (j−x) mod m}.

In particular PairMatch(T, P, i, 0) is the set of circular occurrences of P such that the
leftmost position of P is aligned with position i in T .
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

7 8 9 10 11 12 0 1 2 3 4 5 6
j

p i

Figure 4 Let us put original numbers in positions of the pattern P ; they are moved after rotation
of P . Assume that p = 9 is a position of a circular occurrence of P in T such that p ∈ Occ(rot7(P ), T ).
Then, in particular, p ∈ PairMatch(T, P, 17, 2). In this case, x = 7 and i − p = 8 = (j − x) mod 13.
We also have p ∈ PairMatch(T, P, 15, 0).

The following lemma is a consequence of [7, Lemma 10], where the PILLAR model was
not used explicitly. A similar fact was shown in [16, Lemmas 5 and 6]. We include its proof
for completeness.

▶ Lemma 28. For any given i, j, the set PairMatch(T, P, i, j), represented as a union of
at most two intervals, can be computed in O(1) time in the PILLAR model.

Proof. First we explain how to compute PairMatch(T, P, i, 0). Let p(i) = LCP(T [i . .], P )
and s(i) = LCPR(T [. . i), P ). If p(i)+s(i) ≥ m, an interval [i−s(i) . . i+p(i)−m] of starting
positions of circular occurrences of P in T is reported; otherwise the answer is an empty set.

In general PairMatch(T, P, i, j) can be computed using (at most) two queries of the
type PairMatch(T, P, i′, 0), for i′ = i − j and i′ = i − j + m. A respective query is asked
only if i′ ∈ [0 . . n − m). The resulting intervals need to be intersected with (i − m . . i] to
ensure that the circular occurrence contains position i. ◀

6.3 Internal CPM

The circular pattern matching problem is formally defined as follows.

Circular Pattern Matching (CPM)
Input: A text T of length n and a pattern P of length m.
Output: All positions in T where circular occurrences of P start.

We will show an efficient solution in the PILLAR model of CPM in the case when the
lengths of the pattern and of the texts are similar. The algorithm below applies the results
of [7, 8]. These results considered the approximate CPM problem with k ≥ 1 mismatches
or edits. In the proof of the following theorem, we show that they can be adapted to the
case of the exact CPM problem, obtaining an even simpler algorithm. The main idea of the
algorithm is illustrated in Figure 7.

▶ Theorem 29. If n ≤ 2m, the answer to the CPM problem, represented as a union of O(1)
interval chains, can be computed in O(1) time in the PILLAR model.

Proof. Let P = P1P2, where |P1| = ⌊m/2⌋. Each circular occurrence of P in T implies a
standard occurrence of at least one of P1 and P2 in T . Henceforth, we assume that it implies
an occurrence of P1; the remaining case can be treated symmetrically.

Let A = Occ(P1, T ). As |T | ≤ 4|P1| + 3, a representation of A consisting of O(1)
arithmetic sequences can be computed using O(1) IPM queries by the so-called standard trick.
We consider each of the arithmetic sequences B separately.

CPM 2023
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Nonperiodic case. If an arithmetic sequence B contains at most two occurrences, then we
ask a query PairMatch(T, P, i, 0) for each i ∈ B. The resulting intervals contain positions
of all circular occurrences of P in T that imply an occurrence of P1 in T at a position i ∈ B,
and possibly some other circular occurrences of P in T (that imply an occurrence of P2).

Periodic case. Assume now that an arithmetic sequence B contains at least three elements.
As already mentioned, its difference is q := per(P1).

Let i be any element of B. We compute the largest index iL < i and the smallest index
iR > i such that

T [iL] ̸= T [iL + q] (or iL = −1), T [iR] ̸= T [iR − q] (or iR = |T |).

Let Q = P2P1P2 and j = |P2|. Similarly (see Figure 5), we compute the largest index jL < j

and the smallest index jR > j such that

Q[jL] ̸= Q[jL + q] (or jL = −1), Q[jR] ̸= Q[jR − q] (or jR = |Q|).

The indices iL, iR, jL, jR, which can be called misperiods, can be computed using a constant
number of LCP and LCPR queries on T and P .

P2 P1 P2
∗

jL jR

∗
iL

∗
iR

P1

P1

P1

P1
T

Figure 5 Misperiods iL, iR, jL; in this case, there is no misperiod jR.

We consider two cases:

Case (1). The cyclic occurrence is an occurrence of a rotation of P that is a length-m
substring of Q(jL . . jR); the occurrence is contained within a substring T (iL . . iR) in the
text. Both strings in scope are periodic with period q; it only matters if the periods are
synchronized. Let

X = (jL . . jR − m] and Z = (iL . . iR − m].

The set X consists of the positions in Q where a rotation of P contained in Q(jL . . jR) starts.
The set Z ′ := {z ∈ Z : ∃x∈X z ≡ x (mod q)} consists of the starting positions of circular
occurrences of P contained in T (iL . . iR). By the following claim, the set Z ′ can be computed
in O(1) time.

▷ Claim 30 ([7, Lemma 7]). Let X and Z be intervals and q be a positive integer. The
set Z ′ := {z ∈ Z : ∃x∈X z ≡ x (mod q)}, represented as a disjoint union of at most three
interval chains, can be computed in O(1) time.

Case (2). In this case, two misperiods, one in T and one in P , need to be synchronized. It
suffices to take the union of results of a PairMatch(T, P, iL, |P1| + jL) query if neither of
iL, jL equals −1 and of a PairMatch(T, P, iR, jR − |P2|) query if iR ̸= |T | and jR ̸= |P |.

Overall, the result is a union of O(1) intervals and interval chains and can be computed
in O(1) time in the PILLAR model using Lemma 28 and Claim 30. ◀
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a b a a a a b a a a a a a b a a a a b a a a a b a a a a b a a a a

P2 P1 P2

*

Figure 6 The interval X (shaded box) represents the starting positions of the rotations of
P = (aabaa)4aa contained in Q(jL . . jR) = Q(8 . . 33). Five copies of X (two of them partial)
constitute the output set Z′ (the shaded boxes in Figure 7).

q q

T b
*

b
*

0 5 10 15 20 25 30 35 40

a a b a a a a b a a a a b a a a a b a a a a b a a a a b a a a a b a a a a b a a a a b a a

Figure 7 The starting positions of the circular occurrences of the pattern P = (aabaa)4aa in
the text T form two intervals ([1 . . 1] and [19 . . 20]) and one interval chain I, I ⊕ q, I ⊕ 2q, where
I = [4 . . 6] and q = 5.

We introduce the following generalization of IPM queries.

Internal Circular Pattern Matching Queries (InternalCPM)
Input: A string S of length n.
Queries: Given two substrings P and T of S such that |T | ≤ 2|P |, report all the
starting positions of all circular occurrences of P in T .

Combining Theorems 27 and 29, we obtain the following result, which generalizes Theorem 6.

▶ Theorem 31. The answer to an InternalCPM query, represented as a union of O(1)
interval chains, can be computed in O(1) time after O(n)-time preprocessing.

7 Final Remarks

We took a recursive approach proposed in the computation of seeds and adjusted it to the
case of cyclic covers. Despite the similarity, several major changes were necessary due to
circularity. We hope that such a recursive approach can be used in other problems on strings.

We also demonstrated the importance of a new tool in computations on cyclic strings:
internal circular pattern matching queries. Hopefully, they could be used for other problems
related to cyclic substrings.
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