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#### Abstract

Maximum Parsimony is the problem of computing a most parsimonious phylogenetic tree for a taxa set $X$ from character data for $X$. A common strategy to attack this notoriously hard problem is to perform a local search over the phylogenetic tree space. Here, one is given a phylogenetic tree $T$ and wants to find a more parsimonious tree in the neighborhood of $T$. We study the complexity of this problem when the neighborhood contains all trees within distance $k$ for several classic distance functions. For the nearest neighbor interchange (NNI), subtree prune and regraft (SPR), tree bisection and reconnection (TBR), and edge contraction and refinement (ECR) distances, we show that, under the exponential time hypothesis, there are no algorithms with running time $|I|^{o(k)}$ where $|I|$ is the total input size. Hence, brute-force algorithms with running time $|X|^{\mathcal{O}(k)} \cdot|I|$ are essentially optimal.

In contrast to the above distances, we observe that for the sECR-distance, where the contracted edges are constrained to form a subtree, a better solution within distance $k$ can be found in $k^{\mathcal{O}(k)}$. $|I|^{\mathcal{O}(1)}$ time.
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## 1 Introduction

Maximum Parsimony is one of the most popular methods for inferring phylogenetic (evolutionary) trees from sequences of morphological or molecular characters. Given sequences of characters for $n$ taxa, this method reconstructs a phylogenetic tree $T$ whose $n$ leaves are labeled bijectively by the $n$ taxa and that has the minimum parsimony score over all such trees. The parsimony score is the number of character state changes along the tree edges that are necessary when extending the sequences for the leaves of $T$ to all internal vertices of $T$. Note that for each character, this score is at least $s-1$, where $s$ denotes the number
of different character states. A phylogenetic tree is called perfect if it achieves score $s-1$ for every character. Such a perfect phylogeny does not always exists. For a more comprehensive introduction to Maximum Parsimony, we refer the interested reader to [9].

From an algorithmic point of view, the Maximum Parsimony problem is notoriously hard: It is NP-complete even for binary characters [12]. Moreover, the current best running time is $\Omega((2 n-3)!!)$, where $(2 n-3)!!=1 \cdot 3 \cdot \ldots \cdot(2 n-5) \cdot(2 n-3)$ [4]. The associated algorithm generates all possible binary phylogenetic trees on $n$ leaves in a bottom-up fashion. Hence, the best known algorithm is essentially a brute-force-method. This running time bound is impractical when $n>15$. Better running times are possible when the instance has a near-perfect phylogeny and the number of different character states $s$ is small. Here, the running time is measured also in terms of the excess $q$ over the score of a perfect phylogeny. In the general case, Maximum Parsimony can be solved in $n m{ }^{\mathcal{O}(q)} 2^{\mathcal{O}\left(q^{2} s^{2}\right)}$ time [10], where $m$ is the length of the character sequences. In 2007, the running time was improved to $\mathcal{O}\left(21^{q}+8^{q} n m^{2}\right)$ for the special case of binary characters and the practical usefulness of the improved algorithm was demonstrated for $q \leq 10$ [30]. In the worst case, however, $q$ can be essentially as large as $m$. Moreover, Maximum Parsimony is NP-hard even for $q=0$ when the number of different character states is unbounded [3].

Given the hardness of Maximum Parsimony, solving this problem exactly is impractical for many real-world datasets due to prohibitive running times. Consequently, heuristic approaches, in particular local search, play an important role in computing good, but not necessarily optimal, solutions $[2,13,14,16,17,18,19,25,26]$. These approaches search the space of all possible phylogenetic trees on $n$ taxa. In the course of such a search, the parsimony score of a subset of the phylogenetic trees in the space is computed. For any given tree, this step takes polynomial time using Fitch's or Sankoff's algorithm [11, 28]. A search through tree space starts by first computing a starting tree $T$ before computing the parsimony score of all neighbors of $T$. If there is a neighboring tree $T^{\prime}$ whose parsimony score is smaller than that of $T$, then the search is continued by computing the parsimony score of all neighbors of $T^{\prime}$ and so on until a local optimum is found. In each iteration of the search, the neighboring trees are those that can be obtained from the current best tree by one or more rearrangement operations. The most well-known rearrangement operations on trees that are also considered in local search approaches for Maximum Parsimony, are nearest neighbor interchange (NNI), subtree prune and regraft (SPR), and tree bisection and reconnection (TBR) [1]. Each of these operations deletes an edge of a tree and then reconnects the resulting two subtrees. Depending on the operation, the reconnection is more or less restrictive, with SPR being a generalization of NNI and TBR being a generalization of SPR. The set of all trees that can be obtained by one operation is called the NNI, SPR, or TBR neighborhood, respectively. More general, we say that a tree $T^{\prime}$ is in the $k$-neighborhood with respect to NNI, SPR, or TBR of another tree $T$, if $T^{\prime}$ can be obtained from $T$ by at most $k$ NNI, SPR, or TBR operations, respectively.

In addition to NNI, SPR, and TBR, the $k$-ECR operation has also been considered in the literature (see for example the works by Ganapathy et al. [13, 14]). This latter operation first contracts up to $k$ edges and then refines the resulting tree arbitrarily. Here, the $k$-ECR neighborhood contains all trees that can be obtained from a starting tree by applying one $k$-ECR operation. The 1-ECR neighborhood is exactly the NNI neighborhood, but the 2-ECR neighborhood strictly contains the set of trees reachable by two NNI moves [14]. The $k$-ECR neighborhood appeared earlier implicitly under the term sectorial search [19]. The $k$-sECR neighborhood, a restricted version of the $k$-ECR neighborhood where the contracted edges must form a subtree was considered by Sankoff et al. [29]. They found that for larger
values of $k$, the $k$-sECR neighborhood gives better results than the 1-ECR neighborhood or, equivalently, the NNI neighborhood. Guo et al. [20] found that exploring the $k$-ECR neighborhood is too costly and thus proposed a restriction of this neighborhood which already leads to very good local optima. Their approach contracts $k$ edges and then refines the resulting tree by using neighbor joining, a fast distance-based method to reconstruct phylogenetic trees. To summarize, local search is an important paradigm for designing heuristics for Maximum Parsimony, and it has been noted that larger neighborhoods such as the $k$-ECR neighborhood give better results at the cost of higher running times. So far, there is however no study of how hard exploring larger neighborhoods actually is.

To analyze the computational complexity of exploring neighborhoods under NNI, SPR, TBR, $k$-ECR, and $k$-sECR, we use the framework of parameterized local search [8, 15, 23, 24]. Here, one studies local search problems with a neighborhood whose size can be adjusted by a parameter $k$. In the canonical parameterized local search problem, one is then given some solution for an optimization problem and the question is whether there is a better solution in the $k$-neighborhood. Local search for any of the aforementioned neighborhoods that are associated with distances between two trees fits exactly into this framework: we are given a phylogenetic tree and want to know whether there is one with a better parsimony score in the $k$-neighborhood. Typically, the $k$-neighborhood has a size of $\mathcal{O}\left(|I|^{f(k)}\right)$, where $|I|$ is the input size. In our case, the input size $|I|$ is in $\mathcal{O}\left(n^{2} \cdot m\right)$. Thus, using a brute-force algorithm, one can find a better solution in the neighborhood if it exists in $|I|^{f(k)}$ time. The algorithmic question is now whether this can be done much faster. In particular, a running time of $f(k) \cdot|I|^{\mathcal{O}(1)}$ would be desirable since the explosion in the running time would then depend only on $k$ and not on $|I|$. Parameterized algorithmics provides toolkits to design such algorithms or to show that such algorithms are unlikely. The latter can be done by showing $\mathrm{W}[1]$-hardness with respect to $k[6,7]$ or by giving tight running time bounds based on the exponential time hypothesis (ETH) [21].

Our results are as follows. We show that even when all characters are binary, searching the $k$-ECR neighborhood is $\mathrm{W}[1]$-hard with respect to $k$. The reduction that we use to establish this result also shows that, under the ETH, a running time of $|I|^{\Omega(k)}$ is necessary. Moreover, the reduction implies hardness for searching the $k$-neighborhood with respect to NNI, SPR, and TBR. In a nutshell, our results show that one cannot gain a substantial speed-up over the brute-force algorithm when trying to search these large neighborhoods. We then establish that $n^{\mathcal{O}(k)} \cdot m$ time is sufficient to search the $k$-neighborhoods with respect to any of NNI, SPR, TBR, and $k$-ECR, giving tight upper and lower bounds for the running time dependence on $k$. Finally, we observe that the $k$-sECR neighborhood of Sankoff [29] can be searched in $k^{\mathcal{O}(k)} \cdot|I|^{\mathcal{O}(1)}$ time, making it possible to consider much larger values of $k$ than for the other neighborhoods. Let us remark that, while we formally study the decision problem that asks for the existence of a better tree in the $k$-neighborhood, our hardness results and algorithms also apply to the problem of finding an optimal tree in the $k$-neighborhood.

Proofs of statements marked with $\left(^{*}\right)$ are deferred to a full version of the article.

## 2 Preliminaries

For details about relevant definitions of parameterized complexity such as fixed-parameter tractability, W[1]-hardness, parameterized reductions and ETH, refer to the standard monographs [6, 7].

Graph notation. For a graph $G=(V, E)$ and a vertex set $K \subseteq V$, let $E(K)$ denote the set of edges of $G$ where both endpoints are from $K$. The subdivision of an edge $e \in E$ in $G$ results in the graph $G^{\prime}$ obtained by removing $e$ from $G$ and adding a new vertex which is adjacent to both endpoints of $e$. Let $v$ be a vertex of degree 2 in $G$. The suppression of $v$ in $G$ results in the graph $G^{\prime}$ obtained by removing $v$ from $G$ and joining both neighbors of $v$ by an edge.

Phylogenetic trees. Throughout this paper, $X$ denotes a non-empty finite set of taxa.
An unrooted phylogenetic $X$-tree (for short, $X$-tree) $T$ is a tree with leaf-set $X$ and where no vertex has degree 2. If all non-leaf vertices of $T$ have degree three, then $T$ is called binary. Furthermore, if an edge $e$ is incident with a leaf of $T$, then $e$ is called a pendant edge and, otherwise, an internal edge. For two disjoint sets of taxa $A$ and $B$, we say that $A \mid B$ is a split of an $X$-tree $T$ if there is an edge $e$ in $T$ such that the deletion of $e$ results in two subtrees where one has leaf set $A$ and the other has leaf set $B$. The set of all splits of $T$ is denoted by $\Sigma(T)$. Furthermore, we say that an $X$-tree $T^{\prime}$ is a refinement of $T$ if $\Sigma(T) \subseteq \Sigma\left(T^{\prime}\right)$. Additionally, if $T^{\prime}$ is binary, then $T^{\prime}$ is a binary refinement of $T$. We say that two $X$-trees $T$ and $T^{\prime}$ are isomorphic if $\Sigma(T)=\Sigma\left(T^{\prime}\right)$. Equivalently, two $X$-trees $T$ and $T^{\prime}$ are isomorphic if there is a bijection $\varphi$ between the vertices of $T$ and the vertices of $T^{\prime}$ such that $\varphi(x)=x$ for all $x \in X$, and for all distinct vertices $u$ and $v$ of $T,\{u, v\}$ is an edge of $T$ if and only if $\{\varphi(u), \varphi(v)\}$ is an edge of $T^{\prime}$.

Now, let $T$ be an $X$-tree and let $V^{\prime}$ be a subset of the vertices of $T$. Then $T\left(V^{\prime}\right)$ denotes the minimal subtree of $T$ containing all vertices in $V^{\prime}$. Let $A$ be a non-empty and proper subset of $X$ and let $T$ be a binary $X$-tree. If $A \mid(X \backslash A)$ is a split of $T$, then the subtree $T(A)$ is a pendant $A$-tree. Moreover, the pseudo-root of $T(A)$ is the unique vertex of degree 2 in $T(A)$ if $|A|>1$ and the unique vertex of $T(A)$, otherwise.

Maximum parsimony. A character ${ }^{1} c$ on $X$ is a function $c: X \rightarrow C$. If $|C|=2$, then $c$ is called a binary character. Intuitively, $C$ can be thought of as the underlying alphabet and each element in the alphabet is a character state. Let $T$ be an $X$-tree with vertex set $V$, and let $c$ be a character on $X$ whose set of character states is $C$. An extension $c^{*}$ of $c$ to $V$ is a function $c^{*}: V \rightarrow C$ such that $c^{*}(x)=c(x)$ for each taxon $x \in X$. Let $c^{*}$ be an extension of $c$. A mutation edge of $c^{*}$ in $T$ is an edge $\{u, v\}$ in $T$ such that $c^{*}(u) \neq c^{*}(v)$ and we let $\operatorname{score}_{c^{*}}(T)$ denote the number of mutation edges of $c^{*}$ in $T$. Then the parsimony score of $c$ on $T$, denoted by $\operatorname{score}_{c}(T)$, is obtained by minimizing score $c_{c^{*}}(T)$ over all possible extensions $c^{*}$ of $c$. An extension $c^{*}$ that minimizes score $c^{*}(T)$ is called an optimal extension of $c$ in $T$. Moreover the maximum parsimony score of $c$, denoted by $\operatorname{MP}(c)$, is the parsimony score of $c$ minimized over all binary $X$-trees.

Now let $S=\left(c_{1}, c_{2}, \ldots, c_{m}\right)$ be a sequence of characters on $X$. Then the parsimony score of $S$ on an $X$-tree $T$ is defined as $\operatorname{score}_{S}(T)=\sum_{i=1}^{m} \operatorname{score}_{c_{i}}(T)$ and, similarly, the maximum parsimony score of $S$, denoted by $\operatorname{MP}(S)$, is the parsimony score of $S$ minimized over all binary $X$-trees.

We may abuse notation by writing $c \in S$ if the character $c$ is contained in the sequence $S$.

SPR and TBR. Let $T$ be a binary $X$-tree. Let $e=\{u, v\}$ be an edge of $T$, and let $T_{1}$ and $T_{2}$ be the two trees obtained from $T$ by deleting $e$ and suppressing $u$ if its degree is 2 . Without loss of generality, we may assume that $T_{2}$ contains $v$. If $T_{1}$ contains at least one

[^0]edge, subdivide an edge of $T_{1}$ with a new vertex $u^{\prime}$; otherwise, set $u^{\prime}$ to be the single isolated vertex of $T_{1}$. Finally, obtain a binary $X$-tree $T^{\prime}$ by adding the new edge $\left\{u^{\prime}, v\right\}$. We say that $T^{\prime}$ has been obtained from $T$ by a single subtree prune and regraft (SPR) operation. We next define a generalization of the SPR operation. Again, let $e$ be an edge of $T$, and let $T_{1}$ and $T_{2}$ be the two trees obtained from $T$ by deleting $e$ and suppressing any resulting degree- 2 vertices. For each $i \in\{1,2\}$, if $T_{i}$ has at least one edge, subdivide an edge in $T_{i}$ with a new vertex $v_{i}$ and, otherwise, set $v_{i}$ to be the single vertex of $T_{i}$. Obtain a binary $X$-tree $T^{\prime}$ by adding the new edge $\left\{v_{1}, v_{2}\right\}$. We say that $T^{\prime}$ has been obtained from $T$ by a single tree bisection and reconnection (TBR) operation.

NNI, $\boldsymbol{k}$-ECR, and $\boldsymbol{k}$-sECR. Let $T$ be a binary $X$-tree. Let $e=\{u, v\}$ be an edge of $T$ and let $e^{\prime}=\{v, w\}$ be an internal edge of $T$ that is adjacent to $e$. Let $T^{\prime}$ be a binary $X$-tree obtained from $T$ by deleting $e$, suppressing $v$, subdividing an edge that is incident with $w$ with a new vertex $v^{\prime}$, and joining $u$ and $v^{\prime}$ via a new edge. We say that $T^{\prime}$ has been obtained from $T$ by a single nearest neighbor interchange (NNI) operation. Equivalently, if $T^{\prime}$ is a binary refinement of the tree obtained from $T$ by contracting $e^{\prime}$ and $T^{\prime}$ is non-isomorphic to $T$, then $T^{\prime}$ is obtained from $T$ by a single NNI operation.

Now let $T$ be a binary $X$-tree, and let $k$ be a positive integer. Let $T^{\prime}$ be a binary refinement of a tree obtained from $T$ by contracting $k$ (distinct) internal edges $E^{\prime}$. If $T^{\prime}$ and $T$ are non-isomorphic, then we say that $T^{\prime}$ is a single $k$-edge contract and refine ( $k$-ECR) operation [13] apart from $T$ and that $E^{\prime}$ is a contraction set for $T$ and $T^{\prime}$. Note that an NNI operation is a 1 -ECR operation and vice versa. We denote the restricted version of a $k$-ECR operation that requires the $k$ contracted edges to form a subtree of $T$ as $k$-sECR [29].

Distance measures. Let $T$ and $T^{\prime}$ be binary $X$-trees. For each $\Theta \in\{N N I, S P R, T B R\}$, the distance $d_{\Theta}\left(T, T^{\prime}\right)$ is defined as the minimum number of $\Theta$ operations to transform $T$ into $T^{\prime}[1]$. The distance $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)$ is defined as the smallest number $k$ such that $T$ and $T^{\prime}$ are one $k$-ECR operation apart. Analogously, the distance $d_{\mathrm{SECR}}\left(T, T^{\prime}\right)$ is defined as the smallest number $k$ such that $T$ and $T^{\prime}$ are one $k$-sECR operation apart.

Considered problems. In this work, we consider the parameterized complexity of the following problem for each distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}, d_{\mathrm{ECR}}, d_{\mathrm{SECR}}\right\}$.

## $d$-LS Maximum Parsimony

Input: A set of taxa $X$, a binary $X$-tree $T$, a sequence of characters $S$, and an integer $k$.
Question: Is there a binary $X$-tree $T^{\prime}$ with $d\left(T, T^{\prime}\right) \leq k$ and $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ ?

## 3 Properties of the Considered Distance Measures

In this section, we analyze the relation of the different distance measures.

- Observation 3.1 ( $[1,27])$. The distance measures $d_{\mathrm{NNI}}, d_{\mathrm{SPR}}$, and $d_{\mathrm{TBR}}$ are metrics.
- Lemma 3.2 (*) $^{*}$. The distance measure $d_{\mathrm{ECR}}$ is a metric.
- Observation 3.3. Let $T$ and $T^{\prime}$ be distinct binary $X$-trees and let $k>0$ be an integer. If $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=k$, then there is a binary $X$-tree $\tilde{T}$ with $d_{\mathrm{sECR}}\left(\tilde{T}, T^{\prime}\right)>0$ such that $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}(T, \tilde{T})+d_{\mathrm{SECR}}\left(\tilde{T}, T^{\prime}\right)$.

The idea behind Observation 3.3 is to consider the connected components of $T$ induced by the contraction set $S$ between $T$ and $T^{\prime}$. If $S$ forms a subtree of $T$, then $S$ is connected and $d_{\mathrm{sECR}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)$. Hence, the statement holds for $\tilde{T}=T^{\prime}$. Otherwise, let $\tilde{S}$ be an inclusion-maximal subset of $S$, such that $\tilde{S}$ forms a subtree of $T$. Since $\tilde{S}$ is inclusionmaximal, we can obtain $T^{\prime}$ from $T$ in two steps: First, we can obtain an intermediate $X$-tree $\tilde{T}$ from $T$ by an sECR operation with contraction set $\tilde{S}$. Second, we can obtain $T^{\prime}$ from $\tilde{T}$ by an ECR operation with contraction set $S \backslash \tilde{S}$.

- Lemma 3.4 (*) $^{*}$. Let $T$ and $T^{\prime}$ be binary $X$-trees. Then, $d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \geq d_{\mathrm{ECR}}\left(T, T^{\prime}\right)$.
- Lemma 3.5. Let $T$ and $T^{\prime}$ be binary $X$-trees. Then, $d_{\mathrm{sECR}}\left(T, T^{\prime}\right) \geq d_{\mathrm{SPR}}\left(T, T^{\prime}\right)$.

Proof. Let $k=d_{\mathrm{sECR}}\left(T, T^{\prime}\right)$. Hence, there is a set $S$ of $k$ internal edges in $T$ such that $T^{\prime}$ can be obtained by an sECR operation with contraction set $S$. Let $V^{\prime}$ be the vertices of $T$ incident with some edge of $S$ and let $V^{*}$ be the neighbors of $V^{\prime}$ in $T$ that are not incident with any edge of $S$. Recall that by definition of sECR operations, the edges of $S$ induce a subtree of $T$. Hence, $T\left(V^{*}\right)$ is a binary $V^{*}$-tree having the set $S$ as internal edges. For each vertex $v$ of $V^{*}$, let $T_{v}$ denote the pendant subtree of $T$ with pseudo-root $v$ obtained by removing the edge between $v$ and the unique neighbor of $v$ in $V^{\prime}$. Since $T^{\prime}$ can be obtained by an sECR operation with contraction set $S, T^{\prime}$ contains a subtree $T_{v}^{\prime}$ isomorphic to $T_{v}$ for each vertex $v$ of $V^{*}$. Hence, $d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=d_{\mathrm{SPR}}\left(T_{S}, T_{S}^{\prime}\right)$, where $T_{S}$ is obtained from $T$ by replacing $T_{v}$ by the auxiliary taxa $v$ for each vertex $v$ of $V^{*}$ and where $T_{S}^{\prime}$ is obtained from $T^{\prime}$ by replacing $T_{v}^{\prime}$ by the auxiliary taxa $v$ for each vertex $v$ of $V^{*}[1]$. Note that $T_{S}=T\left(V^{*}\right)$.

Hence, it remains to show that $d_{\mathrm{SPR}}\left(T_{S}, T_{S}^{\prime}\right) \leq k$. Since $T$ is binary and the edges of $S$ induce a subtree of $T,\left|V^{*}\right|=|S|+3$. Moreover, since for each set of taxa $X^{\prime}$ and each two binary $X^{\prime}$-trees $\tilde{T}$ and $\hat{T}, d_{\mathrm{SPR}}(\tilde{T}, \hat{T}) \leq\left|X^{\prime}\right|-3[1]$, we conclude $d_{\mathrm{SPR}}\left(T_{S}, T_{S}^{\prime}\right) \leq\left|V^{*}\right|-3=$ $|S|=k$. Consequently, $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq k=d_{\mathrm{SECR}}\left(T, T^{\prime}\right)$.

- Lemma 3.6 (*). Let $T$ and $T^{\prime}$ be binary $X$-trees. Then, $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \geq d_{\mathrm{SPR}}\left(T, T^{\prime}\right)$.


## 4 Hardness of $d$-LS Maximum Parsimony

In this section, we establish our main theorem.

- Theorem 4.1. For each distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ and even if each character is binary, $d$-LS Maximum Parsimony
- is NP-complete, W[1]-hard when parameterized by $k$, and
- cannot be solved in $f(k) \cdot|I|^{o(k)}$ time for any computable function $f$, unless the ETH fails.

We reduce from Clique which is NP-hard [22], W[1]-hard when parameterized by $k$ [7], and cannot be solved in $f(k) \cdot|I|^{o(k)}$ time for any computable function $f$, unless the ETH fails $[5,6]$.

## Clique

Input: An undirected graph $G=(V, E)$ and an integer $k$.
Question: Is there a clique of size $k$ in $G$, that is, a set of vertices $K$ of size $k$, such that $|E(K)|=\binom{k}{2}$ ?

Let $I=(G=(V, E), k)$ be an instance of CLIQUE and let $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ be a distance measure. We describe how to construct an equivalent instance $I^{\prime}=(X, T=$ $\left.\left(V^{\prime}, E^{\prime}\right), S, k^{\prime}\right)$ of $d$-LS Maximum Parsimony in polynomial time where $k^{\prime}:=k$ if $d \in$ $\left\{d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ and $k^{\prime}:=2 k$ if $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}\right\}$.

(a) For a vertex $v \in V$, the pendant $X_{v}$-tree $T_{v}$. The bold edges are the only edges of $T_{v}$ that are not in $R$.

(b) The subtree of $T$ connecting the pendant trees $T_{v}$ for each vertex $v \in V$.

Figure 1 The construction of the $X$-tree $T$.

Definition of $\boldsymbol{X}$ and $\boldsymbol{T}$. We start with an empty taxa set $X$ and add for each vertex $v \in V$, a set $X_{v}$ consisting of the eight taxa

$$
\mathrm{in}_{v}^{0}, \operatorname{in}_{v}^{1}, \overline{\operatorname{in}}_{v}^{0}, \overline{\mathrm{in}}_{v}^{1}, \overline{\text { out }}_{v}^{0}, \overline{\text { out }}_{v}^{1}, \text { out }_{v}^{0} \text {, and out }{ }_{v}^{1}
$$

to $X$. Additionally, we add a taxon $x^{*}$ to $X$. This completes the definition of $X$.
Next, we define the binary $X$-tree $T=\left(V^{\prime}, E^{\prime}\right)$. Since $X$ contains $8 \cdot|V|+1$ taxa and each internal vertex of $T$ has three neighbors, $T^{\prime}$ has $16 \cdot|V|$ vertices and $2 \cdot|X|-3=16 \cdot|V|-1$ edges. By definition, $V^{\prime}$ is a superset of $X$. Additionally, for each vertex $v \in V$, the set $V^{\prime}$ contains the seven vertices

$$
\mathrm{in}_{v}, \overline{\mathrm{in}}_{v}, \overline{\text { out }}_{v}, \text { out }_{v}, r_{v}^{\text {in }}, r_{v}^{\text {mid }}, \text { and } r_{v}^{\text {out }} .
$$

The subtree $T_{v}:=T\left(X_{v}\right)$ is depicted in Figure 1a.
Moreover, $V^{\prime}$ contains $|V|-1$ additional vertices $q_{i}$ with $i \in[2,|V|]$. Fix some arbitrary ordering of the vertices of $V$ and let $V(i)$ denote the $i$ th vertex of $V$ according to that ordering. The vertex $q_{2}$ is adjacent to $r_{V(1)}^{\text {out }}, r_{V(2)}^{\text {out }}$, and $q_{3}$. For each $i \in[3,|V|-1]$, the vertex $q_{i}$ is adjacent to $q_{i-1}, q_{i+1}$, and $r_{V(i)}^{\text {out }}$. Finally, $q_{|V|}$ is adjacent to $q_{|V|-1}, r_{V(|V|)}^{\text {out }}$, and $x^{*}$. See Figure 1 b for an illustration. This completes the definition of $T$.

Intuition. The idea of the reduction is as follows: Some of the characters that we define in the following will ensure that each binary $X$-tree $T^{\prime}$ that improves over $T$ contains a pendant subtree $T^{\prime}\left(X_{v}\right)$ for each vertex $v \in V$. Further characters will ensure that there are only two non-isomorphic trees for $T^{\prime}\left(X_{v}\right)$ which are depicted in Figure 1a and Figure 2. Intuitively, these two choices then function as a selection gadget for selecting vertex $v$ as a vertex of the sought clique $K$. The budget $k^{\prime}$ bounds how many such vertices can be selected. Finally, further characters will ensure that $T^{\prime}$ improves over $T$ only if $E(K)$ contains at least $\binom{k}{2}$ edges.

Definition of the characters of $\boldsymbol{S}$. Next, we define the characters of $S$ which are all binary characters whose character states are 0 and 1 . We obtain $S$ by concatenating two sequences of characters, $S_{G}$ and $S_{R}$, which we describe in the following.

First, we describe the characters of $S_{G}$. An overview of the characters is given in Table 1. We initialize $S_{G}$ as the empty sequence.

For each edge $e \in E$, we add a character $c_{e}$ to $S_{G}$. Let $e$ be an edge of $E$. We set $c_{e}\left(x^{*}\right):=1$. Let $v$ be a vertex of $V$. If $v$ is an endpoint of $e$, we set $c_{e}(x):=1$ for each taxon $x \in$ $\left\{\operatorname{in}_{v}^{0}, \operatorname{in}_{v}^{1}, \overline{\operatorname{in}}_{v}^{0}, \overline{\operatorname{in}}_{v}^{1}\right\}$ and we set $c_{e}(x):=0$ for each taxon $x \in\left\{\overline{\text { out }}_{v}^{0}, \overline{\text { out }}_{v}^{1}\right.$, out $_{v}^{0}$, out $\left._{v}^{1}\right\}$. Otherwise, if $v$ is not an endpoint of $e$, we set $c_{e}(x):=1$ for each taxon $x \in\left\{\operatorname{in}_{v}^{1}, \overline{\operatorname{in}}_{v}^{1}, \overline{\text { out }}_{v}^{1}\right.$, out $\left.{ }_{v}^{1}\right\}$ and we set $c_{e}(x):=0$ for each taxon $x \in\left\{\operatorname{in}_{v}^{0}, \overline{\operatorname{in}}_{v}^{0}, \overline{\text { out }}_{v}^{0}\right.$, out $\left._{v}^{0}\right\}$. Let $S_{E}$ denote the sequence of characters $c_{e}$ for each edge $e \in E$.

Next, we define a character $c_{\text {mal }}$. We set $c_{\text {mal }}\left(x^{*}\right):=1$. For each vertex $v \in V$, we set $c_{\text {mal }}\left(\operatorname{out}_{v}^{0}\right)=c_{\text {mal }}\left(\operatorname{out}_{v}^{1}\right):=1$ and we set $c_{\text {mal }}(x):=0$ for each taxon $x \in X_{v} \backslash\left\{\operatorname{out}_{v}^{0}\right.$, out $\left._{v}^{1}\right\}$. We add a sequence $S_{\text {mal }}$ of $\binom{k}{2}-1$ copies of $c_{\text {mal }}$ to $S_{G}$. Intuitively, in a binary $X$-tree $T^{\prime}$, if both endpoints of an edge $e \in E$ are in the selected set $K$, then the parsimony score of $c_{e}$ in $T^{\prime}$ is exactly the parsimony score of $c_{e}$ in $T$ minus one. Moreover, if $T^{\prime}$ is non-isomorphic to $T$, then the parsimony score of $S_{\text {mal }}$ in $T^{\prime}$ is exactly the parsimony score of $S_{\text {mal }}$ in $T$ plus $\left|S_{\text {mal }}\right|$. Hence, the characters of $S_{\text {mal }}$ act as a hurdle to ensure that $E(K)$ contains at least $\left|S_{\text {mal }}\right|+1=\binom{k}{2}$ edges.

Finally, for each vertex $v \in V$, we define four characters $c_{v, \text { in }}, c_{v, \text { out }}, c_{v, \text { ri }}$, and $c_{v, \text { ro }}$. For each taxon $x$ of $X \backslash X_{v}$, we set $c_{v, \text { in }}(x):=c_{v, \text { out }}(x):=c_{v, \text { ri }}(x):=c_{v, \text { ro }}(x):=1$. Now, let $x$ be a taxon of $X_{v}$.

- If $x$ is in $\left\{\operatorname{in}_{v}^{0}, \operatorname{in}_{v}^{1}\right\}$, we set $c_{v, \text { in }}(x):=1, c_{v, \text { out }}(x):=0, c_{v, \text { ri }}(x):=1$, and $c_{v, \text { ro }}(x):=0$.
- If $x$ is in $\left\{\overline{\mathrm{in}}_{v}^{0}, \overline{\mathrm{in}}_{v}^{1}\right\}$, we set $c_{v, \text { in }}(x):=1, c_{v, \text { out }}(x):=0, c_{v, \text { ri }}(x):=0$, and $c_{v, \mathrm{ro}}(x):=0$.
- If $x$ is in $\left\{\overline{\operatorname{out}}_{v}^{0}, \overline{\operatorname{out}}_{v}^{1}\right\}$, we set $c_{v, \text { in }}(x):=0, c_{v, \text { out }}(x):=1, c_{v, \text { ri }}(x):=0$, and $c_{v, \text { ro }}(x):=0$.
- If $x$ is in $\left\{\right.$ out $_{v}^{0}$, out $\left._{v}^{1}\right\}$, we set $c_{v, \text { in }}(x):=0, c_{v, \text { out }}(x):=1, c_{v, \text { ri }}(x):=0$, and $c_{v, \text { ro }}(x):=1$.

Let $\alpha:=2|X| \cdot\left(|E|+\binom{k}{2}\right)$. Note that $\alpha$ is larger than $\operatorname{score}_{S_{E}}\left(T^{\prime}\right)+\operatorname{score}_{S_{\text {mal }}}\left(T^{\prime}\right)$ of any binary $X$-tree $T^{\prime}$, since such a tree $T^{\prime}$ contains less than $2|X|$ edges and $\left|S_{E}\right|+\left|S_{\text {mal }}\right|=$ $|E|+\binom{k}{2}-1$. For each vertex $v \in V$, we extend $S_{G}$ by

- a sequence $S_{v, \text { in }}$ of $\alpha$ copies of $c_{v, \text { in }}$,
- a sequence $S_{v, \text { out }}$ of $\alpha$ copies of $c_{v, \text { out }}$,
- a sequence $S_{v, \text { ri }}$ of $2 \alpha$ copies of $c_{v, \text { ri }}$, and
- a sequence $S_{v, \text { ro }}$ of $2 \alpha$ copies of $c_{v, \text { ro }}$.

Let $S_{v}$ denote the combined sequences of $S_{v, \text { in }}, S_{v, \text { out }}, S_{v, \text { ri }}$, and $S_{v, \text { ro }}$. Intuitively, for each binary $X$-tree $T^{\prime}$ that improves over $T$ and contains $T^{\prime}\left(X_{v}\right)$ as a pendant subtree, the characters of $S_{v}$ ensure that $T^{\prime}\left(X_{v}\right)$ is isomorphic to either the pendant tree depicted in Figure 1a or the pendant tree depicted in Figure 2. These two choices then function as a selection gadget for the vertices of the sought clique in $G$. This completes the construction of $S_{G}$. Note that $\left|S_{G}\right|=|E|+\binom{k}{2}-1+6 \alpha \cdot|V|$.

Next, we describe the sequence of characters $S_{R}$. Let $\beta:=2|X| \cdot\left|S_{G}\right|$. Note that $\beta$ is larger than $\operatorname{score}_{S_{G}}(\tilde{T})$ of any binary $X$-tree $\tilde{T}$, since such a tree $\tilde{T}$ contains less than $2|X|$ edges. Let $R:=E^{\prime} \backslash\left\{\left\{r_{v}^{\text {in }}, r_{v}^{\text {mid }}\right\},\left\{r_{v}^{\text {mid }}, r_{v}^{\text {out }}\right\} \mid v \in V\right\}$. For each edge $e$ of $R$, we define a character $c_{R}^{e}$. Let $A \mid B$ be the split of $T$ induced by $e$. For each taxon $x \in A$, we set $c_{R}^{e}(x):=0$ and for each taxon $x \in B$, we set $c_{R}^{e}(x):=1$. We add as sequence $S_{R}^{e}$ of $\beta$ copies of $c_{R}^{e}$ to $S_{R}$. Intuitively, the characters of $S_{R}$ ensure that each binary $X$-tree $T^{\prime}$ that improves over $T$, shares the split that is induced by $e$ in $T$ for each edge $e$ of $R$. This implies that $T^{\prime}\left(X_{v}\right)$ is a pendant subtree of $T^{\prime}$ for each vertex $v \in V$.

Properties of binary $\boldsymbol{X}$-trees. Before we show the correctness of the reduction, we first make some observations about binary $X$-trees with the characters of the construction.

Note that for each binary $X$-tree $T^{\prime}$ and each edge $e$ of $R, \operatorname{score}_{c_{R}^{e}}\left(T^{\prime}\right) \geq 1$.

Table 1 An overview of the characters of $S_{G}$.

|  | $c_{e} \in S_{E}$ | $c_{e} \in S_{E}$ | $c_{\text {mal }}$ | $c_{v, \text { in }}$ | $c_{v, \text { out }}$ | $c_{v, \text { ri }}$ | $c_{v, \text { ro }}$ | $c \in S_{w}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v \in e$ | $v \notin e$ |  |  |  |  |  | $w \neq v$ |  |
| $x^{*}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\operatorname{in}_{v}^{0}$ | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| $\operatorname{in}_{v}^{1}$ | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| $\overline{\operatorname{in}}_{v}^{0}$ | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| $\overline{\operatorname{in}}_{v}$ | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |
| ${\overline{\operatorname{out}_{v}}}_{v}^{0}$ | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| $\overline{\operatorname{out}}_{v}^{1}$ | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 |
| $\operatorname{out}_{v}^{0}$ | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| $\operatorname{out}_{v}^{1}$ | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |

- Definition 4.2. Let $T^{\prime}$ be a binary $X$-tree. We say that $T^{\prime}$ is split-consistent for $T$ and $R$ if for each edge $e$ of $R$, the split of $T$ induced by $e$ is also a split of $T^{\prime}$.

In preparation for the next observation, note that if a binary $X$-tree $T^{\prime}$ is not splitconsistent for $T$ and $R$, then there is some edge $e$ of $R$ such that $\operatorname{score}_{c_{R}^{e}}\left(T^{\prime}\right) \geq 2$ and thus $\operatorname{score}_{S_{R}^{e}}\left(T^{\prime}\right) \geq 2 \cdot \beta$. Hence, $\operatorname{score}_{S}\left(T^{\prime}\right) \geq \operatorname{score}_{S_{R}}\left(T^{\prime}\right) \geq \beta \cdot(|R|+1)$. Since $\beta>$ score $_{S_{G}}(T)$, this implies score ${ }_{S}\left(T^{\prime}\right)>$ score $_{S}(T)$. Hence, we conclude the following.

- Observation 4.3. Let $T^{\prime}$ be a binary $X$-tree. a) If $\operatorname{score}_{S}\left(T^{\prime}\right) \leq \operatorname{score}_{S}(T)$, then $T^{\prime}$ is splitconsistent for $T$ and $R$. b) If $T^{\prime}$ is split-consistent for $T$ and $R$, then $\operatorname{score}_{S_{R}}\left(T^{\prime}\right)=\beta \cdot|R|$.

To determine whether $I^{\prime}$ is a yes-instance of $d$-LS Maximum Parsimony, we analyze the structure of binary $X$-trees $T^{\prime}$ with score ${ }_{S}\left(T^{\prime}\right) \leq \operatorname{score}_{S}(T)$. Due to Observation 4.3, we only need to consider binary $X$-trees that are split-consistent for $T$ and $R$ in the following.

Let $v$ be a vertex of $V$ and let $T^{\prime}$ be a binary $X$-tree which is split-consistent for $T$ and $R$. Since there is an edge $e_{v}$ in $T$ such that $e_{v}$ induces the split $X_{v} \mid\left(X \backslash X_{v}\right)$ in $T$ and $e_{v}$ is contained in $R, X_{v} \mid\left(X \backslash X_{v}\right)$ is a split in $T^{\prime}$. Hence, $T^{\prime}\left(X_{v}\right)$ is a pendant tree. Moreover, since all edges incident with $\mathrm{in}_{v}$ are in $R$, we can assume that $\mathrm{in}_{v}$ is the common neighbor of $\mathrm{in}_{v}^{0}$ and $\mathrm{in}_{v}^{1}$ in $T^{\prime}$. Similarly, we may assume that $\overline{\mathrm{in}}_{v}$ is the common neighbor of $\overline{\mathrm{in}}_{v}^{0}$ and $\overline{\mathrm{in}}_{v}^{1}$ in $T^{\prime}, \overline{\text { out }}_{v}$ is the common neighbor of $\overline{\text { out }}_{v}^{0}$ and $\overline{\text { out }}_{v}^{1}$ in $T^{\prime}$, and out ${ }_{v}$ is the common neighbor of out ${ }_{v}^{0}$ and out ${ }_{v}^{1}$ in $T^{\prime}$.

- Definition 4.4. Let $T^{\prime}$ be a binary $X$-tree which is split-consistent for $T$ and $R$, let $v$ be a vertex of $V$, and let $r$ be the pseudo-root of the pendant tree $T^{\prime}\left(X_{v}\right)$. We say that $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$ if $\mathrm{in}_{v}$ is adjacent to $r, \overline{\mathrm{in}}_{v}$ has distance 2 to $r$, and both $\overline{\text { out }}_{v}$ and out ${ }_{v}$ have distance 3 to $r$. Similarly, we say that $T^{\prime}\left(X_{v}\right)$ is an out-rooting of $T_{v}$ if out ${ }_{v}$ is adjacent to $r$, $\overline{\text { out }}_{v}$ has distance 2 to $r$, and both $\overline{\mathrm{in}}_{v}$ and $\mathrm{in}_{v}$ have distance 3 to $r$.

Figure 1a shows an out-rooting of $T_{v}$ and Figure 2 shows an in-rooting of $T_{v}$.
Note that for each vertex $v$ of $V$, there is a unique in-rooting of $T_{v}$ with respect to isomorphism. Similarly, there is a unique out-rooting of $T_{v}$ with respect to isomorphism. Note that for each vertex $v \in V, T_{v}$ is an out-rooting of $T_{v}$. We call a binary $X$-tree $T^{\prime}$ wellrooted if $T^{\prime}$ is split-consistent for $T$ and $R$ and if for each vertex $v \in V, T^{\prime}\left(X_{v}\right)$ is either an in-rooting or an out-rooting of $T_{v}$. Note that $T$ is well-rooted.

Lemma $4.5\left(^{*}\right)$. Let $T^{\prime}$ be a binary $X$-tree which is split-consistent for $T$ and $R$ and let $v$ be a vertex of $V$. If $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$ or an out-rooting of $T_{v}$, then score $S_{v}\left(T^{\prime}\right)=9 \alpha$. Otherwise, $\operatorname{score}_{S_{v}}\left(T^{\prime}\right) \geq 10 \alpha$.


Figure 2 An in-rooting of $T_{v}$.

Next, we describe for a given well-rooted binary $X$-tree $T^{\prime}$ the maximum parsimony scores of $T^{\prime}$ with respect to the characters of $S_{E}$ and $S_{\text {mal }}$. The idea is that in a well-rooted binary $X$-tree $T^{\prime}$, for each edge $e=\{u, v\} \in E$ where $T^{\prime}\left(X_{u}\right)$ is an in-rooting of $T_{u}$ and where $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$, the parsimony score of the character $c_{e}$ in $T^{\prime}$ is exactly the parsimony score of the character $c_{e}$ in $T$ minus one. Moreover, if $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$ for at least one vertex $v \in V$, then the parsimony score of the characters of $S_{\text {mal }}$ in $T^{\prime}$ is exactly the parsimony score of the characters of $S_{\text {mal }}$ in $T$ plus $\binom{k}{2}-1$.

- Lemma 4.6. Let $T^{\prime}$ be a well-rooted binary $X$-tree. Let $e=\{u, v\}$ be an edge of $E$.
a) If $T^{\prime}\left(X_{u}\right)$ is an in-rooting of $T_{u}$ and $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$, then score $_{c_{e}}\left(T^{\prime}\right)=$ $4(|V|-2)+2$. Otherwise, score ${ }_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+3$.
b) If there is a vertex $w \in V$ such that $T^{\prime}\left(X_{w}\right)$ is an in-rooting of $T_{w}$, then score $_{c_{\text {mal }}}\left(T^{\prime}\right)=$ $|V|+1$. Otherwise, that is, if $T^{\prime}$ is isomorphic to $T$, score $_{c_{\text {mal }}}\left(T^{\prime}\right)=|V|$.

Proof. For each vertex $w$ of $V$, let $T_{w}^{\prime}:=T^{\prime}\left(X_{w}\right)$. Let $V_{\text {in }}$ be those vertices $w$ of $V$, where $T_{w}^{\prime}$ is an in-rooting of $T_{w}$ and let $V_{\text {out }}=V \backslash V_{\text {in }}$ be those vertices $w$ of $V$, where $T_{w}^{\prime}$ is an out-rooting of $T_{w}$. For each vertex $w \in V_{\mathrm{in}}$, let $r_{w}^{\text {in }}$ be the name of the pseudo-root of $T_{w}^{\prime}$, let $r_{w}^{\text {mid }}$ and $\mathrm{in}_{w}$ be the neighbors of $r_{w}^{\text {in }}$, and let $r_{w}^{\text {out }}$ and $\overline{\mathrm{in}}_{w}$ be the neighbors of $r_{w}^{\text {mid }}$. Analogously, for each vertex $w \in V_{\text {out }}$, let $r_{w}^{\text {out }}$ be the name of the pseudo-root of $T_{w}^{\prime}$, let $r_{w}^{\text {mid }}$ and out $w_{w}$ be the neighbors of $r_{w}^{\text {out }}$, and let $r_{w}^{\text {in }}$ and $\overline{\text { out }}_{w}$ be the neighbors of $r_{w}^{\text {mid }}$. Recall that since $T^{\prime}$ is well-rooted, for each vertex $w \in V, \mathrm{in}_{w}$ is adjacent to both $\mathrm{in}_{w}^{0}$ and $\mathrm{in}_{w}^{1}, \overline{\mathrm{in}}_{w}$ is adjacent to both $\overline{\mathrm{in}}_{w}^{0}$ and $\overline{\mathrm{in}}_{w}^{1}$, $\overline{\mathrm{out}}_{w}$ is adjacent to both $\overline{\mathrm{out}}_{w}^{0}$ and $\overline{\mathrm{out}}_{w}^{1}$, and out ${ }_{w}$ is adjacent to both out ${ }_{w}^{0}$ and out ${ }_{w}^{1}$.

First, we show statement a). Let $c_{e}$ be a character for some edge $e=\{u, v\}$ of $E$. For each vertex $w \in V \backslash\{u, v\}$,

- let $P_{\mathrm{in}_{w}}$ be the unique path between $\mathrm{in}_{w}^{0}$ and $\operatorname{in}_{w}^{1}$ in $T^{\prime}$,
- let $P_{\overline{\mathrm{in}}_{w}}$ be the unique path between $\overline{\mathrm{in}}_{w}^{0}$ and $\overline{\mathrm{in}}_{w}^{1}$ in $T^{\prime}$,
- let $P_{\overline{\text { out }}_{w}}$ be the unique path between $\overline{\mathrm{out}}_{w}^{0}$ and $\overline{\mathrm{out}}_{w}^{1}$ in $T^{\prime}$, and
- let $P_{\text {out }_{w}}$ be the unique path between out ${ }_{w}^{0}$ and out ${ }_{w}^{1}$ in $T^{\prime}$.

Note that each of these four paths only contains two edges and that these four paths are pairwise edge-disjoint. Let $\mathcal{P}_{w}:=\left\{P_{\mathrm{in}_{w}}, P_{\overline{\mathrm{in}}_{w}}, P_{{\overline{\text { out }_{w}}}_{w}}, P_{\text {out }_{w}}\right\}$. Let $P^{\prime}$ be a path in $\mathcal{P}_{w}$ and let $w^{0}$ and $w^{1}$ be the terminals of $P^{\prime}$. Since by definition $c_{e}\left(w^{0}\right) \neq c_{e}\left(w^{1}\right)$, for each extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$ at least one edge of $P^{\prime}$ is a mutation edge of $c_{e}^{*}$. Note that each path in $\mathcal{P}_{w}$ is edge-disjoint with each path in $\mathcal{P}_{w^{\prime}}$ for distinct vertices $w$ and $w^{\prime}$ of $V \backslash\{u, v\}$. Moreover, let $P_{u}$ be the path between $\overline{\operatorname{in}}_{u}^{0}$ and $\overline{\text { out }}_{u}^{0}$ in $T^{\prime}$ and let $P_{v}$ be the path between $\overline{\operatorname{in}}_{v}^{0}$ and $\overline{\text { out }}_{v}^{0}$ in $T^{\prime}$. Note that $P_{u}$ and $P_{v}$ are edge-disjoint and that both are edge-disjoint with each path $P_{w} \in \mathcal{P}_{w}$ for each vertex $w \in V \backslash\{u, v\}$. Since $c_{e}\left(\overline{\mathrm{in}}_{u}^{0}\right)=0$ and $c_{e}\left(\overline{\mathrm{out}}_{u}^{0}\right)=1$, for
each extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$, at least one edge of $P_{u}$ is a mutation edge of $c_{e}^{*}$. Similarly, since $c_{e}\left(\overline{\mathrm{in}}_{v}^{0}\right)=0$ and $c_{e}\left(\overline{\mathrm{out}}_{v}^{0}\right)=1$, for each extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$, at least one edge of $P_{v}$ is a mutation edge of $c_{e}^{*}$. Hence, score $_{c_{e}}\left(T^{\prime}\right) \geq 4(|V|-2)+2$.

Case 1: $T_{u}^{\prime}$ is an in-rooting of $T_{u}$ and $T_{v}^{\prime}$ is an in-rooting of $T_{v}$. We define an extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$, such that $\operatorname{score}_{c_{e}^{*}}\left(T^{\prime}\right)=4(|V|-2)+2$. We set $c_{e}^{*}\left(\right.$ out $\left._{u}\right):=c_{e}^{*}\left(\overline{\text { out }}_{u}\right):=c_{e}^{*}\left(r_{u}^{\text {out }}\right):=0$ and $c_{e}^{*}\left(\right.$ out $\left._{v}\right):=c_{e}^{*}\left(\overline{\mathrm{out}}_{v}\right):=c_{e}^{*}\left(r_{v}^{\text {out }}\right):=0$. For each remaining internal vertex $v^{\prime}$ of $T^{\prime}$, we set $c_{e}^{*}\left(v^{\prime}\right):=1$. Hence, the edge set

$$
\begin{aligned}
& \left\{\left\{r_{u}^{\text {out }}, r_{u}^{\text {mid }}\right\},\left\{r_{v}^{\text {out }}, r_{v}^{\text {mid }}\right\}\right\} \\
& \cup\left\{\left\{\operatorname{in}_{w}^{0}, \mathrm{in}_{w}\right\},\left\{\overline{\mathrm{in}}_{w}^{0}, \overline{\mathrm{in}}_{w}\right\},\left\{{\left.\left.\overline{\mathrm{out}_{w}}, \overline{\mathrm{out}}_{w}\right\},\left\{\operatorname{out}_{w}^{0}, \mathrm{out}_{w}\right\} \mid w \in V \backslash\{u, v\}\right\}, ~}_{|c|}\right.\right.
\end{aligned}
$$

contains the mutation edges of $c_{e}^{*}$ in $T^{\prime}$. Consequently, $\operatorname{score}_{c_{e}^{*}}\left(T^{\prime}\right)=4(|V|-2)+2$ which implies score ${ }_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+2$.

Case 2: $T_{u}^{\prime}$ is an out-rooting of $T_{u}$ or $T_{v}^{\prime}$ is an out-rooting of $T_{v}$. Assume without loss of generality that $T_{v}^{\prime}$ is an out-rooting of $T_{v}$. Let $P_{x}^{*}$ be the unique path between out ${ }_{v}^{0}$ and $x^{*}$ in $T^{\prime}$. Since $c_{e}\left(\right.$ out $\left._{v}^{0}\right)=0$ and $c_{e}\left(x^{*}\right)=1$, for each extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$, at least one edge of $P_{x}^{*}$ is a mutation edge of $c_{e}^{*}$. Note that $P_{x}^{*}$ is edge-disjoint with $P_{u}$ and edge-disjoint with each path $P_{w} \in \mathcal{P}_{w}$ for each vertex $w \in V \backslash\{u, v\}$. Moreover, since $T_{v}^{\prime}$ is an out-rooting of $T_{v}, P_{x}^{*}$ is also edge-disjoint with $P_{v}$. Hence, score $_{c_{e}}\left(T^{\prime}\right) \geq 4(|V|-2)+3$. We define an extension $c_{e}^{*}$ of $c_{e}$ in $T^{\prime}$, such that $\operatorname{score}_{c_{e}^{*}}\left(T^{\prime}\right)=4(|V|-2)+3$. To this end, we distinguish whether $T_{u}^{\prime}$ is an in-rooting of $T_{u}$ or an out-rooting of $T_{u}$.

Case 2.1: $T_{u}^{\prime}$ is an in-rooting of $T_{u}$. We set $c_{e}^{*}\left(\right.$ out $\left._{u}\right):=c_{e}^{*}\left(\overline{\text { out }}_{u}\right):=c_{e}^{*}\left(r_{u}^{\text {out }}\right):=0$ and $c_{e}^{*}\left(\right.$ out $\left._{v}\right):=c_{e}^{*}\left(\overline{\text { out }}_{v}\right):=0$. For each remaining internal vertex $v^{\prime}$ of $T^{\prime}$, we set $c_{e}^{*}\left(v^{\prime}\right):=1$. Hence, the edge set

$$
\begin{aligned}
& \left\{\left\{r_{u}^{\text {out }}, r_{u}^{\text {mid }}\right\},\left\{r_{v}^{\text {mid }}, \overline{\text { out }}_{v}\right\},\left\{r_{v}^{\text {out }}, \text { out }_{v}\right\}\right\} \\
& \cup\left\{\left\{\operatorname{in}_{w}^{0}, \operatorname{in}_{w}\right\},\left\{\overline{\operatorname{in}}_{w}^{0}, \overline{\operatorname{in}}_{w}\right\},\left\{{\overline{\mathrm{out}_{w}}}^{0}, \overline{\mathrm{out}}_{w}\right\},\left\{\operatorname{out}_{w}^{0}, \mathrm{out}_{w}\right\} \mid w \in V \backslash\{u, v\}\right\}
\end{aligned}
$$

contains the mutation edges of $c_{e}^{*}$ in $T^{\prime}$.

Case 2.2: $T_{u}^{\prime}$ is an out-rooting of $T_{u}$. We set $c_{e}^{*}\left(\mathrm{in}_{u}\right):=c_{e}^{*}\left(\overline{\mathrm{in}}_{u}\right):=c_{e}^{*}\left(r_{u}^{\mathrm{in}}\right):=1$ and $c_{e}^{*}\left(\mathrm{in}_{v}\right):=c_{e}^{*}\left(\overline{\mathrm{in}}_{v}\right):=c_{e}^{*}\left(r_{v}^{\mathrm{in}}\right):=1$. For each remaining internal vertex $v^{\prime}$ of $T^{\prime}$, we set $c_{e}^{*}\left(v^{\prime}\right):=0$. Hence, the edge set

$$
\begin{aligned}
\left\{\left\{r_{u}^{\mathrm{in}}, r_{u}^{\mathrm{mid}}\right\},\right. & \left.\left\{r_{v}^{\mathrm{in}}, r_{v}^{\mathrm{mid}}\right\},\left\{x^{*}, q_{n}\right\}\right\} \\
& \cup\left\{\left\{\operatorname{in}_{w}^{1}, \operatorname{in}_{w}\right\},\left\{\overline{\operatorname{in}}_{w}^{1}, \overline{\operatorname{in}}_{w}\right\},\left\{\overline{\operatorname{out}}_{w}^{1}, \overline{\mathrm{out}}_{w}\right\},\left\{\operatorname{out}_{w}^{1}, \text { out }_{w}\right\} \mid w \in V \backslash\{u, v\}\right\}
\end{aligned}
$$

contains the mutation edges of $c_{e}^{*}$ in $T^{\prime}$.
Consequently, in both cases score ${c_{e}^{*}}\left(T^{\prime}\right)=4(|V|-2)+3$ which implies $\operatorname{score}_{c_{e}}\left(T^{\prime}\right)=$ $4(|V|-2)+3$.

Next, we show statement b$)$. Consider the character $c_{\text {mal }}$. For each vertex $v \in V$, let $P_{v}$ be the unique path between $\overline{\operatorname{out}}_{v}^{0}$ and out ${ }_{v}^{0}$ in $T^{\prime}$. Since $c_{\text {mal }}\left(\overline{\text { out }}_{v}^{0}\right)=0$ and $c_{\text {mal }}\left(\right.$ out $\left._{v}^{0}\right)=1$, for each extension $c_{\text {mal }}^{*}$ of $c_{\text {mal }}$ in $T^{\prime}$ at least one edge of $P_{v}$ is a mutation edge of $c_{\text {mal }}^{*}$. Note that the paths $P_{v}$ and $P_{w}$ are edge-disjoint for distinct vertices $v$ and $w$ of $V$. Hence, score $_{c_{\text {mal }}}\left(T^{\prime}\right) \geq|V|$.

Case 1: There is some vertex $v \in V$ such that $T_{v}^{\prime}$ is an in-rooting of $T_{v}$. Let $P_{x}^{*}$ be the unique path between $\operatorname{in}_{v}^{0}$ and $x^{*}$ in $T^{\prime}$. Since $c_{\text {mal }}\left(\mathrm{in}_{v}^{0}\right)=0$ and $c_{\text {mal }}\left(x^{*}\right)=1$, for each extension $c_{\text {mal }}^{*}$ of $c_{\text {mal }}$ in $T^{\prime}$, at least one edge of $P_{x}^{*}$ is a mutation edge of $c_{\text {mal }}^{*}$. Note that $P_{x}^{*}$ is edge-disjoint with $P_{w}$ for each vertex $w \in V$ distinct from $v$. Moreover, since $T_{v}^{\prime}$ is an in-rooting of $T_{v}, P_{x}^{*}$ is also edge-disjoint with $P_{v}$. Hence, score ${ }_{c_{\text {mal }}}\left(T^{\prime}\right) \geq|V|+1$. We define an extension $c_{\text {mal }}^{*}$ of $c_{\text {mal }}$ in $T^{\prime}$, such that $\operatorname{score}_{c_{\text {mal }}^{*}}\left(T^{\prime}\right)=|V|+1$. We set $c_{\text {mal }}^{*}\left(\right.$ out $\left._{w}\right):=1$, for each vertex $w \in V$. For each remaining internal vertex $v^{\prime}$ of $T^{\prime}$, we set $c_{\text {mal }}^{*}\left(v^{\prime}\right):=0$. Hence, the edge set $\left\{\left\{q_{n}, x^{*}\right\}\right\} \cup\left\{\left\{\right.\right.$ out $\left.\left._{v}, r_{v}^{\text {out }}\right\} \mid v \in V\right\}$ contains the mutation edges of $c_{\text {mal }}^{*}$ in $T^{\prime}$. Consequently, $\operatorname{score}_{c_{\text {mal }}^{*}}\left(T^{\prime}\right)=|V|+1$ which implies score $c_{c_{\text {mal }}}\left(T^{\prime}\right)=|V|+1$.

Case 2: For each vertex $v \in V, T_{v}^{\prime}$ is an out-rooting of $T_{v}$. Hence, $T^{\prime}$ is isomorphic to $T$. We define an extension $c_{\text {mal }}^{*}$ of $c_{\text {mal }}$ in $T^{\prime}$, such that $\operatorname{score}_{c_{\text {mal }}^{*}}\left(T^{\prime}\right)=|V|$. We set $c_{\text {mal }}^{*}\left(\operatorname{in}_{v}\right):=$ $c_{\text {mal }}^{*}\left(\overline{\mathrm{in}}_{v}\right):=c_{\text {mal }}^{*}\left(\mathrm{out}_{v}\right):=c_{\text {mal }}^{*}\left(r_{v}^{\mathrm{in}}\right):=c_{\text {mal }}^{*}\left(r_{v}^{\text {mid }}\right):=0$, for each vertex $v \in V$. For each remaining internal vertex $v^{\prime}$ of $T^{\prime}$, we set $c_{\text {mal }}^{*}\left(v^{\prime}\right)=1$. Hence, the edge set $\left\{\left\{r_{v}^{\text {mid }}, r_{v}^{\text {out }}\right\} \mid\right.$ $v \in V\}$ contains the mutation edges of $c_{\text {mal }}^{*}$ in $T^{\prime}$. Consequently, score $_{c_{\text {mal }}^{*}}\left(T^{\prime}\right)=|V|$ which implies that score $c_{c_{\text {mal }}}\left(T^{\prime}\right)=|V|$.

The score of improving $\boldsymbol{X}$-trees with respect to $\boldsymbol{S}$. Since $T$ is well-rooted, and for each vertex $v \in V, T_{v}$ is an out-rooting of $T_{v}$, Observation 4.3, Lemma 4.5, and Lemma 4.6 imply the following.

- Corollary 4.7. $\operatorname{score}_{S}(T)=|E| \cdot(4(|V|-2)+3)+\left(\binom{k}{2}-1\right) \cdot|V|+|V| \cdot 9 \alpha+|R| \cdot \beta$.

Note that by definition, $\alpha=2(8|V|+1) \cdot\left(|E|+\binom{k}{2}\right)>|E| \cdot(4(|V|-2)+3)+\left(\binom{k}{2}-1\right) \cdot|V|$. Hence, $\operatorname{score}_{S}(T)<\alpha \cdot(9|V|+1)+|R| \cdot \beta$.

- Corollary 4.8. Let $T^{\prime}$ be a binary $X$-tree with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$. Then, $T^{\prime}$ is well-rooted.

Proof. Due to Observation 4.3, $T^{\prime}$ is split-consistent for $T$ and $R$ and $\operatorname{score}_{S_{R}}\left(T^{\prime}\right)=|R| \cdot \beta$. Assume towards a contradiction that there is a vertex $v \in V$ such that $T^{\prime}\left(X_{v}\right)$ is neither an in-rooting of $T_{v}$ nor an out-rooting of $T_{v}$. Hence, Lemma 4.5 implies score $S_{v}\left(T^{\prime}\right) \geq 10 \alpha$ and $\operatorname{score}_{S_{w}}\left(T^{\prime}\right) \geq 9 \alpha$ for each vertex $w \in V \backslash\{v\}$. Consequently, $\operatorname{score}_{S}\left(T^{\prime}\right) \geq 10 \alpha+(|V|-$ 1) $\cdot 9 \alpha+|R| \cdot \beta=\alpha \cdot(9|V|+1)+|R| \cdot \beta>\operatorname{score}_{S}(T)$, a contradiction.

Distances between well-rooted binary $\boldsymbol{X}$-trees. Next, we describe for each distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ the distance between $T$ and any other well-rooted binary $X$-tree $T^{\prime}$.

- Lemma 4.9. Let $T^{\prime}$ be a binary and well-rooted $X$-tree. Moreover, let $K$ be the set of vertices of $V$ such that $T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$ for each vertex $v \in K$ and $T^{\prime}\left(X_{w}\right)$ is an out-rooting of $T_{w}$ for each vertex $w \in V \backslash K$. Then, $d_{\mathrm{NNI}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=2 \cdot|K|$ and $d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=d_{\mathrm{TBR}}\left(T, T^{\prime}\right)=|K|$.

Proof. First, we show that $d_{\mathrm{NNI}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=2 \cdot|K|$. To this end, we show that $d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \leq 2 \cdot|K|$ and that $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \geq 2 \cdot|K|$. Since $d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \geq d_{\mathrm{ECR}}\left(T, T^{\prime}\right)$ due to Lemma 3.4, this then implies $d_{\mathrm{NNI}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=2 \cdot|K|$.

To show that $d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \leq 2 \cdot|K|$, we prove the following: Let $\tilde{T}$ be a well-rooted binary $X$ tree and let $v$ be a vertex such that $\tilde{T}\left(X_{v}\right)$ is an out-rooting of $T_{v}$. Then, $d_{\text {NNI }}(\tilde{T}, \hat{T}) \leq 2$, where $\hat{T}$ is a well-rooted binary $X$-tree with $\tilde{T}\left(X \backslash X_{v}\right)=\hat{T}\left(X \backslash X_{v}\right)$ and where $\hat{T}\left(X_{v}\right)$

$\square$ Figure 3 The two consecutive NNI operation transforming an out-rooting into an in-rooting.


Figure 4 Transforming an out-rooting into an in-rooting by an SPR operation. First, the bold edge is removed and the triangular vertex is suppressed. Second, the unique internal edge incident with $\mathrm{in}_{v}$ is subdivided by the rectangular vertex. Finally, the rectangular vertex is joined with $q$ by a new edge.
is an in-rooting of $T_{v}$. To show the claim, we describe two consecutive NNI operations transforming $\tilde{T}$ into $\hat{T}$. See Figure 3 for an illustration of these NNI operations. Let $r_{v}^{\text {out }}$ be name of the pseudo-root of the pendant tree $\tilde{T}\left(X_{v}\right)$, let $r_{v}^{\text {out }}$ be the name of the common neighbor of $r_{v}^{\text {mid }}$ and out ${ }_{v}$ in $\tilde{T}$, and let $r_{v}^{\text {mid }}$ be the name of the common neighbor of $r_{v}^{\text {in }}$ and $\overline{\text { out }}_{v}$ in $\tilde{T}$. Moreover, let $q$ be the unique neighbor of $r_{v}^{\text {out }}$ outside of $\tilde{T}\left(X_{v}\right)$ in $\tilde{T}$. We obtain the well-rooted binary $X$-tree $\hat{T}$ from $\tilde{T}$ by

- firstly removing the edges $\left\{q, r_{v}^{\text {out }}\right\}$ and $\left\{\overline{\text { out }}_{v}, r_{v}^{\text {mid }}\right\}$ and adding the edges $\left\{\overline{\text { out }}_{v}, r_{v}^{\text {out }}\right\}$ and $\left\{q, r_{v}^{\text {mid }}\right\}$, and
- secondly removing the edges $\left\{q, r_{v}^{\text {mid }}\right\}$ and $\left\{\overline{\operatorname{in}}_{v}, r_{v}^{\text {in }}\right\}$ and adding the edges $\left\{\overline{\mathrm{in}}_{v}, r_{v}^{\text {mid }}\right\}$ and $\left\{q, r_{v}^{\text {in }}\right\}$.
Since this can be done by two consecutive NNI operations and $\tilde{T}\left(X \backslash X_{v}\right)=\hat{T}\left(X \backslash X_{v}\right)$, we conclude $d_{\mathrm{NNI}}(\tilde{T}, \hat{T}) \leq 2$. Since $d_{\mathrm{NNI}}$ is a metric one can then show via induction over any arbitrary ordering of the vertices of $K$, that $d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \leq 2 \cdot|K|$.

It remains to show that $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \geq 2 \cdot|K|$. Let $\tilde{E}$ be a subset of the internal edges of $T$, such that $T^{\prime}$ can be obtained from $T$ by an ECR operation with contraction set $\tilde{E}$. We show that $|\tilde{E}| \geq 2 \cdot|K|$. Let $v$ be a vertex of $K$. Recall that $T_{v}$ is an out-rooting of $T_{v}$ and that $T_{v}^{\prime}$ is an in-rooting of $T_{v}$. Hence, the edge $\left\{r_{v}^{\text {out },} r_{v}^{\text {mid }}\right\}$ induces the split $A \mid B$ in $T$ with $A:=\left\{\operatorname{in}_{v}^{0}, \operatorname{in}_{v}^{1}, \overline{\operatorname{in}}_{v}^{0}, \overline{\operatorname{in}}_{v}^{1}, \overline{\text { out }}_{v}^{0}, \overline{\text { out }}_{v}^{1}\right\}$ and $B:=X \backslash A$. Since $A \mid B$ is not a split of $T^{\prime}$, the edge $\left\{r_{v}^{\text {out }}, r_{v}^{\text {mid }}\right\}$ is contained in $\tilde{E}$. Similar, since the edge $\left\{r_{v}^{\text {mid }}, r_{v}^{\text {in }}\right\}$ induces the split $A \mid B$ in $T$ with $A:=\left\{\operatorname{in}_{v}^{0}, \operatorname{in}_{v}^{1}, \overline{\operatorname{Tn}}_{v}^{0}, \overline{\operatorname{in}}_{v}^{1}\right\}$ and $B:=X \backslash A$. Since $A \mid B$ is not a split of $T^{\prime}$, the edge $\left\{r_{v}^{\text {mid }}, r_{v}^{\mathrm{in}}\right\}$ is contained in $\tilde{E}$. Hence, for each vertex $v$ of $V, \tilde{E}$ contains at least two edges of $T\left(X_{v}\right)$. Consequently, $|\tilde{E}| \geq 2 \cdot|K|$ which implies $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \geq 2 \cdot|K|$.

Second, we show that $d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=d_{\mathrm{TBR}}\left(T, T^{\prime}\right)=|K|$. Similar to the first part of the proof, we show that $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq|K|$ and that $d_{\mathrm{TBR}}\left(T, T^{\prime}\right) \geq|K|$. Since $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \geq$ $d_{\mathrm{TBR}}\left(T, T^{\prime}\right)$ this then implies $d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=d_{\mathrm{TBR}}\left(T, T^{\prime}\right)=|K|$.

To show that $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq|K|$, we prove the following: Let $\tilde{T}$ be a well-rooted binary $X$ tree and let $v$ be a vertex such that $\tilde{T}\left(X_{v}\right)$ is an out-rooting of $T_{v}$. Then, $d_{\mathrm{SPR}}(\tilde{T}, \hat{T}) \leq 1$, where $\hat{T}$ is a well-rooted binary $X$-tree with $\tilde{T}\left(X \backslash X_{v}\right)=\hat{T}\left(X \backslash X_{v}\right)$ and where $\hat{T}\left(X_{v}\right)$ is an in-rooting of $T_{v}$.

To show this claim, we describe an SPR operation transforming $\tilde{T}$ into $\hat{T}$. See Figure 4 for an illustration of this SPR operation. Let $r_{v}^{\text {out }}$ be the name of the pseudo-root of the pendant tree $\tilde{T}\left(X_{v}\right)$ and let $q$ be the name of the unique neighbor of $r_{v}^{\text {out }}$ outside of $\tilde{T}\left(X_{v}\right)$ in $\tilde{T}$. Moreover, let $r_{v}^{\text {in }}$ be the name of the common neighbor of $\mathrm{in}_{v}$ and $\overline{\mathrm{in}}_{v}$ in $\tilde{T}$. We obtain the wellrooted binary $X$-tree $\hat{T}$ from $\tilde{T}$ by: removing the edge $\left\{r_{v}^{\text {out }}, q\right\}$, suppressing the vertex $r_{v}^{\text {out }}$, subdividing the edge $\left\{\mathrm{in}_{v}, r_{v}^{\text {in }}\right\}$ by a vertex $q^{\prime}$, and adding the edge $\left\{q, q^{\prime}\right\}$. Since this can be done by a single SPR operation and $\tilde{T}\left(X \backslash X_{v}\right)=\hat{T}\left(X \backslash X_{v}\right)$, we conclude $d_{\mathrm{SPR}}(\tilde{T}, \hat{T}) \leq 1$. Since $d_{\text {SPR }}$ is a metric, one can then show via induction over any arbitrary ordering of the vertices of $K$, that $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq|K|$.

It remains to show that $d_{\mathrm{TBR}}\left(T, T^{\prime}\right) \geq|K|$. This proof is deferred to a full version of the article.

Correctness. Finally, we are able to show that $I$ is a yes-instance of Clique if and only if $I^{\prime}$ is a yes-instance of $d$-LS Maximum Parsimony with appropriate distance bounds.

- Lemma 4.10. The following statements are equivalent:

1. There is a clique of size $k$ in $G$.
2. There is a binary $X$-tree $T^{\prime}$ with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ and $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq k$.
3. There is a binary $X$-tree $T^{\prime}$ with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ and $d_{\mathrm{TBR}}\left(T, T^{\prime}\right) \leq k$.
4. There is a binary $X$-tree $T^{\prime}$ with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ and $d_{\text {NNI }}\left(T, T^{\prime}\right) \leq 2 k$.
5. There is a binary $X$-tree $T^{\prime}$ with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ and $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq 2 k$.

Proof. First, we show that Item 1 implies each of Item $2-5$. Let $K \subseteq V$ be a clique of size $k$ in $G$. Further, let $T^{\prime}$ be a well-rooted binary $X$-tree such that for each vertex $v \in K, T^{\prime}\left(X_{v}\right)$ is an in-rooting of $T_{v}$, and for each vertex $v \in V \backslash K, T^{\prime}\left(X_{v}\right)$ is an out-rooting of $T_{v}$. Due to Lemma 4.9, $d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=d_{\mathrm{TBR}}\left(T, T^{\prime}\right)=k$ and $d_{\mathrm{NNI}}\left(T, T^{\prime}\right)=$ $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=2 k$. It remains to show that $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$. Since $T^{\prime}$ is wellrooted, due to Observation 4.3, $\operatorname{score}_{S_{R}}\left(T^{\prime}\right)=|R| \cdot \beta$ and due to Lemma 4.5, for each vertex $v \in V$, $\operatorname{score}_{S_{v}}\left(T^{\prime}\right)=9 \alpha$. Moreover, since $K$ is non-empty, we obtain by Lemma 4.6, that $\left.\operatorname{score}_{S_{\text {mal }}}\left(T^{\prime}\right)=\binom{k}{2}-1\right) \cdot(|V|+1)$. Since $K$ is a clique in $G,|E(K)|=\binom{k}{2}$. Finally, by Lemma 4.6, for each edge $e$ of $E(K)$, score $_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+2$, and for each edge $e$ of $E \backslash E(K)$, score $_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+3$. We conclude

$$
\begin{aligned}
& \text { score }_{S}\left(T^{\prime}\right)=|E| \cdot(4(|V|-2)+3)-\binom{k}{2}+\left(\binom{k}{2}-1\right) \cdot(|V|+1)+|V| \cdot 9 \alpha+|R| \cdot \beta \\
& \quad=|E| \cdot(4(|V|-2)+3)+\left(\binom{k}{2}-1\right) \cdot|V|+|V| \cdot 9 \alpha+|R| \cdot \beta-1=\operatorname{score}_{S}(T)-1
\end{aligned}
$$

due to Corollary 4.7. Hence, $T^{\prime}$ is a binary $X$-tree with $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T), d_{\mathrm{SPR}}\left(T, T^{\prime}\right)=$ $d_{\mathrm{TBR}}\left(T, T^{\prime}\right)=k$, and $d_{\mathrm{NNI}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=2 k$.

Second, we show that each of Item $2-5$ implies Item 1 . Let $T^{\prime}$ be a binary $X$-tree with a) $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$ and b) $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq k, d_{\mathrm{TBR}}\left(T, T^{\prime}\right) \leq k, d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \leq 2 k$, or $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq 2 k$. Since score ${ }_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$, due to Corollary 4.8, $T^{\prime}$ is well-rooted, that is, for each vertex $v \in V, T_{v}^{\prime}:=T^{\prime}\left(X_{v}\right)$ is either an in-rooting of $T_{v}$ or an outrooting of $T_{v}$. Let $K \subseteq V$ be the set of all vertices $v$ of $V$ where $T_{v}^{\prime}$ is an in-rooting of $T_{v}$. We show that $K$ is a clique of size $k$ in $G$. Since $d_{\mathrm{SPR}}\left(T, T^{\prime}\right) \leq k, d_{\mathrm{TBR}}\left(T, T^{\prime}\right) \leq$ $k, d_{\mathrm{NNI}}\left(T, T^{\prime}\right) \leq 2 k$, or $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq 2 k$, Lemma 4.9 implies that $K$ has size at most $k$. Moreover, since $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T), T^{\prime}$ is not isomorphic to $T$, which implies that $K$ is nonempty. Hence due to Lemma 4.6, $\operatorname{score}_{S_{\mathrm{mal}}}\left(T^{\prime}\right)=\left(\binom{k}{2}-1\right) \cdot(|V|+1)$. Moreover, since $T^{\prime}$ is well-rooted, due to Observation 4.3, $\operatorname{score}_{S_{R}}\left(T^{\prime}\right)=|R| \cdot \beta$ and due to Lemma 4.5,
for each vertex $v \in V$, $\operatorname{score}_{S_{v}}\left(T^{\prime}\right)=9 \alpha$. Finally, by Lemma 4.6, for each edge $e \in$ $E \backslash E(K)$, score $_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+3$, and for each edge $e \in E(K)$, score $_{c_{e}}\left(T^{\prime}\right)=4(|V|-2)+2$. Consequently, $\operatorname{score}_{S}(T)-\operatorname{score}_{S}\left(T^{\prime}\right)=|E(K)|-\left(\binom{k}{2}-1\right)$.

Since $\operatorname{score}_{S}\left(T^{\prime}\right)<\operatorname{score}_{S}(T)$, we have $|E(K)| \geq\binom{ k}{2}$. Hence, $K$ is a size- $k$ clique in $G$.
Since $k^{\prime}=k$ if $d \in\left\{d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ and $k^{\prime}=2 k$ if $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}\right\}$, Lemma 4.10 implies that $I$ is a yes-instance of Clique if and only if $I^{\prime}$ is a yes-instance of $d$-LS MAXImUm Parsimony. This completes the proof of Theorem 4.1.

## 5 Essentially Tight Brute-Force Algorithms

We now show that simple brute-force algorithms for $d$-LS Maximum Parsimony for each distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ essentially match the lower bounds shown in Theorem 4.1. First, consider a distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$.

- Observation 5.1. Let $T$ be a binary $X$-tree, let $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$ be a distance measure, and let $k$ be an integer. One can enumerate all binary $X$-trees $T^{\prime}$ with $d\left(T, T^{\prime}\right) \leq k$ in $|X|^{\mathcal{O}(k)}$ time.

Observation 5.1 can be seen as follows: there are $|X|^{\mathcal{O}(1)}$ many binary $X$-trees $T^{\prime}$ such that $d\left(T, T^{\prime}\right)=1$, all these trees can be enumerated in $|X|^{\mathcal{O}(1)}$ time, and for each binary $X$ tree $T^{\prime}$ with $d\left(T, T^{\prime}\right)>0$, there is a binary $X$-tree $\hat{T}$ with $d\left(\hat{T}, T^{\prime}\right)=1$ and $d\left(T, T^{\prime}\right)=$ $d(T, \hat{T})+1$.

Furthermore, we may enumerate all binary $X$-trees $T^{\prime}$ with $d_{\text {sECR }}\left(T, T^{\prime}\right) \leq k$ as follows: First, we enumerate all subtrees of $T$ with at most $k$ edges. Second, for each connected subtree $T_{s}$ of $T$ with at most $k$ edges, we enumerate all binary refinements of $T$ after contracting all edges of $T_{s}$. In Lemma 5.2, we show that the first step can be done in $\mathcal{O}\left(4^{k} \cdot k^{-0.5} \cdot|X|\right)$ time. In Lemma 5.3 , we show that both steps can be performed in $\mathcal{O}\left((2 k+1)!!\cdot 4^{k} \cdot k \sqrt{k} \cdot|X|^{2}\right)$ time where $(2 k+1)!!:=1 \cdot 3 \cdot \ldots \cdot(2 k+1)$.
 of $T$ with at most $k$ edges can be enumerated in $\mathcal{O}\left(4^{k} \cdot k^{-0.5} \cdot|X|\right)$ time.

- Lemma $5.3 \mathbf{( * )}^{*}$. For a given binary $X$-tree $T$ and an integer $k$, there are $\mathcal{O}((2 k+1)$ !! • $\left.4^{k} \cdot k^{-0.5} \cdot|X|\right)$ binary $X$-trees $T^{\prime}$ with $d_{\mathrm{sECR}}\left(T, T^{\prime}\right) \leq k$. Moreover, all these binary $X$-tree can be enumerated in $\mathcal{O}\left((2 k+1)!!\cdot 4^{k} \cdot k \sqrt{k} \cdot|X|^{2}\right)$ time.

Hence, we obtain the following due to the fact that the parsimony score of a given $X$-tree can be computed in $\mathcal{O}(|X| \cdot|S|)$ time [11].

- Theorem 5.4. $d_{\mathrm{sECR}}-L S$ MAXIMUM PARSIMONY can be solved in $\mathcal{O}\left((2 k+1)!!\cdot 4^{k} \cdot k \sqrt{k}\right.$. $\left.|X|^{2} \cdot|S|\right)=2^{\mathcal{O}(k \cdot \log k)} \cdot|X|^{2} \cdot|S|$ time.

Finally, we describe how to enumerate all binary $X$-trees $T^{\prime}$ with $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq k$.

- Lemma 5.5. Let $T$ be a binary $X$-tree and let $k$ be an integer. One can enumerate all binary $X$-trees $T^{\prime}$ with $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq k$ in $|X|^{\mathcal{O}(k)}$ time.

Proof. We show this statement by induction over $k$.

Base case. Consider $k=0$. Hence, $T$ is the only binary $X$-tree $T^{\prime}$ with $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=0$ and can be enumerated in $|X|^{\mathcal{O}(1)}$ time.

Inductive step. For the inductive step, suppose that for each binary $X$-tree $\tilde{T}$ and for each $k^{\prime}<k$, one can compute all binary $X$-trees $T^{\prime}$ with $d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k^{\prime}$ in $|X|^{\mathcal{O}\left(k^{\prime}\right)}$ time. Note that this implies that for each $k^{\prime}<k$ there are $|X|^{\mathcal{O}\left(k^{\prime}\right)}$ binary $X$ trees $T^{\prime}$ with $d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right)=k^{\prime}$. For each $i<k$, let $\mathcal{T}_{i}$ be the collection of all binary $X$-trees $\tilde{T}$ with $d_{\text {ECR }}(T, \tilde{T})=i$ and let $\mathcal{T}_{<k}$ be the collection of all binary $X$-trees $\tilde{T}$ with $d_{\mathrm{ECR}}(T, \tilde{T})<k$, that is, $\mathcal{T}_{<k}=\cup_{i=0}^{k-1} \mathcal{T}_{i}$. Moreover, let $\mathcal{T}_{\mathrm{sECR}}$ be the collection of all binary $X$-trees $\tilde{T}$ with $d_{\text {sECR }}(T, \tilde{T})=k$. Note that $\mathcal{T}_{<k}$ can be computed in $|X|^{\mathcal{O}(k-1)}$ time and due to Lemma $5.3, \mathcal{T}_{\text {sECR }}$ can be computed in $k^{\mathcal{O}(k)} \cdot|X|^{\mathcal{O}(1)}$ time. Let

$$
\mathcal{T}_{k}^{\prime}:=\mathcal{T}_{\mathrm{sECR}} \cup \bigcup_{i=1}^{k-1} \bigcup_{\tilde{T} \in \mathcal{T}_{i}}\left\{T^{\prime} \mid d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k-i\right\}
$$

Recall that by the induction hypothesis, for each $i<k, \mathcal{T}_{i}$ has size $|X|^{\mathcal{O}(i)}$ and for each binary $X$-tree $\tilde{T} \in \mathcal{T}_{i}$ the collection $\left\{T^{\prime} \mid d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k-i\right\}$ can be computed in $|X|^{\mathcal{O}(k-i)}$ time. Hence, $\mathcal{T}_{k}^{\prime}$ can be computed in $|X|^{\mathcal{O}(k)}$ time. We set $\mathcal{T}:=\mathcal{T}_{k}^{\prime} \cup \mathcal{T}_{<k}$ and show that $\mathcal{T}$ contains exactly the binary $X$-trees $T^{\prime}$ with $d_{\text {ECR }}\left(T, T^{\prime}\right) \leq k$.

Assume towards a contradiction that this is not the case.

Case 1: There is a binary $X$-tree $T^{\prime}$ with $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq k$ such that $T^{\prime}$ is not in $\mathcal{T}$. By definition, $\mathcal{T}_{<k}$ contains all binary $X$-trees $\tilde{T}$ with $d_{\text {ECR }}(T, \tilde{T})<k$. Consequently, $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=k$. Hence, due to Observation 3.3 , there is a binary $X$-tree $\tilde{T}$ with $d_{\mathrm{sECR}}\left(\tilde{T}, T^{\prime}\right)>0$ such that $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)=d_{\mathrm{ECR}}(T, \tilde{T})+d_{\mathrm{sECR}}\left(\tilde{T}, T^{\prime}\right)$. Let $i:=$ $d_{\mathrm{ECR}}(T, \tilde{T})$.

Note that $i \leq k-1$. If $i=0$, then $T$ is isomorphic to $\tilde{T}$ and thus $d_{\mathrm{SECR}}\left(T, T^{\prime}\right)=$ $d_{\mathrm{sECR}}\left(\tilde{T}, T^{\prime}\right)=k$. Hence, $T^{\prime}$ is contained in $\mathcal{T}_{\text {sECR }}$, a contradiction. Otherwise, if $i>0$, then $\tilde{T}$ is contained in $\mathcal{T}_{i}$. Moreover, since $d_{\mathrm{SECR}}\left(\tilde{T}, T^{\prime}\right)=d_{\mathrm{ECR}}\left(T, T^{\prime}\right)-d_{\mathrm{ECR}}(T, \tilde{T})=k-i$ and $d_{\mathrm{sECR}}\left(\tilde{T}, T^{\prime}\right) \geq d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right)$, we have $d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k-i$ which implies that $T^{\prime}$ is contained in $\mathcal{T}$, a contradiction.

Case 2: There is a binary $X$-tree $T^{\prime}$ with $d_{\mathrm{ECR}}\left(T, T^{\prime}\right)>k$ such that $T^{\prime}$ is contained in $\mathcal{T}$. Hence, $T^{\prime}$ is contained in $\mathcal{T}_{k}^{\prime} \backslash \mathcal{T}_{\text {sECR }}$. That is, there is some $i$ with $1 \leq i \leq k$ and a binary $X$-tree $\tilde{T}$ in $\mathcal{T}_{i}$ such that $d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k-i$. Since $d_{\mathrm{ECR}}$ is a metric, due to the triangle inequality, $d_{\mathrm{ECR}}\left(T, T^{\prime}\right) \leq d_{\mathrm{ECR}}(T, \tilde{T})+d_{\mathrm{ECR}}\left(\tilde{T}, T^{\prime}\right) \leq k$, a contradiction.

Since $\mathcal{T}$ can be computed in $|X|^{\mathcal{O}(k)}$ time, the statement holds.
We conclude the following.

- Theorem 5.6 $\left(^{*}\right)$. For each distance measure $d \in\left\{d_{\mathrm{NNI}}, d_{\mathrm{ECR}}, d_{\mathrm{SPR}}, d_{\mathrm{TBR}}\right\}$, $d$-LS MAXImum Parsimony can be solved in $|X|^{\mathcal{O}(k)} \cdot|S|$ time.


## 6 Conclusion

A clear goal for future research would be to improve the running time of the algorithm for the $k$-sECR neighborhood. This seems promising since the current bottleneck is the enumeration of the binary refinements of the tree obtained after contracting $k$ edges. However, an algorithm for $d_{\text {sECR }}$-LS MAXIMUM PARSIMONY running in $2^{o(k \cdot \log k)} \cdot|I|^{\mathcal{O}(1)}$ time would imply an algorithm for MAXIMUM Parsimony running in $2^{o(|X| \cdot \log |X|)} \cdot|I|^{\mathcal{O}(1)}$ time: when applying the $d_{\text {sECR }}$-LS MAXIMUM PARSIMONY algorithm with $k:=|X|-3$, locally optimal solution are also globally optimal. Hence, a more immediate question is whether MAXIMUM

Parsimony can be solved in $2^{o(|X| \cdot \log |X|)} \cdot|I|^{\mathcal{O}(1)}$ time. A further goal would be to find other neighborhoods for which $d$-LS Maximum Parsimony can be solved in time $f(k) \cdot|I|^{\mathcal{O}(1)}$. Finally, it is open whether better running times are possible when searching the neighborhood not for a better tree but for a perfect phylogeny, that is, for a tree where for each character, the parsimony score is equal to the number of character states minus one.
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[^0]:    ${ }^{1}$ Characters as defined here are not elements of some alphabet but functions that assign an element of some alphabet to each taxon.

