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#### Abstract

An orthogonal drawing is an embedding of a plane graph into a grid. In a seminal work of Tamassia (SIAM Journal on Computing 1987), a simple combinatorial characterization of angle assignments that can be realized as bend-free orthogonal drawings was established, thereby allowing an orthogonal drawing to be described combinatorially by listing the angles of all corners. The characterization reduces the need to consider certain geometric aspects, such as edge lengths and vertex coordinates, and simplifies the task of graph drawing algorithm design.

Barth, Niedermann, Rutter, and Wolf (SoCG 2017) established an analogous combinatorial characterization for ortho-radial drawings, which are a generalization of orthogonal drawings to cylindrical grids. The proof of the characterization is existential and does not result in an efficient algorithm. Niedermann, Rutter, and Wolf (SoCG 2019) later addressed this issue by developing quadratic-time algorithms for both testing the realizability of a given angle assignment as an ortho-radial drawing without bends and constructing such a drawing.

In this paper, we improve the time complexity of these tasks to near-linear time. We establish a new characterization for ortho-radial drawings based on the concept of a good sequence. Using the new characterization, we design a simple greedy algorithm for constructing ortho-radial drawings.
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## 1 Introduction

A plane graph is a planar graph $G=(V, E)$ with a combinatorial embedding $\mathcal{E}$. The combinatorial embedding $\mathcal{E}$ fixes a circular ordering $\mathcal{E}(v)$ of the edges incident to each vertex $v \in V$, specifying the counter-clockwise ordering of these edges surrounding $v$ in the drawing. An orthogonal drawing of a plane graph is a drawing of $G$ such that each edge is drawn as a sequence of horizontal and vertical line segments. For example, see Figure 1 for an orthogonal drawing of $K_{4}$ with 4 bends. Alternatively, an orthogonal drawing of $G$ can be seen as an embedding of $G$ into a grid such that the edges of $G$ correspond to internally disjoint paths in the grid. Orthogonal drawing is one of the most classical drawing styles studied in the field of graph drawing, and it has a wide range of applications, including VLSI circuit design [7, 40], architectural floor plan design [33], and network visualization [5, 22, 26, 30].

The topology-shape-metric framework. One of the most fundamental quality measures of orthogonal drawings is the number of bends. The bend minimization problem, which asks for an orthogonal drawing with the smallest number of bends, has been extensively studied over the past 40 years $[14,16,17,38,39,25]$. In a seminal work, Tamassia [39] introduced the topology-shape-metric framework to tackle the bend minimization problem. Tamassia showed that an orthogonal drawing can be described combinatorially by an orthogonal representation, which consists of an assignment of an angle of degree in $\left\{90^{\circ}, 180^{\circ}, 270^{\circ}, 360^{\circ}\right\}$ to each corner and a designation of the outer face. Specifically, Tamassia [39] showed that an orthogonal representation can be realized as an orthogonal drawing with zero bends if and only if the following two conditions are satisfied:
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Figure 1 A grid, an orthogonal drawing, a cylindrical grid, and an ortho-radial drawing.
(O1) The sum of angles around each vertex is $360^{\circ}$.
(O2) The sum of angles around each face with $k$ corners is $(k+2) \cdot 180^{\circ}$ for the outer face and is $(k-2) \cdot 180^{\circ}$ for the other faces.
An orthogonal representation is valid if it satisfies the above conditions (O1) and (O2). Given a valid orthogonal representation, an orthogonal drawing realizing the orthogonal representation can be computed in linear time [29, 39]. This result (shape $\rightarrow$ metric) allows us to reduce the task of finding a bend-minimized orthogonal drawing (topology $\rightarrow$ metric) to the conceptually much simpler task of finding a bend-minimized valid orthogonal representation (topology $\rightarrow$ shape). By focusing on orthogonal representations, we may neglect certain geometric aspects of graph drawing such as edge lengths and vertex coordinates, making the task of algorithm design easier. In particular, given a fixed combinatorial embedding, the task of finding a bend-minimized orthogonal representation can be easily reduced to the computation of a min-cost flow [39].

### 1.1 Ortho-radial drawing

Ortho-radial drawing is a natural generalization of orthogonal drawing to cylindrical grids, whose grid lines consist of concentric circles and straight lines emanating from the center of the circles. Formally, an ortho-radial drawing is defined as a planar embedding where each edge is drawn as a sequence of lines that are either a circular arc of some circle centered on the origin or a line segment of some straight line passing through the origin. We do not allow a vertex to be drawn on the origin, and we do not allow an edge to pass through the origin in the drawing. For example, see Figure 1 for an ortho-radial drawing of $K_{4}$ with two bends.

The study of ortho-radial drawing is motivated by its applications [4, 23, 42] in network visualization [41]. For example, ortho-radial drawing is naturally suitable for visualizing metro systems with radial routes and circle routes.

There are three types of faces in an ortho-radial drawing. The face that contains an unbounded region is called the outer face. The face that contains the origin is called the central face. The remaining faces are called regular faces. It is possible that the outer face and the central face are the same face.

Given a plane graph, an ortho-radial representation is defined as an assignment of an angle to each corner together with a designation of the central face and the outer face. Barth, Niedermann, Rutter, and Wolf [2] showed that an ortho-radial representation can be realized as an ortho-radial drawing with zero bends if the following three conditions are satisfied:
(R1) The sum of angles around each vertex is $360^{\circ}$.
(R2) The sum $s$ of angles around each face $F$ with $k$ corners satisfies the following.

- $s=(k-2) \cdot 180^{\circ}$ if $F$ is a regular face.
$=s=k \cdot 180^{\circ}$ if $F$ is either the central face or the outer face, but not both.
- $s=(k+2) \cdot 180^{\circ}$ if $F$ is both the central face and the outer face.
(R3) There exists a choice of the reference edge $e^{\star}$ such that the ortho-radial representation does not contain a strictly monotone cycle.

Intuitively, this shows that the ortho-radial representations that can be realized as orthoradial drawings with zero bends can be characterized similarly by examining the angle sum around each vertex and each face, with the additional requirement that the representation does not have a strictly monotone cycle.

The definition of a strictly monotone cycle is technical and depends on the choice of the reference edge $e^{\star}$, so we defer its formal definition to a subsequent section. The reference edge $e^{\star}$ is an edge in the contour of the outer face and is required to lie on the outermost circular arc used in an ortho-radial drawing. Informally, a strictly monotone cycle has a structure that is like a loop of ascending stairs or a loop of descending stairs, so a strictly monotone cycle cannot be drawn. The necessity of (R1)-(R3) is intuitive to see. The more challenging and interesting part of the proof in [2] is to show that these three conditions are actually sufficient.

### 1.2 Previous methods

The proof by Barth, Niedermann, Rutter, and Wolf [2] that conditions (R1)-(R3) are necessary and sufficient is only existential in that it does not yield efficient algorithms to check the validity of a given ortho-radial representation and to construct an ortho-radial drawing without bends realizing a given ortho-radial representation.

Checking (R1) and (R2) can be done in linear time in a straightforward manner. The difficult part is to design an efficient algorithm to check (R3). The most naive approach of examining all cycles costs exponential time. The subsequent work by Niedermann, Rutter, and Wolf [35] addressed this gap by showing an $O\left(n^{2}\right)$-time algorithm to decide whether a strictly monotone cycle exists for a given reference edge $e^{\star}$, where $n$ is the number of vertices in the input graph. They also show an $O\left(n^{2}\right)$-time algorithm to construct an ortho-radial drawing without bends, for any given ortho-radial representation with a reference edge $e^{\star}$ that does not lead to a strictly monotone cycle.

Rectangulation. The idea behind the proof of Barth, Niedermann, Rutter, and Wolf [2] is a reduction to the easier case where each regular face is rectangular. For this case, they provided a proof that conditions (R1)-(R3) are necessary and sufficient, and they also provided an efficient drawing algorithm via a reduction to a flow computation given that (R1)-(R3) are satisfied. For any given ortho-radial representation with $n$ vertices, it is possible to add $O(n)$ additional edges to turn it into an ortho-radial representation where each regular face is rectangular. A major difficulty in the proof of [2] is that they need to ensure that the addition of the edges preserves not only (R1) and (R2) but also (R3). The lack of an efficient algorithm to check whether (R3) is satisfied is precisely the reason that the proof of [2] does not immediately lead to a polynomial-time algorithm.

Quadratic-time algorithms. The above issue was addressed in a subsequent work by Niedermann, Rutter, and Wolf [35]. They provided an $O\left(n^{2}\right)$-time algorithm to find a strictly monotone cycle if one exists, given a fixed choice of the reference edge $e^{\star}$. This immediately leads to an $O\left(n^{2}\right)$-time algorithm to decide whether a given ortho-radial representation, with a fixed reference edge $e^{\star}$, admits an ortho-radial drawing. Moreover, combining this $O\left(n^{2}\right)$-time algorithm with the proof of [2] discussed above yields an $O\left(n^{4}\right)$-time drawing algorithm. The time complexity is due to the fact that $O(n)$ edge additions are needed for rectangulation, for each edge addition there are $O(n)$ candidate reference edges to consider, and to test the feasibility of each candidate edge they need to run the $O\left(n^{2}\right)$-time algorithm to test whether the edge addition creates a strictly monotone cycle.

The key idea behind the $O\left(n^{2}\right)$-time algorithm for finding a strictly monotone cycle is a structural theorem that if there is a strictly monotone cycle, then there is a unique outermost one which can be found by a left-first DFS starting from any edge in the outermost strictly monotone cycle. The DFS algorithm costs $O(n)$ time. Guessing an edge in the outermost monotone cycle adds an $O(n)$ factor overhead in the time complexity.

Using further structural insights on the augmentation process of [2], the time complexity of the above $O\left(n^{4}\right)$-time drawing algorithm can be lowered to $O\left(n^{2}\right)$ [35]. The reason for the quadratic time complexity is that for each of the $O(n)$ edge additions, a left-first DFS starting from the newly added edge is needed to test whether the addition of this edge creates a strictly monotone cycle.

### 1.3 Our new method

For both validity testing (checking whether a given angle assignment induces a strictly monotone cycle) and drawing (finding a geometric embedding realizing a given ortho-radial representation), the two algorithms in [35] naturally cost $O\left(n^{2}\right)$ time, as they both require performing left-first DFS $O(n)$ times.

In this paper, we present a new method for ortho-radial drawing that is not based on rectangulation and left-first DFS. We design a simple $O(n \log n)$-time greedy algorithm that simultaneously accomplishes both validity testing and drawing, for the case where the reference edge $e^{\star}$ is fixed. If a reference edge $e^{\star}$ is not fixed, our algorithm costs $O\left(n \log ^{2} n\right)$ time, where the extra $O(\log n)$ factor is due to a binary search over the set of candidates for the reference edge. At a high level, our algorithm tries to construct an ortho-radial drawing in a piece-by-piece manner. If at some point no progress can be made in that the current partial drawing cannot be further extended, then the algorithm can identify a strictly monotone cycle to certify the non-existence of a drawing.

Good sequences. The core of our method is the notion of a good sequence, which we briefly explain below. An ortho-radial representation satisfying (R1) and (R2), with a fixed reference edge $e^{\star}$, determines whether an edge $e$ is a vertical edge (i.e., $e$ is drawn as a segment of a straight line passing through the origin) or horizontal (i.e., $e$ is drawn as a circular arc of some circle centered on the origin). Let $E_{\mathrm{h}}$ denote the set of horizontal edges, oriented in the clockwise direction, and let $\mathcal{S}_{\mathrm{h}}$ denote the set of connected components induced by $E_{\mathrm{h}}$. Note that each component $S \in \mathcal{S}_{\mathrm{h}}$ is either a path or a cycle. The exact definition of a good sequence is technical, so we defer it to a subsequent section. Intuitively, a good sequence is an ordering of $\mathcal{S}_{\mathrm{h}}=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$, where $k=\left|\mathcal{S}_{\mathrm{h}}\right|$, that allows us to design a simple linear-time greedy algorithm constructing an ortho-radial drawing in such a way that $S_{1}$ is drawn on the circle $r=k, S_{2}$ is drawn on the circle $r=k-1$, and so on.

In general, a good sequence might not exist, even if the given ortho-radial representation admits an ortho-radial drawing. In such a case, we show that we may add virtual edges to transform the ortho-radial representation into one where a good sequence exists. We will design a greedy algorithm for adding virtual edges and constructing a good sequence. In each step, we add virtual vertical edges to the current graph and append a new element $S \in \mathcal{S}_{\mathrm{h}}$ to the end of our sequence. In case we are unable to find any suitable $S \in \mathcal{S}_{\mathrm{h}}$ to extend the sequence, we can extract a strictly monotone cycle to certify the non-existence of an ortho-radial drawing. A major difference between our method and the approach based on rectangulation in [2,35] is that the cost for adding a new virtual edge is only $O(\log n)$ in our algorithm. As we will later see, in our algorithm, in order to identify new virtual edges to be added, we only need to do some simple local checks such as calculating the sum of angles, and there is no need to do a full left-first DFS to test whether a newly added edge creates a strictly monotone cycle.

Open questions. While we show a nearly linear-time algorithm for the (shape $\rightarrow$ metric)-step (i.e., from ortho-radial representations to ortho-radial drawings), essentially nothing is known about the (topology $\rightarrow$ shape)-step (from planar graphs to ortho-radial representations). While the task of finding a bend-minimized orthogonal representation of a given plane graph can be easily reduced to the computation of a minimum cost flow [39], such a reduction does not apply to ortho-radial representations, as network flows do not work well with the notion of strictly monotone cycles. It remains an open question as to whether a bend-minimized ortho-radial representation of a plane graph can be computed in polynomial time.

### 1.4 Related work

The bend minimization problem for orthogonal drawings for planar graphs of maximum degree 4 without a fixed combinatorial embedding is NP-hard [24, 25]. If the combinatorial embedding is fixed, the topology-shape-metric framework of Tamassia [39] reduces the bend minimization problem to a min-cost flow computation. The algorithm of Tamassia [39] costs $O\left(n^{2} \log n\right)$ time. The time complexity was later improved to $O\left(n^{7 / 4} \sqrt{\log n}\right)$ [25] and then to $O\left(n^{3 / 2} \log n\right)$ [14]. A recent $O(n$ poly $\log n)$-time planar min-cost flow algorithm [20] implies that the bend minimization problem can be solved in $O$ ( $n$ poly $\log n$ ) time if the combinatorial embedding is fixed.

If the combinatorial embedding is not fixed, the NP-hardness result of [24, 25] can be bypassed if the first bend on each edge does not incur any cost [9] or if we restrict ourselves to some special class of planar graphs. In particular, for planar graphs with maximum degree 3 , it was shown that the bend-minimization can be solved in polynomial time [16]. After a series of improvements $[13,17,19]$, we now know that a bend-minimized orthogonal drawing of a planar graph with maximum degree 3 can be computed in $O(n)$ time [17].

The topology-shape-metric framework [39] is not only useful in bend minimization, but it is also, implicitly or explicitly, behind the graph drawing algorithms for essentially all computational problems in orthogonal drawing and its variants, such as morphing orthogonal drawings [8], allowing vertices with degree greater than $4[15,31,36]$, restricting the direction of edges [18, 21], drawing cluster graphs [10], and drawing dynamic graphs [11].

The study of ortho-radial drawing by Barth, Niedermann, Rutter, and Wolf [2, 35] extended the topology-shape-metric framework [39] to accommodate cylindrical grids. Before these works [2, 35], a combinatorial characterization of drawable ortho-radial representation is only known for paths, cycles, and theta graphs [28], and for the special case where the graph is 3 -regular and each regular face in the ortho-radial representation is a rectangle [27].

### 1.5 Organization

In Section 2, we discuss the basic graph terminology used in this paper, review some results in previous works [2, 35], and state our main theorems. In Section 3, we give a technical overview of our proof. We conclude in Section 4 with discussions on possible future directions.

## 2 Preliminaries

Throughout the paper, let $G=(V, E)$ be a planar graph of maximum degree at most 4 with a fixed combinatorial embedding $\mathcal{E}$ in the sense that, for each vertex $v \in V$, a circular ordering $\mathcal{E}(v)$ of its incident edges is given to specify the counter-clockwise ordering of these edges surrounding $v$ in a planar embedding. As we will discuss in the full version of the paper, we may assume that the input graph $G$ is simple and biconnected. In this section, we introduce some basic graph terminology and review some results from the paper [3], which is a merge of the two papers [2,35] on ortho-radial drawing.


Figure 2 A non-crossing-free path, a crossing-free path, and a facial cycle.

Paths and cycles. Unless otherwise stated, all edges, paths, and cycles are assumed to be directed. We write $\bar{e}, \bar{P}$, and $\bar{C}$ to denote the reversal of an edge $e$, a path $P$, and a cycle $C$, respectively. We allow paths and cycles to have repeated vertices and edges. We say that a path or a cycle is simple if it does not have repeated vertices. Following [3], we say that a path or a cycle is crossing-free if it satisfies the following conditions:

- The path or the cycle does not contain repeated undirected edges.
- For each vertex $v$ that appears multiple times in the path or the cycle, the ordering of the edges incident to $v$ appearing in the path or the cycle respects the ordering of $\mathcal{E}(v)$ or its reversal.
Although a crossing-free path or a crossing-free cycle might touch a vertex multiple times, the path or the cycle never crosses itself. For any face $F$, we define the facial cycle $C_{F}$ to be the clockwise traversal of its contour. In general, a facial cycle might not be a simple cycle as it can contain repeated edges. If we assume that $G$ is biconnected, then each facial cycle of $G$ must be a simple crossing-free cycle. See Figure 2 for an illustration of different types of paths and cycles. The path $\left(v_{11}, v_{9}, v_{5}, v_{1}, v_{2}, v_{10}, v_{9}, v_{8}\right)$ is not crossing-free as the path crosses itself at $v_{9}$. The path $\left(v_{8}, v_{9}, v_{5}, v_{1}, v_{2}, v_{10}, v_{9}, v_{11}\right)$ is crossing-free since it respects the ordering $\mathcal{E}(v)$ for $v=v_{9}$. The cycle $C=\left(v_{1}, v_{5}, v_{6}, v_{3}, v_{4}, v_{7}, v_{6}, v_{5}, v_{9}, v_{10}, v_{2}\right)$ is the facial cycle of $F_{2}$. The cycle $C$ is not a crossing-free cycle as it traverses the undirected edge $\left\{v_{5}, v_{6}\right\}$ twice, from opposite directions.

Ortho-radial representations and drawings. A corner is an ordered pair of undirected edges $\left(e_{1}, e_{2}\right)$ incident to $v$ such that $e_{2}$ immediately follows $e_{1}$ in the counter-clockwise circular ordering $\mathcal{E}(v)$. Given a planar graph $G=(V, E)$ with a fixed combinatorial embedding $\mathcal{E}$, an ortho-radial representation $\mathcal{R}=\left(\phi, F_{\mathrm{c}}, F_{\mathrm{o}}\right)$ of $G$ is defined by the following components:

- An assignment $\phi$ of an angle $a \in\left\{90^{\circ}, 180^{\circ}, 270^{\circ}\right\}$ to each corner of $G$.
- A designation of a face of $G$ as the central face $F_{c}$.
- A designation of a face of $G$ as the outer face $F_{0}$.

For the special case where $v$ has only one incident edge $e$, we view $(e, e)$ as a $360^{\circ}$ corner. This case does not occur if we consider biconnected graphs.


Figure 3 A drawing of an ortho-radial representation with a reference edge, where the small blue circles in the left figure denote the angles in the representation that are realized in the right figure.

An ortho-radial representation $\mathcal{R}=\left(\phi, F_{\mathrm{c}}, F_{\mathrm{o}}\right)$ is drawable if the representation can be realized as an ortho-radial drawing of $G$ with zero bends such that the angle assignment $\phi$ is satisfied, the central face $F_{c}$ contains the origin, the outer face $F_{\circ}$ contains an unbounded region.

Recall that, by the definition of ortho-radial drawing, in an ortho-radial drawing with zero bends, each edge is either drawn as a line segment of a straight line passing the origin or drawn as a circular arc of a circle centered at the origin. We also consider the setting where the reference edge $e^{\star}$ is fixed. In this case, there is an additional requirement that the reference edge $e^{\star}$ has to lie on the outermost circular arc used in the drawing and follows the clockwise direction. If such a drawing exists, we say that $\left(\mathcal{R}, e^{\star}\right)$ is drawable. See Figure 3 for an example of a drawing of an ortho-radial representation $\mathcal{R}$ with the reference edge $e^{\star}=\left(v_{14}, v_{5}\right)$. In the figure, we use $\circ, \circ \circ$, and $\circ \circ \circ$ to indicate a $90^{\circ}$, a $180^{\circ}$, and a $270^{\circ}$ angle assigned to a corner, respectively.

It was shown in [3] that $\left(\mathcal{R}, e^{\star}\right)$ is drawable if and only if the ortho-radial representation $\mathcal{R}$ satisfies (R1) and (R2) and the reference edge $e^{\star}$ does not lead to a strictly monotone cycle. Since it is straightforward to test whether (R1) and (R2) are satisfied in linear time, from now on, unless otherwise stated, we assume that (R1) and (R2) are satisfied for the ortho-radial representation $\mathcal{R}$ under consideration.

Combinatorial rotations. Consider a 2-length path $P=(u, v, w)$ that passes through $v$ such that $u \neq w$. Given the angle assignment $\phi, P$ is either a $90^{\circ}$ left turn, a straight line, or a $90^{\circ}$ right turn. We define the combinatorial rotation of $P$ as follows.

$$
\text { rotation }(P)= \begin{cases}-1, & P \text { is a } 90^{\circ} \text { left turn } \\ 0, & P \text { is a straight line } \\ 1, & P \text { is a } 90^{\circ} \text { right turn. }\end{cases}
$$

More formally, let $S=\left(e_{1}, \ldots, e_{k}\right)$ be the contiguous subsequence of edges starting from $e_{1}=\{u, v\}$ and ending at $e_{k}=\{v, w\}$ in the circular ordering $\mathcal{E}(v)$ of the undirected edges incident to $v$. Then $\sum_{j=1}^{k-1} \phi\left(e_{j}, e_{j+1}\right)-180^{\circ}$ equals the degree of the turn of $P$ at the intermediate vertex $v$, so the combinatorial rotation of $P$ is rotation $(P)=$ $\left(\sum_{j=1}^{k-1} \phi\left(e_{j}, e_{j+1}\right)-180^{\circ}\right) / 90^{\circ}$.

For the special case where $u=w$, the rotation of $P=(u, v, u)$ can be a $180^{\circ}$ left turn, in which case rotation $(P)=-2$, or a $180^{\circ}$ right turn, in which case rotation $(P)=2$. For example, consider the directed edge $e=(u, v)$ where $P$ first goes from $u$ to $v$ along the right side of $e$ and then goes from $v$ back to $u$ along the left side of $e$. Then $P$ is considered a $180^{\circ}$ left turn, and similarly, $\bar{P}$ is considered a $180^{\circ}$ right turn. In particular, if $P=(u, v, u)$ is a subpath of a facial cycle $C$, then $P$ is always considered as a $180^{\circ}$ left turn, and so rotation $(P)=-2$.

For a crossing-free path $P$ of length more than 2 , we define rotation $(P)$ as the sum of the combinatorial rotations of all 2-length subpaths of $P$. Similarly, for a cycle $C$ of length more than 2 , we define rotation $(C)$ as the sum of the combinatorial rotations of all 2-length subpaths of $C$. Same as [2,35], based on this notion, we may restate condition (R2).
( $\mathbf{R}^{\prime}$ ) For each face $F$, the combinatorial rotation of its facial cycle $C_{F}$ satisfies the following:

$$
\text { rotation }\left(C_{F}\right)= \begin{cases}4, & F \text { is a regular face, } \\ 0, & F \text { is either the central face or the outer face, but not both, } \\ -4, & F \text { is both the central face and the outer face. }\end{cases}
$$

For example, consider the ortho-radial representation shown in Figure 3. The path $P=\left(v_{10}, v_{11}, v_{12}, v_{13}, v_{14}\right)$ has rotation $(P)=-1$ since it makes two $90^{\circ}$ left turns and one $90^{\circ}$ right turn. The cycle $C=\left(v_{10}, v_{11}, v_{12}, v_{13}, v_{14}\right)$ is the facial cycle of the central face, and it has rotation $(C)=0$.

We briefly explain the equivalence between the new and the old definitions of (R2). If $F$ is a regular face with $k$ corners, then in the original definition of (R2), it is required that the sum $s$ of angles around $F$ is $s=(k-2) \cdot 180^{\circ}$. Since the facial cycle $C_{F}$ traverses the contour of $F$ in the clockwise direction, the number of $90^{\circ}$ right turns minus the number of $90^{\circ}$ left turns must be exactly 4 . Therefore, $s=(k-2) \cdot 180^{\circ}$ is the same as rotation $\left(C_{F}\right)=4$, as each $90^{\circ}$ right turn contributes 1 and each $90^{\circ}$ left turn contributes -1 in the calculation of rotation $\left(C_{F}\right)$.

Interior and exterior regions of a cycle. Any cycle $C$ partitions the remaining graph into two parts. If $C$ is a facial cycle, then one part is empty. The direction of $C$ is clockwise with respect to one of the two parts. The part with respect to which $C$ is clockwise, together with $C$ itself, is called the interior of $C$. Similarly, the part with respect to which $C$ is counter-clockwise, together with $C$ itself, is called the exterior of $C$. In particular, if a vertex $v$ lies in the interior of $C$, then $v$ must be in the exterior of $\bar{C}$.

This above definition is consistent with the notion of facial cycle in that any face $F$ is in the interior of its facial cycle $C_{F}$. Depending on the context, the interior or the exterior of a cycle can be viewed as a subgraph, a set of vertices, a set of edges, or a set of faces. For example, consider the cycle $C=\left(v_{1}, v_{2}, v_{10}, v_{9}, v_{5}\right)$ of the plane graph shown in Figure 2. The interior of $C$ is the subgraph induced by $v_{8}, v_{11}$, and all vertices in $C$. The exterior of $C$ is the subgraph induced by $v_{3}, v_{4}, v_{6}, v_{7}$, and all vertices in $C$. The cycle $C$ partitions the faces into two parts: The interior of $C$ contains $F_{3}$, and the exterior of $C$ contains $F_{1}$ and $F_{2}$.

Let $C$ be a simple cycle oriented in such a way that the outer face $F_{\mathrm{o}}$ lies in its exterior. Following [3], we say that $C$ is essential if the central face $F_{\mathrm{c}}$ is in the interior of $C$. Otherwise we say that $C$ is non-essential. The following lemma was proved in [3].

- Lemma 1 ([3]). Let $C$ be a simple cycle oriented in such a way that the outer face $F_{\mathrm{o}}$ lies in its exterior, then the combinatorial rotation of $C$ satisfies the following:

$$
\text { rotation }(C)= \begin{cases}4, & C \text { is an essential cycle } \\ 0, & C \text { is a non-essential cycle }\end{cases}
$$

In the above lemma, we implicitly assume that (R1) and (R2) are satisfied. The intuition behind the lemma is that an essential cycle behaves like the facial cycle of the outer face or the central face, and a non-essential cycle behaves like the facial cycle of a regular face.

Subgraphs. When we take a subgraph $H$ of $G$, the combinatorial embedding, the angle assignment, the central face, and the outer face of $H$ are inherited from $G$ naturally. For example, suppose that $\mathcal{E}(v)=\left(e_{1}, e_{2}, e_{3}\right)$ with $\phi\left(e_{1}, e_{2}\right)=90^{\circ}, \phi\left(e_{2}, e_{3}\right)=90^{\circ}$, and $\phi\left(e_{3}, e_{1}\right)=180^{\circ}$ in $G$. Suppose that $v$ is incident only to two edges $e_{1}$ and $e_{2}$ in $H$, then the angle assignment $\phi_{H}$ for the two corners surrounding $v$ in $H$ will be $\phi_{H}\left(e_{1}, e_{2}\right)=90^{\circ}$ and $\phi_{H}\left(e_{2}, e_{1}\right)=270^{\circ}$.

Each face of $G$ is contained in exactly one face of $H$, A face in $H$ can contain multiples faces of $G$. A face of $H$ is said to be the central face if it contains the central face of $G$. Similarly, A face of $H$ is said to be the outer face if it contains the outer face of $G$.

For example, consider the subgraph $H$ induced by $\left\{v_{2}, v_{3}, \ldots, v_{9}\right\}$ in the ortho-radial representation in Figure 3. In $H, v_{9}$ is incident to only two edges $e_{1}=\left\{v_{8}, v_{9}\right\}$ and $e_{2}=\left\{v_{2}, v_{9}\right\}$, and the angle assignment $\phi_{H}$ for the two corners surrounding $v_{9}$ in $H$ are $\phi_{H}\left(e_{1}, e_{2}\right)=90^{\circ}$ and $\phi_{H}\left(e_{2}, e_{1}\right)=270^{\circ}$. The outer face and the central face of $H$ are the same.

Defining direction via reference paths. Following [3], for any two edges $e=(u, v)$ and $e^{\prime}=(x, y)$, we say that a crossing-free path $P$ is a reference path for $e$ and $e^{\prime}$ if $P$ starts at $u$ or $v$ and ends at $x$ or $y$ such that $P$ does not contain any of the edges in $\left\{e, \bar{e}, e^{\prime}, \overline{e^{\prime}}\right\}$. Given a reference path $P$ for $e=(u, v)$ and $e^{\prime}=(x, y)$, we define the combinatorial direction of $e^{\prime}$ with respect to $e$ and $P$ as follows.
direction $\left(e, P, e^{\prime}\right)= \begin{cases}\text { rotation }\left(e \circ P \circ e^{\prime}\right), & P \text { starts at } v \text { and ends at } x, \\ \text { rotation }\left(\bar{e} \circ P \circ e^{\prime}\right)+2, & P \text { starts at } u \text { and ends at } x, \\ \text { rotation }\left(e \circ P \circ \overline{e^{\prime}}\right)-2, & P \text { starts at } v \text { and ends at } y, \\ \text { rotation }\left(\bar{e} \circ P \circ \overline{e^{\prime}}\right), & P \text { starts at } u \text { and ends at } y .\end{cases}$
Here $P \circ Q$ denotes the concatenation of the paths $P$ and $Q$. An edge $e$ is interpreted as a 1-length path. In the definition of direction $\left(e, P, e^{\prime}\right)$, we allow the possibility that a reference path $P$ consists of a single vertex. If $v=x$ and $u \neq w$, then we may choose $P$ to be the 0 -length path consisting of a single vertex $v=x$, in which case direction $\left(e, P, e^{\prime}\right)$ is simply the combinatorial rotation of the 2-length path $(u, v, y)$. We do not consider the cases where $e=e^{\prime}$ or $e=\overline{e^{\prime}}$.

Consider the reference edge $e=\left(v_{14}, v_{1}\right)$ in the ortho-radial representation of Figure 3. We measure the direction of $e^{\prime}=\left(v_{8}, v_{9}\right)$ from $e$ with different choices of the reference path $P$. If $P=\left(v_{1}, v_{2}, v_{9}\right)$, then direction $\left(e, P, e^{\prime}\right)=$ rotation $\left(e \circ P \circ \overline{e^{\prime}}\right)-2=-1$. If $P=\left(v_{14}, v_{10}, v_{9}\right)$, then we also have direction $\left(e, P, e^{\prime}\right)=\operatorname{rotation}\left(\bar{e} \circ P \circ \overline{e^{\prime}}\right)=-1$. If we select $P=\left(v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}, v_{8}\right)$, then we get a different value of direction $\left(e, P, e^{\prime}\right)=$ rotation $\left(e \circ P \circ e^{\prime}\right)=3$. As we will later discuss, direction $\left(e, P, e^{\prime}\right) \bmod 4$ is invariant under the choice of $P$.

In the definition of direction $\left(e, P, e^{\prime}\right)$, the additive +2 in rotation $\left(\bar{e} \circ P \circ e^{\prime}\right)+2$ is due to the fact that the actual path that we intend to consider is $e \circ \bar{e} \circ P \circ e^{\prime}$, where we make a $180^{\circ}$ right turn in $e \circ \bar{e}$, which contributes +2 in the calculation of the combinatorial rotation. Similarly, the additive -2 in rotation $\left(e \circ P \circ \overline{e^{\prime}}\right)-2$ is due to the fact that the actual path that we intend to consider is $e \circ P \circ \overline{e^{\prime}} \circ e^{\prime}$, where we make a $180^{\circ}$ left turn in $\overline{e^{\prime}} \circ e^{\prime}$. There is no additive term in rotation $\left(\bar{e} \circ P \circ \overline{e^{\prime}}\right)$ because of the cancellation of the $180^{\circ}$ right turn $e \circ \bar{e}$ and the $180^{\circ}$ left turn $\overline{e^{\prime}} \circ e^{\prime}$. The reason why $e \circ \bar{e}$ has to be a right turn and $\overline{e^{\prime}} \circ e^{\prime}$ has to be a left turn will be explained later.

See Figure 4 for an example of the calculation of an edge direction. The direction of $e=\left(u_{1}, u_{2}\right)$ with respect to $e^{\star}=\left(v_{1}, v_{2}\right)$ and the reference path $P=\left(v_{1}, v_{5}, v_{4}, u_{1}\right)$ can be calculated by rotation $\left(\overline{e^{\star}} \circ P \circ e^{\prime}\right)+2=1$ according to the formula above, where the additive +2 is due to the $180^{\circ}$ right turn at $e^{\star} \circ \overline{e^{\star}}$.

Edge directions. Imagining that the origin is the south pole, in an ortho-radial drawing with zero bends, each edge $e$ is either drawn in one of the following four directions:

- $e$ points towards the north direction if $e$ is drawn as a line segment of a straight line passing the origin, where $e$ is directed away from the origin.
- $e$ points towards the south direction if $e$ is drawn as a line segment of a straight line passing the origin, where $e$ is directed towards the origin.
- e points towards the east direction if $e$ is drawn as a circular arc of a circle centered at the origin in the clockwise direction.
- $e$ points towards the west direction if $e$ is drawn as a circular arc of a circle centered at the origin in the counter-clockwise direction.

We say that $e$ is a vertical edge if $e$ points towards north or south. Otherwise, we say that $e$ is a horizontal edge. We argue that as long as (R1) and (R2) are satisfied, the direction of any edge $e$ is uniquely determined by the ortho-radial representation.

For the reference edge $e^{\star}$, it is required that $e^{\star}$ points east, and so $\overline{e^{\star}}$ points west. Consider any edge $e$ that is neither $e^{\star}$ nor $\overline{e^{\star}}$. It is clear that the value of direction $\left(e^{\star}, P, e\right)$ determines the direction of $e$ in that the direction of $e$ is forced to be east, south, west, or north if direction $\left(e^{\star}, P, e\right) \bmod 4$ equals $0,1,2$, or 3 , respectively. For example, in the ortho-radial representation of Figure 3, the edge $e^{\prime}=\left(v_{8}, v_{9}\right)$ is a vertical edge in the north direction, as we have calculated that direction $\left(e^{\star}, P, e^{\prime}\right) \bmod 4=3$.

- Lemma 2 ([3]). For any two edges $e$ and $e^{\prime}$, the value of direction $\left(e, P, e^{\prime}\right) \bmod 4$ is invariant under the choice of the reference path $P$.

The above lemma shows that direction $\left(e^{\star}, P, e\right) \bmod 4$ is invariant under the choice of the reference path $P$, so the direction of each edge in an ortho-radial representation is well defined, even for the case that ( $\mathcal{R}, e^{\star}$ ) might not be drawable. Given the reference edge $e^{\star}$, we let $E_{\mathrm{h}}$ denote the set of all horizontal edges in the east direction, and let $E_{\mathrm{V}}$ denote the set of all vertical edges in the north direction.

Horizontal segments. We require that in a drawing of $\left(\mathcal{R}, e^{\star}\right)$, the reference edge $e^{\star}$ lies on the outermost circular arc used in the drawing, so not every edge in $\overline{C_{F_{0}}}$ is eligible to be a reference edge. To determine whether an edge $e \in \overline{C_{F_{\mathrm{o}}}}$ is eligible to be a reference edge, we need to introduce some terminology.

Given the reference edge $e^{\star}$, the set $E_{\mathrm{v}}$ of vertical edges in the north direction and the set $E_{\mathrm{h}}$ of horizontal edges in the east direction are fixed. Let $\mathcal{S}_{\mathrm{h}}$ denote the set of connected components induced by $E_{\mathrm{h}}$. Each component $S \in \mathcal{S}_{\mathrm{h}}$ is either a path or a cycle, and so in any drawing of $\mathcal{R}$, there is a circle $C$ centered at the origin such that $S$ must be drawn as $C$ or a circular arc of $C$. We call each component $S \in \mathcal{S}_{\mathrm{h}}$ a horizontal segment.


Figure 4 The calculation of direction $\left(e^{\star}, P, e\right)$.

Each horizontal segment $S \in \mathcal{S}_{\mathrm{h}}$ is written as a sequence of vertices $S=\left(v_{1}, v_{2}, \ldots, v_{s}\right)$, where $s$ is the number of vertices in $S$, such that $\left(v_{i}, v_{i+1}\right) \in E_{\mathrm{h}}$ for each $1 \leq i<s$. If $S$ is a cycle, then we additionally have $\left(v_{s}, v_{1}\right) \in E_{\mathrm{h}}$, so $S=\left(v_{1}, v_{2}, \ldots, v_{s}\right)$ is a circular order. When $S$ is a cycle, we use modular arithmetic on the indices so that $v_{s+1}=v_{1}$. We write $\mathcal{N}_{\text {north }}(S)$ to denote the set of vertical edges $e=(x, y) \in E_{\mathrm{v}}$ such that $x \in S$. Similarly, $\mathcal{N}_{\text {south }}(S)$ is the set of vertical edges $e=(x, y) \in E_{\mathrm{V}}$ such that $y \in S$. We assume that the edges in $\mathcal{N}_{\text {north }}(S)$ and $\mathcal{N}_{\text {south }}(S)$ are ordered according to the indices of their endpoints in $S$. The ordering is sequential if $S$ is a path and is circular if $S$ is a cycle. Consider the ortho-radial representation $\mathcal{R}$ given in Figure 3 as an example. The horizontal segment $S=\left(v_{10}, v_{9}, v_{2}\right)$ has $\mathcal{N}_{\text {south }}(S)=\left(\left(v_{11}, v_{10}\right),\left(v_{8}, v_{9}\right),\left(v_{3}, v_{2}\right)\right)$ and $\mathcal{N}_{\text {north }}(S)=\left(\left(v_{10}, v_{14}\right),\left(v_{2}, v_{1}\right)\right)$.

Observe that $\mathcal{N}_{\text {north }}(S)=\emptyset$ for the horizontal segment $S \in \mathcal{S}_{\mathrm{h}}$ that contains $e^{\star}$ is a necessary condition that a drawing of $\mathcal{R}$ where $e^{\star}$ lies on the outermost circular arc exists. This condition can easily be checked in linear time.

Spirality. Intuitively, direction $\left(e, P, e^{\prime}\right)$ quantifies the degree of spirality of $e^{\prime}$ with respect to $e$ and $P$. Unfortunately, Lemma 2 does not hold if we replace direction $\left(e, P, e^{\prime}\right) \bmod 4$ with direction $\left(e, P, e^{\prime}\right)$. A crucial observation made in [3] is that such a replacement is possible if we add some restrictions about the positions of $e, e^{\prime}$, and $P$. See the following lemma.

- Lemma 3 ([3]). Let $C$ and $C^{\prime}$ be essential cycles such that $C^{\prime}$ lies in the interior of $C$. Let e be an edge on $C$. Let $e^{\prime}$ be an edge on $C^{\prime}$. The value of direction $\left(e, P, e^{\prime}\right)$ is invariant under the choice of the reference path $P$, over all paths $P$ in the interior of $C$ and in the exterior of $C^{\prime}$.

Recall that we require a reference path to be crossing-free. This requirement is crucial in the above lemma. If we allow $P$ to be a general path that is not crossing-free, then we may choose $P$ in such a way that $P$ repeatedly traverses a non-essential cycle many times, so that direction $\left(e, P, e^{\prime}\right)$ can be made arbitrarily large and arbitrarily small.

Setting $e=e^{\star}$ and $C=\overline{C_{F_{0}}}$ in the above lemma, we infer that direction $\left(e^{\star}, P, e^{\prime}\right)$ is determined once we fix an essential cycle $C^{\prime}$ that contains $e^{\prime}$ and only consider reference paths $P$ that lie in the exterior of $C^{\prime}$. The condition for the lemma is satisfied because $\overline{C_{F_{\mathrm{o}}}}$ is the outermost essential cycle in that all other essential cycles are in the interior of $\overline{C_{F_{0}}}$. The reason why we set $C=\overline{C_{F_{0}}}$ and not $C=C_{F_{\mathrm{o}}}$ is that $F_{\mathrm{o}}$ has to be in the exterior of $C$. Note that the assumption that $G$ is biconnected ensures that each facial cycle is simple.

Let $C$ be an essential cycle and let $e$ be an edge in $C$. In view of the above, following [3], we define the edge label $\ell_{C}(e)$ of $e$ with respect to $C$ as the value of direction $\left(e^{\star}, P, e\right)$, for any choice of reference path $P$ in the exterior of $C^{\prime}$. For the special case that $e=e^{\star}$ and $C=\overline{C_{F_{0}}}$,


Figure 5 Changing the reference edge to $e$ leads to a strictly monotone cycle.
we let $\ell_{C}(e)=0$. Intuitively, the value $\ell_{C}(e)$ quantifies the degree of spirality of $e$ from $e^{\star}$ if we restrict ourselves to the exterior of $C$. Consider the edge $e=\left(u_{1}, u_{2}\right)$ in the essential cycle $C=\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ in Figure 4 as an example. We have $\ell_{C}(e)=\operatorname{direction}\left(e^{\star}, P, e\right)=1$, since the reference path $P=\left(v_{1}, v_{5}, v_{4}, u_{1}\right)$ lies in exterior of $C$.

We briefly explain the formula of direction $\left(e, P, e^{\prime}\right)$ : As discussed earlier, in the definition of direction $\left(e, P, e^{\prime}\right)$, the additive +2 in rotation $\left(\bar{e} \circ P \circ e^{\prime}\right)+2$ is due to the fact that the actual path that we want to consider is $e \circ \bar{e} \circ P \circ e^{\prime}$, where we make a $180^{\circ}$ right turn in $e \circ \bar{e}$. The reason why $e \circ \bar{e}$ has to be a right turn is because of the scenario considered in Lemma 3, where $e$ is an edge in $C$. To ensure that we stay in the interior of $C$ in the traversal from $e$ to $e^{\prime}$ via the path $e \circ \bar{e} \circ P \circ e^{\prime}$, the $180^{\circ}$ turn of $e \circ \bar{e}$ has to be a right turn. The remaining part of the formula of direction $\left(e, P, e^{\prime}\right)$ can be explained similarly.

Monotone cycles. We are now ready to define the notion of strictly monotone cycles used in (R3). We say that an essential cycle $C$ is monotone if all its edge labels $\ell_{C}(e)$ are non-negative or all its edge labels $\ell_{C}(e)$ are non-positive. Let $C$ be an essential cycle that is monotone. If $C$ contains at least one positive edge label, then we say that $C$ is increasing. If $C$ contains at least one negative edge label, then we say that $C$ is decreasing. We say that $C$ is strictly monotone if $C$ is either decreasing or increasing but not both.

Intuitively, an increasing cycle is like a loop of descending stairs, and a decreasing cycle is like a loop of ascending stairs, so they are not drawable. It was proved in [3] that $\left(\mathcal{R}, e^{\star}\right)$ is drawable if and only if it does not contain a strictly monotone cycle. Recall again that, throughout the paper, unless otherwise stated, we assume that the given ortho-radial representation already satisfies (R1) and (R2).

- Lemma 4 ([3]). An ortho-radial representation $\mathcal{R}$, with a fixed reference edge $e^{\star}$ such that $\mathcal{N}_{\text {north }}(S)=\emptyset$ for the horizontal segment $S \in \mathcal{S}_{\mathrm{h}}$ that contains $e^{\star}$, is drawable if and only if it does not contain a strictly monotone cycle.

Consider Figure 5 as an example. The ortho-radial representation $\mathcal{R}$ is drawable with the reference edge $e^{\star}$. If we change the reference edge to $e$, then ( $\left.\mathcal{R}, e\right)$ become undrawable, as the essential cycle $C=\left(v_{1}, v_{2}, \ldots, v_{10}\right)$ is increasing. With respect to the reference edge $e$, all the edge labels on the cycle $C$ are non-negative, with some of them being positive. We are ready to state our main results.

- Theorem 5. There is an $O(n \log n)$-time algorithm $\mathcal{A}$ that outputs either a drawing of $\left(\mathcal{R}, e^{\star}\right)$ or a strictly monotone cycle of $\left(\mathcal{R}, e^{\star}\right)$, for any given ortho-radial representation $\mathcal{R}$ of an n-vertex biconnected simple graph, with a fixed reference edge $e^{\star}$ such that $\mathcal{N}_{\text {north }}(S)=\emptyset$ for the horizontal segment $S \in \mathcal{S}_{\mathrm{h}}$ that contains $e^{\star}$.


Figure 6 Constructing a good drawing for a good sequence.

The above theorem improves the previous algorithm of [35] which costs $O\left(n^{2}\right)$ time. If the output of $\mathcal{A}$ is a strictly monotone cycle, then the cycle certifies the non-existence of a drawing, by Lemma 4 . We also extend the above theorem to the case where the reference edge is not fixed.

- Theorem 6. There is an $O\left(n \log ^{2} n\right)$-time algorithm $\mathcal{A}$ that decides whether an ortho-radial representation $\mathcal{R}$ of an n-vertex biconnected simple graph is drawable. If $\mathcal{R}$ is drawable, then $\mathcal{A}$ also computes a drawing of $\mathcal{R}$.

The proofs of Theorems 5 and 6 are left to the full version of the paper.

## 3 Technical overview

Let $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ be any sequence of $k$ horizontal segments. We consider the following terminology for each $1 \leq i \leq k$, where $k$ is the length of the sequence $A$.

- Let $G_{i}$ be the subgraph of $G$ induced by the horizontal edges in $S_{1}, S_{2}, \ldots, S_{i}$ and the set of all vertical edges whose both endpoints are in $S_{1}, S_{2}, \ldots, S_{i}$. Let $F_{i}$ be the central face of $G_{i}$, and let $C_{i}$ be the facial cycle of $F_{i}$.
- We extend the notion $\mathcal{N}_{\text {south }}(S)$ to a sequence of horizontal segments: $\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i}\right)$ is defined as the set of all vertical edges $e=(x, y) \in E_{\mathrm{v}}$ such that $y \in C_{i}$ and $x \notin C_{i}$.
- Let $G_{i}^{+}$be the subgraph of $G$ induced by all the edges in $G_{i}$ together with the edge set $\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i}\right)$. Let $F_{i}^{+}$be the central face of $G_{i}^{+}$, and let $C_{i}^{+}$be the facial cycle of $F_{i}^{+}$.

For each vertical edge $e=(x, y) \in \mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i}\right)$, the south endpoint $x$ appears exactly once in $C_{i}^{+}$. We circularly order the edges $e=(x, y) \in \mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i}\right)$ according to the position of the south endpoint $x$ in the circular ordering of $C_{i}^{+}$. Take the graph $G=G_{6}$ in Figure 6 as an example. In this graph, there are 6 horizontal segments, shaded in Figure 6:

$$
\begin{array}{lll}
S_{1}=\left(v_{1,1}, v_{1,2}, v_{1,3}, v_{1,4}\right), & S_{2}=\left(v_{2,1}, v_{2,2}, v_{2,3}\right), & S_{3}=\left(v_{3,1}, v_{3,2}, v_{3,3}, v_{3,4}, v_{3,5}\right), \\
S_{4}=\left(v_{4,1}, v_{4,2}, v_{4,3}\right), & S_{5}=\left(v_{5,1}, v_{5,2}, v_{5,3}, v_{5,4}, v_{5,5}\right), & S_{6}=\left(v_{6,1}, v_{6,2}\right)
\end{array}
$$

With respect to the sequence $A=\left(S_{1}, S_{2}, \ldots, S_{6}\right)$, Figure 6 shows the graphs $G_{i}$ and $G_{i}^{+}$, for all $1 \leq i \leq 6$. For example, for $i=2$, we have:

$$
\begin{aligned}
& \mathcal{N}_{\text {south }}\left(S_{1}, S_{2}\right)=\left(\left(v_{3,1}, v_{1,1}\right)\left(v_{3,2}, v_{2,1}\right),\left(v_{3,4}, v_{2,3}\right),\left(v_{3,5}, v_{1,4}\right)\right) \\
& \mathcal{N}_{\text {north }}\left(S_{2}\right)=\left(\left(v_{2,1}, v_{1,2}\right),\left(v_{2,2}, v_{1,3}\right)\right) \\
& C_{2}=\left(v_{1,1}, v_{1,2}, v_{2,1}, v_{2,2}, v_{2,3}, v_{2,2}, v_{1,3}, v_{1,4}\right) \\
& C_{2}^{+}=\left(v_{1,1}, v_{3,1}, v_{1,1}, v_{1,2}, v_{2,1}, v_{3,2}, v_{2,1}, v_{2,2}, v_{2,3}, v_{3,4}, v_{2,3}, v_{2,2}, v_{1,3}, v_{1,4}, v_{3,5}, v_{1,4}\right)
\end{aligned}
$$

Here $\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}\right), C_{2}$, and $C_{2}^{+}$are circular orderings, and $\mathcal{N}_{\text {north }}\left(S_{2}\right)$ is a sequential ordering, as $S_{2}$ is a path.

Good sequences. We say that a sequence of horizontal segments $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ is good if $A$ satisfies the following conditions.
(S1) $S_{1}$ is the reversal of the facial cycle of the outer face $F_{0}$, i.e., $S_{1}=\overline{C_{F_{0}}}$.
(S2) For each $1<i \leq k, \mathcal{N}_{\text {north }}\left(S_{i}\right)$ satisfies the following requirements.

- $\mathcal{N}_{\text {north }}\left(S_{i}\right) \neq \emptyset$.
= If $S_{i}$ is a path, then $\mathcal{N}_{\text {north }}\left(S_{i}\right)$ is a contiguous subsequence of $\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i-1}\right)$.
- If $S_{i}$ is a cycle, then $\mathcal{N}_{\text {north }}\left(S_{i}\right)=\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}, \ldots, S_{i-1}\right)$.

Clearly, if $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ is good, then $\left(S_{1}, S_{2}, \ldots, S_{i}\right)$ is also good for each $1 \leq i<k$. In general, a good sequence that covers the set of all horizontal segments might not exist for a given ( $\left.\mathcal{R}, e^{\star}\right)$. In particular, in order to satisfy (S1), it is necessary that the cycle $\overline{C_{F_{0}}}$ is a horizontal segment. The sequence $A=\left(S_{1}, S_{2}, \ldots, S_{6}\right)$ shown in Figure 6 is a good sequence.

If $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ is good, then we can find a drawing of $G_{k}$ in linear time by fixing the drawing of $S_{1}, S_{2}, \ldots, S_{k}$ sequentially, as the definition of a good sequence allows us to safely place $S_{i}$ below $S_{1}, S_{2}, \ldots, S_{i-1}$ and above $S_{i+1}, S_{i+2}, \ldots, S_{k}$. The following lemma is proved formally in the full version of the paper.

- Lemma 7. For a given good sequence $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$, an ortho-radial drawing of $G_{k}$ without bends can be constructed in time $O\left(\sum_{i=1}^{k}\left|S_{i}\right|\right)$.

See Figure 6 for an example of a drawing of $G_{k}$ produced by the algorithm of Lemma 7 .

Constructing a good sequence. In order to use Lemma 7 to compute an ortho-radial drawing of $\left(\mathcal{R}, e^{\star}\right)$, we need to find a good sequence $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ with $G_{k}=G$. However, such a good sequence might not exist even if ( $\mathcal{R}, e^{\star}$ ) is drawable. We will show that as long as $\left(\mathcal{R}, e^{\star}\right)$ is drawable, we can always add some virtual edges to the graph so that such a good sequence exists and can be computed efficiently. The first step of the algorithm is a simple preprocessing step to ensure the following two properties:

- The facial cycle of the outer face is a horizontal segment.
- Each vertex is incident to a horizontal segment.


Figure 7 The preprocessing steps.


Figure 8 Adding a virtual vertical edge in a regular face.

See Figure 7 for the algorithm of the preprocessing step. The addition of the edge $e_{f}$ ensures that $\overline{C_{F_{0}}}$ is a horizontal segment. To ensure that each vertex is on a horizontal segment, some degree- 2 vertices are removed by smoothing.

The above two properties alone are not sufficient to guarantee the existence of a good sequence $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ with $G_{k}=G$, as there could be horizontal segment $S$ such that $\mathcal{N}_{\text {north }}(S)=\emptyset$ and $S \neq \overline{C_{F_{0}}}$. Such a horizontal segment $S$ can never be added to a good sequence, as the definition of a good sequence requires all horizontal segments in the sequence to be non-empty. To deal with this issue, we consider the following eligibility criterion for adding a virtual vertical edge incident to such a horizontal segment $S$ :

- Let $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ be the current good sequence. Let $S \notin A$ be a horizontal segment such that $\mathcal{N}_{\text {north }}(S)=\emptyset$ and $S \neq \overline{C_{F_{0}}}$. Let $F$ be the face such that $\bar{S}$ is a subpath of $C_{F}$. We say that $S$ is eligible for adding a virtual edge if there exists an edge $e^{\prime} \in C_{F}$ with $e^{\prime} \in S_{i}$ for some $1 \leq i \leq k$ such that either rotation $\left(e^{\prime} \circ \cdots \circ \bar{S}\right)=2$ or $\operatorname{rotation}\left(\bar{S} \circ \cdots \circ e^{\prime}\right)=2$ along the cycle $C_{F}$.

See Figure 8 for an illustration of adding a virtual edge. In the figure, there are two horizontal segments along the contour of $F$ that are eligible for adding a virtual edge due to $e^{\prime} \in S_{i}$. The rotation criterion for eligibility is to ensure that the new faces created due to the virtual edge still satisfy (R2). The condition $\mathcal{N}_{\text {north }}(S)=\emptyset$ ensures that immediately after adding the virtual edge, we may append $S$ to the end of the sequence $A$.

Our algorithm to construct a good sequence is a simple greedy algorithm: We repeatedly find horizontal segments that can be appended to the current good sequence and repeatedly add virtual edges, until no further such operations can be done. A straightforward implementation of the greedy algorithm, which checks all remaining horizontal segments in each step, takes $O\left(n^{2}\right)$ time. In the full version of the paper, we will present a more efficient implementation that costs only $O(n \log n)$ time.

Extracting a strictly monotone cycle. In the full version of the paper, we prove that if the above greedy algorithm stops with a good sequence $A=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ that does not cover all horizontal segments, then a strictly monotone cycle of the original graph $G$, without any


Figure 9 Face types $(*, \sqcup)$ and $(\sqcup, *)$.
virtual edges, can be found to certify the non-existence of a drawing. Let $\left(e_{1}, e_{2}, \ldots, e_{s}\right)$ be the circular ordering of $\mathcal{N}_{\text {south }}(A)$. Note that $\left\{e_{1}, e_{2}, \ldots, e_{s}\right\}$ is the set of all edges connecting a vertex in $G_{k}$ and a vertex not in $G_{k}$. The proof is achieved by a careful analysis of the structure of the faces involving $\left\{e_{1}, e_{2}, \ldots, e_{s}\right\}$. We show that the fact that no more progress can be made in the greedy algorithm forces the parts of the contours of these faces that are not in $G_{k}$ to form ascending or descending patterns in a consistent manner, so we are able to extract a strictly monotone cycle in $G$ by considering the edges in these facial cycles.

Face types. For each $1 \leq i \leq s$, we write $F_{i, i+1}$ to denote the unique face $F$ such that $C_{F}$ contains both $e_{i}$ and $\overline{e_{i+1}}$. Note that $v_{s+1}=v_{1}$ because ( $e_{1}, e_{2}, \ldots, e_{s}$ ) is a circular ordering. Consider the face $F_{i, i+1}$, for some $1 \leq i \leq s$. We define $P_{i \leftarrow i+1}$ as the subpath of $C_{F_{i, i+1}}$ starting at $\overline{e_{i+1}}$ and ending at $e_{i}$. We write $P_{i \rightarrow i+1}=\overline{P_{i \leftarrow i+1}}$. We write $Z_{i \leftarrow i+1}=\left(z_{1}, z_{2}, \ldots\right)$ to denote the string of numbers such that $z_{l}$ is the rotation of the subpath of $P_{i \leftarrow i+1}$ consisting of the first $l$ edges. Similarly, we let $Z_{i \rightarrow i+1}=\left(z_{1}, z_{2}, \ldots\right)$ be the string of numbers such that $z_{l}$ is the rotation of the subpath of $P_{i \rightarrow i+1}$ consisting of the first $l$ edges. We define the types $(*, \sqcup),(\sqcup, *),(\sqcup, \sqcup)$, and $(-)$, as follows.

- $F_{i, i+1}$ is of type $(*, \sqcup)$ if $0 \circ 1^{c} \circ 2$, for some $c \geq 1$, is a prefix of $Z_{i \leftarrow i+1}$.
- $F_{i, i+1}$ is of type $(\sqcup, *)$ if $0 \circ(-1)^{c} \circ(-2)$, for some $c \geq 1$, is a prefix of $Z_{i \rightarrow i+1}$.
- $F_{i, i+1}$ is of type $(\sqcup, \sqcup)$ if $F_{i, i+1}$ is both of type $(\sqcup, *)$ and of type $(*, \sqcup)$.
- $F_{i, i+1}$ is of type (-) if $Z_{i \leftarrow i+1}=0 \circ 1^{c} \circ 2$ for some $c \geq 1$.

In other words, $F_{i, i+1}$ is of type ( - ) if the subpath of the facial cycle of $F_{i, i+1}$ that connects the south endpoints of $e_{i+1}$ and $e_{i}$ is a horizontal straight line in the west direction. By considering $P_{i \rightarrow i+1}=\overline{P_{i \leftarrow i+1}}$, equivalently, $F_{i, i+1}$ is of type $(-)$ if $Z_{i \rightarrow i+1}=0 \circ(-1)^{c} \circ(-2)$ for some $c \geq 1$.

Consider the good sequence $A=\left(S_{1}, S_{2}\right)$ of Figure 6 as an example, where we let $\mathcal{N}_{\text {south }}\left(S_{1}, S_{2}\right)=\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$, where $e_{1}=\left(v_{3,1}, v_{1,1}\right), e_{2}=\left(v_{3,2}, v_{2,1}\right), e_{3}=\left(v_{3,4}, v_{2,3}\right)$, and $e_{4}=\left(v_{3,5}, v_{1,4}\right)$. The facial cycle of the face $F_{1,2}$ is $\left(v_{3,1}, v_{1,1}, v_{2,1}, v_{3,2}\right)$. We have $P_{1 \rightarrow 2}=\left(v_{1,1}, v_{3,1}, v_{3,2}, v_{2,1}\right)$ and $Z_{1 \rightarrow 2}=(0,-1,-2)$, so $F_{1,2}$ is of type ( - ).

Intuitively, the face $F_{i, i+1}$ is of type $(\sqcup, *)$ if $P_{i \rightarrow i+1}$ makes two $90^{\circ}$ left turns before making any right turns, and the first $90^{\circ}$ left turn is made at $x_{i}$. These two $90^{\circ}$ left turns form a $\sqcup$-shape. Similarly, the face $F_{i, i+1}$ is of type $(*, \sqcup)$ if $P_{i \leftarrow i+1}$ makes two $90^{\circ}$ right turns before making any left turns, and the first $90^{\circ}$ right turn is made at $x_{i+1}$. These two $90^{\circ}$ right turns form a $\sqcup$-shape. See Figure 9 for illustrations of faces of types $(*, \sqcup)$ and $(\sqcup, *)$. In the left part of the figure, we have $Z_{i \leftarrow i+1}=(0,1,1,1,2,1,2,1,2)$, so $F_{i, i+1}$ is of type $(*, \sqcup)$. In the right part of the figure, we have $Z_{i \rightarrow i+1}=(0,-1,-1,-2,-3,-3,-2,-1,-2)$, so $F_{i, i+1}$ is of type $(\sqcup, *)$. We show that one of the following holds, which intuitively implies the existence of a strictly monotone cycle.

- All faces $F_{i, i+1}$ are of type $(-)$ and $(\sqcup, *)$, and at least one face $F_{i, i+1}$ is of type $(\sqcup, *)$.
- All faces $F_{i, i+1}$ are of type $(-)$ and $(*, \sqcup)$, and at least one face $F_{i, i+1}$ is of type $(*, \sqcup)$.


Figure 10 Extracting a strictly monotone cycle $C=\left(v_{1}, v_{2}, \ldots, v_{5}\right)$.

Consider Figure 10 for an example of extracting a strictly monotone cycle. In the figure, the shaded part corresponds to the part of the graph that is not in $G_{k}$. In this example, $\mathcal{N}_{\text {south }}(A)=\left(e_{1}, e_{2}, \ldots, e_{5}\right)$. The faces $F_{5,1}, F_{1,2}$, and $F_{2,3}$ are of type $(*, \sqcup)$. The faces $F_{3,4}$ and $F_{4,5}$ are of type (-). The cycle $C=\left(v_{1}, v_{2}, \ldots, v_{5}\right)$ is strictly monotone, as it is increasing. We can calculate that $\ell_{C}\left(\left(v_{1}, v_{2}\right)\right)=1$ by first going from $e^{\star}$ to $\overline{e_{2}}$ via a crossing-free path $P$ and then going from $\overline{e_{2}}$ to $\left(v_{1}, v_{2}\right)$ along the path $P_{2 \rightarrow 3}$, as $\left(v_{1}, v_{2}\right)$ is an intermediate edge of $P_{2 \rightarrow 3}$. The first part has rotation 1 and the second part has rotation 0 , so the overall rotation is 1 . Similarly, we can calculate that $\ell_{C}(e)=0$ for each remaining edge $e$ in $C$.

## 4 Conclusions

In this paper, we presented a near-linear time algorithm to decide whether a given ortho-radial representation is drawable, improving upon the previous quadratic-time algorithm [35]. If the representation is drawable, then our algorithm outputs an ortho-radial drawing realizing the representation. Otherwise, our algorithm outputs a strictly monotone cycle to certify the non-existence of such a drawing. Given the broad applications of the topology-shape-metric framework in orthogonal drawing, we anticipate that our new ortho-radial drawing algorithm will be relevant and useful in future research in this field.

While there has been extensive research in orthogonal drawing, much remains unknown about the computational complexity of basic optimization problems in ortho-radial drawing. In particular, the problem of finding an ortho-radial representation that minimizes the number of bends has only been addressed by a practical algorithm [34] that has no provable guarantees. It remains an intriguing open question to determine to what extent bend minimization is polynomial-time solvable for ortho-radial drawing. To the best of our knowledge, even deciding whether a given plane graph admits an ortho-radial drawing without bends is not known to be polynomial-time solvable.

Given an ortho-radial representation, can we find an ortho-radial drawing with the smallest number of layers (i.e., the number of concentric circles) in polynomial time? As discussed in the full version of the paper, if a good sequence is given, then our algorithm can output a layer-minimized drawing. For the general case where a good sequence might not exist, our algorithm does not have the layer-minimization guarantee, as there is some flexibility in the choice of virtual edges to add, and selecting different virtual edges results in different good sequences. There was a series of work in finding compact orthogonal drawings according to various complexity measures $[1,6,12,32,37]$. To what extent the ideas developed in these works can be applied to ortho-radial drawings?
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