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Abstract
For any hereditary graph class F , we construct optimal adjacency labeling schemes for the classes
of subgraphs and induced subgraphs of Cartesian products of graphs in F . As a consequence, we
show that, if F admits efficient adjacency labels (or, equivalently, small induced-universal graphs)
meeting the information-theoretic minimum, then the classes of subgraphs and induced subgraphs
of Cartesian products of graphs in F do too. Our proof uses ideas from randomized communication
complexity and hashing, and improves upon recent results of Chepoi, Labourel, and Ratel [Journal
of Graph Theory, 2020].
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1 Introduction

In this paper, we present optimal adjacency labeling schemes (equivalently, induced-universal
graph constructions) for subgraphs of Cartesian products, which essentially closes a recent
line of work studying these objects [1, 2, 3, 4, 8, 10].

Adjacency labeling

A class of graphs is a set F of graphs closed under isomorphism, where the set Fn ⊆ F
of graphs on n vertices has vertex set [n]. It is hereditary if it is also closed under taking
induced subgraphs, and monotone if it is also closed under taking subgraphs. An adjacency
labeling scheme for a class F consists of a decoder D : {0, 1}∗ × {0, 1}∗ → {0, 1} such that
for every G ∈ F there exists a labeling ℓ : V (G) → {0, 1}∗ satisfying

∀x, y ∈ V (G) : D(ℓ(x), ℓ(y)) = 1 ⇐⇒ xy ∈ E(G) .
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57:2 Optimal Adjacency Labels for Subgraphs of Cartesian Products

The size of the adjacency labeling scheme (or labeling scheme for short) is the function
n 7→ maxG∈Fn

maxx∈V (G) |ℓ(x)|, where |ℓ(x)| is the number of bits of ℓ(x). Labeling schemes
have been studied extensively since their introduction by Kannan, Naor, & Rudich [13] and
Muller [15]. If F admits a labeling scheme of size s(n), then a graph G ∈ Fn can be recovered
from the n · s(n) total bits in the adjacency labels of its vertices, so a labeling scheme is
an encoding of the graph, distributed among its vertices. The information-theoretic lower
bound on any encoding is log |Fn|, so the question is, when can the distributed adjacency
labeling scheme approach this bound? In other words, which classes of graphs admit labeling
schemes of size O( 1

n log |Fn|)? We will say that a graph class has an efficient labeling scheme
if it either has a labeling scheme of size O(1) (i.e. it satisfies log |Fn| = o(n log n) [16]), or
O( 1

n log |Fn|).

Cartesian products

Write G□H for the Cartesian product of G and H, write Gd for the d-wise Cartesian product
of G, and for any class F write F□ = {G1□G2□ · · ·□Gd : d ∈ N, Gi ∈ F} for the class of
Cartesian products of graphs in F . A vertex x of G1□ · · ·□Gd can be written x = (x1, . . . , xd)
where xi ∈ V (Gi) and two vertices x, y are adjacent if and only if they differ on exactly
one coordinate i ∈ [d], and on this coordinate xiyi ∈ E(Gi). Write mon(F□) and her(F□),
respectively, for the monotone and hereditary closures of this class, which are the sets of all
graphs G that are a subgraph (respectively, induced subgraph) of some H ∈ F□.

We will construct optimal labeling schemes for mon(F□) and her(F□) from an optimal
labeling scheme for F . Cartesian products appear several times independently in the recent
literature on labeling schemes [3, 8, 2] (and later in [10, 1, 4]), and are extremely natural for
the problem of adjacency labeling for a few reasons.

First, for example, if F is the class of complete graphs, a labeling scheme for her(F□) is
equivalent to an encoding ℓ : T → {0, 1}∗ of strings T ⊆ Σ∗, with Σ being an arbitrarily large
finite alphabet, such that a decoder who doesn’t know T can decide whether x, y ∈ T have
Hamming distance 1, using only the encodings ℓ(x) and ℓ(y). Replacing complete graphs
with, say, paths, one obtains induced subgraphs of grids in arbitrary dimension. Switching
to mon(F□) allows arbitrary edges of these products to be deleted.

Second, Cartesian product graphs admit, by definition, a natural but inefficient “implicit
representation”, meaning (informally) that the adjacency between two vertices x and y can
be verified by examining their representation (in this case, the tuples x = (x1, . . . , xd) and
y = (y1, . . . , yd)). Formalizing and quantifying this general notion was the motivation for
labeling schemes in [13], who also observed that adjacency labeling schemes are equivalent
to induced-universal graphs (or simply universal graphs). A sequence of graphs (Un)n∈N
are universal graphs of size n 7→ |Un| for a class F if each n-vertex graph G ∈ F is an
induced subgraph of Un. A labeling scheme of size s(n) is equivalent to a universal graph of
size 2s(n), and Cartesian product graphs admit natural but inefficient universal graphs: if
(Un)n∈N are universal graphs for F then for large enough d = d(n), the graphs (Ud

n)n∈N are
universal for her(F□). In general, this construction has exponential size: the hypercubes Kd

2
are themselves universal for her({K2}□), but a star with n − 1 leaves cannot be embedded
in Kd

2 for d < n − 1, so these universal graphs are of size at least 2n−1. It is not clear a
priori whether it is possible to use the universal graphs for the base class F to obtain more
efficient universal graphs for her(F□), and even less clear for mon(F□), but we will show in
this paper how to do so.

Finally, there was the possibility that subgraphs of Cartesian products could provide
the first explicit counterexample to the Implicit Graph Conjecture (IGC) of [13, 17], which
suggested that the condition log |Fn| = O(n log n) was sufficient for F to admit a labeling
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scheme of size O(log n); this was refuted by a non-constructive counting argument in a recent
breakthrough of Hatami & Hatami [11]. There is a labeling scheme of size O(log2 n) for the
subgraphs of hypercubes, due to a folklore bound of log n on the degeneracy of this class
(see [5]) and a general O(k log n) labeling scheme for classes of degeneracy k [13]. Designing
an efficient labeling scheme for induced subgraphs of hypercubes (rather, the weaker question
of proving bounds on |Fn| for this family) was an open problem of Alecu, Atminas, &
Lozin [2], resolved concurrently and independently in [8]; this also gave an example of a
class with an efficient labeling scheme but unbounded functionality, answering another open
question of [2]. Also independently, Chepoi, Labourel, & Ratel [3] studied the structure of
general Cartesian products, motivated by the problem of designing labeling schemes for the
classes mon(F□). They give upper bounds (via bounds on the degeneracy) for a number of
special cases but do not improve on the O(log2 n) bound for hypercubes. The following 3
observations then suggested that subgraphs of Cartesian products could give the first explicit
counterexample to the IGC (and this was posed as an open problem in [4]):
1. It is shown in [4] that, while induced subgraphs of hypercubes have a constant-size

adjacency sketch (a probabilistic version of a labeling scheme), the subgraphs of hypercubes
do not, so, with respect to randomized labels, subgraphs are more complex than induced
subgraphs.

2. The above result shows that the class of subgraphs of hypercubes is a counterexample
to a conjecture of [10]. That conjecture was refuted earlier by a construction of [7] that,
with some extension, refuted the IGC itself [11].

3. The previous work considering Cartesian products [3, 8, 10, 2, 1] had not improved on
the O(log2 n) bound for subgraphs.

Alas, a consequence of our main result is that subgraphs of Cartesian products are not
counterexamples to the IGC.

Results and techniques

We improve the best-known O(log2 n) bound for subgraphs of hypercubes to the optimal
O(log n), and in general show how to construct optimal labels for all subgraphs and induced
subgraphs of Cartesian products. Our proof is short, and departs significantly from standard
techniques in the field of labeling schemes: we do not rely on any structural results, graph
width parameters, or decompositions, and instead use communication complexity (as in
[8, 10]), encoding, and hashing arguments, which may be useful for future work on labeling
schemes. We prove:

▶ Theorem 1. Let F be a hereditary class with an adjacency labeling scheme of size s(n).
Then:
1. her(F□) has a labeling scheme of size at most 4s(n) + O(log n).
2. mon(F□) has a labeling scheme where each G ∈ mon(F□) on n vertices is given labels of

size at most 4s(n) + O(k(G) + log n), where k(G) is the degeneracy of G.
We allow F to be finite, in which case s(n) = O(1); in particular, setting F = {K2, K1}, we
get the result for hypercubes:

▶ Corollary 2. Let H be the class of hypercube graphs. Then mon(H) has a labeling scheme
of size O(log n).

All of the labeling schemes of Chepoi, Labourel, & Ratel [3] are obtained by bounding
k(G) and applying the black-box O(k(G) · log n) bound of [13]. For example, they get
labels of size O(d log2 n) when the base class F has degeneracy d, by showing that mon(F□)
has degeneracy O(d log n). Our result can be substituted for that black-box, replacing the

ICALP 2023



57:4 Optimal Adjacency Labels for Subgraphs of Cartesian Products

multiplicative O(log n) with an additive O(log n), thereby improving all of the results of [3]
when combined with their bounds on k(G); for example, achieving O(d log n) when F has
degeneracy d.

For subgraphs of hypercubes, [3] observed that a bound of O(vc(G) log n) follows from the
inequality k(G) ≤ vc(G) due to Haussler [12], where vc(G) is the VC dimension1, which can
be as large as log n but is often much smaller; they generalize this inequality in various ways
to other Cartesian products. Our result supercedes the VC dimension result for hypercubes.

Theorem 1 is optimal up to constant factors (which we have not tried to optimize), and
yields the following corollary (see Section 3 for proofs).

▶ Corollary 3. If a hereditary class F has an efficient labeling scheme, then so do her(F□)
and mon(F□).

One of our main motivations was to find explicit counterexamples to the IGC; a con-
sequence of the above corollary is that, counterexamples to the IGC cannot be obtained
by taking the monotone closure of Cartesian products of some hereditary class F , unless
F itself is already a counterexample. This leaves open the problem of finding an explicit
counterexample to the IGC, which would require developing the first lower-bound technique
for adjacency labeling schemes.

2 Adjacency Labeling Scheme

Notation

For two binary strings x, y, we write x ⊕ y for the bitwise XOR. For two graphs G and H,
we will write G ⊂ H if G is a subgraph of H, and G ⊂I H if G is an induced subgraph of
H. We will write V (G) and E(G) as the vertex and edge set of a graph G, respectively. All
graphs in this paper are simple and undirected. A graph G has degeneracy k if all subgraphs
of G have a vertex of degree at most k.

Strategy

Suppose G ⊂ G1□ · · ·□Gd is a subgraph of a Cartesian product. Then V (G) ⊆ V (G1)×· · ·×
V (Gd). Let H ⊂I G1□ · · ·□Gd be the subgraph induced by V (G), so that E(G) ⊆ E(H).
One may think of G as being obtained from the induced subgraph H by deleting some edges.
Then two vertices x, y ∈ V (G) are adjacent if and only if:
1. There exists exactly one coordinate i ∈ [d] where xi ̸= yi;
2. On this coordinate, xiyi ∈ E(Gi); and,
3. The edge xy ∈ E(H) has not been deleted in E(G).

We construct the labels for vertices in G in three phases, which check these conditions in
sequence.

2.1 Phase 1: Exactly One Difference
We give two proofs for Phase 1. The first is a reduction to the k-Hamming Distance
communication protocol. The second proof is direct and self-contained; it is an extension of
the proof of the labeling scheme for induced subgraphs of hypercubes, in the unpublished
note [9] (adapted from [8, 10]). In both cases the labels are obtained by the probabilistic
method, and are efficiently computable by a randomized algorithm.

1 See [3] for the definition of VC dimension
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For any alphabet Σ and any two strings x, y ∈ Σd where d ∈ N, write dist(x, y) for the
Hamming distance between x and y, i.e. dist(x, y) = |{i ∈ [d] : xi ̸= yi}|.

For the first proof, we require a result in communication complexity (which we translate
into our terminology). A version with two-sided error appears in [18], the one-sided error
version below is implicit in [10] (and may appear elsewhere in the literature, which we did
not find).

▶ Theorem 4 ([18, 10]). There exists a constant c > 0 satisfying the following. For any
k ∈ N, there exists a function D : {0, 1}∗ × {0, 1}∗ → {0, 1} such that, for any d ∈ N
and set S ⊆ {0, 1}d of size |S| = n, there exists a probability distribution L over functions
ℓ : S → {0, 1}ck2 , where for all x, y ∈ S,
1. If dist(x, y) ≤ k then P

ℓ∼L
[D(ℓ(x), ℓ(y)) = 1] = 1; and,

2. If dist(x, y) > k then P
ℓ∼L

[D(ℓ(x), ℓ(y)) = 0] ≥ 2/3.

We transform these randomized labels into deterministic labels using standard arguments:

▶ Proposition 5. There exists a constant c > 0 satisfying the following. For any k ∈ N,
there exists a function D : {0, 1}∗ × {0, 1}∗ → {0, 1} such that, for any d ∈ N and set
S ⊆ {0, 1}d of size |S| = n, there exists a function ℓ : S → {0, 1}ck2 log n where for all
x, y ∈ S, D(ℓ(x), ℓ(y)) = 1 if and only if dist(x, y) ≤ k.

Proof. Let D′ : {0, 1}∗ × {0, 1}∗ → {0, 1}, c > 0, and L be the function, the constant, and
the probability distribution given for S by Theorem 4. Let q = ⌈2 log3 n⌉, and let L′ be the
distribution over functions defined by choosing ℓ1, . . . , ℓq ∼ L independently at random, and
setting ℓ(x) = (ℓ1(x), ℓ2(x), . . . , ℓq(x)) for each x ∈ S. Define D : {0, 1}∗ × {0, 1}∗ → {0, 1}
such that

D(ℓ(x), ℓ(y)) =
q∧

i=1
D′(ℓi(x), ℓi(y)) .

Observe that, if x, y ∈ S have dist(x, y) ≤ k then P [D(ℓ(x), ℓ(y)) = 1] = 1 since for each
i ∈ [q] we have P [D′(ℓi(x), ℓi(y)) = 1] = 1. On the other hand, if x, y ∈ S have dist(x, y) > k,
then

P [D(ℓ(x), ℓ(y)) = 1] < (1/3)q ≤ 1/n2 .

By the union bound, the probability that there exist x, y ∈ S such that D(ℓ(x), ℓ(y)) takes the
incorrect value is strictly less than 1. Therefore there exists a fixed function ℓ : S → {0, 1}ck2q

satisfying the required conditions, where ck2q = Ck2 log n for an appropriate constant C. ◀

We reduce the problem for alphabets Σ to the 2-Hamming Distance labeling problem above.

▶ Lemma 6. There exists a function D : {0, 1}∗ × {0, 1}∗ → {0, 1} and a constant c > 0
such that, for any countable alphabet Σ, any d ∈ N, and any set S ⊆ Σd of size |S| = n,
there exists a function ℓ : S → {0, 1}k for k ≤ c log n, where D(ℓ(x), ℓ(y)) = 1 if and only if
dist(x, y) = 1.

Proof. Since ⌈log n⌉ bits can be added to any ℓ(x) to ensure that ℓ(x) is unique, it suffices
to construct functions D, ℓ where D(ℓ(x), ℓ(y)) = 1 if and only if dist(x, y) ≤ 1, instead of
dist(x, y) = 1 exactly.

ICALP 2023
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Since S has at most n elements, we may assume that Σ has a finite number N of elements,
since we may reduce to the set of elements which appear in the strings S. We may then
identify Σ with [N ] and define an encoding enc : [N ] → {0, 1}N where for any σ ∈ [N ], enc(σ)
is the string that takes value 1 on coordinate σ, and all other coordinates take value 0.

Abusing notation, for any x ∈ Σd, we may now define the concatenated encoding
enc(x) = enc(x1)◦enc(x2)◦· · ·◦enc(xd), where ◦ denotes concatenation. It is easy to verify that
for any x, y ∈ Σd, dist(enc(x), enc(y)) = 2 · dist(x, y). We may therefore apply Proposition 5
with k = 2 on the set S′ = {enc(x) : x ∈ S} to obtain a function D : {0, 1}∗ ×{0, 1}∗ → {0, 1},
a constant C > 0, and a function ℓ′ : S′ → {0, 1}C log n such that for all x, y ∈ S,

D(ℓ′(enc(x)), ℓ′(enc(y))) = 1 ⇐⇒ dist(enc(x), enc(y)) ≤ 2 ⇐⇒ dist(x, y) ≤ 1 .

We may then conclude the proof by setting ℓ(x) = ℓ′(enc(x)) for each x ∈ S. ◀

Below, we give an alternative, direct proof that does not reduce to k-Hamming Distance.

▶ Proposition 7. For any set S ⊆ {0, 1}d, there exists a random function ℓ : S → {0, 1}4

such that, for all x, y ∈ S,
1. If dist(x, y) ≤ 1 then P

ℓ
[dist(ℓ(x), ℓ(y)) ≤ 1] = 1, and

2. If dist(x, y) > 1 then P
ℓ

[dist(ℓ(x), ℓ(y)) ≤ 1] ≤ 3/4.

Proof. Choose a uniformly random map p : [d] → [4] and partition [d] into four sets
Pj = p−1(j). For each i ∈ [4], define ℓ(x)i :=

⊕
j∈Pi

xj .
Let x, y ∈ S and write w = ℓ(x) ⊕ ℓ(y). Note that dist(ℓ(x), ℓ(y)) = |w|, which is the

number of 1s in w. If dist(x, y) = 0 then dist(ℓ(x), ℓ(y)) = 0 ≤ 1. Now suppose dist(x, y) = 1.
For any choice of p : [d] → [4], one of the sets Pi contains the differing coordinate and will
have wi = 1, while the other three sets Pj will have wj = 0, so P

ℓ
[dist(ℓ(x), ℓ(y)) ≤ 1] = 1.

Now suppose dist(x, y) = t ≥ 2. We will show that |w| ≤ 1 with probability at most
3/4. Note that w is obtained by the random process where 0⃗ = w(0), w = w(t), and w(i) is
obtained from w(i−1) by flipping a uniformly random coordinate.

Observe that, for i ≥ 1, P
[
w(i) = 0⃗

]
≤ 1/4. This is because w(i) = 0⃗ can occur only if

|w(i−1)| = 1, so the probability of flipping the 1-valued coordinate is 1/4. If |w(i−1)| ≥ 1 then
P

[
|w(i)| ≤ 1 | |w(i−1)| ≥ 1

]
≤ 1/2 since either |w(i−1)| = 1 and then |w(i)| = 0 ≤ 1 with

probability 1/4, or |w(i−1)| ≥ 2 and |w(i)| = 1 with probability at most 1/2. Then, for t ≥ 2,

P
[
|w(t)| ≤ 1

]
= P

[
w(t−1) = 0⃗

]
+ P

[
|w(t−1)| ≥ 1

]
· P

[
|w(t)| = 1 | |w(t−1)| ≥ 1

]
≤ 1

4 + 1
2 = 3

4 . ◀

▶ Proposition 8. There exists a function D : {0, 1}4 × {0, 1}4 → {0, 1} such that, for any
countable alphabet, Σ, any d ∈ N, and any S ⊆ Σd of size n = |S|, there exists a random
function ℓ : S → {0, 1}4 such that, for all x, y ∈ S,
1. If dist(x, y) ≤ 1, then P

ℓ
[D(ℓ(x), ℓ(y)) = 1] = 1, and

2. If dist(x, y) > 1, then P
ℓ

[D(ℓ(x), ℓ(y)) = 1] ≤ 15/16.

Proof. For each σ ∈ Σ and i ∈ [d], generate an independently and uniformly random
bit qi(σ) ∼ {0, 1}. Then for each x ∈ S define p(x) = (q1(x1), . . . , qd(xd)) ∈ {0, 1}d and
S′ = {p(x) : x ∈ S}, and let ℓ′ be the random function S′ → {0, 1}4 guaranteed to exist by
Proposition 7. We define the random function ℓ : S → {0, 1}4 as ℓ(x) = ℓ′(p(x)). We define
D(ℓ(x), ℓ(y)) = 1 if and only if dist(ℓ′(p(x)), ℓ′(p(y))) ≤ 1.
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Let x, y ∈ S. If dist(x, y) ≤ 1, so there is a unique i ∈ [d] with xi ̸= yi, then

P [dist(p(x), p(y)) = 1] = P [qi(xi) ̸= qi(yi)] = P [dist(p(x), p(y)) = 0] = 1/2 ,

so P [dist(p(x), p(y)) ≤ 1] = 1. Then by Proposition 7,

P [D(ℓ(x), ℓ(y)) = 1] = P [dist(ℓ′(p(x)), ℓ′(p(y))) ≤ 1] = 1 .

If dist(x, y) > 1 so that there are distinct i, i′ ∈ [d] such that xi ̸= yi and xi′ ̸= yi′ , then

P [dist(p(x), p(y)) ≥ 2] ≥ P [qi(xi) ̸= qi(yi) ∧ qi′(xi′) ̸= qi′(yi′)] = 1/4 .

Then by Proposition 7,

P [D(ℓ(x), ℓ(y)) = 1] = P [dist(ℓ′(p(x)), ℓ′(p(y))) ≤ 1]
= P [dist(p(x), p(y)) ≤ 1 ∨ dist(ℓ′(p(x)), ℓ′(p(y))) ≤ 1]
≤ 3/4 + (1 − 3/4)(3/4) = 15/16 . ◀

The alternative proof of Lemma 6 now concludes by using Proposition 8 with a nearly
identical derandomization argument as in Proposition 5.

2.2 Phase 2: Induced Subgraphs
After the first phase, we are guaranteed that there is a unique coordinate i ∈ [d] where
xi ̸= yi. In the second phase we wish to determine whether xiyi ∈ E(Gi). It is convenient
to have labeling schemes for the factors G1, . . . , Gd where we can XOR the labels together
while retaining the ability to compute adjacency. Define an XOR-labeling scheme the same
as an adjacency labeling scheme, with the restriction that for each s ∈ N there is some
function gs : {0, 1}s → {0, 1} such that on any two labels ℓ(x), ℓ(y) of size s, the decoder
outputs D(ℓ(x), ℓ(y)) = gs(ℓ(x) ⊕ ℓ(y)). Any labeling scheme can be transformed into an
XOR-labeling scheme with at most a constant-factor loss:

▶ Lemma 9. Let F be any class of graphs with an adjacency labeling scheme of size s(n).
Then F admits an XOR-labeling scheme of size at most 4s(n).

Proof. Let D : {0, 1}∗ × {0, 1}∗ → {0, 1} be the decoder of the adjacency labeling scheme for
F , fix any n ∈ N, and write s = s(n). Note that D must be symmetric, so D(a, b) = D(b, a)
for any a, b ∈ {0, 1}s. Let ϕ : {0, 1}s → {0, 1}4s be uniformly randomly chosen, so that for
every z ∈ {0, 1}s, ϕ(z) ∼ {0, 1}4s is a uniform and independently random variable. For any
two distinct pairs {z1, z2}, {z′

1, z′
2} ∈

({0,1}s

2
)

where z1 ̸= z2, z′
1 ̸= z′

2, and {z1, z2} ≠ {z′
1, z′

2},
the probability that ϕ(z1) ⊕ ϕ(z2) = ϕ(z′

1) ⊕ ϕ(z′
2) is at most 2−4s, since at least one of the

variables ϕ(z1), ϕ(z2), ϕ(z′
1), ϕ(z′

2) is independent of the other ones. Therefore, by the union
bound,

P [∃{z1, z2}, {z′
1, z′

2} : ϕ(z1) ⊕ ϕ(z2) = ϕ(z′
1) ⊕ ϕ(z′

2)] ≤
(

2s

2

)2
2−4s ≤ 1

4 .

Then there is ϕ : {0, 1}s → {0, 1}4s such that each distinct pair {z1, z2} ∈
({0,1}s

2
)

is assigned
has a distinct unique value ϕ(z1) ⊕ ϕ(z2). So the function Φ({z1, z2}) := ϕ(z1) ⊕ ϕ(z2)
is a one-to-one map

({0,1}s

2
)

→ {0, 1}4s. Then for any graph G ∈ F on n vertices, with
labeling ℓ : V (G) → {0, 1}s, we may assign the new label ϕ(ℓ(x)) to each vertex x. On
labels ϕ(ℓ(x)), ϕ(ℓ(y)) ∈ {0, 1}s, the decoder for the XOR-labeling scheme simply computes
{ℓ(x), ℓ(y)} = Φ−1(ϕ(ℓ(x)) ⊕ ϕ(ℓ(y))) and outputs D(ℓ(x), ℓ(y)), where we are using the
fact that D(ℓ(x), ℓ(y)) = D(ℓ(y), ℓ(x)), so that the ordering of the pair {ℓ(x), ℓ(y)} does not
matter. ◀
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We can now prove the first part of Theorem 1.

▶ Lemma 10. Let F be a hereditary class of graphs that admits an adjacency labeling scheme
of size s(n). Then her(F□) admits an adjacency labeling scheme of size 4s(n) + O(log n).

Proof. By Lemma 9, there is an XOR-labeling scheme for F with labels of size 4s(n). Let
D : {0, 1}∗ × {0, 1}∗ → {0, 1} be the decoder for this scheme, with D(a, b) = g(a ⊕ b) for
some function g. Design the labels for her(F□) as follows. Consider a graph G ∈ her(F□),
so that G ⊂I G1□G2□ · · ·□Gd for some d ∈ N and Gi ∈ F for each i ∈ [d]. Since F is
hereditary, we may assume that each Gi has at most n vertices; otherwise we could simply
replace it with the subgraph of Gi induced by the vertices {xi : x ∈ V (G)}. For each
x = (x1, . . . , xd) ∈ V (G), construct the label as follows:
1. Treating the vertices in each Gi as characters of the alphabet [n], use O(log n) bits to

assign the label given to x = (x1, . . . , xd) ∈ [n]d by Lemma 6.
2. Using 4s(n) bits, append the vector

⊕
i∈[d] ℓi(xi), where ℓi(xi) is the label of xi ∈ V (Gi)

in graph Gi, according to the XOR-labeling scheme for F .

The decoder operates as follows. Given the labels for x, y ∈ V (G):
1. If x and y differ on exactly one coordinate, as determined by the first part of the label,

continue to the next step. Otherwise output “not adjacent”.
2. Now guaranteed that there is a unique i ∈ [d] such that xi ̸= yi, output “adjacent” if and

only if the following is 1:

D

⊕
j∈[d]

ℓj(xj) ,
⊕
j∈[d]

ℓj(yj)

 = g

⊕
j∈[d]

ℓj(xj) ⊕
⊕

ℓj(yj)


= g

ℓi(xi) ⊕ ℓi(yi) ⊕
⊕
j ̸=i

ℓj(xj) ⊕ ℓj(yj)


= g(ℓi(xi) ⊕ ℓi(yi)) ,

where the final equality holds because xj = yj for all j ̸= i, so ℓj(xj) = ℓj(yj). Then the
output value is 1 if and only xiyi is an edge of Gi; equivalently, xy is an edge of G.

This concludes the proof. ◀

The XOR-labeling trick can also be used to simplify the proof of [10] for adjacency
sketches of Cartesian products. That proof is similar to the one above, except it uses a
two-level hashing scheme and some other tricks to avoid destroying the labels of xi and yi

with the XOR (with sufficiently large probability of success). This two-level hashing approach
does not succeed in our current setting, and we avoid it with XOR-labeling.

2.3 Phase 3: Subgraphs
Finally, we must check whether the edge xy ∈ E(H) in the induced subgraph H ⊂I

G1□ · · ·□Gd has been deleted in E(G). There is a minimal and perfect tool for this task:

▶ Theorem 11 (Minimal Perfect Hashing). For every m, k ∈ N, there is a family Pm,k of hash
functions [m] → [k] such that, for any S ⊆ [m] of size k, there exists h ∈ Pm,k where the
image of S under h is [k] and for every distinct i, j ∈ S we have h(i) ̸= h(j). The function h

can be stored in k ln e + log log m + o(k + log log m) bits of space and it can be computed by a
randomized algorithm in expected time O(k + log log m).
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Minimal perfect hashing has been well-studied. A proof of the space bound appears
in [14] and significant effort has been applied to improving the construction and evaluation
time. We take the above statement from [6]. We now conclude the proof of Theorem 1 by
applying the next lemma to the class G = her(F□), using the labeling scheme for her(F□)
obtained in Lemma 10 (note that mon(her(F□)) = mon(F□)).

▶ Lemma 12. Let G be any graph class which admits an adjacency labeling scheme of size
s(n). Then mon(G) admits an adjacency labeling scheme where each G ∈ mon(G) on n

vertices has labels of size s(n) + O(k(G) + log n), where k(G) is the degeneracy of G.

Proof. Let G ∈ mon(G) have n vertices, so that it is a subgraph of H ∈ G on n vertices. The
labeling scheme is as follows.
1. Fix a total order ≺ on V (H) such that each vertex x has at most k = k(G) neighbors y

in H such that x ≺ y; this exists by definition. We will identify each vertex x with its
position in the order.

2. For each vertex x, assign the label as follows:
a. Use s(n) bits for the adjacency label of x in H.
b. Use log n bits to indicate x (the position in the order).
c. Let N+(x) be the set of neighbors x ≺ y. Construct a perfect hash function hx :

N+(x) → [k] and store it, using O(k + log log n) bits.
d. Use k bits to write the function edgex : [k] → {0, 1} which takes value 1 on i ∈ [k]

if and only if xy is an edge of G, where y is the unique vertex in N+(x) satisfying
hx(y) = i.

Given the labels for x and y, the decoder performs the following:
1. If xy are not adjacent in H, output “not adjacent”.
2. Otherwise xy are adjacent. If x ≺ y, we are guaranteed that y is in the domain of hx,

so output “adjacent” if and only if edgex(hx(y)) = 1. If y ≺ x, output “adjacent” if and
only if edgey(hy(x)) = 1.

This concludes the proof. ◀

3 Optimality

We now prove the optimality of our labeling schemes, and Corollary 3. We require:

▶ Proposition 13. For any hereditary class F , let k(n) be the maximum degeneracy of an
n-vertex graph G ∈ her(F□). Then her(F□) contains a graph H on n vertices with at least
n · k(n)/4 edges, so mon(F□) contains all 2n·k(n)/4 spanning subgraphs of H.

Proof. Since G has degeneracy k = k(n), it contains an induced subgraph G′ ⊂I G with
minimum degree k and n1 ≤ n vertices. If n1 ≥ n/2 then G itself has at least kn1/2 ≥ kn/4
edges, and we are done. Now assume n1 < n/2. Since G ∈ her(F□), G ⊂I H1□ · · ·□Ht for
some t ∈ N and Hi ∈ F . So for any d ∈ N, the graph (G′)d ⊂I (H1□ · · ·□Ht)d belongs to
her(F□). Consider the graph H ⊂I (G′)d defined as follows. Choose any w ∈ V (G′), and for
each i ∈ [d] let

Vi = {(v1, v2, . . . , vd) : vi ∈ V (G′) and ∀j ̸= i, vj = w} ,

and let H be the graph induced by vertices V1 ∪ · · · ∪ Vd. Then H has dn1 vertices, each of
degree at least k, since each v ∈ Vi is adjacent to k other vertices in Vi. Set d = ⌈n/n1⌉, so
that H has at least n vertices, and let m = dn1 − n, which satisfies m < n1. Remove any m

vertices of V1. The remaining graph H ′ has n vertices, and at least (d − 1)n1 ≥ n − n1 > n/2
vertices of degree k. Then H ′ has at least kn/4 edges. ◀
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The next proposition shows that Theorem 1 is optimal up to constant factors. It is
straightforward to check that this proposition implies Corollary 3.

▶ Proposition 14. Let F be a hereditary class whose optimal adjacency labeling scheme has
size s(n) and which contains a graph with at least one edge. Then any adjacency labeling
scheme for her(F□) has size at least Ω(s(n) + log n), and any adjacency labeling scheme for
mon(F□) has size at least Ω(s(n) + k(n) + log n), where k(n) is the maximum degeneracy of
any n-vertex graph in mon(F□).

Proof. Since F ⊆ her(F□) and F ⊆ mon(F□), we have a lower bound of s(n) for the labeling
schemes for both of these classes. Since F contains a graph G with at least one edge, the
Cartesian products contain the class of hypercubes: her({K2}□) ⊆ her(F□) ⊆ mon(F□). A
labeling scheme for her({K2}□) must have size Ω(log n) (which can be seen since each vertex
of Kd

2 has a unique neighborhood and thus requires a unique label). This establishes the lower
bound for her(F□), since the labels must have size max{s(n), Ω(log n)} = Ω(s(n) + log n).
Finally, by Proposition 13, the number of n-vertex graphs in mon(F□) is at least 2Ω(nk(n)),
so there is a lower bound on the label size of Ω(k(n)), which implies a lower bound of
max{s(n), Ω(log n), Ω(k(n))} = Ω(s(n) + k(n) + log n) for mon(F□). ◀
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