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Abstract
We prove that the computation of a combinatorial shortest path between two vertices of a graph
associahedron, introduced by Carr and Devadoss, is NP-hard. This resolves an open problem raised
by Cardinal. A graph associahedron is a generalization of the well-known associahedron. The
associahedron is obtained as the graph associahedron of a path. It is a tantalizing and important
open problem in theoretical computer science whether the computation of a combinatorial shortest
path between two vertices of the associahedron can be done in polynomial time, which is identical
to the computation of the flip distance between two triangulations of a convex polygon, and the
rotation distance between two rooted binary trees. Our result shows that a certain generalized
approach to tackling this open problem is not promising. As a corollary of our theorem, we prove
that the computation of a combinatorial shortest path between two vertices of a polymatroid base
polytope cannot be done in polynomial time unless P = NP. Since a combinatorial shortest path on
the matroid base polytope can be computed in polynomial time, our result reveals an unexpected
contrast between matroids and polymatroids.
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1 Introduction

Graph associahedra were introduced by Carr and Devadoss [8]. These polytopes generalize
associahedra. In an associahedron, each vertex corresponds to a binary tree over a set of n

elements, and each edge corresponds to a rotation operation between two binary trees. For
the historical account of associahedra, see the introduction of the paper by Ceballos, Santos,
and Ziegler [9].

A binary tree can be obtained from a labeled path. Let V = {1, 2, . . . , n} be the set of
vertices of the path, and E = {{i, i + 1} | 1 ≤ i ≤ n − 1} be the set of edges of the path.
To construct a labeled binary tree, we choose an arbitrary vertex from the path. Let it be
i ∈ V . Then, the removal of i from the path results in at most two connected components:
the left subpath and the right subpath, which may be empty. Then, in the corresponding
binary tree, we set i as a root, and append recursively a binary tree of the left subpath as
a left subtree and a binary tree of the right subpath as a right subtree. Note that in this
construction, each node of the binary tree is labeled by a vertex of the path.

In the construction of graph associahedra, we follow the same idea. Since we are only
interested in the graph structure of graph associahedra in this work, we only describe their
vertices and edges. To define a graph associahedron, we first fix a connected undirected
graph G = (V, E).1 Then, in the G-associahedron, the vertices correspond to the so-called
elimination trees of G, and the edges correspond to swap operations between two elimination
trees. The following description follows that of Cardinal, Merino, and Mütze [5].

An elimination tree of a connected undirected graph G = (V, E) is a rooted tree defined
as follows. It has V as the vertex set and is composed of a root v ∈ V that has as children
elimination trees for each connected component of G − v (Figure 1). A swap from an
elimination tree T to another elimination tree T ′ of G is defined as follows. Let v be a
non-root vertex of T , and let u be the parent of v in T . Denote by H the subgraph of G

induced by the subtree rooted at v in T . Then, the swap of u with v transforms T to T ′ as
follows. (1) The tree T ′ has v as the parent of u, and T ′ has v as a child of the parent of u

in T . (2) The subtrees rooted at u in T remain subtrees rooted at u in T ′. (3) A subtree S

rooted at v in T remains a subtree rooted at v in T ′, unless the vertices of S belong to the
same connected component of H − v as u, in which case S becomes a subtree rooted at u in
T ′. The G-associahedron for a claw G is given in Figure 2. Note that a swap operation is
reversible.

In this paper, among graph properties of graph associahedra, we concentrate on the
computation of a combinatorial shortest path (i.e., the graph-theoretic distance) between
two vertices of the polytope, which we call the combinatorial shortest path problem on graph
associahedra. In this problem, we are given a graph G and two elimination trees T, T ′ of
G, and want to compute the shortest length of a graph-theoretic path from T to T ′ on the
G-associahedron. In the literature, we only find the studies in the case where G is a complete
graph or (a generalization of) a star. When G is a complete graph, the G-associahedron
is called a permutahedron, and each of its vertices corresponds to a permutation. Since
an edge corresponds to an adjacent transposition, the graph-theoretic distance between
two vertices is equal to the number of inversions between the corresponding permutations.
This can be computed in polynomial time. When G is a star, the G-associahedron is called
stellohedron [26]. Recently, Cardinal, Pournin, and Valencia-Pabon [7] gave a polynomial-

1 A graph associahedron can also be defined for disconnected graphs, but in this paper, we concentrate
on connected graphs.
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Figure 1 An example of elimination trees. Two trees T and T ′ are elimination trees of the graph
G. The tree T ′ is obtained from T by the swap of i with j. The example is borrowed from Cardinal,
Merino, and Mütze [5].
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Figure 2 An example of a graph associahedron. Each vertex of the polytope corresponds to an
elimination tree of the graph G.

time algorithm to compute a combinatorial shortest path on stellohedra, and they generalize
the algorithm when G is a complete split graph (i.e., a graph obtained from a star by replacing
the center vertex with a clique).

On the other hand, it is a tantalizing open problem whether a combinatorial shortest
path can be computed in polynomial time when G is a path. In this case, the graph-
theoretic distance corresponds to the rotation distance between two binary trees. By Catalan
correspondences, this is equivalent to the flip distance between two triangulations of a convex
polygon. A possible strategy to resolve this open problem is to generalize the problem and
solve the generalized problem. In our case, a generalization is achieved by considering graph
associahedra for general graphs.

Our main result states that the combinatorial shortest path problem on G-associahedra is
NP-hard when G is also given as part of the input. This implies that the strategy mentioned
above is bound to fail.

First, we formally state the problem Combinatorial Shortest Path on Graph
Associahedra as follows.

Combinatorial Shortest Path on Graph Associahedra
Input: A graph G and two elimination trees Tini, Ttar of G

Output: The distance between Tini and Ttar on the graph of the G-associahedron

ICALP 2023
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Our first theorem states the NP-hardness of Combinatorial Shortest Path on Graph
Associahedra. This solves an open problem raised by Cardinal (see [3, Section 4.2]).

▶ Theorem 1. Combinatorial Shortest Path on Graph Associahedra is NP-hard.

Theorem 1 yields the following corollary, which is related to polymatroids introduced by
Edmonds [13]. A pair (U, ρ) of a finite set U and a function ρ : 2U → R is called a polymatroid
if ρ satisfies the following conditions: (P1) ρ(∅) = 0; (P2) if X ⊆ Y ⊆ U , then ρ(X) ≤ ρ(Y );
(P3) if X, Y ⊆ U , then ρ(X ∪ Y ) + ρ(X ∩ Y ) ≤ ρ(X) + ρ(Y ). The function ρ is called the
rank function of the polymatroid (U, ρ).

For a polymatroid (U, ρ), we define the base polytope of (U, ρ) as

B(ρ) := {x ∈ RU | x(X) ≤ ρ(X) (∀ X ⊆ U), x(U) = ρ(U)},

where we define x(X) :=
∑

u∈X x(u) for each subset X ⊆ U . Then, B(ρ) is a polytope
because 0 ≤ ρ(U) − ρ(U \ {u}) = x(U) − ρ(U \ {u}) ≤ x(u) ≤ ρ({u}) for every element e ∈ E.

A polymatroid is seen as a polyhedral generalization of a matroid. For example, the
greedy algorithm for matroids can be treated as an algorithm to maximize a linear function
over the base polytope of a matroid,2 and the algorithm is readily generalized to the base
polytope of a polymatroid. A lot of combinatorial properties of the base polytopes of matroids
also hold for the base polytopes of polymatroids. Since it is known that a combinatorial
shortest path on the base polytope of a matroid can be computed in polynomial time [18],
we are interested in generalizing this result to polymatroids, which leads to the following
problem definition.

Combinatorial Shortest Path on Polymatroids
Input: An oracle access to a polymatroid (U, ρ) and two extreme points xini, xtar of the
base polytope B(ρ)
Output: The distance between xini and xtar on B(ρ)

We note that a polymatroid (U, ρ) is given as an oracle access that returns the value
ρ(X) for any set X ⊆ U . The running time of an algorithm is also measured in terms of the
number of oracle calls. This is a standard assumption when we deal with polymatroids [16]
since if we would input the function ρ as a table of the values ρ(X) for all X ⊆ U , then
it would already take at least 2|U | space. We also note that the adjacency of two extreme
points of the base polytope of a polymatroid can be tested in polynomial time [31].

The next theorem states that this problem is hard, which is proved as a corollary of
Theorem 1, and reveals an unexpected contrast between matroids and polymatroids.

▶ Theorem 2. There exists no polynomial-time algorithm for Combinatorial Shortest
Path on Polymatroid unless P = NP.

Our proof relies on the fact that graph associahedra can be realized as the base polytopes
of some polymatroids [26]. However, we need careful treatment since in the reduction we
require the rank function of our polymatroid to be evaluated in polynomial time. To this
end, we give an explicit inequality description of the realization of a graph associahedron
due to Devadoss [12],3 which is indeed the base polytope of a polymatroid.

2 This can further be seen as a generalization of Kruskal’s algorithm for the minimum spanning tree
problem.

3 We note here that the original definition of a graph associahedron by Carr and Devadoss [8] does not
give explicit vertex coordinates of the polytope. Therefore, we rely on the realization by Devadoss [12]
who gave the explicit vertex coordinates.
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Related Work
Paths on polytopes have been studied thoroughly. One of the initial motivations for this
research direction is to design and understand path-following algorithms for linear optimiza-
tion such as simplex methods. In his chapter of Handbook of Discrete and Computational
Geometry [17], Kalai stated as an open problem “Find an efficient routing algorithm for
convex polytopes.” Here, a routing algorithm means one that finds a short path from a given
initial vertex to a given target vertex.

Paths on graph associahedra have been receiving much attention. The diameter is perhaps
the most frequently studied quantity, which is defined as the maximum distance between two
vertices of the polytope. A famous result by Sleator, Tarjan, and Thurston [30] states that the
diameter of the (n − 1)-dimensional associahedron (i.e., a graph associahedron of an n-vertex
path) is at most 2n − 6 when n ≥ 11 and this bound is tight for all sufficiently large n. This
bound is refined by Pournin [27], who proved that the diameter of the (n − 1)-dimensional
associahedron is exactly 2n − 6 when n ≥ 11.

For a general n-vertex graph G, Manneville and Pilaud [24] proved that the diameter
of G-associahedron is at most

(
n
2
)

and at least max{m, 2n − 20}, when m is the number of
edges of G. The upper bound is attained by the case where G is a complete graph (i.e., the
G-associahedron is a permutahedron). When G is an n-vertex star (i.e., K1,n−1), n ≥ 6,
Manneville and Pilaud [24] showed that the diameter is 2n − 2. When G is a cycle (i.e., the
polytope is a cyclohedron), Pournin [28] gave the asymptotically exact diameter. When G is a
tree, Manneville and Pilaud [24] gave the upper bound O(n log n) while Cardinal, Langerman,
and Pérez-Lantero [4] gave an example of trees for which the diameter is Ω(n log n) (such an
example is chosen as a complete binary tree). Cardinal, Pournin, and Valencia-Pabon [6]
proved that the diameter is Θ(m) for m-edge trivially perfect graphs, and gave upper and
lower bounds for the diameter in terms of treewidths, pathwidths, and treedepths of graphs.
Berendsohn [2] proved that the diameter is Θ(n + mH) for a caterpillar with n spine vertices,
m leg vertices, and the Shannon entropy H of the so-called leg distribution.

To the authors’ knowledge, the complexity of computing the diameter of graph associa-
hedra has not been investigated. When polytopes are not restricted to graph associahedra,
a few hardness results have been known. Frieze and Teng [15] proved that computing the
diameter of a polytope, given by inequalities, is weakly NP-hard. Sanità [29] proved that
computing the diameter of the fractional matching polytope of a given graph is strongly
NP-hard. Kaibel and Pfetsch [19] raised an open problem about the complexity of computing
the diameter of simple polytopes.

The computation of a combinatorial shortest path on a G-associahedron has also been
studied. It is a long-standing open problem whether a combinatorial shortest path in an
associahedron (i.e., a G-associahedron when G is a path) can be computed in polynomial
time. Polynomial-time algorithms are only known when G is a complete graph (folklore),
a star, or a complete split graph (Cardinal, Pournin, and Valencia-Pabon [7]). When G is
a path, a polynomial-time approximation algorithm of factor two [11] and fixed-parameter
algorithms when the distance is a parameter [10, 20, 21, 23] are known.

Since a combinatorial shortest path on an associahedron is equivalent to a shortest flip
sequence of triangulations of a convex polygon, the computation of a shortest flip sequence
of triangulations has been studied in more general setups. For triangulations of point sets,
the problem is NP-hard [22] and even APX-hard [25]. For triangulations of simple polygons,
the problem is also NP-hard [1].

Elimination trees have appeared in a lot of branches of mathematics and computer science.
For a good summary, see Cardinal, Merino, and Mütze [5].

ICALP 2023



82:6 Hardness of Finding Combinatorial Shortest Paths on Graph Associahedra

Technique Overview
To prove the hardness of the combinatorial shortest path problem on graph associahedra,
we first consider a “weighted” version of the combinatorial shortest path problem on graph
associahedra, which is newly introduced in this paper for our reduction. In this problem,
each vertex of a given graph has a positive weight, and the swap of two vertices incurs the
weight that is defined as the product of the weights of these two vertices. The weight of a
swap sequence is defined as the sum of weights of swaps in the sequence. As our intermediate
theorem, we prove that this weighted version is strongly NP-hard.

To this end, we reduce the NP-hard problem of finding a balanced minimum s-t cut in
a graph [14] to the weighted version of the combinatorial shortest path problem on graph
associahedra. In the balanced minimum s-t cut problem, we want to determine whether
there exists a minimum s-t cut of a given graph G that is a bisection of the vertex set. In
the reduction, we construct a vertex-weighted graph H from G and two elimination trees
Tini, Ttar of H. The weighted graph H is constructed by replacing s and t by large cliques,
subdividing each edge, and duplicating each vertex; the weights are assigned so that the
subdivision vertices receive small weights, and duplicated vertices and vertices in large cliques
receive large weights. Elimination trees Tini and Ttar are constructed so that swapping two
vertices of large weights is forbidden and identifying a few vertices of small weights (that
corresponds to a balanced minimum s-t cut of G) gives a shortest path.

In the second step, we reduce the weighted version to the original unweighted version
of the problem. To this end, a vertex of weight w is replicated by a clique of size w. We
want to make sure that a swap of the vertices u, v of weights w(u), w(v), respectively in the
weighted instance is mapped to consecutive w(u) · w(v) swaps of the vertices of cliques that
correspond to u and v in the constructed unweighted instance. This is proved via the useful
operation of projections combined with the averaging argument.

2 Preliminaries

For a positive integer k, let [k] denote {1, 2, . . . , k}.
For a graph G = (V, E) and two elimination trees Tini and Ttar of G, we say that a

sequence T = ⟨T0, T1, . . . , Tℓ⟩ of elimination trees of G is a reconfiguration sequence from
Tini to Ttar if T0 = Tini, Tℓ = Ttar, and Ti is obtained from Ti−1 by applying a single swap
operation for i ∈ [ℓ]. We sometimes regard T as a sequence of swap operations if no confusion
may arise. The length of T is defined as the number ℓ of swaps in T, which we denote
length(T). Then, Combinatorial Shortest Path on Graph Associahedra is the
problem of finding a reconfiguration sequence T from Tini to Ttar that minimizes length(T).

When u ∈ V is a child of v ∈ V in an elimination tree T , an operation swapping u and v

is represented by swap(u, v). Note that we distinguish swap(u, v) and swap(v, u). For an
elimination tree T and for a vertex v ∈ V (T ), let ancT (v) (resp. desT (v)) denote the set
of all ancestors (descendants) of v in T . Note that u ∈ ancT (v) if and only if v ∈ desT (u).
Note also that neither ancT (v) nor desT (v) contains v. We say that distinct vertices u and v

are comparable in T if u ∈ ancT (v) or v ∈ ancT (u). Otherwise, they are called incomparable
in T . A linear ordering ≺ on V defines an elimination tree T uniquely so that u ∈ ancT (v)
implies u ≺ v.

Let G = (V, E) be an undirected graph. For X ⊆ V , let δG(X) denote the set of edges
between X and V \ X. For s, t ∈ V , we say that X ⊆ V is an s-t cut if s ∈ X and t ̸∈ X. An
edge set F ⊆ E is called an s-t cut set if F = δG(X) for some s-t cut X ⊆ V . A minimum s-t
cut is an s-t cut X minimizing |δG(X)|. For X ⊆ V , let G[X] denote the subgraph induced
by X and let E[X] denote its edge set.
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3 Hardness of the Weighted Problem

We consider a weighted variant of Combinatorial Shortest Path on Graph As-
sociahedra, which we call Weighted Combinatorial Shortest Path on Graph
Associahedra. In the problem, we are given a graph G = (V, E), two elimination trees
Tini and Ttar, and a weight function w : V → Z>0. For u, v ∈ V , the weight of swap(u, v) is
defined as w(u) · w(v). This value is sometimes denoted by w(swap(u, v)). The weighted
length (or simply the weight) of a reconfiguration sequence T is defined as the total weight of
swaps in T, which we denote by lengthw(T). The objective of Weighted Combinatorial
Shortest Path on Graph Associahedra is to find a reconfiguration sequence T from
Tini to Ttar that minimizes lengthw(T).

In this section, we show that the weighted variant is strongly NP-hard.

▶ Theorem 3. Weighted Combinatorial Shortest Path on Graph Associahedra
is strongly NP-hard, that is, it is NP-hard even when the input size is

∑
v∈V w(v).

3.1 Reduction
To show Theorem 3, we reduce Balanced Minimum s-t Cut to Weighted Combinatorial
Shortest Path on Graph Associahedra. In Balanced Minimum s-t Cut, the input
consists of a connected graph G = (V, E) with s, t ∈ V , and the objective is to determine
whether G contains a minimum s-t cut X with |X| = |V \ X|. Without loss of generality,
we may assume that |V | is even. Let V = {s, t, v1, v2, . . . , v2n} and E = {e1, . . . , em}, where
|V | = 2n + 2 and |E| = m. It is known that Balanced Minimum s-t Cut is NP-hard [14].
For an instance of Balanced Minimum s-t Cut, we construct an instance of Weighted
Combinatorial Shortest Path on Graph Associahedra as follows.

Let N be a sufficiently large integer (e.g., N = 10n3m). We first subdivide each edge
e ∈ E by introducing a new vertex ue. Then, for each v ∈ V , we introduce a copy v′ of v. We
replace s with a clique {s1, . . . , sN3} of size N3 and replace t with another clique {t1, . . . , tN3}
of size N3. Let H be the obtained graph. Formally, the graph H = (V (H), E(H)) is defined
as follows:

V (H) = (V \ {s, t}) ∪ {v′ | v ∈ V } ∪ {ue | e ∈ E} ∪ {s1, . . . , sN3} ∪ {t1, . . . , tN3},

E(H) = {{v, ue} | v ∈ V \ {s, t}, e ∈ δG(v)} ∪ {{v′, ue} | v ∈ V, e ∈ δG(v)}
∪ {{si, sj} | i, j ∈ [N3], i ̸= j} ∪ {{ti, tj} | i, j ∈ [N3], i ̸= j}
∪ {{si, ue} | i ∈ [N3], e ∈ δG(s)} ∪ {{ti, ue} | i ∈ [N3], e ∈ δG(t)}.

Define w : V (H) → Z>0 as follows:

w(v) = N (v ∈ V \ {s, t}),
w(v′) = N8 (v ∈ V ),
w(ue) = 1 (e ∈ E),
w(si) = w(ti) = N4 (i ∈ [N3]).

The initial elimination tree Tini is defined by the following linear ordering:

v1 ≺ · · · ≺ v2n ≺ s1 ≺ t1 ≺ s2 ≺ t2 ≺ · · · ≺ sN3 ≺ tN3

≺ ue1 ≺ · · · ≺ uem ≺ v′
1 ≺ · · · ≺ v′

2n ≺ s′ ≺ t′.

ICALP 2023
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Figure 3 Reduction for Theorem 3.

Note that, in Tini, the vertices v1, . . . , v2n, s1, t1, s2, t2, . . . , sN3 , tN3 are aligned on a path,
while the other elements are not necessarily aligned sequentially. The target elimination tree
Ttar is the elimination tree defined by the following linear ordering:

v2n ≺ · · · ≺ v1 ≺ t1 ≺ s1 ≺ t2 ≺ s2 ≺ · · · ≺ tN3 ≺ sN3

≺ ue1 ≺ · · · ≺ uem
≺ v′

1 ≺ · · · ≺ v′
2n ≺ s′ ≺ t′.

We consider an instance (H, w, Tini, Ttar) of Weighted Combinatorial Shortest Path
on Graph Associahedra. In this instance, we reverse the ordering of the first 2n elements
and reverse the ordering of si and ti for each i. See Figure 3 for an illustration.

To prove Theorem 1, it suffices to show the following proposition.

▶ Proposition 4. Let λ be the minimum size of an s-t cut set in G. There is a reconfiguration
sequence from Tini to Ttar of weight less than 4λN7 + (n2 − n + 1)N2 if and only if G has a
minimum s-t cut X with |X| = |V \ X|.

3.2 Proof of Proposition 4
Sufficiency (“if” part)
Suppose that G has a minimum s-t cut X with |X| = |V \ X| = n + 1. Let U = {ue |
e ∈ δG(X)}. Note that |U | = |δG(X)| = λ. Starting from Tini, we swap an element
in U and its parent repeatedly so that we obtain an elimination tree T1 in which each
element in U is an ancestor of V (H) \ U . See Figure 4. The total weight of swaps from
Tini to T1 is at most |U |(2nN + 2N7 + m). Since G − δG(X) consists of two connected
components, so does H − U . Thus, T1 − U consists of two elimination trees Ts and Tt such
that Ts contains (X \ {s}) ∪ {s1, . . . , sN3} ∪ {ue | e ∈ E[X]} ∪ {v′ | v ∈ X} and Tt contains
((V \ X) \ {t}) ∪ {t1, . . . , tN3} ∪ {ue | e ∈ E[V \ X]} ∪ {v′ | v ∈ V \ X}.

In Ts, by swapping u and v for every pair of u, v ∈ X \ {s}, we obtain an elimination
tree in which vi is an ancestor of vj for vi, vj ∈ X \ {s} with i > j. The total weight of
these swaps is

(|X|−1
2

)
· N2. Similarly, by applying swaps with weight

(|V \X|−1
2

)
· N2 to Tt,

we obtain an elimination tree in which vi is an ancestor of vj for vi, vj ∈ (V \ X) \ {t} with
i > j. Let T2 be the elimination tree obtained from T1 by applying these operations.
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Figure 4 A reconfiguration sequence from Tini to Ttar.

Starting from T2, we swap an element in U and its child repeatedly so that we obtain
an elimination tree Ttar. This can be done by applying swaps whose total weight is at most
|U |(2nN + 2N7 + m).

Therefore, the total weight of the above swaps from Tini to Ttar is at most

2|U |(2nN + 2N7 + m) +
(

|X| − 1
2

)
· N2 +

(
|V \ X| − 1

2

)
· N2

= 4λN7 + n(n − 1)N2 + 4λnN + 2λm

< 4λN7 + (n2 − n + 1)N2,

where we note that |U | = λ and |X| = |V \ X| = n + 1. This shows the sufficiency.

Necessity (“only if” part)
Let T be a reconfiguration sequence from Tini to Ttar whose weight is less than 4λN7 + (n2 −
n + 1)N2. Since this weight is less than N8, we observe the following.

▶ Observation 5. For v ∈ V , vertex v′ is not swapped with other vertices in T. For
i, j ∈ [N3], none of swap(si, sj), swap(ti, tj), swap(si, tj), and swap(ti, sj) is applied in
T.

By Observation 5, we cannot swap s1 and t1 directly, and hence T contains an elimination
tree T ∗ in which s1 and t1 are incomparable. Then, there exists a vertex set V ∗ ⊆ V (H)
such that s1 and t1 are contained in different connected components of H − V ∗, and each
vertex in V ∗ is an ancestor of s1 and t1 in T ∗. By Observation 5 again, V ∗ does not contain
v′ for v ∈ V , that is, V ∗ ⊆ V ∪ {ue | e ∈ E}. Note that removing V ∗ ∩ V does not affect the
connectedness of H since each vertex v ∈ V ∗ ∩ V has its copy v′ in H. Let

F := {e ∈ E | ue ∈ V ∗}.

Then, s and t are contained in different connected components of G − F , i.e., F contains an
s-t cut set in G.

Since removing V does not affect the connectedness of H, we also observe the following.
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▶ Observation 6. Let T and T ′ be elimination trees in T and let e1, e2 ∈ E be distinct edges.
If ue1 ∈ ancT (ue2) and ue2 ∈ ancT ′(ue1), then swap(ue3 , ue4) is applied for some e3, e4 ∈ E

(possibly {e1, e2} ∩ {e3, e4} ≠ ∅) between T and T ′.

We divide T into two reconfiguration sequences T1 and T2, where T1 is from Tini to T ∗

and T2 is from T ∗ to Ttar. By symmetry, we may assume that

lengthw(T1) ≤ lengthw(T)
2 < 2λN7 + N3.

For i ∈ [N3], define

Li = {e ∈ E | swap(ue, si) is applied in T1},

Ri = {e ∈ E | swap(ue, ti) is applied in T1}.

For i ∈ [N3], let swap(Li) denote the set of all swaps swap(ue, si) in T1 with e ∈ Li.
Similarly, let swap(Ri) denote the set of all swaps swap(ue, ti) in T1 with e ∈ Ri.

▷ Claim 7. For i ∈ [N3], we have the following:
if an edge e ∈ E is contained in the connected component of G − Li containing s, then
ue ∈ desT (si) for any elimination tree T in T1, and
if an edge e ∈ E is contained in the connected component of G − Ri containing t, then
ue ∈ desT (ti) for any elimination tree T in T1.

Proof. For each edge e ∈ E in the connected component of G − Li containing s, vertices
si and ue are contained in the same connected component in H − {uf | f ∈ Li}. Since
ue ∈ desTini(si) holds and swap(ue, si) is not applied in T1 as e ̸∈ Li, we have that
ue ∈ desT (si) for any elimination tree T in T1. The same argument works for the second
statement. ◁

To simplify the notation, let L0 = R0 = F . For i ∈ [N3] ∪ {0}, let Xi ⊆ V be the vertex
set of the connected component of G − Li containing s. Similarly, let Yi ⊆ V be the vertex
set of the connected component of G − Ri containing t.

▷ Claim 8. For i, j ∈ [N3] ∪ {0} with j > i, we have the following:
(i) (E[Xj ] \ Lj) ∩ Li = ∅, and
(ii) (E[Yj ] \ Rj) ∩ Ri = ∅.

Proof. To show (i), assume to the contrary that there exists e ∈ (E[Xj ] \ Lj) ∩ Li for some
j > i. Note that j ∈ [N3]. Since e ∈ E[Xj ] \ Lj , Claim 7 shows that ue ∈ desT (sj) for any
elimination tree T in T1. If i ≥ 1, then since ue ∈ desT (sj) and si ∈ ancT (sj), we see that
ue and si are not adjacent in T . This implies that swap(ue, si) is not applied in T1, which
contradicts e ∈ Li. If i = 0, then e ∈ L0 = F implies that ue ∈ ancT ∗(s1) ⊆ ancT ∗(sj),
which contradicts ue ∈ desT (sj) for any T . The same argument works for (ii). ◁

▷ Claim 9. X0 ⊇ X1 ⊇ X2 ⊇ · · · ⊇ XN3 and Y0 ⊇ Y1 ⊇ Y2 ⊇ · · · ⊇ YN3 .

Proof. Let i, j ∈ [N3] ∪ {0} be indices with j > i. Since (E[Xj ] \ Lj) ∩ Li = ∅ by Claim 8
(i), all vertices in Xj are contained in the same connected component of G − Li. Since both
Xi and Xj contain s, we obtain Xj ⊆ Xi. This shows that X0 ⊇ X1 ⊇ X2 ⊇ · · · ⊇ XN3 .
Similarly, we obtain Y0 ⊇ Y1 ⊇ Y2 ⊇ · · · ⊇ YN3 . ◁

▷ Claim 10. For i ∈ [N3], we have |Li| = |Ri| = λ, Li = δG(Xi), and Ri = δG(Yi).
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Proof. Since F contains an s-t cut set, it holds that X0 ⊆ V \ {t}. For i ≥ 1, since
s ∈ Xi ⊆ X0 ⊆ V \ {t} by Claim 9, we see that δG(Xi) is an s-t cut set contained in Li.
Similarly, Ri contains an s-t cut set in G. Therefore, we obtain |Li|, |Ri| ≥ λ for any i ∈ [N3].
By considering the weight of T1, we obtain

2λN7 + N3 > lengthw(T1)

≥
N3∑
i=1

(w(si)|Li| + w(ti)|Ri|)

= 2λN7 + N4
N3∑
i=1

((|Li| − λ) + (|Ri| − λ)),

which shows that |Li| = |Ri| = λ for any i ∈ [N3]. Therefore, each of Li and Ri is a minimum
s-t cut set in G, and hence Li = δG(Xi) and Ri = δG(Yi) hold. ◁

Since the total weight of swap(Li) and swap(Ri) is at least 2λN7 by this claim, we see
that ue and si (resp. ti) are swapped exactly once in T1 for e ∈ Li (resp. e ∈ Ri) and for
i ∈ [N3]. For i ∈ [N3], let Ti (resp. T ′

i ) be the elimination tree that appears in T1 after all
the swaps in swap(Li) (resp. swap(Ri)) are just applied.

▷ Claim 11. Elimination trees T ′
N3 , TN3 , T ′

N3−1, TN3−1, . . . , T ′
1, T1 appear in this order in T1.

Proof. We first show that Ti appears after T ′
i for i ∈ [N3]. Let e ∈ Ri be the edge such that

swap(ue, ti) is applied just before obtaining T ′
i . Ler f ∈ Li \ (Ri \ {e}), where the existence

of such f is guaranteed by |Li| = |Ri|. Since Ri is a minimum s-t cut set by Claim 10, we
see that G − (Ri \ {e}) is connected. Then, for any elimination tree T before T ′

i , we have
ue′ ∈ desT (ti) for any e′ ∈ E \ (Ri \ {e}). In particular, uf ∈ desT (ti). Since si ∈ ancT (ti),
we see that uf and si are not adjacent in T . This shows that we cannot apply swap(uf , si)
before T ′

i . Therefore, Ti appears after T ′
i in T1.

By the same argument, we can show that T ′
i appears after Ti+1 for i ∈ [N3 −1]. Therefore,

T ′
N3 , TN3 , T ′

N3−1, TN3−1, . . . , T ′
1, T1 appear in this order. ◁

▷ Claim 12. For i ∈ [N3], we have the following:
ue ∈ ancTi(ue′) for any e ∈ Li and e′ ∈ E \ Li, and
ue ∈ ancT ′

i
(ue′) for any e ∈ Ri and e′ ∈ E \ Ri.

Proof. Let T be an elimination tree in T1 just before Ti. Then, there exists an edge
f ∈ Li such that Ti is obtained from T by applying swap(uf , si). Since G − (Li \ {f})
is connected by Claim 10, we have ue ∈ ancT (si) for e ∈ Li \ {f} and ue′ ∈ desT (si) for
e′ ∈ E \ (Li \ {f}). Therefore, after applying swap(uf , si), we obtain ue ∈ ancTi

(f) for
e ∈ Li \ {f} and ue′ ∈ desTi(f) for e′ ∈ E \ Li. This shows that ue ∈ ancTi(ue′) for any
e ∈ Li and e′ ∈ E \ Li. By the same argument, we obtain ue ∈ ancT ′

i
(ue′) for any e ∈ Ri

and e′ ∈ E \ Ri. ◁

▷ Claim 13. X1 = V \ Y1.

Proof. Observe that X0 and Y0 are disjoint since F = L0 = R0 contains an s-t cut set in G.
Since X1 ⊆ X0 and Y1 ⊆ Y0 by Claim 9, we see that X1 and Y1 are disjoint. To derive a
contradiction, assume that X1 ̸= V \Y1, that is, X1 and Y1 are disjoint sets with X1 ∪Y1 ⊊ V .
Then, by Claim 9, we obtain Xi ̸= V \ Yi for any i ∈ [N3]. This shows that Li ̸= Ri for any
i ∈ [N3]. Since |Li| = |Ri| = λ, there exist fi ∈ Li \ Ri and f ′

i ∈ Ri \ Li. By Claim 12, we
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obtain ufi ∈ ancTi(uf ′
i
) and uf ′

i
∈ ancT ′

i
(ufi). By Observation 6, swap(ue, ue′) is applied

for some e, e′ ∈ E between T ′
i and Ti. Since such a swap is required for each i ∈ [N3], by

Claim 11, we have to swap pairs in {ue | e ∈ E} at least N3 times in T1. Therefore, we
obtain

lengthw(T1) ≥
N3∑
i=1

(w(si)|Li| + w(ti)|Ri|) + N3 = 2λN7 + N3,

which contradicts lengthw(T1) < 2λN7 + N3. ◁

▷ Claim 14. F = δG(X1) = δG(Y1).

Proof. Claims 10 and 13 show that L1 = R1 = δG(X1) = δG(Y1). This together with Claim 8
shows that F ∩ E[X1] = F ∩ E[Y1] = ∅. Since F contains an s-t cut set in G, we obtain
F = δG(X1) = δG(Y1). ◁

▷ Claim 15. Let T be an elimination tree in T1. If two vertices u, v ∈ V \{s, t} are contained
in the same connected component in G − F , then u and v are comparable in T .

Proof. By Claim 14, G − F consists of two connected components G[X1] and G[Y1]. We
first consider the case when u, v ∈ X1 \ {s}. By Claims 7 and 14, we obtain ue ∈ desT (s1)
for any e ∈ E[X1]. Furthermore, since lengthw(T1) < 2λN7 + N3 holds and the total
weight of swap(Li) and swap(Ri) is 2λN7, neither swap(s1, u) nor swap(s1, v) is applied
in T1, because w(s1)w(u) = w(s1)w(v) = N5. Therefore, we obtain u ∈ ancT (s1) and
v ∈ ancT (s1), which shows that u and v are comparable in T . The same argument works
when u, v ∈ Y1 \ {t}. ◁

Since the weight of T1 is at least
∑N3

i=1(w(si)|Li| + w(ti)|Ri|) = 2λN7, we obtain

lengthw(T2) = lengthw(T) − lengthw(T1) < 2λN7 + N3.

Hence, the above argument (Claims 7–15) can be applied also to the reverse sequence of
T2. In particular, Claim 15 holds even if T1 is replaced with T2. Therefore, if two vertices
u, v ∈ V \ {s, t} are contained in the same connected component in G − F , then u and v are
comparable in any elimination tree in T. For such a pair of vertices u and v, the only way to
reverse the ordering of u and v is to apply swap(u, v) or swap(v, u).

Recall that G − F consists of two connected components G[X1] and G[Y1] by Claim 14.
Since the ordering of v1, . . . , v2n are reversed from Tini to Ttar, we see that swap(u, v) or
swap(v, u) has to be applied in T if u, v ∈ X1 \ {s} or u, v ∈ Y1 \ {t} = (V \ X1) \ {t}.
Furthermore, we have to swap some elements in {ue | e ∈ E} and {s1, t1, . . . , sN3 , tN3} in
T2, whose total weight is at least 2λN7 in the same way as T1. With these observations, we
evaluate the weight of T as follows, where we denote k = |X1| to simplify the notation:

lengthw(T) ≥ 2λN7 + 2λN7 +
(

|X1| − 1
2

)
· N2 +

(
|V \ X1| − 1

2

)
· N2

= 4λN7 + (k − 1)(k − 2)
2 N2 + (2n − k + 1)(2n − k)

2 N2

= 4λN7 + (k2 − 2(n + 1)k + 2n2 + n + 1)N2

= 4λN7 + (n2 − n)N2 + (k − n − 1)2N2.

This together with lengthw(T) < 4λN7 + (n2 − n + 1)N2 shows that (k − n − 1)2 < 1, and
hence k = n + 1 by the integrality of k and n.

Therefore, we obtain |X1| = k = n + 1 and |Y1| = |V \ X1| = n + 1. Since |δG(X1)| =
|L1| = λ, this shows that X1 is a desired s-t cut in G.
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Figure 5 An example of projections. Note that T |{b,c,d} = T ′|{b,c,d} since b and c are incomparable
in T |{b,c,d}, and T ′′|{d,f,g} is obtained from T ′|{d,f,g} by swapping f and g since f and g are adjacent
in T ′|{d,f,g}.

4 Hardness of the Unweighted Problem (Proof of Theorem 1)

To show Theorem 1, we reduce Weighted Combinatorial Shortest Path on Graph
Associahedra to Combinatorial Shortest Path on Graph Associahedra. An
operation called projection (e.g. [6]) plays an important role in our validity proof.

4.1 Useful Operation: Projection
Let G = (V, E) be a graph and let T be an elimination tree associated with G. For U ⊆ V

such that G[U ] is connected, let T |U be the elimination tree associated with G[U ] that
preserves the ordering in T . That is, u ∈ ancT |U

(v) if and only if u ∈ ancT (v) and u are v

are connected in G[U ] − ancT (u) for u, v ∈ U . Note that such T |U is uniquely determined.
We call T |U the projection of T to U . See Figure 5 for illustration.

▶ Lemma 16. Let U ⊆ V be a vertex set such that G[U ] is connected. Let T and T ′ be
elimination trees associated with G such that T ′ is obtained from T by applying swap(u, v),
where u, v ∈ V .
1. If {u, v} ⊆ U , then either T ′|U = T |U or T ′|U is obtained from T |U by applying

swap(u, v).
2. Otherwise, T ′|U = T |U .

Proof. Since all the vertices in V \ U are removed when we construct T |U , swap(u, v) affects
T |U only if {u, v} ⊆ U , which proves the second item. For the first item, suppose that
{u, v} ⊆ U . Then, u and v are adjacent or incomparable in T |U . If they are adjacent,
then T ′|U is obtained from T |U by applying swap(u, v). If they are incomparable, then
T ′|U = T |U . ◀

4.2 Reduction
Suppose we are given a graph G = (V, E), two elimination trees Tini and Ttar, and a weight
function w : V → Z>0, which form an instance of Weighted combinatorial Shortest
Path on Graph Associahedra. Then, we replace each vertex v ∈ V with a clique of size
w(v). Formally, consider a graph G′ = (V ′, E′) such that V ′ = {vi | v ∈ V, i ∈ {1, . . . , w(v)}},
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and {ui, vj} ∈ E′ if {u, v} ∈ E or u = v. Let T ′
ini (resp. T ′

tar) be the elimination tree obtained
from Tini (resp. Ttar) by replacing a vertex v ∈ V with a path v1, v2, . . . , vw(v). That is, for
distinct u, v ∈ V , there is an arc (u, v) in Tini (resp. Ttar) if and only if (uw(u), v1) is an arc of
T ′

ini (resp. T ′
tar). Note that the obtained elimination tree is associated with G′. This defines

an instance of Combinatorial Shortest on Graph Associahedra.

4.3 Validity
In what follows, we show that the obtained instance of Combinatorial Shortest Path
on Graph Associahedra has a reconfiguration sequence of length at most ℓ if and
only if the original instance of Weighted Combinatorial Shortest Path on Graph
Associahedra has a reconfiguration sequence T with lengthw(T) ≤ ℓ.

Sufficiency (“if” part)
Suppose that the original instance of Weighted Combinatorial Shortest Path on
Graph Associahedra has a reconfiguration sequence T from Tini to Ttar. Then, we construct
a reconfiguration sequence T′ from T ′

ini to T ′
tar by replacing each swap swap(u, v) in T

with w(u) · w(v) swaps {swap(ui, vj) | i ∈ [w(u)], j ∈ [w(v)]}. This gives a reconfiguration
sequence from T ′

ini to T ′
tar whose length is lengthw(T), which shows the sufficiency.

Necessity (“only if” part)
Suppose that the obtained instance of Combinatorial Shortest Path on Graph
Associahedra has a reconfiguration sequence T′ from T ′

ini to T ′
tar of length at most ℓ. For

any v ∈ V , since v1, . . . , vw(v) form a clique, they are comparable in any elimination tree in
T′. Furthermore, since v1, . . . , vw(v) are aligned in this order in both T ′

ini and T ′
tar, we may

assume that swap(vi, vj) is not applied in T′ for any i, j ∈ [w(v)].
Let Φ be the set of all maps ϕ : V → Z such that ϕ(v) ∈ {1, . . . , w(v)} for any v ∈ V .

Note that |Φ| =
∏

v∈V w(v). For ϕ ∈ Φ, define Uϕ = {vϕ(v) | v ∈ V }. Note that G′[Uϕ]
is isomorphic to G, and hence it is connected. By projecting each elimination tree in
T′ to Uϕ, we obtain a sequence of elimination trees. Lemma 16 shows that this forms a
reconfiguration sequence, say Tϕ, if we remove duplications when the same elimination tree
appears consecutively. Since G′[Uϕ] is isormorphic to G, by idenfitying vϕ(v) with v for
each v ∈ V , we can regard Tϕ as a recofiguration sequence from Tini to Ttar. That is, Tϕ

is regarded as a feasible solution of the original instance of Weighted Combinatorial
Shortest Path on Graph Associahedra.

In what follows, we consider reconfiguration sequences {Tϕ | ϕ ∈ Φ} and show that a
desired sequence exists among them. Suppose that swap(ui, vj) is applied in T′, where
u, v ∈ V , i ∈ [w(u)], and j ∈ [w(v)]. Then, Lemma 16 shows that the corresponding swap
operation swap(ui, vj), which is identified with swap(u, v), is applied in Tϕ only if ϕ(u) = i

and ϕ(v) = j. Thus, such a swap is applied in at most |{ϕ ∈ Φ | ϕ(u) = i, ϕ(v) = j}| =
|Φ|/(w(u) · w(v)) sequences in {Tϕ | ϕ ∈ Φ}. Therefore, we obtain∑

ϕ∈Φ
lengthw(Tϕ) =

∑
ϕ∈Φ

∑
swap(u,v)∈Tϕ

w(swap(u, v))

≤
∑

swap(ui,vj)∈T′

w(swap(u, v)) · |Φ|
w(u) · w(v)

= length(T′) · |Φ| ≤ ℓ · |Φ|,
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where each reconfiguration sequence is regarded as a multiset of swaps. Therefore,

min
ϕ∈Φ

(lengthw(Tϕ)) ≤ 1
|Φ|

∑
ϕ∈Φ

lengthw(Tϕ) ≤ ℓ.

Hence, there exists ϕ ∈ Φ such that Tϕ is a desired sequence. This shows the necessity.
Therefore, the weighted problem can be reduced to the unweighted problem, and hence

Theorem 3 implies Theorem 1.

5 Hardness for Polymatroids (Proof of Theorem 2)

In this section, we give a proof sketch of Theorem 2.
We reduce Combinatorial Shortest Path on Graph Associahedra to Combi-

natorial Shortest Path on Polymatroids. Assume that we are given an instance
G = (V, E), Tini, and Ttar of Combinatorial Shortest Path on Graph Associahedra.
To this end, we construct a polymatroid (V, f) satisfying the following conditions.
1. B(f) is a realization of the G-associahedron.
2. For each subset X ⊆ V , we can evaluate the value f(X) in time bounded by a polynomial

in the size of G.
3. We can find the extreme points xini, xtar of B(f) corresponding to Tini, Ttar, respectively,

in time bounded by a polynomial in the size of G.

We first argue that the conditions above suffice for our proof. Suppose the existence of a
polymatroid (V, f) with the properties above. Then, we may construct a polynomial-time
algorithm for Combinatorial Shortest Path on Graph Associahedra with a fictitious
polynomial-time algorithm for Combinatorial Shortest Path on Polymatroids as
follows. Let (G, Tini, Ttar) be an instance of Combinatorial Shortest Path on Graph
Associahedra. From Properties 1 and 3, we can construct an instance ((V, f), xini, xtar) of
Combinatorial Shortest Path on Polymatroids in polynomial time. By the fictitious
polynomial-time algorithm, we can solve the instance in time bounded by a polynomial in
|V | and the number of oracle calls to f . By Property 2, this running time is bounded by
a polynomial in |V |. Thus, we find a solution to (G, Tini, Ttar) in polynomial time, and the
proof is completed.

In our construction of such a polymatroid (V, f), we use the realization of the G-
associahedron by Devadoss [12], which can be described as follows. Let T be an elimination
tree of G. For each vertex v ∈ V , we define T (v) as the vertex set of the subtree of T rooted
at v. Then, we define the vector xT ∈ RV by choosing the coordinate xT (v) at every vertex
of v from the leaves to the root according to the following rule.

If v is a leaf of T , then we define xT (v) := 0.
If v is not a leaf of T , then we define xT (v) so that∑

u∈T (v)

xT (u) = 3|T (v)|−2.

Define E := {xT | T is an elimination tree of G}. Then, Devadoss [12] proved that the
convex hull of E is a realization of the G-associahedron, and for each elimination tree T of G,
the point xT is an extreme point of the G-associahedron.
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In our proof, we define the function f : 2V → R by

f(X) := 3|V |−2 −
∑

C∈C∗(X)

3|C|−2

for each subset X ⊆ V , where C∗(X) is the family of connected components of G − X with
at least two vertices.

Properties 2 and 3 above are immediate: it is not difficult to see that we can evaluate the
values of the function f in time bounded by a polynomial in the size of G; we can construct
xini and xtar from Tini and Ttar, respectively, as xini = xTini and xtar = xTtar . In the full
version, we prove that (V, f) is a polymatroid and B(f) coincides with the convex hull of E .
This completes the reduction. Therefore, Theorem 2 follows from Theorem 1.

6 Conclusion

We prove that the combinatorial shortest path computation is hard on graph associahedra
and base polytopes of polymatroids. This evaporates our hope for resolving an open problem
to obtain a polynomial-time algorithm for finding a shortest flip sequence between two
triangulations of convex polygons and the rotation distance between two binary trees by
generalizing the setting to graph associahedra. However, that open problem is still open,
and we should pursue another way of attacking it.
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