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#### Abstract

In this work we consider the list-decodability and list-recoverability of arbitrary $q$-ary codes, for all integer values of $q \geqslant 2$. A code is called ( $p, L)_{q}$-list-decodable if every radius $p n$ Hamming ball contains less than $L$ codewords; $(p, \ell, L)_{q}$-list-recoverability is a generalization where we place radius $p n$ Hamming balls on every point of a combinatorial rectangle with side length $\ell$ and again stipulate that there be less than $L$ codewords.

Our main contribution is to precisely calculate the maximum value of $p$ for which there exist infinite families of positive rate $(p, \ell, L)_{q}$-list-recoverable codes, the quantity we call the zero-rate threshold. Denoting this value by $p_{*}$, we in fact show that codes correcting a $p_{*}+\varepsilon$ fraction of errors must have size $O_{\varepsilon}(1)$, i.e., independent of $n$. Such a result is typically referred to as a "Plotkin bound." To complement this, a standard random code with expurgation construction shows that there exist positive rate codes correcting a $p_{*}-\varepsilon$ fraction of errors. We also follow a classical proof template (typically attributed to Elias and Bassalygo) to derive from the zero-rate threshold other tradeoffs between rate and decoding radius for list-decoding and list-recovery.

Technically, proving the Plotkin bound boils down to demonstrating the Schur convexity of a certain function defined on the $q$-simplex as well as the convexity of a univariate function derived from it. We remark that an earlier argument claimed similar results for $q$-ary list-decoding; however, we point out that this earlier proof is flawed.
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## 1 Introduction

Given a code $\mathcal{C} \subset[q]^{n}$, a fundamental problem of coding-theory is to determine how "wellspread" $\mathcal{C}$ can be if we also insist that $\mathcal{C}$ have large rate $R=\frac{\log _{q}|\mathcal{C}|}{n}$. The most basic way of quantifying "well-spread" is by insisting that all pairs of codewords are far apart. That is,
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we hope that the minimum distance $d:=\min \left\{d_{\mathrm{H}}\left(\boldsymbol{c}, \boldsymbol{c}^{\prime}\right): \boldsymbol{c} \neq \boldsymbol{c}^{\prime} \in \mathcal{C}\right\}$ is large, where $d_{\mathrm{H}}(\cdot, \cdot)$ denotes Hamming distance, i.e., the number of coordinates on which the two strings differ. Equivalently, given any word $\boldsymbol{y} \in[q]^{n}$, we have that $\left|\mathcal{B}_{\mathrm{H}}(\boldsymbol{y}, r) \cap \mathcal{C}\right| \leqslant 1$, where $r=\lfloor d / 2\rfloor$ and $\mathcal{B}_{\mathrm{H}}(\boldsymbol{y}, r)=\left\{\boldsymbol{x} \in[q]^{n}: d_{\mathrm{H}}(\boldsymbol{x}, \boldsymbol{y}) \leqslant r\right\}$ denotes the Hamming ball of radius $r$ centered at $\boldsymbol{y}$.

One can naturally relax this requirement to the notion of list-decodability: instead of upper-bounding $\left|\mathcal{B}_{\mathrm{H}}(\boldsymbol{y}, r) \cap \mathcal{C}\right|$ by 1 , we upper bound it by a larger integer $L-1 .{ }^{1}$ Equivalently, if we place Hamming balls of radius $r$ on each codeword of $\mathcal{C}$, no vector in $[q]^{n}$ is covered by $L$ or more balls. If $\mathcal{C}$ satisfies this property we call it $(p, L)_{q}$-list-decodable. Initially introduced by Elias and Wozencraft in the 1950's [16, 50, 17], this relaxed notion of decoding has been intensively studied in recent years, in part motivated by purely codingtheoretic concerns, but also due to its connections with theoretical computer science more broadly [20, 3, 38, 37, 33, 47].

A further generalization of list-decoding is provided by list-recoverability. In this case, one considers tuples of input lists $\mathcal{Y}=\left(\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{n}\right)$ where each $\mathcal{Y}_{i} \subset[q]$ is of size at most $\ell$, and the requirement is that the number of codewords $\boldsymbol{c}$ satisfying $\left|\left\{i \in[n]: c_{i} \notin \mathcal{Y}_{i}\right\}\right| \leqslant p n$ is at most $L-1$. Such a code is deemed $(p, \ell, L)_{q^{-}}$-list-recoverable. Note that $(p, 1, L)_{q^{-}}$-listrecoverability is the same as $(p, L)_{q}$-list-decoding, demonstrating that list-recoverability is a more general notion. While it was originally defined as an abstraction required for the task of uniquely-/list-decoding concatenated codes [21, 22, 23, 24], it has since found myriad further applications in computer science more broadly, e.g., in cryptography [30, 31], randomness extraction [29], hardness amplification [14], group testing [32, 41], streaming algorithms [15], and beyond.

When it comes to list-decoding and list-recovery, the optimal tradeoff between decodingradius $p$ and rate $R$ is well-understood if one is satisfied with list-sizes $L=O(1) .^{2}$ That is, there exist $(p, \ell, O(\ell / \varepsilon))_{q}$-list-recoverable codes of rate $1-H_{q, \ell}(p)-\varepsilon$ where $^{3}$

$$
H_{q, \ell}(p):=p \log _{q}\left(\frac{q-\ell}{p}\right)+(1-p) \log _{q}\left(\frac{\ell}{1-p}\right)
$$

conversely, if the rate is at least $1-H_{q, \ell}(p)+\varepsilon$ then it will not be list-recoverable for any $L=o\left(q^{\varepsilon n}\right)$ [44, Theorem 2.4.12]. (Note that setting $\ell=1$ recovers the more well-known listdecoding capacity theorem.) While this already provides some "coarse-grained" information concerning the list-decodability/-recoverability of codes, it leaves many questions unanswered.

For example, one can ask about the maximum rate of a $(p, 3)_{q}$-list-decodable code. That is, what is the maximum rate of a code that never contains more than 2 points from a Hamming ball of radius $p n$ ? However, this question as stated appears be quite difficult to solve: any improvement for the special case of $L=2$ and $q=2$ would require improving either on the Gilbert-Varshamov bound [19, 48] (on the "possibility" side) or the linear programming bounds [49, 39, 13] (on the "impossibility" side). Unfortunately, despite decades of interest in this basic question hardly any asymptotic improvements on these bounds have been provided in the past fifty years.

Zero-rate thresholds for list-decoding and -recovery. We therefore begin by targeting a more modest question: what is the maximum $p_{*}=p_{*}(q, \ell, L)$ such that for any $p<p_{*}$ there exist infinite families of $q$-ary $(p, \ell, L)_{q}$-list-recoverable codes of positive rate? That is,

[^0]imagining the curve describing the achievable tradeoffs with the rate $R$ on the $y$-axis and decoding radius $p$ on the $x$-axis, instead of asking to describe this entire curve, we simply seek to determine the point where this curve crosses the $x$-axis (clearly, this curve is monotonically decreasing).

Over the binary alphabet, setting $\ell=1$ and $L=2$ in this question we recover a famous result of Plotkin [42]: the maximum fraction of errors that can be uniquely-decoded by an infinite family of positive rate binary codes is $1 / 4$. Over general $q$-ary alphabets, this value is similarly known to be $\frac{q-1}{2 q}$ (folklore; see, e.g., [28, Theorem 4.4.1]). The value of $p_{*}(2,1, L)$ has been computed by Blinovsky [5] for all $L$, and is known to be

$$
p_{*}(2,1, L)=\frac{1}{2}-\frac{\binom{2 k}{k}}{2^{2 k+1}} \text { if } L=2 k \text { or } L=2 k+1
$$

While this expression is quite impenetrable at first glance, here is a natural probabilistic interpretation: given $x_{1}, \ldots, x_{L} \in\{0,1\}$, let $\mathrm{pl}\left(x_{1}, \ldots, x_{L}\right)$ denote the number of times the more popular bit appears. ${ }^{4}$ We then have

$$
p_{*}(2,1, L)=1-\frac{1}{L}{ }_{\left(X_{1}, \cdots, X_{L}\right) \sim \operatorname{Bern}(1 / 2) \otimes L}^{\mathbb{E}}\left[\operatorname{pl}\left(X_{1}, \cdots, X_{L}\right)\right]
$$

where the notation $\left(X_{1}, \cdots, X_{L}\right) \sim \operatorname{Bern}(1 / 2)^{\otimes L}$ denotes that $L$ independent unbiased bits are sampled.

It is then not difficult to conjecture the value for $p_{*}(q, \ell, L)$ : if $\mathrm{pl}_{\ell}\left(x_{1}, \ldots, x_{L}\right)$ denotes the top- $\ell$-plurality value of $x_{1}, \ldots, x_{L} \in[q]$, i.e., $\mathrm{pl}_{\ell}\left(x_{1}, \ldots, x_{L}\right)=\max _{\Sigma \subseteq[q]:|\Sigma|=\ell} \mid\{i \in[L]$ : $\left.x_{i} \in \Sigma\right\} \mid$, then it should be that

$$
\begin{equation*}
p_{*}(q, \ell, L)=1-\frac{1}{L} \underset{\left(X_{1}, \cdots, X_{L}\right) \sim \operatorname{Unif}([q]) \otimes L}{\mathbb{E}}\left[\mathrm{pl}_{\ell}\left(X_{1}, \cdots, X_{L}\right)\right] . \tag{1}
\end{equation*}
$$

This quantity is fairly natural: one can interpret it as the minimum radius of a list-recovery ball (i.e., a set of the form $\left\{\boldsymbol{v} \in[q]^{n}: v_{i} \in \mathcal{Y}_{i}\right.$ for at least $\left.\left.(1-p) n i \in[n]\right\}\right)$ that will contain $L$ codewords in the "typical" case. For the case of $\ell=1$, i.e., $q$-ary list-decoding, a proof is claimed in $[6,7]$; however, as we outline in Section 3 this proof is flawed. In this work we provide a rigorous derivation of Equation (1) for all values of $\ell, L$ and $q$ with $1 \leqslant \ell \leqslant q$.

More precisely, we obtain the following results:

- A proof that $(p, \ell, L)_{q}$-list-recoverable $q$-ary codes with $p>p_{*}(q, \ell, L)$ have constant-size, i.e., independent of $n$. This should be interpreted as a generalization of the Plotkin bound [42], which states that binary codes uniquely-decodable from a $1 / 4+\varepsilon$ fraction of errors have size at most $O(1 / \varepsilon)$. For this reason we call our result a "Plotkin bound for list-recovery."
- Adapting the Elias-Bassalygo argument [4], we subsequently derive upper bounds on the rate of $(p, \ell, L)_{q}$-list-recoverable $q$-ary codes when $p<p_{*}(q, \ell, L)$.
- To complement this, we show that there exist infinite families of positive rate $q$-ary codes that are $(p, \ell, L)_{q}$-list-recoverable whenever $p<p_{*}(q, \ell, L)$. We are therefore justified in calling $p_{*}(q, \ell, L)$ the zero-rate threshold for list-recovery.
We now describe our techniques in more detail.

[^1]
### 1.1 Our techniques

Schur convexity of the function $\boldsymbol{f}_{\boldsymbol{q}, \boldsymbol{L}, \boldsymbol{\ell}}$. Following prior work $[6],{ }^{5}$ our task requires us to answer the following question. Consider the function on distributions $P$ over the alphabet [q] defined as

$$
f_{q, L, \ell}(P):=\underset{\left(X_{1}, \cdots, X_{L}\right) \sim P \otimes L}{\mathbb{E}}\left[\mathrm{pl}_{\ell}\left(X_{1}, \cdots, X_{L}\right)\right] .
$$

Analogously to before, the notation $\left(X_{1}, \cdots, X_{L}\right) \sim P^{\otimes L}$ means that $L$ independent samples are taken from the distribution $P$. A crucial ingredient for deriving the Plotkin bound is a demonstration that this function is minimized by the uniform distribution.

There is a well-studied class of functions on finite distributions with the property that they are minimized by the uniform distribution: Schur convex functions. These are the functions that are monotonically-increasing with respect to the majorization-ordering, which compares vectors of real numbers by first sorting the vectors in descending order and then checking to see if all the prefix sums of one vector is greater than or equal to the prefix sums of the other. The important detail for us is that the uniform vector $(1 / q, \ldots, 1 / q) \in \mathbb{R}^{q}$, corresponding to the uniform distribution, is majorized by every other vector corresponding to a distribution over [q].

To demonstrate the Schur convexity of this function, we use the Schur-Ostrowski criterion, which states that Schur-convexity is equivalent to the non-negativity of a certain expression involving partial derivatives. Showing that this expression is non-negative boils down to a combinatorial accounting game, where we can show that the positive contributions arising from certain terms exceed the negative contributions arising from others.

Convexity of the univariate function $\boldsymbol{g}_{\boldsymbol{q}, \boldsymbol{L}, \boldsymbol{\ell}}$. Another important technical ingredient that we need for the proof of the Plotkin bound is the convexity of the univariate function

$$
g_{q, L, \ell}(w):=f_{q, L, \ell}\left(P_{q, \ell, w}\right)
$$

where the distribution $P_{q, \ell, w}=\left(p_{1}, \ldots, p_{q}\right)$ is defined as

$$
p_{i}=\left\{\begin{array}{ll}
\frac{w}{q-\ell} & \text { if } i \leqslant q-\ell \\
\frac{1-w}{\ell} & \text { if } i \geqslant q-\ell+1
\end{array} .\right.
$$

In order to show the function is convex, we prove the second derivative is non-negative. In differentiating, we use the expression for $g_{q, L, \ell}$ in terms of $f_{q, L, \ell}$ and apply the chain rule. Showing the resulting expression is positive is again a sort of combinatorial accounting game: we can show the positive terms contribute more than the negative terms.

Quite interestingly, for $\ell=1$ (i.e., the case relevant for list-decoding) we only prove the convexity of the function $f_{q, 1, L}$ on the interval $[0,(q-1) / q]$. Fortunately, as we can also easily show that $g_{q, 1, L}$ decreases on the interval $[0,(q-1) / q]$ and then increases on the interval $[(q-1) / q, 1],{ }^{6}$ convexity of $f_{q, 1, L}$ on $[0,(q-1) / q]$ suffices for our purposes. And indeed, this is not an artifact of the proof: Blinovsky had already observed that convexity of $f_{q, 1, L}$ does not hold on the entire interval $[0,1][6,7]$. However, for $\ell \geqslant 2$ we obtain that convexity of $f_{q, \ell, L}$ does indeed hold on the entire interval $[0,1]$. We note that the second derivative does behave qualitatively differently, so this is perhaps not too surprising in hindsight; we comment on this further in [46, Remark 5].

[^2]Plotkin bound. Armed with these (Schur-)convexity results, we aim to prove a Plotkin bound for list-decoding/-recovery. That is, if a $q$-ary code is $(p, \ell, L)_{q}$-list-recoverable with $p \geqslant p_{*}(q, \ell, L)+\varepsilon$, how large can the code be? Following the template of the standard argument (although certain subtleties arise when generalizing to list-recovery), we can show that such a code must be of constant size, i.e., independent of $n$.

Informally, the argument begins with a "preprocessing step" that prunes away some (but, crucially, not too many) codewords and yields a more structured subcode that we can subsequently analyze. The codewords of this subcode are very "balanced" in the sense that all patterns of symbols appear with roughly the same frequency. In particular, every pattern of length $t$ should appear roughly a $1 / q^{t}$ fraction of the time (or the code is very "biased," in which case a separate argument bounds its size).

To analyze this subcode $\mathcal{C}^{\prime}$ we apply a double-counting argument to the average radius (see [46, Definition 10]) to cover $L$-subsets (where for list-recoverability, this radius is measured via the distance to a tuple of input lists). The lower bound on this quantity follows quite naturally from the list-decodability/-recoverability of the code, together with the "balancedness" of the subcode. For the upper bound, we compute the radius of an $L$-subset in terms of the empirical distribution of a coordinate $k \in[n]$, i.e., each $x \in[q]$ is assigned probability mass $P_{k}(x)=\frac{1}{M} \sum_{\boldsymbol{x} \in \mathcal{C}^{\prime}} \mathbb{1}\left\{x_{k}=x\right\}$. By the Schur convexity of the function $f_{q, L, \ell}$ and the convexity of the univariate function $g_{q, L, \ell}$, we can bound this in terms of a distribution placing total mass $w \leqslant \frac{q-\ell}{q}$ on the last $\ell$ elements of $[q]$ and mass $\frac{1-w}{q-\ell}$ on each of the others. The result then follows.

We remark that, due to our use of Ramsey-theoretic arguments, the precise bound we obtain on the code size is quite poor. We have made no effort to optimize this constant. However, we do believe it would be interesting to improve this bound; we discuss this further in Section 4.

Elias-Bassalygo-style bound. After deriving this Plotkin bound, a well-known argument template (typically attributed to Elias and Bassalygo [4]) allows one to derive more general tradeoffs between the rate $R$ and the noise-resilience parameters $(p, \ell, L)_{q}$. Informally, this proceeds by covering the space $[q]^{n}$ by a bounded number of list-recovery balls. The radius of these balls is carefully chosen to allow one to apply the Plotkin bound to the subcodes obtained by taking the intersection of the code with these balls. On the other hand, the number of list-recovery balls needed to cover $[q]^{n}$, known as the covering number, can be sharply estimated. From the above two bounds (the Plotkin bound and the covering number), a bound on the size of the whole code can be derived.

Possibility result: random code with expurgation. To complement the Plotkin bound, we show that if the decoding radius $p$ is less than $p_{*}(q, \ell, L)$ then there exist infinite families of $(p, \ell, L)_{q}$-list-recoverable $q$-ary codes. This justifies our "zero-rate threshold" terminology for $p_{*}(q, \ell, L)$. The argument is completely standard, obtained by sampling a random code and subsequently expurgating codewords to destroy all size- $L$ lists that can fit into Hamming balls of radius $n p$. In fact, the lower bound on achievable rate is derived from the exact large deviation exponent of a certain quantity known as the average radius (cf. [46, Definition 12]) of a tuple of random vectors. Therefore the bound holds under a stronger notion called average-radius list-recovery: namely, for any subset of $L$ codewords $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}$ and any tuple of input lists $\left(\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{n}\right)$, we have

$$
\sum_{j=1}^{L}\left|\left\{i \in[n]: x_{j, i} \notin \mathcal{Y}_{i}\right\}\right|>L p n
$$

### 1.2 Discussion on related work

Lower bounds for small $\boldsymbol{q}$ and/or $\boldsymbol{L}$. For the case of $(p, 3)_{2}$-list-decoding, it was shown in [26, Theorem 6.1] that the threshold rate ${ }^{7}$ of random binary linear codes equals

$$
\begin{equation*}
\frac{1}{2}\left(2-H_{2}(3 p)-3 p \log _{2}(3)\right) \tag{2}
\end{equation*}
$$

The term threshold refers to the critical rate below which a random binary linear code is $(p, 3)_{2}$-list-decodable with high probability and above which it is not with high probability. This result was recently extended to the following two cases [45]. For ( $p, 4)_{2}$-list-decoding, the threshold rate of random binary linear code is lower bounded by [45, Theorem 1.3]

$$
\begin{equation*}
\frac{1}{3} \min _{\substack{x_{1}, x_{2} \geqslant 0 \\ x_{1}+2 x_{2} \leqslant 4 p \\ x_{1}+x_{2} \leqslant 1}} 3-\eta_{2}\left(x_{1}, x_{2}\right)-2 x_{1}-x_{2} \log _{2}(3) \tag{3}
\end{equation*}
$$

Here we use the notation

$$
\eta_{q}\left(x_{1}, \ldots, x_{t}\right):=\sum_{i=1}^{t} x_{i} \log _{q} \frac{1}{x_{i}}+\left(1-\sum_{i=1}^{t} x_{i}\right) \log _{q} \frac{1}{1-\sum_{i=1}^{t} x_{i}}
$$

for a partial probability vector $\left(x_{1}, \ldots, x_{t}\right) \in \mathbb{R}_{\geqslant 0}^{t}$ satisfying $t \leqslant q$ and $x_{1}+\cdots+x_{t} \leqslant 1$. Note that $\eta_{2}(x)=H_{2}(x)$, however, this is no longer the case for $q>2$. Moreover, for $(p, 3)_{q}$-list-decoding, [45, Theorem 1.5] showed that the threshold rate of random linear code is at least

$$
\begin{equation*}
\frac{1}{2} \min _{\substack{x_{1}, x_{2} \geqslant 0 \\ x_{2}+2 x_{2} \leqslant 3 p \\ x_{1}+x_{2} \leqslant 1}} 2-\eta_{q}\left(x_{1}, x_{2}\right)-x_{1} \log _{q}(3(q-1))-x_{2} \log _{q}(q-1)(q-2) \tag{4}
\end{equation*}
$$

Our general lower bound (cf. Theorem 14) for list-recovery (numerically) matches Equations (2)-(4) upon particularizing the parameters $q, \ell, L$ suitably. See Figures $1 \mathrm{a}-1 \mathrm{c}$. It is possible to analytically prove this observation, though we do not pursue it in the current paper. The rationale underlying this phenomenon is that the threshold rate of random linear codes for list-recovery is expected to match the rate achieved by random codes with expurgation (with the notable exception of zero-error list-recovery [25]). This conjecture, in its full generality, remains unproved, although it is partially justified in several recent works [40, 25, 26, 45].

Hash codes. One may note that for $\ell \geqslant 2$, our upper and lower bounds typically exhibit a large gap even at $p=0$. See Figures $1 \mathrm{e}-1 \mathrm{~h}$. We provide evidence below indicating that closing this gap is in general a rather challenging task and necessarily requires significantly new ideas. Let us focus on the vertical axis $p=0$, known as zero-error list-recovery. We observe that some configurations of $q, \ell, L$ in this regime encode several longstanding open questions in combinatorics. Indeed, consider $\ell=q-1, L=q$. The $(0, q-1, q)_{q}$-list recoverability condition can then be written as: for any $\mathcal{Y}_{1}, \cdots, \mathcal{Y}_{n} \in\binom{[q]}{q-1}$,

$$
\left|\left\{\boldsymbol{x} \in \mathcal{C}:\left|\left\{j \in[n]: x_{j} \notin \mathcal{Y}_{j}\right\}\right|=0\right\}\right| \leqslant L-1,
$$

[^3]i.e.,
$$
\left|\left\{\boldsymbol{x} \in \mathcal{C}: \forall j \in[n], x_{j} \in \mathcal{Y}_{j}\right\}\right| \leqslant L-1
$$

Taking the contrapositive, we note that this condition is further equivalent to: for any $\left\{\boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{L}\right\} \in\binom{\mathcal{C}}{L}$, there exists $j \in[n]$ such that $\left|\left\{x_{1, j}, \cdots, x_{L, j}\right\}\right|=q$. In words, for any $q$-tuple of codewords in a $(0, q-1, q)_{q}$-list-recoverable code, there must exist one coordinate such that the corresponding $q$-ary symbols in the tuple are all distinct. Such a code is also known as a $q$-hashing in combinatorics. It is well-known $[18,35]$ that a probabilistic construction yields such codes of rate ${ }^{8}$ at least

$$
\begin{equation*}
C_{(0, q-1, q)_{q}} \geqslant \frac{1}{q-1} \log _{q} \frac{1}{1-\frac{q!}{q^{q}}} \tag{5}
\end{equation*}
$$

In the same paper [18] also proved an upper bound

$$
\begin{equation*}
C_{(0, q-1, q)_{q}} \leqslant \frac{q!}{q^{q-1}} \log _{q}(2) \tag{6}
\end{equation*}
$$

Another upper bound

$$
\begin{equation*}
C_{(0, q-1, q)_{q}} \leqslant \log _{q} \frac{q}{q-1} \tag{7}
\end{equation*}
$$

can be proved using either a double-counting argument (a.k.a. first moment method), or (hyper)graph entropy $[35,36,34]$. Equation (6) is much better than Equation (7) for $q \geqslant 4$. However, the latter bound $\log _{3} \frac{3}{2}$ remains the best known for $q=3$ (called the trifference problem by Körner). For larger $q$, both lower [51] and upper bounds [2, 11, 27, 10, 12] can be improved. However, improving the bound for $q=3$ is recognized as a formidable challenge. We will show in [46, Remark 9] that our lower bound for list-recovery (cf. Theorem 14) recovers Equation (5) for $q$-hashing upon setting $\ell=q-1, L=q$. Furthermore, our upper bound Theorem 16 recovers Equation (7) for $q$-hashing (cf. [46, Remark 7]).

A generalization of $q$-hashing known as $(q, L)$-hashing $(q \geqslant L)$ can also be cast as zero-error list-recoverable codes with more general values of $\ell, L$. Indeed, taking $L=\ell+1$ and $\ell \leqslant q-1$, we can write $(0, \ell, \ell+1)_{q}$-list-recoverability alternatively as: for any $\left\{\boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{\ell+1}\right\} \in\binom{\mathcal{C}}{\ell+1}$, there exists $j \in[n]$ such that $\left|\left\{x_{1, j}, \cdots, x_{\ell+1, j}\right\}\right|=\ell+1$. This is in turn the precise definition of $(q, \ell+1)$-hashing. It can be immediately seen that $(q, q)$-hashing is nothing but $q$-hashing. The upper and lower bounds in [18] also extend to $(q, \ell+1)$-hashing and read as follows:

$$
\begin{equation*}
\frac{1}{\ell} \log _{q} \frac{1}{1-\frac{\binom{q}{\ell+1}(\ell+1)!}{q^{\ell+1}}} \leqslant C_{(0, \ell, \ell+1)_{q}} \leqslant \frac{\binom{q}{\ell} \ell!}{q^{\ell}} \log _{q}(q-\ell+1) \tag{8}
\end{equation*}
$$

Our lower bound for list-recovery in Theorem 14 also recovers the above lower bound for $(q, \ell+1)$-hashing by [18] upon setting $L=\ell+1$ (see [46, Remark 8]). The upper bound was later improved in [36] for $q>L$ using the notion of hypergraph entropy:

$$
\begin{equation*}
C_{(0, \ell, \ell+1)_{q}} \leqslant \min _{0 \leqslant j \leqslant \ell-1} \frac{\binom{q}{j+1}(j+1)!}{q^{j+1}} \log _{q} \frac{q-j}{\ell-j} \tag{9}
\end{equation*}
$$

though it coincides with Equation (6) when $\ell=q-1$. Some improved upper bounds in $[27,12]$ apply to $(q, \ell+1)$-hashing as well. To the best of our knowledge, no improvement on lower bounds is known for $\ell<q-1$.

[^4]Zero-rate thresholds for general adversarial channels. The problem of locating the zerorate threshold has been addressed in a much more general context [52]. The results in [52] on general adversarial channel model can be specialized to the list-recovery setting and read as follows. Given $q, p, \ell, L$, define the confusability set $\mathcal{K}_{(p, \ell, L)_{q}}$ as the set of types ${ }^{9}$ (cf. [46, Definition 15]) of all "confusable" $L$-tuple of codewords in the sense that they can fit into a certain list-recovery ball (cf. [46, Definition 3]) of radius $n p$. Specifically,

$$
\mathcal{K}_{(p, \ell, L)_{q}}:=\left\{\begin{array}{ll} 
& P_{X_{1}, \cdots, X_{L}, Y} \in \Delta\left([q]^{L} \times\binom{[q]}{\ell}\right. \\
\sum_{\mathcal{Y} \in\binom{[q]}{\ell}} P_{X_{1}, \cdots, X_{L}, Y=\mathcal{Y}} \in \Delta\left([q]^{L}\right): & \forall i \in[L], \sum_{\substack{(x, \mathcal{Y}) \in[q] \times\left(\begin{array}{c}
{[q] \\
\ell \neq \nmid \mathcal{Y}}
\end{array}\right.}} P_{X_{i}, Y}(x, \mathcal{Y}) \leqslant p
\end{array}\right\} .
$$

In the above definition, we use the notation $\sum_{b} P_{A, B=b}$ to denote the marginalization of $P_{A, B}$ onto the first variable $A$, and use $P_{X_{i}, Y}$ to denote the marginal of $P_{X_{1}, \cdots, X_{i}, Y}$ on $\left(X_{i}, Y\right)$. It is not hard to verify that the confusability set is (i) "increasing" in $p$ in the sense that $\mathcal{K}_{(p, \ell, L)_{q}} \subset \mathcal{K}_{\left(p^{\prime}, \ell, L\right)_{q}}$ if $p \leqslant p^{\prime}$, and (ii) convex. Define also the convex cone of completely positive ( $C P$ ) tensors of order L, i.e., tensors that can be written as a sum of element-wise non-negative rank-one tensors:

$$
\mathrm{CP}_{q}^{\otimes L}:=\left\{\sum_{i=1}^{k} \boldsymbol{p}_{i}^{\otimes L} \in\left(\mathbb{R}_{\geqslant 0}^{q}\right)^{\otimes L}: k \in \mathbb{Z}_{\geqslant 1},\left(\boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{k}\right) \in\left(\mathbb{R}_{\geqslant 0}^{q}\right)^{k}\right\}
$$

It is proved in [52] that the zero-rate threshold $p_{*}(q, \ell, L)$ can be expressed as the smallest $p$ such that all completely positive distributions are confusable:

$$
\begin{equation*}
p_{*}(q, \ell, L)=\inf \left\{p \in[0,1]: \mathrm{CP}_{q}^{\otimes L} \cap \Delta\left([q]^{L}\right) \subset \mathcal{K}_{(p, \ell, L)_{q}}\right\} . \tag{10}
\end{equation*}
$$

The above characterization is single-letter in the sense that it is independent of the blocklength $n$. For $q, \ell, L$ independent of $n$ (which is assumed to be the case in the current paper), the optimization problem on the RHS of Equation (10) can be solved in constant time. However, it does not immediately provide an explicit formula of $p_{*}(q, \ell, L)$ and analytically solving the optimization problem does not appear easy to the authors. On the other hand, the characterization $p_{*}(q, \ell, L)=1-\frac{1}{L} \mathbb{E}\left[\mathrm{pl}_{\ell}\left(X_{1}, \cdots, X_{L}\right)\right]$ (where the expectation is over $\left(X_{1}, \cdots, X_{L}\right) \sim \operatorname{Unif}([q])^{\otimes L}$, cf. Equation (1)) in this paper can be seen as the explicit solution to the optimization problem, though the way it is obtained is not by solving the latter problem per se. Instead, we prove the characterization from the first principle by leveraging specific structures of list-recovery. We hope that our characterization can shed light on the geometry of the high-dimensional polytopes - the confusability set and the set of CP distributions - involved in the characterization in Equation (10).

### 1.3 Organization

We state our main results in Section 2. We discuss the flaw in Blinovsky's proof in Section 3. We summarize our results and state open problems in Section 4. Additional notation, definitions, preliminary results and missing proofs can be found in [46].

[^5]
## 2 Main results

## $2.1 \quad q$-ary list-decoding

Define $f_{q, L}: \Delta([q]) \rightarrow \mathbb{R}_{\geqslant 0}$ as

$$
\begin{equation*}
f_{q, L}(P):=\underset{\left(X_{1}, \ldots, X_{L}\right) \sim P \otimes L}{\mathbb{E}}\left[\mathrm{pl}\left(X_{1}, \ldots, X_{L}\right)\right] \tag{11}
\end{equation*}
$$

for $P \in \Delta([q])$.
For $w \in[0,1]$, let $P_{q, w} \in \Delta([q])$ denote the following probability vector:

$$
\begin{equation*}
P_{q, w}:=\left(\frac{w}{q-1}, \ldots, \frac{w}{q-1}, 1-w\right) . \tag{12}
\end{equation*}
$$

Define $g_{q, L}:[0,1] \rightarrow \mathbb{R}_{\geqslant 0}$ as

$$
\begin{equation*}
g_{q, L}(w):=f_{q, L}\left(P_{q, w}\right) \tag{13}
\end{equation*}
$$

Definition 1 (Majorization). Let $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{d}$. Let $\boldsymbol{a}^{\downarrow}, \boldsymbol{b}^{\downarrow} \in \mathbb{R}^{d}$ denote the vectors obtained by sorting the elements in $\boldsymbol{a}$ and $\boldsymbol{b}$ in descending order, respectively. We say that $\boldsymbol{a}$ majorizes $\boldsymbol{b}$, written as $\boldsymbol{a} \geq \boldsymbol{b}$, if

$$
\sum_{i=1}^{k} a_{i}^{\downarrow} \geqslant \sum_{i=1}^{k} b_{i}^{\downarrow}
$$

for every $k \in[d]$, and

$$
\sum_{i=1}^{d} a_{i}=\sum_{i=1}^{d} b_{i}
$$

Definition 2 (Schur convexity). A function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is called Schur-convex if $f(\boldsymbol{x}) \geqslant$ $f(\boldsymbol{y})$ for every $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{d}$ such that $\boldsymbol{x} \geq \boldsymbol{y}$ (in the sense of Definition 1).

- Theorem 3 (Schur convexity of $f_{q, L}$ ). For any $q \in \mathbb{Z}_{\geqslant 2}$ and $L \in \mathbb{Z}_{\geqslant 2}$, the function $f_{q, L}: \Delta([q]) \rightarrow \mathbb{R}_{\geqslant 0}$ defined in Equation (11) is Schur convex.
Proof. See [46, Sec. 4].
- Theorem 4 (Convexity of $g_{q, L}$ ). For any $q \in \mathbb{Z}_{\geqslant 2}$ and $L \in \mathbb{Z}_{\geqslant 2}$, the function $g_{q, L}:[0,1] \rightarrow$ $\mathbb{R}_{\geqslant 0}$ defined in Equation (13) is convex in the interval $[0,(q-1) / q]$.
Proof. See [46, Sec. 5].
- Remark 5. In the binary case (i.e., $q=2$ ), understanding the functions $f_{2, L}$ and $g_{2, L}$ is an easier task. In fact, $f_{2, L}$ collapses to a univariate function and coincides with $g_{2, L}$. It can be computed [8, Eqn. (2.15) and (2.16)] that for $L=2 k, 2 k+1$,

$$
p_{*}(2, L ; w):=1-\frac{1}{L} g_{2, L}(w)=\sum_{i=1}^{k} \frac{\binom{2 i-2}{i-1}}{i}(w(1-w))^{i},
$$

and

$$
\frac{\partial^{2}}{\partial w^{2}} p_{*}(2, L ; w)=-k\binom{2 k}{k}(w(1-w))^{k-1}
$$

The concavity (see also [43, Lemma 8]) and monotonicity of $p_{*}(2, L ; w)$ immediately follow. Such explicit computation cannot be performed in the $q>2$ case (and for list-recovery) and we have to work with summations like in [46, Lemma 14]. Other approaches to arguing monotonicity such as induction [1, Lemma 8(d)] do not seem to work well either for larger $q$.

As convexity only holds in the interval $[0,(q-1) / q]$, we will also require the following monotonicity properties, which follow easily from the Schur convexity of $f_{q, L}$.

- Lemma 6. For any $q \in \mathbb{Z}_{\geqslant 2}$ and $L \in \mathbb{Z}_{\geqslant 2}$, the function $g_{q, L}:[0,1] \rightarrow \mathbb{R}_{\geqslant 0}$ defined in Equation (13) is non-increasing on $[0,(q-1) / q]$ and non-decreasing on $[(q-1) / q, 1]$.

Proof. See [46, Appendix B].
Define

$$
\begin{equation*}
p_{*}(q, L ; w):=1-\frac{1}{L} g_{q, L}(w) \tag{14}
\end{equation*}
$$

- Theorem 7 (Plotkin bound for $q$-ary list-decoding). Fix any $q \in \mathbb{Z}_{\geqslant 2}$ and $L \in \mathbb{Z}_{\geqslant 2}$. Let $\mathcal{C} \subset[q]^{n}$ be an arbitrary $(p, L)_{q}$-list-decodable code with $p=p_{*}\left(q, L ; \frac{q-1}{q}\right)+\tau$ for any constant $\tau \in(0,1)$. Then there exists a constant $M_{*}=M_{*}(q, L, \tau)$ independent of $n$ such that $|\mathcal{C}| \leqslant M_{*}$. As a consequence, in particular, we have

$$
p_{*}(q, L) \leqslant p_{*}\left(q, L ; \frac{q-1}{q}\right)=1-\frac{1}{L} g_{q, L}\left(\frac{q-1}{q}\right) .
$$

Proof. The proof of this theorem can be found in [46, Sec. 6]. Specifically, a theorem (cf. [46, Theorem 16]) of the above kind will be first proved for approximately constant-weight codes in which all codewords have approximately the same Hamming weight. This theorem can then be used to prove Theorem 7 above (see [46, Corollary 18] for a more quantitative version) by partitioning a general (weight-unconstrained) code into a constant number of almost constant-weight subcodes.

The upper bound on the zero-rate threshold in Theorem 7 is in fact sharp. It turns out that positive rate $(p, L)_{q}$-list-decodable codes exist for any $p$ strictly smaller than the bound $1-\frac{1}{L} g_{q, L}\left(\frac{q-1}{q}\right)$ in Theorem 7. Indeed, Blinovsky [6] proved the following lower bound on the $(p, L)_{q}$-list-decoding capacity which remains the best known to date. It can also be implied by our lower bound (Theorem 14 below) for list-recovery upon setting $\ell=1$.

- Theorem 8 ([6, Sec. 2]). For any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and $0 \leqslant p<p_{*}\left(q, L ; \frac{q-1}{q}\right)$, the following lower bound on the $(p, L)_{q}$-list-decoding capacity holds:

$$
C_{(p, L)_{q}} \geqslant \frac{L}{L-1}-\frac{1}{L-1}\left\{\lambda_{*} p+\log _{q}\left[\sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right)\right)\right]\right\}
$$

where $\lambda_{*}=\lambda_{*}(q, L, p)$ is the solution to the following equation

$$
p=\frac{\sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right)\right)\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right)}{\sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right)\right)} .
$$

Blinovsky's lower bound is plotted in Figure 1d. It is not hard to verify that the lower bound above vanishes at

$$
p=q^{-L} \sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}}\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right)
$$

and the corresponding $\lambda_{*}$ equals 0 .
Theorems 7 and 8 together pin down the exact value of $p_{*}(q, L)$ shown in the following corollary.

- Corollary 9. For any $q \in \mathbb{Z}_{\geqslant 2}$ and $L \in \mathbb{Z}_{\geqslant 2}$, the zero-rate threshold $p_{*}(q, L)$ for $(p, L)_{q^{-}}$ list-decoding is given by

$$
\begin{equation*}
p_{*}(q, L)=p_{*}\left(q, L ; \frac{q-1}{q}\right)=1-\frac{1}{L} g_{q, L}\left(\frac{q-1}{q}\right)=q^{-L} \sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}}\left(1-\frac{1}{L} \max \{\boldsymbol{a}\}\right) . \tag{15}
\end{equation*}
$$

From now on, we will use $p_{*}(q, L)$ to denote the RHS of Equation (15).

- Theorem 10 (Elias-Bassalygo bound for $q$-ary list-decoding). Fix any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and $0 \leqslant p<p_{*}(q, L)$. Then the $(p, L)_{q}$-list-decoding capacity can be upper bounded as $C_{(p, L)_{q}} \leqslant$ $1-H_{q}\left(w_{q, L}\right)$ where $w_{q, L}$ is the solution to the equation $p_{*}(q, L ; w)=p$ in $w \in[0,(q-1) / q]$.

Proof. The above theorem is implied by [46, Theorem 19] proved in [46, Sec. 7]. The latter theorem shows that for any $(p, L)_{q}$-list-decodable code $\mathcal{C} \subset[q]^{n}$ with $p<p_{*}(q, L)$ and any sufficiently small constant $\tau>0,|\mathcal{C}|$ is at most $B \cdot n^{1.5} \cdot q^{n\left(1-H_{q}\left(w_{q, L, \tau}\right)\right)}$, where $B=B(q, L, \tau)$ is a constant and $w_{q, L, \tau}$ is the solution to $p_{*}(q, L ; w)=p-\tau$. Taking $\tau \rightarrow 0$ and neglecting polynomial factors, we obtain the upper bound on the list-decoding capacity.

The above upper bound is plotted in Figure 1d.

### 2.2 List-recovery

Define $f_{q, L, \ell}: \Delta([q]) \rightarrow \mathbb{R}_{\geqslant 0}$ as

$$
\begin{equation*}
f_{q, L, \ell}(P):=\underset{\left(X_{1}, \ldots, X_{L}\right) \in P \otimes L}{\mathbb{E}}\left[\mathrm{pl}_{\ell}\left(X_{1}, \ldots, X_{L}\right)\right] \tag{16}
\end{equation*}
$$

for $P \in \Delta([q])$. Define $g_{q, L, \ell}:[0,1] \rightarrow \mathbb{R}_{\geqslant 0}$ as

$$
\begin{equation*}
g_{q, L, \ell}(w):=f_{q, L, \ell}\left(P_{q, \ell, w}\right), \tag{17}
\end{equation*}
$$

where the distribution $P_{q, \ell, w} \in \Delta([q])$ is defined as

$$
P_{q, \ell, w}(i)=\left\{\begin{array}{ll}
\frac{w}{q-\ell}, & 1 \leqslant i \leqslant q-\ell  \tag{18}\\
\frac{1-w}{\ell}, & q-\ell+1 \leqslant i \leqslant q
\end{array} .\right.
$$

- Theorem 11 (Schur convexity of $f_{q, L, \ell}$ ). For any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and integer $1 \leqslant \ell \leqslant q-1$, the function $f_{q, L, \ell}: \Delta([q]) \rightarrow \mathbb{R}_{\geqslant 0}$ defined in Equation (16) is Schur convex.

Proof. See [46, Sec. 8].

- Theorem 12 (Convexity of $g_{q, L, \ell}$ ). For any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and integer $2 \leqslant \ell \leqslant q-1$, the function $g_{q, L, \ell}: \Delta([q]) \rightarrow \mathbb{R}_{\geqslant 0}$ defined in Equation (17) is convex in the interval $w \in[0,1]$.

Proof. See [46, Sec. 9].
Define

$$
\begin{equation*}
p_{*}(q, \ell, L ; w):=1-\frac{1}{L} g_{q, L, \ell}(w) . \tag{19}
\end{equation*}
$$

- Theorem 13 (Plotkin bound for list-recovery). Fix any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and integer $2 \leqslant \ell \leqslant$ $q-1$. Let $\mathcal{C} \subset[q]^{n}$ be an arbitrary $(p, \ell, L)_{q}$-list-recoverable code with $p=p_{*}\left(q, \ell, L ; \frac{q-\ell}{q}\right)+\tau$ for any constant $\tau \in(0,1)$. Then there exists a constant $M_{*}=M_{*}(q, \ell, \tau)$ independent of $n$ such that $|\mathcal{C}| \leqslant M_{*}$. This implies, in particular,

$$
p_{*}(q, \ell, L) \leqslant p_{*}\left(q, \ell, L ; \frac{q-\ell}{q}\right)=1-\frac{1}{L} g_{q, L, \ell}\left(\frac{q-\ell}{q}\right) .
$$

Proof. The proof structure is similar to that of Theorem 7. We first prove the analogous the statement for almost constant-weight codes (in which all codewords have approximately the same list-recovery weight) in [46, Theorem 20] and then pass to general codes by weight partitioning (cf. [46, Corollary 21]). Since the technical proofs bear many similarities to those in the list-decoding case, we only present proof sketches in [46, Sec. 10].

To complement Theorem 13, we prove in [46, Sec. 12] the following lower bound on the $(p, \ell, L)_{q}$-list-recovery capacity. To the best of our knowledge, this is the first bound for list-recovery with $q, \ell, L$ all being constants (independent of $p$ and $n$ ). We believe that improving it likely requires novel techniques beyond expurgation.

- Theorem 14. For any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$, integer $2 \leqslant \ell \leqslant q-1$ and $0 \leqslant p<$ $p_{*}\left(q, \ell, L ; \frac{q-\ell}{q}\right)$, the following lower bound on the $(p, \ell, L)_{q}$-list-recovery capacity holds:

$$
C_{(p, \ell, L)_{q}} \geqslant \frac{L}{L-1}-\frac{1}{L-1}\left\{\lambda_{*} p+\log _{q}\left[\sum_{a \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right)\right)\right]\right\}
$$

where $\lambda_{*}=\lambda_{*}(q, \ell, L, p)$ is the solution to the following equation

$$
p=\frac{\sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right)\right)\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right)}{\sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}} \exp _{q}\left(-\lambda_{*}\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right)\right)} .
$$

Similar to the list-decoding case (Theorem 8), the above lower bound vanishes at

$$
p=q^{-L} \sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}}\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right),
$$

and the corresponding $\lambda_{*}$ equals 0 .
Theorems 13 and 14 jointly determine the value of $p_{*}(q, \ell, L)$ shown in the corollary below.

- Corollary 15. For any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$ and integer $2 \leqslant \ell \leqslant q-1$, the zero-rate threshold $p_{*}(q, \ell, L)$ for $(p, \ell, L)_{q}$-list-recovery is given by

$$
\begin{align*}
p_{*}(q, \ell, L) & =p_{*}\left(q, \ell, L ; \frac{q-\ell}{q}\right)=1-\frac{1}{L} g_{q, L, \ell}\left(\frac{q-\ell}{q}\right) \\
& =q^{-L} \sum_{\boldsymbol{a} \in \mathcal{A}_{q, L}}\binom{L}{\boldsymbol{a}}\left(1-\frac{1}{L} \max _{\ell}\{\boldsymbol{a}\}\right) . \tag{20}
\end{align*}
$$

From now on, we use $p_{*}(q, \ell, L)$ to refer to the same quantity as the RHS of Equation (20).

- Theorem 16 (Elias-Bassalygo bound for list-recovery). Fix any $q \in \mathbb{Z}_{\geqslant 2}, L \in \mathbb{Z}_{\geqslant 2}$, integer $2 \leqslant \ell \leqslant q-1$ and $0 \leqslant p<p_{*}(q, \ell, L)$. Then the $(p, \ell, L)_{q}$-list-recovery capacity can be upper bounded as $C_{(p, \ell, L)_{q}} \leqslant 1-H_{q, \ell}\left(w_{q, \ell, L}\right)$ where $w_{q, \ell, L}$ is the solution to the equation $p_{*}(q, \ell, L ; w)=p$ in $w \in[0,(q-\ell) / q]$.

Proof. Parallel to Theorem 10, the above theorem is immediately implied by a finiteblocklength version [46, Theorem 22] (analogous to [46, Theorem 19]) whose full proof is presented in [46, Sec. 11].

## 3 Discussion of Blinovsky's results [6, 7]

As mentioned in Section 1, part of the motivation of this work is to fill in the gaps in the proofs in $[6,7]$ for $q$-ary list-decoding. We discuss in detail below the issues therein. The main result in [6] is a Plotkin bound (as our Theorem 7) for an arbitrary $q$-ary list-decodable code $\mathcal{C} \subset[q]^{n}$. For the sake of brevity, we assume in the proceeding discussion that $\mathcal{C}$ is $w$-constant weight. Additional bookkeeping is needed to handle small deviations in the weight, as we did in the proof of [46, Theorem 16]. The skeleton of the proof in [6] follows Blinovsky's proof in the binary case [5] which we adopt here as well: $(i)$ pass to an (approximately) equi-coupled subcode $\mathcal{C}^{\prime}=\left\{\boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{M}\right\} \subset \mathcal{C}$ using a Ramsey reduction; (ii) handle asymmetric coupling using Komlós's argument (and its order-L generalization [9]); (iii) prove an upper bound on the size $M$ of the subcode $\mathcal{C}^{\prime}$ using a double-counting argument. In completing the double-counting argument, one is required to upper bound the average radius (averaged over all $L$-lists in the subcode) by the zero-rate threshold $p_{*}(q, L ; w)=1-\frac{1}{L} g_{q, L}(w)$ :

$$
\begin{equation*}
\frac{1}{M^{L}} \sum_{\left(i_{1}, \cdots, i_{L}\right) \in[M]^{L}} \overline{\operatorname{rad}}\left(\boldsymbol{x}_{i_{1}}, \cdots, \boldsymbol{x}_{i_{L}}\right)=\sum_{k=1}^{n}\left(1-\frac{1}{L} f_{q, L}\left(P_{k}\right)\right) \leqslant n\left(1-\frac{1}{L} g_{q, L}(w)\right) \tag{21}
\end{equation*}
$$

where $\overline{\mathrm{rad}}$ is defined in [46, Definition 10] and $P_{k} \in \Delta([q])$ is the empirical distribution of the $k$-th column of $\mathcal{C}^{\prime} \in[q]^{M \times n}$. The equality in Equation (21) is by elementary algebraic manipulations (see [46, Eqn. (58)] for details). To show the inequality in Equation (21), we need the following properties of the functions $f_{q, L}$ and $g_{q, L}$ :

1. For any $P=\left(p_{1}, \cdots, p_{q}\right) \in \Delta([q])$, we have $f_{q, L}(P) \geqslant g_{q, L}\left(1-p_{q}\right)$. In words, uniformizing $P$ except one entry will only make $f_{g, L}$ no larger.
2. $g_{q, L}$ is convex as a univariate real-valued function on $[0,(q-1) / q]$.

If these properties hold, one can deduce [46, Eqn. (59) and (61)] from which Equation (21) follows. However, we observe that the proofs in $[6,7]$ for both properties above are problematic.

To show Item 1 above, the idea in [6] is to show instead monotonicity of $f_{q, L}$ under the so-called Robin Hood operation which averages two distinct entries of $P$. Specifically, [6] attempts to show

$$
\begin{equation*}
f_{q, L}\left(p_{1}, \cdots, p_{i}, \cdots, p_{j}, \cdots, p_{q}\right) \geqslant f_{q, L}\left(p_{1}, \cdots, \frac{p_{i}+p_{j}}{2}, \cdots, \frac{p_{i}+p_{j}}{2}, \cdots, p_{q}\right) \tag{22}
\end{equation*}
$$

for any $1 \leqslant i<j \leqslant q$. This suffices since a sequence of Robin Hood operations can turn $P$ into $P_{q, 1-p_{q}}$ (defined in Equation (12)). [6] then proceeds to show Equation (22) by checking the derivative of a certain function related to the Robin Hood operation. Specifically, fix $\left(p_{k}\right)_{k \in[q] \backslash\{i, j\}}$ and assume $p_{i}+p_{j}=c$ (or equivalently $\sum_{k \in[q] \backslash\{i, j\}} p_{i}=1-c$ ) for some constant $0 \leqslant c \leqslant 1$. Consider the function $F_{q, L}:[0, c] \rightarrow \mathbb{R}$ defined as:

$$
F_{q, L}(p)=f_{q, L}\left(p_{1}, \cdots, p, \cdots, c-p, \cdots, p_{q}\right)
$$

i.e., $f_{q, L}$ evaluated at $P$ with $p_{i}=p, p_{j}=c-p$. The proof of Equation (22) is reduced to proving $F_{q, L}^{\prime}(p) \leqslant 0$ for $p \in[0, c / 2]$ and $F_{q, L}^{\prime}(p) \geqslant 0$ for $p \in[c / 2, c]$. If true, it implies that $f_{q, L}(P)$ is minimized at $p_{i}=p_{j}=c / 2$ with fixed $\left(p_{k}\right)_{k \in[q] \backslash\{i, j\}}$. However, we note that the

(a) $q=2, \ell=1, L=3$ (list-decoding).

(c) $q=3, \ell=1, L=3$ (list-decoding).

(e) $q=3, \ell=2, L=3$ (list-recovery, 3-hashing).


(b) $q=2, \ell=1, L=4$ (list-decoding).

(d) $q=3, \ell=1, L=4$ (list-decoding).

(f) $q=4, \ell=3, L=4$ (list-recovery, 4-hashing).

(g) $q=4, \ell=2, L=3$ (list-recovery, (4, 3)-hashing). (h) $q=3, \ell=2, L=5$ (list-recovery).

Figure 1 Plots of upper and lower bounds in $[5,6,26,45]$ and this work for various values of $q \geqslant 2,1 \leqslant \ell \leqslant q-1, L \geqslant 2$.
expression of $F_{q, L}^{\prime}(p)$ (see the second displayed equation on page 27 of [6]) is incorrect. Upon correcting it, we do not see an easy way to argue its non-positivity/-negativity. In particular, the claim in [6] that $F_{q, L}^{\prime}(p)$, as a sum of multiple terms, is term-wise non-positive/-negative can be in general falsified by counterexamples.

The proof (attempt) of Item 2 is deferred to a subsequent paper [7]. The methodology thereof is similar to ours, i.e., verifying $g_{q, L}^{\prime \prime} \geqslant 0$. However, the expression of $g_{q, L}^{\prime \prime}$ in $[7]$ is not exactly correct (see the first displayed equation on page 36 of [7] and compare it with ours in [46, Eqn. (34) $]^{10}$ ) and we have trouble verifying the case analysis of the values of $G(\cdot)$ (see [46, Eqn. (35)] in our notation, denoted by $\gamma(\cdot)$ in [7]) following that expression.

In contrast to Blinovsky's approach [6, 7], we deduce the monotonicity property of $f_{q, L}$ (cf. Item 1 above) from a stronger property: Schur convexity (cf. Theorem 3). Also, we believe that our proof of the convexity of $g_{q, L}$ (cf. Item 2 above) is cleaner, more transparent and easier to verify. Both results can be extended to list-recovery setting. Another advantage is that the monotonicity property of $g_{q, L}$ (specifically, $g_{q, L}$ is non-increasing in $[0,(q-1) / q]$ and non-decreasing in $[(q-1) / q, 1]$ ) which is needed in the proof of the Plotkin bound appears to be a simple consequence of the Schur convexity of $f_{q, L}$ (see Lemma 6). In [7], this is proved by checking the first derivative of $g_{q, L}$ which involves somewhat cumbersome calculations and case analysis.

## 4 Conclusion

In this work, we addressed the basic question of determining the maximum achievable decoding radius for positive rate list-recoverable codes, i.e., we pinned down the list-recovery zero-rate threshold. We then adapted known techniques to show that codes correcting more errors must in fact have constant size. Subsequently, we transferred this bound to give upper bounds on the rate of list-recoverable codes for all values of decoding radius.

As we apply general Ramsey-theoretic tools in bounding the size of list-recoverable codes in the zero-rate regime, our dependence on the corresponding parameters is quite poor, and indeed, we made no efforts to optimize these constants. However, for list-decodable binary codes in the zero-rate, a recent work of Alon, Bukh and Polyanskiy [1] derived new (and, in some cases, tight) upper bounds on their size. Obtaining similarly improved size upper bounds for $q$-ary list-decodable/-recoverable codes in the zero-rate regime therefore appears to be a natural next step.
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[^0]:    ${ }^{1}$ We find it most convenient to let $L$ denote 1 more than the list-size, which is admittedly nonstandard, but will make our computations much cleaner.
    ${ }^{2}$ Or indeed, if we insist on $L$ just being subexponential.
    ${ }^{3}$ For $\ell=1, H_{q, 1}$ reduces to the $q$-ary entropy function denoted by $H_{q}$.

[^1]:    ${ }^{4}$ We use pl to stand for "plurality". However, we caution that this function does not output a most popular symbol (as is perhaps more in line with the standard meaning of plurality), but the number of $i \in[L]$ for which $x_{i}$ equals a most popular symbol.

[^2]:    ${ }_{6}^{5}$ In fact, [6] only considers list-decoding, so a slight adaptation of this argument is required for list-recovery.
    6 This is in fact an easy corollary of the Schur convexity of $f_{q, 1, L}$.

[^3]:    7 We warn the reader not not to confuse this concept with that of the zero-rate threshold.

[^4]:    8 The bounds in $[36,18]$ are slightly adjusted so that they are consistent with our definition of code rate which adopts a $\log _{q}$ normalization (cf. [46, Definition 6]).

[^5]:    ${ }^{9}$ More precisely, the confusability set is the closure of the set of types of all confusable codeword tuples, since types are dense in distributions.

[^6]:    ${ }^{10}$ Note that the function considered in [7] is, in our notation, $1-\frac{1}{L} g_{q, L}(w)$ instead of $g_{q, L}(w)$ per se as considered in Theorem 4.

