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Abstract
Numerous embedded real-time systems have, besides their timing requirements, strict energy
constraints that must be satisfied. Examples of this class of real-time systems are implantable
medical devices, where knowledge of the worst-case execution time (WCET) has the same importance
as of the worst-case energy consumption (WCEC) in order to provide runtime guarantees. The
core hardware component of modern system-on-chip (SoC) platforms to configure the tradeoff
between time and energy is the system’s clock tree, which provides the necessary clock source to all
connected devices (i.e., memory, sensors, transceivers). Existing energy-aware scheduling approaches
have shortcomings with regard to these modern, feature-rich clock trees: First, with their reactive,
dynamic (re-)configuration of the clock tree, they are not able to provide static guarantees of the
system’s resource consumption (i.e., energy and time). Second, they only account for dynamic
voltage/frequency scaling of the CPU and thereby miss the reconfiguration of clock sources and
clock speed for the other connected devices on such SoCs. Third, they neglect the reconfiguration
penalties of frequency scaling and clock/power gating in the presence of the CPU’s sleep modes.

In this paper, we present FusionClock, an approach that exploits a fine-grained model of
the system’s temporal and energetic behavior. By means of our developed clock-tree model,
FusionClock processes time-triggered schedules and finally generates optimized code for a system
where offline-determined and online-applied reconfigurations lead to the worst-case–optimal energy
demand while still meeting given timing-related deadlines. For statically determining these energy-
optimal reconfigurations on task level, FusionClock builds a mathematical optimization problem
based on the tasks’ specifications and the system’s resource-consumption model. Specific components
like transceivers of SoCs usually have strict requirements regarding the used clock source (e.g.,
phase-locked loop, RC network, oscillator). FusionClock accounts for these clock-tree requirements
with its ability to exploit application-specific knowledge within an optimization problem. With
our resource-consumption model for a modern SoC platform and our open-source prototype of
FusionClock, we are able to achieve significant energy savings while still providing guarantees for
timeliness, as our evaluations on a real hardware platform (i.e., ESP32-C3) show.
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1 Introduction

Providing Static Time & Energy Guarantees. Developing systems that meet resource
requirements (i.e., time and energy in this paper) with provably optimal resource usage is
a central challenge in computer science [9, 32]. While the real-time–systems community
has developed numerous analysis approaches to guarantee timing requirements with energy
awareness in embedded single-core systems [3, 53], the combined handling of both time and
energy constraints still goes beyond the current state of the art in view of modern system-
on-chip (SoC) hardware platforms. Specific application scenarios that need to meet both
timing and energy requirements include implantable medical devices, such as artificial cardiac
pacemakers or defibrillators. Guaranteeing timeliness demands the worst-case execution
time (WCET) [51] in order to build a schedule that eventually meets the given tasks’ deadlines.
Likewise, the tasks’ worst-case energy consumption (WCEC) [22, 47, 48, 49] is a fundamental
measure for enabling a guaranteed execution of jobs under given limited energy budgets.
Having an accurate model of the target hardware platform’s temporal and energetic behavior
is essential in order to give static resource-consumption guarantees.

Configuring the Time & Energy Tradeoff with Clock Trees. Modern integrated SoC
platforms [13] offer a huge variety of features and options to configure the tradeoff between
performance (i.e., execution speed) and energy demand, with the heart of this configuration
space being the system’s clock tree [8, 40]. The purpose of the clock tree is to distribute
available clock signals to all components on the SoC by utilizing different signal-forwarding
mechanisms such as multiplexers, scalers, or clock gates. Figure 1 shows an example of such
a clock tree, which will be detailed later. Since components provided with a clock source via
an active signal through the clock-distribution network eventually lead to an increase in the
whole system’s energy consumption (i.e., power over time), these clock gates are also referred
to as power gates. Besides gating power (i.e., on/off switching), the clock tree includes the
possibility to scale frequencies up/down with multipliers by using scalers or select one out of
multiple input signals with the use of multiplexers. In summary, modern clock trees of SoCs
provide substantial configuration spaces for the tradeoff between time and energy, which has
not yet been sufficiently addressed in the context of energy-constrained real-time systems.

Energy Demand of Devices. The clock tree not only spans the configuration options for the
CPU: Modern SoC platforms are characterized by their multitude of integrated components,
such as transceivers (e.g., WiFi, Bluetooth, LoRa), sensors (e.g., analog-to-digital converter,
ADC), controllers (e.g., USB, SPI, DMA), or storage devices (e.g., non-volatile memory).
From a generic point of view, all these components have the same behavior as the CPU with
regard to clock gating: Switching off devices by clock gating them (when their service is not
needed) significantly reduces the system’s power and, therefore, is beneficial for energy savings.
While numerous energy-aware real-time scheduling approaches account for the systems’ energy
demand [3, 53], they have shortcomings with (1) comprehensively modeling the resource
demand of devices and (2) handling their hardware-related constraints with respect to multiple
available clock sources: For example, the WiFi device on a SoC [13] typically requires a specific
clock-tree configuration to operate. During operation, its power demand is up to 1105 mW,
being significantly larger than the CPU’s demand in run mode (i.e., at 1 MHz: 20 mW,
at 160 MHz: 100 mW). In summary, to address optimal energy-consumption reduction in
real-time systems, knowledge of the whole system’s resource-consumption behavior, with all
connected consumers, is inevitable.
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Low-Power Phases & Sleep Modes. As with the mentioned devices, the CPU is a device
itself and does not necessarily have a utilization of 100 % in embedded, energy-constrained
settings. Lower utilizations, and thereby slack time, offer the possibility to enter sleep
modes that decrease the system’s power demand down to, for example, 0.15 mW for the
previously mentioned SoC [13]. From a technical perspective, entering a sleep mode means a
reconfiguration of the clock tree. An essential accompanying, unavoidable effect of clock-tree
reconfigurations is the penalty for the reconfiguration. That is, both clock gating and clock
scaling involve significant time and accompanying energy overheads, which, for example,
come from the duration to stabilize the frequency of a phase-locked loop (PLL) clock source.
To give an example, reconfiguring the clock to wake up from a deep sleep mode, enter run
mode, and being able to execute user-provided code takes 70.26 ms on the example SoC [13],
which needs to be accounted for (1) resource-optimal and (2) deadline-aware execution.
With regard to the given real-time constraints, break-even points decide whether a specific
clock-tree reconfiguration is beneficial: For example, entering and subsequently exiting a sleep
mode could have adverse effects on the system’s resource consumption. In this paper, we
exploit a comprehensive clock-tree model including reconfiguration penalties (i.e., transition
costs between clock configurations) to determine worst-case–optimal reconfigurations.

Application-Dependent Reconfiguration. Not all tasks in real-time systems make use
of further devices besides the CPU. When considering chains of sense-compute-actuate
tasks, the sense phase requires data from sensor devices, and the actuate phase could use
transmitters to share results. Neither is the sensor required by the actuation phase nor the
transmitter during sensing. For computation tasks, no further devices are needed. Having
active devices while executing the compute phase leads to subpar energy demands. From a
general perspective, task-agnostic clock-tree reconfigurations inevitably lead to subpar results.
Thus, making use of application dependencies is essential for resource-optimal solutions.

Paper’s Contributions. This paper introduces FusionClock, an approach that addresses
the challenge of meeting deadlines of real-time tasks on single-core SoC platforms while
determining an optimum for the energy demand with the use of WCET and WCEC knowledge.
FusionClock handles time-triggered schedules and generates code for online reconfiguration
of the system’s clock tree, tailored for the specific device usage. The name FusionClock
originates from our objective of resource-optimally fusing clock-tree reconfigurations with the
application’s device requirements. FusionClock is able to handle clock trees with multiple
input sources and clock/power gates. The paper makes five contributions:

1. Problem Formalization: We present a generic quadratic optimization formulation that
makes use of a resource-consumption model and is able to adhere to real-time constraints
while optimally fulfilling the objective of minimizing worst-case energy demands.

2. Resource-Consumption Model: We developed a hardware model for clock-tree recon-
figurations on a SoC platform, which is the basis to resource guarantees.

3. Application-Aware Approach: We propose an application-aware approach that exploits
knowledge of clock requirements and device-aware resource-consumption analyses.

4. Code Generation: Based on the quadratic problem’s solution for a given taskset and
time-triggered schedule, our code-generation approach yields a functionally equivalent
but resource-optimal schedule with code for reconfiguring the clock tree between jobs.

5. Evaluation: Relying on a hardware platform and employing accurate energy measure-
ments, we demonstrate the effectiveness and validity of our open-source prototype of
FusionClock.

ECRTS 2023
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2 Background & System Model

FusionClock targets embedded energy-constrained real-time systems executed on single-
core SoC platforms. For the tasksets to be optimized, FusionClock assumes a strictly
periodic, cyclic task model. As FusionClock optimizes the clock-tree configurations of
pre-existing time-triggered schedules, we further assume the availability of a valid, non-
preemptive schedule for the taskset. As common in real-time systems, each individual task τi

can be described by the parameters of its period Ti, its WCET Ci, and its relative deadline
Di. After the hyperperiod H, which is the least common multiple of task periods, the
schedule (with its determined clock-tree reconfigurations) repeats. Specific to our approach,
we give WCET bounds dependent on the clock-tree configuration, replacing the single Ci

with the mapping Ci(conf). Additionally, the task description is extended by the set of
device dependencies (e.g., τ1 uses ADC device 2).

As an ahead-of-time mechanism, FusionClock has requirements on the hardware
architecture. We assume static analyzability in the temporal and energetic domain: The
hardware’s structure allows for the derivation of a static, sound model for the purpose of
WCET and WCEC analyses with acceptable analysis pessimism. Besides the feasibility of
capturing the microarchitectural behavior, such suitability for resource analysis includes
the possibility to describe the energy demand of particular program sections with a known
system state (i.e., clock-tree and device configuration) as (monotonic) function of its execution
time [48]. We further assume compositionality for energy and time [19, 37]: The validity of
safely combining the individual resource demands of continuous sections to a total demand.
The limited complexity of the hardware (RISC architecture, simple microarchitecture) found
in the targeted system class [13] facilitates modeling for static analyses.

Apart from the processor, SoC systems in the targeted domain also feature numerous
devices, such as sensors, actuators, or peripheral communication devices. Due to the nature
of SoCs with their integration of various components, all peripherals are generally seen as
devices. Those devices significantly influence the system’s overall power consumption. We
assume to have an accurate bound on the maximum power demand of those devices in
all of their different operation modes as well as the transitions between different modes.
Accurately determining such application-specific maximum power demands is possible, as
shown by Cherupalli et al. [7], which validates FusionClock’s related assumption. The
same consideration of being able to accurately model time and energy penalties holds for
clock-tree reconfigurations, as shown by Park et al. [36].

We assume a feature-rich clock tree that can be reconfigured at runtime by software,
allowing fine-grained control over the power consumption of any devices in the system. As
for peripheral devices, accurate upper bounds on the time and energy demand of clock-tree–
configuration switches are statically determinable. Lastly, every sleep mode of the clock
tree has a lower power consumption than all modes used for the execution of tasks. This
assumption prevents that unexpected idle times consume more power than the execution of
tasks, which is given for our target SoC [13].

The Clock Tree. The clock tree is the clock-distribution network within a system, routing
the signal from a clock source to all components in the system, potentially modifying the
source signal for specific devices. The complexity of this network heavily depends on the
chosen hardware platform. Modern SoC platforms feature a variety of clock sources based on
different technologies to serve diverse needs and provide a suitable signal source for different
application and device demands. The provided clock sources differ from each other with
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PLL

RC

OSC

PLL_DIV

FOSC_DIV

MU
X1 DIV MU

X2 CPU_CLK

MU
X3 GATE WIFI

BLUETOOTH

Figure 1 Example of a clock tree for modern SoC platforms [13]. The requirement for the clock-
tree configuration are both task- and hardware-related: (1) Tasks can require a specific device (e.g.,
WiFi) and (2) devices can require a specific clock source with specific multiplexer/divider settings.

regard to, for example, precision, energy efficiency, signal stability, and robustness against
environmental conditions [40]. In general, not every signal source may be suitable for every
device or at least not for every operation mode of a device, for example, because a device
operation requires a particularly high frequency that cannot be provided by every source.

Figure 1 shows an exemplary clock tree capable of clock-source selection and signal
modification. In the example, the tree has three different clock sources (PLL, RC, OSC) and
three different devices (CPU_CLK, WIFI, BLUETOOTH), whereas CPU_CLK denotes the source
clock for the CPU itself. A network of intermediate nodes in the clock tree allows for the
modification of the input signal to achieve the requested output signals. This network consists
of mainly three different types of nodes: First, there are clock gates (GATE), the simplest
form of modifying an input signal: It can either let the signal pass through the gate to the
output or block it off, which can be used to deactivate devices or even complete peripheral
busses (i.e., clock-tree subsystems). The second node type in a clock tree is a scaler (PLL_DIV,
FOSC_DIV, DIV). It modifies the input signal by multiplying or dividing it with a factor before
forwarding it to the remaining network. Finally, multiplexers (MUX1–MUX3) receive multiple
input signals and, depending on the configuration, select one of them as the output.

This richness of features and configuration possibilities creates high flexibility, enabling
trading off between performance and energy efficiency for all devices. It comes, however,
with penalties for each clock-tree reconfiguration. A penalty describes the time and energy
needed to perform the reconfiguration. On the hardware level, modifications to the clock-
tree configuration come with varying penalties ranging from miniscule (i.e., few cycles) to
significant overheads (i.e., hundreds of milliseconds) [13, 40]. A simple change of a (pre-)scaler,
for example, usually requires only a single write to the corresponding divider register. More
complex changes, on the other hand, can even require intermediate changes to a temporary
helper clock before switching back to the reconfigured original clock (e.g., when switching
between PLL clock sources in a microcontroller [33]). These reconfiguration penalties, with
regard to both power consumption and time, heavily influence the system’s behavior.

3 Problem Statement

In our target domain of embedded energy-constrained real-time systems, applications consist
of a set of tasks, the canonically smallest workload unit. Each of these tasks may have
different requirements regarding device usage and, thus, different demands on the clock-tree
configuration. The naive approach to satisfy device demands is to unselectively choose
one configuration that fits all tasks (all-always-on approach), but this comes with a higher
consumption than necessary for some tasks, for example, because unneeded peripheral devices
are enabled. Figure 2 illustrates this problem for a taskset comprising two tasks (task_τ1,
task_τ2), with each task requiring one or more devices in addition to the CPU. The upper
variant of the hyperperiod function displays the all-always-on variant mentioned above and

ECRTS 2023
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Devices’ Max. Power Pmax

CPU (idle ): 20mW
CPU ( PLL@160 ): 100 mW

WiFi device : 1000 mW
SPI device : 2mW

sensor device : 10mW

task_τ1

...
wifi_ack () ...
spi_write () ...

task_τ2

...
read_sensor () ...

all-always-on approach

hyperperiod {
clock_tree_config ( ALL_ON )
task_τ1 ()
task_τ2 ()
clock_tree_config ( ALL_OFF )

}

task-selective approaches

hyperperiod {
clock_tree_config (?)
task_τ1 ()
clock_tree_config (?)
task_τ2 ()
clock_tree_config (?)

}

Po
we

r

Time

Po
we

r

Time

Po
we

r

Time

?
CTC1

CTC2

Figure 2 The decision when to apply clock-tree configurations (CTC), for example, to de-/activate
devices, significantly influences the system’s resource consumption. Different power consumptions
and reconfiguration penalties affect both the execution time and the energy demand. The energy
demands (i.e., integral over power) of reconfiguration penalties are illustrated as gray areas .

the higher-than-necessary power consumption caused by it. The lower variant is expected
to have a lower power consumption, as depicted. The effectiveness of selective clock-tree
configurations over the all-always-on approach depends on multiple factors, such as the
execution time in one clock-tree configuration and the associated reconfiguration penalties.
Thus, break-even points between resource demands determine optimal configurations. In
summary, an operating system or runtime environment trying to optimize the handling of
these different demands with regard to resource usage faces multiple problems:

Problem # 1: Purely dynamic, feedback-based energy minimization approaches pay for their
flexibility with a loss of predictability for the system behavior, which is unacceptable in
real-time systems executing under strict time and energy budgets.

Problem # 2: CPU-only, device-independent approaches miss the optimization potential of
clock-tree reconfigurations that target arbitrary devices on the SoC.

Problem # 3: Modern clock trees with various features are subject to reconfiguration costs
that have adversarial effects on reconfigurations and, thus, have to be selectively considered
in a configuration-specific approach.

Problem # 1: Resource-Consumption Guarantees. As FusionClock targets real-time
systems, optimizing solely for energy consumption does not suffice and threatens the correct
system behavior if deadlines cannot be met. The temporal behavior of devices and the tasks
using them depends, among other factors, on the active configuration of the clock tree. In the
case of the CPU, for example, a lower frequency allows for a more energy-efficient execution
while simultaneously prolonging the task execution. The fact that a task running at a lower
frequency jeopardizes not only its own deadline but potentially the deadlines of all following
tasks exacerbates the problem. In view of this complexity, only static guarantees enable a
safe execution at runtime.

Problem # 2: CPU-only Modeling & Energy-Aware Scheduling. The body of related
work for energy-aware real-time scheduling is substantial; we refer to the survey of Bambagini
et al. [3] and to the overview of device-aware scheduling techniques [52] for further reading.
Common to all these works is either the use of CPU-only models or the use of models
that do not cover the complexity of modern clock trees in SoC platforms, especially for
configuring devices. The energy consumption of peripheral devices such as those used for
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communication (e.g., WiFi or Bluetooth) often heavily outweighs the demand of the CPU.
Consequently, to have usable models for real-world scenarios, WCET and WCEC analyses
have to consider the whole system, including all devices [48]. Otherwise, they are not able to
give safe estimates of the total energy demand.

But even without modeling additional devices, the different configurations of embedded
SoC platforms, which are available for online reconfiguration, yield a broad range of energy
consumption: For example, the ESP32-C3 [13], a RISC-V microcontroller SoC, uses 100 mW
for the highest available CPU frequency of 160 MHz, while only 20 mW are consumed at a
CPU frequency of 1 MHz. For the available sleep modes, this demand drops to 1.3 mW for
light sleep and 0.15 mW for deep sleep.

Problem # 3: Clock-Tree–Reconfiguration Penalties. To achieve minimal energy con-
sumption, the specific requirements of all tasks in a system concerning device usage have
to be considered. In theory, reconfiguring the clock tree enables us to address selective
device demands of each task and to operate devices only in the state required by the current
task. Knowledge about these device dependencies alone is, however, not enough, as every
reconfiguration itself also influences the system behavior. Depending on the concrete parts of
the clock tree that need to be changed, the degree of this influence varies. As such, complex
changes come with time and energy penalties: Frequently switching clock-tree configurations
tailored to the needs of each specific task can even amount to a higher resource consumption
than operating the system at the same configuration for all tasks.

Our Approach. In order to deploy task-specific configurations, we reconfigure the clock
tree during the system’s runtime making substantial use of a-priori knowledge about the
tasks: device usage, temporal properties (period, release time, deadline), and bounds on
the WCET and WCEC. Modeling the clock tree in a graph, which includes accurate costs
for the transitions between configurations, allows us to assess the influence of potential
reconfigurations between tasks and consequently decide which reconfigurations are beneficial.
By expressing the WCET of tasks dependent on the active clock configuration and considering
transition penalties, we are able to determine the slack time in the schedule and use it as
optimization potential by shifting task executions and idle phases for a more energy-efficient
schedule. Combining all of the above enables us to generate an energy-optimal variant of the
system’s schedule by inserting reconfigurations and idle phases that optimize energy usage
while simultaneously guaranteeing the correct real-time behavior of all tasks.

4 The FusionClock Approach

In the following, we detail FusionClock, our approach to determining application- and
device-aware, guaranteed, worst-case–optimal clock-tree–reconfiguration schedules for embed-
ded systems. Fundamentally, FusionClock is based on the realization that within a given
time-triggered schedule, the search for a worst-case–optimal clock-tree configuration is equiv-
alent to a minimum-cost flow problem within a suitably structured clock-tree–reconfiguration
graph that incorporates the required application- and device-dependent knowledge as construc-
tion constraints and transition costs. This section is structured as follows: First, we describe
the structure of FusionClock’s central data structure, the clock-tree–reconfiguration graph.
FusionClock uses this graph for flow restrictions in a quadratic-programming problem
solvable by mathematic optimizers. We then show how an extension of this problem allows
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τ1

...
wifi_ack ()
...
spi_write ()
...

Devices

CPU
�

I2C

WIFI
�

GPIO

ADC

SPI
�

Configurations

CTC1
✓

CTC2
p

CTC3
✓

CTC4
p

CTC5
p

...

J1,1
@CTC1

22µJ

J1,1
@CTC3

11µJ

CTC1
→ CTC1

0µJ

CTC1
→ CTC4

3µJ

CTC1
→ CTC5

8µJ

CTC3
→ CTC1

12µJ

...

J2,1
@CTC1

22µJ

J2,1
@CTC4

11µJ

J2,1
@CTC5

11µJ

· · ·

· · ·

· · ·

Figure 3 Construction of a clock-tree–reconfiguration graph from application- and device-dependent
knowledge, here indicated for a job instance J1,1 of task τ1 along with the transitions to the job
instance J2,1 of the subsequent task τ2.

the optimizer to redistribute slack within the schedule to reduce a hyperperiod’s worst-case
energy demand to automatically generate an optimized executable from the solver’s output.
Finally, we provide a complete formal depiction of the problem.

Clock-Tree–Reconfiguration Graph. The clock-tree–reconfiguration graph provides the ba-
sis to determine a schedule’s worst-case–optimal sequence of clock-tree configurations (CTC),
which is the sequence that will minimize the schedule’s WCEC per hyperperiod by selecting
optimal reconfiguration points and configurations. At its core, a time-triggered schedule
provides a non-preemptive sequence of individual jobs Ji,k for the different tasks τi within
the taskset. In this work, we regard those tasks as the indivisible unit of processing. Here,
especially for embedded/cyber-physical systems, it is typical for the individual tasks to
interact with various devices within the system, both internal ones such as the CPU device
as well as other devices (i.e., sensors, transceivers). However, usage of individual components
here requires preparations: As outlined above, tasks can require a specific clock-source
configuration to work. At the same time, power gating or frequency scaling different com-
ponents is vital to minimize energy consumption, an energy-optimal execution of a taskset
progresses through a series of different clock-tree configurations. If a task consists of multiple
phases with very varied device usage patterns, it thus may be advisable to split those phases
into a series of individual subtasks whose CTCs can be optimized individually. Devising
a suitable splitting strategy, however, is out of scope of this work. As a first step towards
optimization, FusionClock collects the static device-usage information for the individual
tasks, which is highlighted with the � symbol in Figure 3. This is then combined with
the SoC-specific knowledge of the individual requirements of a particular device, such as
minimum bus frequencies or a specific clock source (e.g., WiFi can require a distinct, highly
stable clock [13]), and the corresponding feasible clock-tree configurations. As displayed in
Figure 3, these two information sources allow FusionClock to determine the set of feasible
clock-tree configurations (✓) for this particular job as the intersection of the different device
dependencies in an application-aware manner.

Even more, by performing a static WCET analysis and combining the result with the
SoC’s resource-consumption model, we further enrich the graph by attributing upper bounds
on the energy consumption of every job’s execution phase within the schedule. With this
knowledge, it is possible to determine the optimal configuration for every individual phase
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by comparing the different consumptions of the various viable configurations (see green
nodes with @ symbols in Figure 3). However, as each clock-tree reconfiguration comes with
transition penalties, those have to be considered when searching for an optimal configuration
sequence. For example, performing a rather energy- and runtime-intensive reconfiguration to
reach the optimal operation point for a rather short job can have adverse effects on the energy
demand. If the former job was executed in a compatible but slightly more energy-intensive
configuration, keeping this configuration can turn out cheaper than paying the reconfiguration
penalties. To correctly model those penalties, we add an additional set of transition nodes to
our flow graph (gray nodes with → labels): For every pair of job instances of subsequent
jobs (in their respective feasible clock-tree configurations), we add a transition node on
the edge to which we assign the particular transition costs obtained from a SoC-specific
resource-consumption model for the clock tree. That way, a minimal-flow analysis through
the graph is guaranteed to retrieve the optimal, penalty-aware reconfiguration sequence for
the application’s taskset. The right side of Figure 3 shows the initial section of an exemplary
clock-tree–reconfiguration graph, displaying the first two job instances of the tasks τ1 and τ2.

Linear Constraints. We first express this minimal-flow analysis as an integer linear pro-
gram (ILP). Later, we extend the ILP and formulate a quadratic program (QP) to account
for deadlines in multi-rate systems. In the ILP, we add a binary decision variable (n) for
every node in the graph that describes whether the particular node is part of the optimal
clock-tree–configuration switching sequence or not. Furthermore, we require that for every
set of configuration alternatives of a particular job instance in the graph, at least one has
to be taken (i.e., their decision variables have to sum up to one). Additionally, we enforce
flow-preservation constraints within the graph: We assign binary decision variables to all
transition nodes, and each configuration node’s decision variable is equal to those of the sum
of the transition nodes on its incoming and outgoing edges. Our constraints formulate a
single consecutive path through the flow graph. With respect to the flow constraints, the
energy-minimization objective of the sum of all binary decision variables multiplied by the
respective energy cost of its particular job or transition yields an energy-optimal assignment
to the decision variables, sufficient to reconstruct the optimal schedule. A full formalization,
along with the QP extension described subsequently, is listed at the end of this section.

Quadratic Constraints for Slack Redistribution. This ILP is not yet sufficient as it neglects
important aspects of temporal constraints. Not every energy-optimal configuration sequence
guarantees deadline adherence. Also, in the case of multi-rate systems, the ILP formulation
does not yet guarantee the correct handling of release times. Therefore, we refine the
formulation of FusionClock to incorporate those constraints for the final QP formulation.

As indicated, FusionClock iterates upon a pre-existing time-triggered schedule. When
considering an exemplary schedule, such as the one displayed in Figure 4, two observations
are essential: (1) In addition to the actual job instances and their compute time, the schedule
further contains slack time (tsi). However, as the execution of the schedule is periodic and
repeats after the hyperperiod H, the energy consumption of the complete hyperperiod has to
be considered and optimized for. (2) As long as neither releases nor deadlines are violated,
FusionClock can redistribute slack across this schedule by “compressing” and “stretching”
appropriate parts of the schedule within those limits, as illustrated by the springs in Figure 4.
Considering that sleep modes represent one of the most energy-efficient clock-tree states
but – especially in the case of deep sleep modes – come with high reconfiguration/wake-up
penalties, exploiting this slack redistribution is crucial. Therefore, we model and expose idle
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Figure 4 Time-triggered schedules with utilizations below 100 % contain slack time (tsi). As
long as no release or deadline requirements of the underlying tasks are violated, this slack can be
redistributed. This image displays a simplified view, as the ILP does not pack fixed-duration jobs
but the optimizer is allowed to select different clock-tree configurations for each job instance – each
of which can shrink or expand the instance’s variable (i.e., clock-frequency–dependent) WCET.

phases as first-class citizens in our optimization formulation: For every idle phase, we add an
additional set of alternatives (i.e., different sleep modes and idling variants), along with their
reconfiguration/wake-up penalties, to the clock-tree–reconfiguration graph. What sets these
phases apart, however, is that they are of variable length: Their combined duration

∑
tsi,

along with the selected job-instance variants’ WCETs
∑

Ci,j(conf), has to sum up to the
system’s hyperperiod. That way, the solver is allowed to redistribute the slack for energy
minimization. However, this extension comes with the cost of creating a QP based on the
initial ILP: When multiplying the variable-length idle times by their selection variables
to choose an appropriate sleep mode, we form a multiplication and, thereby, a quadratic
optimization problem.

Additionally, we enforce that the scheduled work preceding any job instance’s dispatch
time (i.e., the time when it is scheduled to start executing) sums up to or surpasses the job
instances’ release time – this ensures that the optimizer includes sufficient idle time (e.g.,
ts1 + Creconf(cs1, c1,1) + C1,1(c1,1) + Creconf(c1,1, cs2) + ts2 + Creconf(cs2, c2,1) ≥ r2,1). At
the same time, we enforce that when further adding the selected configuration’s WCET
to that timespan, we still finish before the job instance’s deadline: For example, ts1 +
Creconf(cs1, c1,1) + C1,1(c1,1) + Creconf(c1,1, cs2) + ts2 + Creconf(cs2, c2,1) + C2,1(c2,1) ≤ d2,1.
Thereby, FusionClock guarantees timeliness of the optimized schedule. For providing
guarantees, this formulation operates on worst-case values. In practice, job instances may
not exercise their full WCET and WCEC. This is, however, not a problem, as idling in the
same CTC or entering sleep modes earlier and thus sleeping longer only reduces the system’s
online energy consumption.

By solving the min-cost flow problem, FusionClock is thus able to determine the global,
worst-case–optimal clock-tree configuration with optimized dispatch timings. FusionClock’s
code generation then extracts this information, in particular the adjusted dispatch timings as
well as the CTC-selection variables, from the QP’s solution to generate a minimal, tailored
implementation of the optimal schedule for the taskset that includes the previously determined
clock-tree reconfigurations.

Formalization. Consider a schedule as an alternating sequence of idle phases and job
executions, both marked by common but unique indices. For the sake of readability, we omit
the mapping of these global job-execution indices to the corresponding task and task-specific
job (i.e., from Cȷ̂ to Ci,j), as this mapping is always reconstructable from the available
knowledge when constructing concrete formalizations. With this notion and the variables
described in Table 1, we are able to formulate the description given above:
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min



∑
ȷ̂∈Ĵ

fȷ̂−1∑
c=0

nȷ̂,c Eȷ̂(c)︸ ︷︷ ︸
energy costs of jobs

+
∑
i∈I

fi−1∑
c=0

ni,c tsi,c Pi,c︸ ︷︷ ︸
energy costs of idle phases

+
N−1∑
i=0

fi−1∑
c=0

f(i+1)−1∑
c′=0

n(i,c)→(i+1,c′) Ereconf (c, c′)︸ ︷︷ ︸
energy penalty for reconfiguration


wrt.

Linear constraints:

exactly one active configuration per job:

∀i ∈ {0, . . . , N − 1} :
fi−1∑
c=0

ni,c = 1

flow-preservation constraint for incoming edges:

∀i ∈ {0, . . . , N − 1} : ∀c ∈ {0, . . . , fi − 1} :
fi−1−1∑

c′=0
n(i−1,c′)→(i,c) = ni,c

flow-preservation constraint for outgoing edges:

∀i ∈ {0, . . . , N − 1} : ∀c ∈ {0, . . . , fi − 1} :
fi+1−1∑

c′=0
n(i,c)→(i+1,c′) = ni,c

Quadratic constraints:

idle-phase durations and configuration-specific job WCETs sum up to the hyperperiod:∑
i∈I

fi−1∑
c=0

ni,c tsi,c︸ ︷︷ ︸
idle durations

+
∑
ȷ̂∈Ĵ

fȷ̂−1∑
c=0

nȷ̂,c Cȷ̂(c)

︸ ︷︷ ︸
execution times

+
N−1∑
i=0

fi−1∑
c=0

f(i+1)−1∑
c′=1

n(i,c)→(i+1,c′) Creconf (c, c′)︸ ︷︷ ︸
time penalty for clock-tree reconfiguration

= H

preceeding work and idle time sums up to or surpasses release time:

∀ȷ̂ ∈ Ĵ :
∑

i∈I,i<ȷ̂

fi−1∑
c=0

ni,c tsi,c︸ ︷︷ ︸
idle durations

+
∑

ȷ̂′∈Ĵ ,ȷ̂′<ȷ̂

fȷ̂′ −1∑
c=0

nȷ̂′,c Cȷ̂′(c)

︸ ︷︷ ︸
execution times (note the <)

+
ȷ̂−1∑
i=0

fi−1∑
c=0

f(i+1)−1∑
c′=1

n(i,c)→(i+1,c′) Creconf ((c, c′)︸ ︷︷ ︸
time penalty for clock-tree reconfiguration

≥ rȷ̂

preceeding work and idle time plus job WCET adheres to deadline:

∀ȷ̂ ∈ Ĵ :
∑

i∈I,i<ȷ̂

fi−1∑
c=0

ni,c tsi,c︸ ︷︷ ︸
idle durations

+
∑

ȷ̂′∈Ĵ ,ȷ̂′≤ȷ̂

fȷ̂′ −1∑
c=0

nȷ̂′,c Cȷ̂′(c)

︸ ︷︷ ︸
execution times (note the ≤)

+
ȷ̂−1∑
i=0

fi−1∑
c=0

f(i+1)−1∑
c′=1

n(i,c)→(i+1,c′) Creconf (c, c′)︸ ︷︷ ︸
time penalty for clock-tree reconfiguration

≤ dȷ̂
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Table 1 Overview of the notation used for FusionClock’s ILP and QP formalization. Not
shown for the sake of readability is the mapping from ȷ̂ to the corresponding job j and task i, which
should be trivially available when constructing concrete problem formalizations.

variable meaning

H hyperperiod

N number of jobs and idle phases

Ĵ ordered set of global indices corresponding to jobs in start-time order; ∀ȷ̂ ∈ Ĵ : ȷ̂ < N

I ordered set of indices corresponding to idle phases (with variable length); ∀i ∈ I : i < N

fi number of possible clock-tree configurations for job/idle phase i

ni,c binary decision variable for configuration c of job/idle phase i

n(i,c)→(i′,c′) binary decision variable for reconfiguration from c to c′ between jobs/idle phases i and i′

Cȷ̂(c) WCET of the job corresponding to the global job index ȷ̂ in configuration c

Eȷ̂(c) WCEC of the job corresponding to the global job index ȷ̂ in configuration c

rȷ̂ absolute release time of the job corresponding to the global job index ȷ̂

dȷ̂ absolute deadline of the job corresponding to the global job index ȷ̂

tsi,c duration of idle phase i in configuration c

Pi,c power consumption for configuration c in idle phase i

Creconf(c, c′) worst-case time penalty for reconfiguration from c to c′

Ereconf(c, c′) worst-case energy penalty for reconfiguration from c to c′

5 Implementation of FusionClock

To show FusionClock’s feasibility and evaluate its performance, we created a prototypical
implementation of FusionClock on the ESP32-C3 SoC [13]. Figure 5 shows FusionClock’s
key components and data structures. After discussing important aspects of the hardware
and their implications, this section explains how FusionClock uses this information.

FusionClock’s Target Platform. The ESP32-C3 is a RISC-V single-core microprocessor,
running up to 160 MHz. It features many devices, such as WiFi, Bluetooth, SPI, UART, and
multiple low-power modes, along with frequency-scaling support for the CPU device. The SoC
is partitioned into nine power domains, de-/activated in four predefined power modes (i.e.,
active, modem sleep, light sleep, and deep sleep). This offers for a broad tradeoff between
energy consumption and performance, depending on the clock-tree configuration. As such, the
ESP32-C3 constitutes a suitable test bed for our clock-tree–reconfiguration approach. For our
evaluations, we designed a minimal custom PCB. This allows us to observe energy and timing
behavior as accurately as possible while avoiding interference factors such as noisy switching
regulators. By using the PCB, the hardware is sufficiently deterministic in its temporal and
energetic behavior to derive a reliable, clock-tree–aware resource-consumption model from
measurements. We detail this process in Section 6.1. This resource-consumption model is the
basis for the cost-annotated clock-distribution graph: It captures all timing and energy costs
for each clock-tree configuration as well as the reconfiguration penalties. Further, we derive
the SoC’s device-dependency graph from the relevant documentation [10, 12, 13] by manual
inspection. It captures the dependence of individual devices on certain properties of the
clock-tree configuration (e.g., minimal bus frequencies, power gates). This hardware-related
model is the basis for our software-related contributions.

FusionClock’s Workflow. FusionClock’s input comprises two parts: (1) information
about the clock tree, which splits up into the device-dependency graph and the cost-annotated
clock-distribution graph, as derived above, and (2) information about the application tasks,
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Figure 5 Overview of the FusionClock approach with its central inputs, derived data structures,
processing steps, and final output result.

their timing constraints, and device requirements. The information on the tasks’ requirements
is combined (Z) with the device-dependency graph to determine the valid configurations for
each task. As a next step, we use our WCET analyzer (see Section 6.1) to obtain WCETs
for all individual tasks. Along with the phase order extracted from a time-triggered schedule,
this information then allows to construct the system’s clock-tree–reconfiguration graph.

As explained in Section 4, the min-cost flow problem of the clock-tree–reconfiguration
graph is translated into a formula understandable by a mathematical solver. After executing
the solver, FusionClock uses its output to extract the selected configurations for each task
and the time of all variable-length idle tasks. This allows FusionClock to generate code of
a specialized system instance by prepending a special prepare-hook for each task. It inserts
tailored reconfiguration code to transition the SoC to the new clock-tree configuration if the
QP’s decision variables indicate a reconfiguration. If this reconfiguration did not utilize its
full WCET as accounted for in the QP, the task awaits the dispatch time of the subsequent
phase to ensure compliance with the time-triggered schedule. Then, the task’s workload is
evaluated. In a similar fashion, for sleep phases, the system prepares the sleep timer and
enters the sleep mode or – in case of active idle – the system idles for the predicted sleep
time. This process ensures that the worst-case–optimal system configuration – as determined
by the QP’s solution – is effectively applied to the target system in a fully automatic manner.

6 Evaluation

This section first describes our evaluation setup (see Section 6.1). Then, we present the
evaluation results (see Section 6.2), which consist of three parts: (1) a scalability test for
the QP, followed by energy measurements on the SoC for (2) executable tasksets, and (3) a
break-even analysis for sleep modes with the help of a benchmark from TACLeBench [14].

6.1 Evaluation Setup
Timing Analysis. Static analyses are conducted using the open-source toolkit Platin [38].
We add a custom RISC-V 32-bit architecture for the ESP32-C3 SoC in addition to the
previously supported architectures PATMOS [41] and ARM. As the documentation [11, 12, 13]
does not provide the microarchitectural details required to create a static hardware model for
this chip, the model is based on measurements of individual instruction-cycle timings utilizing
a hardware configuration tailored towards deterministic execution. In this configuration, all
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Figure 6 Heatmap showing the solver efficiency for a variable number of tasks on the x-axis and
a variable number of possible configurations on the y-axis. With increasing values, the time needed
to solve the QP also grows, with a largest value of 464 s, which is still considered acceptable.

application code resides within zero-wait–cycle accessible SRAM, bypassing the need to model
flash-access latency and caching behavior. The backing measurements further exercise both
pipelining- as well as alignment-related effects that originate from the RV32C (Compressed
Instructions) extension [39]. While we cannot guarantee soundness of this model in the
current prototype, we did not experience any underestimation in all subsequent evaluations.

Resource-Consumption Model. As the documentation of the energy consumption for
the SoC does not provide detailed information about the energy consumption, we used a
measurement-based approach to build an expressive energy-consumption model for Fusion-
Clock’s clock-tree configurations. Here, to derive upper bounds, we base our model on the
worst-observed power consumption of the individual clock-tree configurations c weighed by
execution time, or expressed formally: Ei,j(c) = Pmax,c · Ci,j(c). Relying on the assumption
that Pmax bounds the maximum configuration-specific power demand and that the WCET
bound (C) is safe, this linear approximation determines a valid upper bound of the WCEC.
While FusionClock supports expressing the WCEC as a general function (E), this model
emphasizes safety over accuracy. To approximate Pmax,c in a measurement-based manner,
we make use of the Joulescope JS220 energy-measurement tool [23], which allows for simulta-
neously measuring current/voltage, and consequently power demand. To make the model as
reliable as possible, the worst-observed energy consumption over multiple runs is taken as a
pessimistic reference value for the power consumption of the individual configurations under
evaluation. When obtaining WCETs, our model differentiates between two types of tasks:
CPU-centric workloads scaling with the underlying clock’s frequency, for which we perform
the static analyses with Platin as well as fixed-time workloads where a particular device
latency determines the (fixed) execution time. For the device-related latencies, we have to
rely on worst-observed timings. We found that modeling transition penalties between sleep
modes and run modes, with the linear approximation mentioned above (Pmax · WCET ),
yielded comparably pessimistic results. As a result, we determine these penalties through
measurement-based analysis. In all cases, our model provides upper bounds over all observed
runs of our evaluation setup.

6.2 Evaluation Results
Solution Efficiency of the Quadratic Program. To solve QPs, a powerful mathematical
solver such as Gurobi [17] is required. For evaluation, we deploy Gurobi in version 10.0.0
with a set of synthetic test cases on a machine equipped with two AMD EPYC 7702 64-core



E. Dengler, P. Raffeck, S. Schuster, and P. Wägemann 6:15

processors with a total of 512 GiB of RAM. As test-case sizes, we use a varying number
of jobs up to 80 and a varying number of possible clock-tree configurations per job up to
80 possible configurations, allowing a maximum of 6400 different reconfigurations between
two subsequent jobs. We consider these sizes comparably large for the context of energy-
constrained real-time systems running on modern SoCs. Each job in the test cases has,
besides a synthetic WCET, a randomly generated release time and deadline provided to the
solver. To allow the presented dynamic redistribution of slack for each job, we bridge every
two jobs with an additional idle phase. The resulting evaluation times of Gurobi are presented
in Figure 6. As expected, the time needed to solve the test cases grows with the number
of configurations and jobs. The maximum time needed to solve the QP within the given
evaluation scenario is 464 s, which we consider practical with regard to the fact that static
analyses are conducted once during design time. Due to our approach of producing generic
QP formulations, we further benefit from continuous improvements (e.g., parallelization) of
mathematical solvers.

Break-Even–Point Evaluation. FusionClock strives to provide energy-optimal clock-
tree–reconfiguration sequences for the individual tasksets. However, to likewise provide
guarantees, FusionClock’s underlying resource-consumption model contains some degree
of pessimism. This effect is especially visible close to break-even points, that is, instances
where the optimal CTC for a certain phase changes due to varying task parameters such as
its WCET. Subsequently, we study this effect by the example of a variable-sized sleep phase,
as the ESP32-C3’s different sleep modes (i.e., active idle, light sleep, deep sleep) with their
varying reconfiguration penalties and energy consumptions show a representative evaluation
scenario. In this scenario, the system executes a single task, the binarysearch benchmark
of the TACLeBench benchmark suite [14], before awaiting the hyperperiod’s next execution.
We then vary the length of the hyperperiod H to determine the break-even points between
active idling, light sleep, and deep sleep. Figure 7 displays the maximum measurements over
5 runs for all modes, as well as the optimized estimation of the QP (dotted).

For the computation workload on this SoC, the highest CPU frequency is the most energy
efficient in terms of instructions per Joule, and, as a consequence, the solver chooses this
configuration for the binarysearch benchmark for every tested QP formulation. However,
the same is not true for the idle phases: Here, minimizing Joule per time is required, and
consequently, FusionClock correctly prefers the lowest CPU frequency in this case (active
idle ). Still, regarding this metric, the SoC’s two sleep modes fare even better, but their
high, static reconfiguration penalties still make them unfavorable for short hyperperiods (i.e.,
H ≤ 8 ms). Here, FusionClock accurately predicts the break-even point from active idle
to light sleep (left side of Figure 7). For the second break-even point (around 3200 ms, right
hand figure) signaling the switch from light sleep to deep sleep , we observe a deviation
between the theoretical prediction based on our resource-consumption model Pmax (dotted)
and the observed, measured break-even point around values of H = 6000 ms. We trace
this gap back to our pessimistic hardware model of the ESP32-C3 during light sleep: The
maximum observed power consumption is 1.31 mW, while the consumption averages around
0.65 mW with a standard deviation of 0.11 mW, the maximum value manifesting in outliers.
To illustrate this point, we introduce two additional variations of our power model for light
sleep into Figure 7, where we instead base the model on the average value µ with an additional
safety margin derived from the standard deviation σ: P3sig = µ + 3σ and P1sig = µ + σ.
These two models move the solver estimation substantially closer to the observed break-even
point. Thus, this observation indicates one way of further improving FusionClock’s current
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Figure 7 Break-even–point measurements for active idle , light sleep , and deep sleep in
comparison to QP results with different energy models. Pmax (dotted) assumes the maximum
measured power consumption for each phase for the QP. The models P3sig (dashed) and P1sig

(dashdotted) assume a power consumption of µ + 3σ and µ + σ of the measured values for light
sleep. In the left part, measurements from 5 ms to 10 ms are in steps of 1 ms, for the right in steps
of 1000 ms, with additional measurement points for active idle to visualize the higher energy costs
compared to both sleep modes. QP results are shown in 1 ms steps (left) and in 100 ms steps (right).

prototype: A more accurate sleep-energy prediction model with less pessimism shifts the
reconfiguration sequence towards the observed measurements. In this evaluation, no case
of the QP’s predicted resource demand shows an underestimation compared to the actual
measured demand of the code with its reconfigurations. Thus, the main conclusion for
FusionClock from this evaluation is the ability to generate reconfiguration sequences
to optimize the energy consumption of the system under observation while accounting for
reconfiguration penalties between the respective modes.

Taskset Evaluation. We automatically generate test cases to evaluate whether our approach
actually (1) provides a reliable upper bound for the energy consumption and (2) minimizes the
energy in comparison to a device-unselective (i.e., all-always-on) application. The generation
happens with the following steps: First, we generate tasksets according to an energy-aware
generator [50] relying on the UUniFast algorithm [4]. Then, we used a simulation of RMA
scheduling [31] at design time to create a time-triggered schedule for these tasksets, splitting
tasks where necessary, which eventually creates a sequence of independent tasks. To simulate
the tasks’ device usage, we assume that device interaction consists of three phases: First
sensing the environment, then computing the resulting action, followed by actuating depending
on the computation outcome. Therefore, each task is put into one of two groups: 70 %
are fixed-time slots, as these devices are assumed to have a non-frequency–scalable timing
behavior. The remaining 30 % are considered compute-only tasks where the time depends
on the CPU frequency of the SoC. Thereby, we achieve a similar distribution between these
three phases, slightly favoring device interactions. As configuration options, we support here
5 clock-tree options in addition to 2 sleep modes, selectively reconfigurable for each task.
The hyperperiods range from H = 25 ms to H = 125 ms over the tasksets consisting of 9 to
18 tasks within a multi-rate system having harmonic periods, which we consider as realistic
for our target scenarios. The QP description groups all this information, for which the
Gurobi solver then determines an optimized reconfiguration schedule. Next, FusionClock’s
code generator builds the necessary reconfiguration and idle tasks. For the task’s temporal
behavior, a loop waits to reach each task’s determined WCET. As these evaluations on real
hardware require manual interaction with the energy-measurement device over the course
of several hours, we conduct this evaluation based on a practically manageable set of ten
tasksets, which we randomly selected from the generated tasksets. Figure 8 shows the
results of this evaluation by increasing utilizations: The left bars in blue (for the respective
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Figure 8 Normalized comparison of an all-always-on approach to the QP solution to the measured
energy consumption. The tasksets are ordered by the utilization of the taskset before optimization.

utilization) show the measured, worst-observed energy consumption for each taskset over
50 runs for the utilizations. The middle (green) bars are the solution determined through
FusionClock’s QP solution, while the right bars show the task-unselective approach to clock
configuration, which is also determinable with the QP by restricting the configuration space
to the all-always-on option. In all experiments, the QP either selected active idling on the
lowest frequency or the light sleep, as the penalty for the deep-sleep mode (i.e., 70.26 ms) is
relatively high for these utilizations and hyperperiods. We observe close estimations between
the measured and the predicted values: The smallest relative overestimation is in the first
shown taskset with 1.8 % (10 µJ in total), while the largest relative difference is in the fourth
taskset 15 % (431 µJ in total). The reason for this difference is due to the fact that the tasks
consume less than their given budget by the Pmax energy model. Throughout all evaluated
benchmarks, the total measured energy demand is below FusionClock’s estimation given
by the solver with the help of our resource-consumption model. These values confirm the
validity of our modeling approach. Regarding the energy minimization in contrast to the
unselective approach, we observed significant improvements: Due to energy savings with the
most energy-efficient configuration over time for fixed-time tasks (20 mW to 100 mW) and the
energy savings for idle modes, the geometric mean over all observed improvements is 79.4 %.
As a main conclusion, we state that FusionClock achieves significant energy improvements,
while showing overestimations with acceptable accuracy of the resource model.

7 Related Work

While real-time systems with energy constraints are a well-explored topic, FusionClock
goes beyond the current state of the art with its use of static reasoning for guarantees,
its penalty-aware handling of multi-source clock trees, its exploitation of application-aware
device constraints, and its final code generation. Due to FusionClock’s multi-faceted
approach to resource-consumption optimization, our work has several scopes of related
work: (1) clock-tree (re)configuration, (2) energy-aware real-time scheduling, and (3) static
resource-consumption analysis, which are subsequently discussed in this order.

Clock-Tree Reconfiguration. The recent work on ScaleClock [40] for the RIOT operating
system [1] presents an approach for the online exploration of the clock tree. Instead of
building a static clock-tree model, ScaleClock employs reconfigurations of the clock tree
and thereby learns the model during the system’s runtime. In contrast to ScaleClock,
our FusionClock approach relies on a statically determined clock-tree model with the
associated reconfiguration penalties. Having a static model is mandatory in order to give
guarantees for timeliness and the execution within energy budgets, which is not possible with
ScaleClock. As a commonality, we share the same argumentation as ScaleClock: Selective
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clock reconfigurations play a key role in configuring the tradeoff between energy and time in
modern SoCs. From FusionClock’s perspective, ScaleClock is similar to Power Clocks [8]
with its management of multiple clocks in embedded systems. In contrast to both existing
clock-tree reconfiguration techniques, FusionClock has the major difference of giving static
runtime guarantees and finding a resource-optimal configuration. Our energy optimizations
are possible due to our underlying resource-consumption model of the target hardware.

Industry also tries to satisfy tool-supported configurations of clock trees: The integrated
development platform of CubeMX [45] from STMicroelectronics has an option to brute-force
clock-tree configurations until an option satisfying all device constraints is found. This clock-
tree option is fixed since no reconfigurations happen during runtime prior to dispatching
jobs. Therefore, CubeMX makes suboptimal use of resources. With FusionClock, we
exploit the notion of the clock tree along with the tasks’ WCET and WCEC under respective
configurations in order to yield resource-optimal, job-specific configurations.

Energy Awareness in Real-Time Systems. Energy-aware real-time scheduling is a well-
explored topic with a substantial body of related work, as surveyed by Bambagini et al. [3].
In this context, works closer related to FusionClock target the scheduling of non-DVS
components; we refer to the overview on these techniques from Yang et al. [53]. These
scheduling techniques partly share our notion of devices, which show an increase in power
consumption when active. For example, these techniques cover the topics of device-aware
procrastination [6] and preemption control [52]. However, these works have shortcomings
in light of modern SoC platforms featuring feature-rich clock trees, which we address with
FusionClock. In contrast to prior work, FusionClock has the expressiveness to cope
with multiple clock input sources for energy minimization under timing constraints. Further,
FusionClock is able to optimally select clock sources based on the fact that devices can
have distinct clock-source constraints (e.g., a specific clock source running at its highest
frequency). Additionally, due to our generic clock-tree abstraction, we support arbitrary
changes and their respective context-sensitive penalties of clock-tree reconfigurations. Finally,
the expressiveness of FusionClock’s abstraction seamlessly integrates the handling of
low-power/sleep modes. Consequently, FusionClock worst-case optimally answers the
question of whether to race or pace to idle [26].

Recent work on energy-constrained real-time systems addresses the energy hotspot detec-
tion EHDE [44] with static analysis techniques. Similar to FusionClock’s argumentation,
their work emphasizes the need to account for devices and their dynamic range in power
demand for energy-aware real-time scheduling. EHDE uses a notion of best-case execution
time and WCET to move the activation and deactivation in the control-flow graph to yield
energy reductions while maintaining a logically and temporally correct system. EHDE ’s
energy-optimization formulation, which includes the best case, helps to approximate the
benefits of the code transformation. In contrast to their work, FusionClock has a com-
prehensive model of the system’s clock tree along with the associated transition latencies
under worst-case assumptions. That way, FusionClock is able to jointly account for task
dependencies on hardware devices while selecting feasible and worst-case–optimal clock
sources along with their configuration (i.e., multiplexer, scalers). Thereby, FusionClock
generates systems that execute during runtime energy-optimal clock-tree reconfigurations
under real-time constraints based on the tasks’ WCEC and WCET.

WCET & WCEC Analysis. The resource-consumption analysis for the WCET is well-
explored with numerous presented tools [2, 15, 16, 18, 20, 21, 24, 27, 29, 30, 38]. Likewise,
several static WCEC-analysis approaches are presented in literature [22, 35, 47, 48, 49].
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However, none of these worst-case approaches addresses the static analysis of penalties when
reconfiguring the clock tree. The work closest related to FusionClock with regard to
WCET analysis with frequency awareness is FAST from Seth et al. [42]. FAST is able to
accurately model caching behavior, which we solve with our zero-wait–cycle accessible SRAM.
In contrast to FAST, FusionClock has a notion of multiple clock sources and multiple
devices driven by means of the SoC’s clock tree.

FusionClock’s implementation uses the tasks’ WCET combined with the maximum
power demand of the respective clock-tree configuration. That way, FusionClock is
supposed to yield overestimations but leads to pessimism. Numerous related works exist on
energy-cost models for the processors [5, 25, 28, 34, 35, 43, 46]. Employing more fine-grained,
instruction-level energy models reduces the pessimism with regard to the energy demand of
machine code. However, considering the relations of power consumers (i.e., nW to W) in
energy-constrained systems, processing cores only take a minor portion of the whole system.
Further reducing FusionClock’s pessimism in maximum-power determination is possible
with more sophisticated approaches as presented by Cherupalli et al. [7].

8 Conclusion

Clock trees are the heart of modern SoC platforms providing the heartbeat to any connected
component. We argue that building FusionClock’s clock-tree abstraction and employing
this abstraction for energy minimization in real-time systems by means of a mathematical
optimization problem advances the state of the art: While existing techniques for clock-tree
reconfigurations are able to reduce the energy demand, they are not capable of providing
both WCEC and WCET guarantees, being now possible with FusionClock. Thereby,
FusionClock yields the optimal energy demand with respect to worst-case assumptions.
Further, our abstraction integrates the scaling and gating of clocks for all devices, including
the CPU itself, in a uniform way. Having such an abstraction is powerful in light of our whole-
system resource-consumption optimization. One part of our future work is the reordering of
tasks with respect to their precedence constraints, such that, for example, tasks benefitting
from the same (or a similar) clock-tree configuration are executed subsequently. Further, the
handling of interrupts is considered future work, which will allow us to handle a broader range
of real-time applications. Our evaluation on a hardware platform along with measurements
emphasizes what the name FusionClock expresses: Fusing the clock-tree configurations
between jobs, which, in turn, can use power-consuming devices (e.g., transceivers, memory
controllers, sensors), leads to energy-optimal execution sequences, while maintaining deadlines
of tasks. The evaluations further outline that significant (i.e., around 80 %) energy savings are
possible compared to clock-tree–agnostic approaches. Besides these savings, FusionClock’s
analysis time to determine worst-case–optimal solutions in large clock-tree–configuration
spaces is considerably short (i.e., few minutes) for static-analysis approaches, which is due to
our approach of formulating quadratic problems for fast mathematical solvers. As a future
perspective, we envision that more approaches use clock-tree abstractions as the basis for
resource-consumption optimizations in embedded systems.

Source code of FusionClock: https://gitlab.cs.fau.de/fusionclock
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