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Abstract
Many practical applications require synthesizing directed graphs that satisfy the acyclic constraint
along with some side constraints. Several methods have been devised for encoding acyclicity of
directed graphs into SAT, each of which is based on a cycle-detecting algorithm. The leaf-elimination
encoding (LEE) repeatedly eliminates leaves from the graph, and judges the graph to be acyclic if
the graph becomes empty at a certain time. The vertex-elimination encoding (VEE) exploits the
property that the cyclicity of the resulting graph produced by the vertex-elimination operation entails
the cyclicity of the original graph. While VEE is significantly smaller than the transitive-closure
encoding for sparse graphs, it generates prohibitively large encodings for large dense graphs. This
paper reports on a comparison study of four SAT encodings for acyclicity of directed graphs, namely,
LEE using unary encoding for time variables (LEE-u), LEE using binary encoding for time variables
(LEE-b), VEE, and a hybrid encoding which combines LEE-b and VEE. The results show that the
hybrid encoding significantly outperforms the others.
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1 Introduction

Many practical combinatorial problems require synthesizing acyclic directed graphs, such as
utility networks, planning problems [9], Markov networks [2], neural networks, and Bayesian
networks [1, 8]. As there are side constraints involved beyond acyclic constraints, these
problems are more complicated than simply checking if a synthesized subgraph is acyclic. In
this paper, we focus on how to solve such problems with SAT solvers by encoding the acyclic
constraint into SAT. While efficient algorithms exist for checking the acyclicity of directed
graphs, it is still unknown which method performs well for encoding acyclicity of directed
graphs into SAT.

Several methods have been devised for encoding acyclicity of directed graphs into SAT,
each of which is based on a cycle-detecting algorithm. The leaf-elimination encoding
(LEE), which is basically the same as the tree-reduction encoding [4] and the binary labeling
encoding [6], is inspired by the leaf-elimination algorithm. The algorithm repeatedly eliminates
leaves from the graph, and judges the graph to be acyclic if the graph becomes empty at a
certain time.
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Another approach is the transitive-closure encoding for directed graphs, which relies on
the proposition that a graph’s transitive closure preserves the graph’s acyclicity. However the
transitive closure encoding can be prohibitively large. For that reason, GraphSAT, which is an
SMT solver integrating acyclicity checking into SAT solving, has been proposed [4]. Recently,
the vertex-elimination encoding (VEE) [10] was proposed, which exploits the property that
the cyclicity of the resulting graph produced by the vertex-elimination operation [11] entails
the cyclicity of the original graph. VEE can be significantly smaller than the transitive-closure
encoding for sparse graphs. However, for dense graphs, it is asymptotically the same as the
transitive-closure encoding.

This paper first presents a comparison study of three SAT encodings for acyclicity of
directed graphs, namely, LEE using unary encoding for time variables (LEE-u), LEE using
binary encoding for time variables (LEE-b), and VEE. This paper then proposes a hybrid
encoding, which combines the strengths of LEE-b and VEE. The hybrid encoding starts
with VEE, and switches to LEE-b when the resulting graph after vertex elimination becomes
dense. The experimental results show that the hybrid encoding significantly outperforms the
others.

2 Preliminaries

The constraint acyclic_d(V, E) takes a base directed graph G = (V, E), where V is a set of
vertices, and E is a set of directed edges. The task is to synthesize a acyclic subgraph of
G. More precisely, each vertex in V has a binary variable, called a characteristic variable,
associated with it, which is 1 iff the vertex is in the subgraph to be synthesized. Each edge in
E also has an associated characteristic variable, which indicates if the edge is in the subgraph.
The constraint acyclic_d(V, E) is true if the subgraph of G determined by the characteristic
variables is acyclic.

In the following, we use the notation (u, v) to denote a directed edge from vertex u to
vertex v. The function b(x) returns the characteristic variable of x. A vertex v is called an
in-vertex if b(v) = 1, and an edge e = (v1, v2) is called an in-edge if b(e) = 1. For each edge
e = (v1, v2) in E, b(e) → b(v1) ∧ b(v2), meaning that if an edge is in the subgraph, then both
end vertices connected by the edge must be in the subgraph as well.

For a directed graph G = (V, E), the function nbs−(v) returns the set of in-neighbors
connected to v by incoming edges in the base graph:

nbs−(v) = {u | (u, v) ∈ E}

and the function nbs+(v) returns the set of out-neighbors connected to v by outgoing edges
in the base graph:

nbs+(v) = {u | (v, u) ∈ E}.

A vertex v is said to be peripheral if either it has no in-neighbors or it has no out-neighbors.
In particular, a peripheral vertex v is called a leaf in this paper if it has no out-neighbors.
Note that singleton vertices that are not connected to any other vertices are treated as leaves.

3 The Leaf-Elimination Encoding (LEE)

Given a directed graph, the leaf-elimination algorithm detects cycles by repeatedly eliminating
leaves from the graph from time 0 to a certain maximum time. If the graph is empty at the
maximum time, then the graph is acyclic; otherwise, the graph is cyclic.
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The maximum time is determined by the longest path in the graph. As the graph that
comprises a list of linearly connected vertices has the longest path, the maximum time is
upper bounded by n, where n = |V |. While finding the longest path in a graph is NP-hard,
a tight upper bound can be obtained in some cases.

There is a straightforward CSP (Constraint Satisfaction Problem) model for the acyclicity
constraint, which mimics the leaf-elimination algorithm for detecting cycles. For each vertex,
a variable, called a time variable, is utilized to indicate the time at which the vertex becomes a
leaf and is removed from the graph. The domain of the time variables is 0..m, where m is the
maximum time. The constraints ensure that only leaves can be removed at each time, and the
graph must be empty at time m. If the graph is cyclic, then the CSP model is unsatisfiable.
The encodings of the CSP model into SAT are called leaf-elimination encodings (LEE).
Different methods can be utilized to encode time variables, such as unary encoding (also
called direct encoding [3]) and binary encoding (also called log encoding [5]). When binary
encoding is used for time variables, LEE, called LEE-b, is compact and can encode large
graphs. However, it is well known that binary encoding has weak propagation strength [7],
yet, the results in Section 6 show that the binary encoding pays off.

3.1 LEE-u
LEE-u (similar to tree reduction in [10]) employs a matrix of binary variables A of size n×m,
where n = |V |, the number of vertices in the base graph, and m is the maximum time. The
entry Av,t is 1 if and only if vertex v has been eliminated by time t. The encoding imposes
the following constraints on the variables:

For v ∈ V :
∑

u∈nbs+(v) b((v, u)) = 0 ↔ Av,0 (1)

For v ∈ V , t ∈ 1..m: Av,t−1 → Av,t (2)

For v ∈ V , t ∈ 1..m, u ∈ nbs+(v): b((v, u)) ∧ ¬Au,t−1 → ¬Av,t (3)

For v ∈ V : Av,m (4)

Constraint (1) states that all leaves, i.e., vertices that have no outgoing edges, are eliminated
at time 0. Constraint (2) enforces that once a vertex is eliminated, it is eliminated forever.
Constraint (3) entails that a vertex cannot be eliminated at time t if any of its out-neighbors
is not eliminated at time t − 1. Constraint (4) forces every vertex to be eliminated at time m.

The correctness of the encoding is supported by the fact that the vertices that occur in a
cycle can never be eliminated, i.e. Av,t cannot be equal to 1 for t ∈ 1 . . . m, and constraints
(3) and (4) are unsatisfiable for any vertex in a cycle.

The number of variables, besides the characteristic variables, used by LEE-u is the size
of A, which is O(n × m). The number of clauses used by LEE-u, which is dominated by
Constraint (3), is O(n × m × d), where d is the average degree of the vertices in the base
graph.

3.2 LEE-b
LEE-b is a variant of LEE, which encodes time variables using binary encoding. Binary
encoding is more compact than unary encoding. It employs a sequence of binary variables for
encoding a domain variable. Each combination of values of the binary variables represents a
value for the domain variable. If there are holes in the domain, then not-equal constraints are
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30:4 A Comparison of SAT Encodings for Acyclicity of Directed Graphs

generated to disallow assigning those hole values to the variable. Also, inequality constraints
(≥ and ≤) are generated to prohibit assigning out-of-bounds values to the variable if either
bound is not 2k − 1 for some k. A detailed description of general techniques for binary
encodings for domain variables and primitive constraints can be found in [13].

LEE-b uses a variable Tv with the domain 0..m for each vertex v in V , where m is the
maximum time. LEE-b imposes the following constraints on time variables:

For v ∈ V :
∑

u∈nbs+(v) b((v, u)) = 0 ↔ Tv = 0 (5)

For v ∈ V , u ∈ nbs+(v): b((v, u)) → Tv > Tu (6)

Constraint (5) states that Tv = 0 if and only if vertex v is a leaf. Constraint (6) entails that
for each directed edge (v, u), Tv > Tu, meaning that vertex v is removed after vertex u. The
encoding of Tv > Tu can be found in [12].

The correctness of the encoding is supported by the fact that the constraint Tv > Tu is
not commutative and constraint (6) is unsatisfiable if u and v occur in a cycle.

The number of variables, besides the characteristic variables, used by LEE-b is O(n ×
log2(m)). The number of clauses used by LEE-b is O(n× log2(m)×d), where d is the average
degree of the vertices in the base graph.

4 Vertex-Elimination Encoding

The vertex-elimination encoding (VEE) [10] exploits the fact that the sequence of graphs
produced by the vertex elimination operation [11] with respect to an elimination ordering
preserves the acyclicity of the original graph.

Let O be an elimination ordering, O = [v1, v2, . . . , vn], and G0 be the original directed
graph, G0 = ([v1, v2, . . . , vn], E0). It is assumed that there are no vertices with self-loops in
G0. VEE produces a sequence of graphs G1, G2, . . ., Gn by eliminating vertices according
to the elimination ordering. The vertex-elimination graph is the union of the graphs G∗ =
G0

⋃
G1 . . .

⋃
Gn. Let Gi−1 = ([vi, . . . , vn], Ei−1). The graph Gi = ([vi+1, . . . , vn], Ei) is

obtained by eliminating vi from Gi−1, where

Ei = Ei−1 −
{(u, vi)|u ∈ nbs−(vi)} −
{(vi, u)|u ∈ nbs+(vi)} +
{(u, w)|u ∈ nbs−(vi), w ∈ nbs+(vi), u ̸= w}.

The operation eliminates vi’s adjacent edges, and adds the edge (u, w) into Ei for each u in
vi’s in-neighbors and each w in vi’s out-neighbors if u ̸= w and the edge is not contained in
Ei. Each newly added edge (u, w) is attached with a characteristic binary variable b((u, w)).
In addition, for all u in nbs−(vi) and w in nbs+(vi) such that u ̸= w, the variable b((u, w))
is entailed by the variables b((u, vi)) and b((vi, w)):

b((u, vi)) ∧ b((vi, w)) → b((u, w)). (7)

For each u in nbs−(vi), if u ∈ nbs+(vi), VEE, after eliminating vi, generates the following
constraint to ensure that there is no cycle between u and vi in Ei−1

¬b((u, vi)) ∨ ¬b((vi, u)). (8)

Constraints (7) and (8) ensure that the acyclicity of Ei entails the acyclicity of Ei−1.
Therefore, with the accumulated constraints, E0 is acyclic if Ei is acyclic by induction on i.
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The correctness of VEE is guaranteed by the fact that a cycle of any length in G0 will
lead to a cycle of size 2 in Gi−1 (i ∈ 1..n), which will make constraint (8) unsatisfiable.

The number of binary variables used by VEE, which is upper bounded by O(n2), is
determined by the number of edges in the original graph and the number of new edges added
during the vertex elimination process. The number of clauses generated by VEE is O(d2 × n),
where n =|V | and d is the average degree of the vertex-elimination graph. In comparison,
the transitive closure encoding uses O(n2) variables and generates O(n3) clauses [10]. While
VEE is significantly more compact than the transitive clause encoding for sparse graphs, it
is asymptotically the same as the transitive-closure encoding in the worst case.

5 Hybrid Encoding

The resulting graph obtained after each vertex elimination tends to be more dense than the
original graph, and VEE becomes closer to the transitive-closure encoding. Thus, the encoding
may become prohibitively large. One idea to alleviate code explosion while harnessing the
propagation strengths of VEE is to start with VEE when the graph is sparse, and switch
to LEE-b when the graph becomes dense. We call this encoding that combines VEE and
LEE-b a hybrid encoding.

Formally, given any elimination ordering [v1, v2, . . . , vn] and a switch position 0 ≤ i ≤ n,
the hybrid encoding uses the constraints (7) and (8) of VEE to generate the graph Gi by
eliminating the vertices v1, · · · , vi from the original graph G0. Then constraints (5) and (6)
of LEE-b are used to encode the acyclicity of Gi.

The correctness of a hybrid encoding is guaranteed by the correctness of VEE and LEE-b.
For any i ∈ 0 . . . n, constraints (7) and (8) ensure that if Gi is acyclic then G0 is also acyclic.
If LEE ensures that Gi is acyclic, and VEE ensures that there are no cycles in G1, G2, . . .,
Gi−1, then the hybrid encoding also ensures that the graph G0 is acyclic. The encoding size
depends on the encoding sizes of VEE and LEE-b, as well as the switching heuristic.

A concrete hybrid encoding needs to decide when to switch to LEE-b. In our imple-
mentation, the hybrid encoding uses the mindegree heuristic (selecting a vertex with the
smallest total number of incoming and outgoing edges in the graph generated by the vertex
elimination). It switches to LEE-b if the current graph Gc = G0

⋃
G1 · · ·

⋃
Gi contains 2.3

times as many edges as the original graph G0 or the current graph Gc contains more than
30 × n edges based on preliminary experiments, where n is the number of vertices in the
original graph G0.

6 Experimental Results

All the encodings discussed above have been implemented in Picat1 (version 3.4). Picat
provides a state-of-art SAT-based CSP solver. For example, it won two gold medals in the
2022 XCSP solver competition2 and two silver medals in the 2022 MiniZinc Challenge.3
Picat encodes constraints into SAT and employs Kissat4 as the underlying SAT solver.

This section presents the results of an experiment comparing the encodings on the
GraphSAT benchmarks.5 The benchmarks consist of five categories of instances with graph
sizes ranging from 15 to 10002 vertices. The GraphSAT benchmarks are modelled with

1 http://picat-lang.org
2 https://www.xcsp.org/competitions/
3 https://www.minizinc.org/challenge2022/results2022.html
4 https://github.com/arminbiere/kissat
5 https://users.aalto.fi/~rintanj1/software.html
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Table 1 Summary of results.

#Insts Benchmark LEE-u LEE-b VEE HYB Virtual-HYB
26 COMB 28.03 42.54 0.13 0.13 0.13
31 EMPTYCORNER 160.89 1.99 3.84 1.99 1.51
36 EMPTYMIDDLE 67.01 6.93 0.92 2.02 0.87
9 ESCAPE 379.45 22.74 285.91 23.64 15.38
14 ROOMCHAIN 343.35 342.99 15.38 15.34 11.94

116
TOTAL 16350.64 6423.84 2944.2 565.29 387.09

AVE 140.95 55.38 25.38 4.87 3.34
#SOLVED 94 108 112 116 116

conjunctive-normal-form clauses and some graph constraints encoded as acyclic constraints.
These benchmarks are introduced by [9] and have been also used to evaluate implementations
of the acyclic constraint in [10]. All the CPU times reported below were measured on Linux
Ubuntu with a 3.20GHz and 16G RAM Intel i7-8700 machine. The time limit used was 10
minutes per instance.

Table 1 gives a summary of the experimental results, where the column #Insts indicates
the number of instances, the column Benchmark indicates the benchmark category, and each
of the remaining columns indicates the average CPU time taken by an encoding. Virtual-
HYB is the “virtual best” encoding among 21 different hybrid encodings, each of which
uses VEE to eliminate p ∈ {0, 5, · · · , 100} percent of vertices and then switches to LEE-b.
Note that the hybrid encoding with p = 0 is equivalent to LEE-b, and the hybrid encoding
with p = 100 is VEE. The row Total gives the total CPU time for all instances, AVE the
average CPU time per instance, and #Solved the number of solved instances within the
time limit. In the experiments, the maximum time m used in LEE is n.6

It can be seen that, among the four encodings, HYB performs the best. HYB succeeds
on all of the 116 instances, while LEE-u, LEE-b, and VEE, respectively, fail on 22, 8 and 4
instances. It can also be seen that while both LEE-u and LEE-b are based on the idea of
leaf elimination, LEE-b is much better than LEE-u. On average, HYB is 5 times as fast
as VEE, and 10 times as fast as LEE-b. HYB is also more robust than VEE and LEE-b.
For each category, HYB has similar performance to the best of LEE-u, LEE-b, and VEE.
Virtual-HYB performs the best on each category, but it is intended as a comparison with
a form of virtual best heuristic. The results of Virtual-HYB entail that there is potential
to improve the hybrid encoding by giving a better heuristic to decide when to switch from
VEE to LEE-b.

Figure 1a gives the runtime distribution of the five encodings. Virtual-HYB overall
outperforms the other encodings, and HYB always solves more instances than VEE, LEE-b
and LEE-u when the solving time limit is set to more than 6 seconds. Also as the solving
time increases, HYB gets close to Virtual-HYB. Figure 1b compares the solving time of
HYB with (VEE + LEE-b)/2, the average CPU time of VEE and LEE-b. Each dot in
the figure denotes an instance. It can be seen that HYB is faster than the average of VEE
and LEE-b on most non-trivial instances (i.e. the instances not solved in 1 second by either
VEE or LEE-b). This illustrates that HYB encoding is robust. The performance of HYB
can be closer to the best between VEE and LEE-b. Figure 1c shows the average number of

6 We experimented with optimizing for some special cases, such as removing peripheral vertices, but the
difference was negligible.
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Figure 1 Detailed comparisons between the encodings.

Table 2 A comparison on encoding sizes.

Benchmark |V| |E| LEE-u LEE-b VEE HYB
#vars #cls #vars #cls #vars #cls #vars #cls

COMB005-3 134 1215 24473 208373 13559 86741 4241 13483 4241 13483
COMB010-3 389 3595 170363 1599113 43319 276548 12306 39618 12306 39618

EMPTYCORNER024-1 578 2877 347359 1697K 37951 164478 18990 105021 35753 209184
EMPTYCORNER075-1 5252 26247 fail fail 427631 1945K 255548 4491K 459127 2680K
EMPTYMIDDLE025-2 1252 10610 fail fail 155233 878838 75075 883099 159303 1071K
EMPTYMIDDLE030-1 902 4497 834330 4110K 59490 260162 32174 224943 61454 359879

escape08-1 4098 89688 fail fail 1269K 8047K fail fail 1618K 11180K
escape10-1 10002 229252 fail fail 3675K 23235K fail fail 4569K 30856K

ROOMCHAIN005-2 510 4223 282256 2385K 52076 295302 19328 76752 19328 76752
ROOMCHAIN006-3 917 11025 901673 10932K 147290 866044 49244 253186 49244 253186

edges in the vertex-elimination graph of each category generated by using VEE to eliminate
p ∈ {0, 5, · · · , 100} percent of vertices. We can see that VEE is much faster than LEE-b
on the categories where the graph size is small and grows slowly, such as the COMB and
ROOMCHAIN categories.

Table 2 gives the graph sizes of 10 selected instances and the encoding sizes. The column
|V| gives the number of vertices, and |E| gives the number of edges in the base graph.
For each encoding, the table gives the number of variables (#vars) and the number of
clauses (#cls) in the generated code. The entry fail indicates that the encoder fails to finish
generating the encoding, i.e. the encoder runs out of memory or time. LEE-u fails on 4 of
the instances, VEE fails on 2 of the instances, while LEE-u and HYB succeed on all the
instances. Naturally for failed encodings, the SAT solver is never invoked. The results also
show that LEE-u produces the largest encodings, and for the EMPTYMIDDLE instances
the encoder runs out of memory. This may explain why the performance of LEE-u is also
the worst.

Table 3 gives the CPU time of each run, which includes both the translation time and
solving time. The entry T.O. indicates that the run does not finish within the time limit.
HYB succeeds in solving all the 10 instances, while each of the other encoders fails to solve
some of the instances. In addition, HYB is faster than both VEE and LEE-b on some
instances, such as the EMPTYCORNER075-1 instance. LEE-b is significantly faster than
VEE on instances where VEE fails, such as escape08-01.

SAT 2023
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Table 3 A comparison on CPU times.

Benchmark LEE-u LEE-b VEE HYB
COMB005-3 7.21 17.36 0 .08 0.08
COMB010-3 115.17 195.78 0.59 0.59

EMPTYCORNER024-1 26.86 0.3 0.42 0.35
EMPTYCORNER075-1 fail 14.52 24.58 11.5
EMPTYMIDDLE025-2 fail 43.15 5.66 11.49
EMPTYMIDDLE030-1 26.44 0.84 1.05 1.03

escape08-1 fail 15.96 fail 29.04
escape10-1 fail 150.98 fail 101.84

ROOMCHAIN005-2 T.O. T.O. 45.55 45.79
ROOMCHAIN006-3 T.O. T.O. 11.56 11.61

7 Discussion and Conclusion

This paper compares several SAT encodings for the acyclic constraint on directed graphs.
For LEE, this paper compares two encodings of time variables, and shows that the decision
on which encoding to select has a great impact on the performance. While LEE-b is compact,
it fails on some mid-sized instances due to its weak propagation caused by the binary
representation of time variables. Our study also confirms that, while VEE is effective for
sparse mid-sized graphs, it generates prohibitively large encodings for larger graphs even
when the graphs are sparse.

Most importantly, our study finds that the hybrid encoding, which starts with VEE and
switches to LEE-b when the graph becomes dense, significantly outperforms both LEE-b
and VEE. The good performance of the hybrid encoding is attributed to its combination of
VEE’s strong propagation and LEE-b’s conciseness. The hybrid encoding clearly advances
the state of the art. Ultimately, to solve more difficult problems, scalability is needed. The
hybrid encoding will be a new starting point for future researchers and practitioners.

As the idea of hybridization is new in this context, it warrants more investigation. For
example, further work needs to be done to find even better heuristics for switching from VEE
to LEE-b. Also, the idea of hybridization may also be effective for encoding other graph
constraints, such as the reachability constraint.
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