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Abstract
In this paper we consider the online Submodular Welfare (SW) problem. In this problem we are given
n bidders each equipped with a general non-negative (not necessarily monotone) submodular utility
and m items that arrive online. The goal is to assign each item, once it arrives, to a bidder or discard
it, while maximizing the sum of utilities. When an adversary determines the items’ arrival order we
present a simple randomized algorithm that achieves a tight competitive ratio of 1/4. The algorithm is
a specialization of an algorithm due to [Harshaw-Kazemi-Feldman-Karbasi MOR‘22], who presented
the previously best known competitive ratio of 3 − 2

√
2 ≈ 0.171573 to the problem. When the

items’ arrival order is uniformly random, we present a competitive ratio of ≈ 0.27493, improving the
previously known 1/4 guarantee. Our approach for the latter result is based on a better analysis
of the (offline) Residual Random Greedy (RRG) algorithm of [Buchbinder-Feldman-Naor-Schwartz
SODA‘14], which we believe might be of independent interest.
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1 Introduction

Submodularity is a mathematical notion that captures the concept of diminishing returns.
Formally, a set function f : 2N → R≥0 over a ground set N is submodular, if for all
A, B ⊆ N : f(A ∪B) + f(A ∩B) ≤ f(A) + f(B). An equivalent definition, which is called
the diminishing returns property, is the following: f(A ∪ {u})− f(A) ≥ f(B ∪ {u})− f(B),
for every A ⊆ B ⊆ N and every u ∈ N \B. Submodular functions naturally arise in many
different settings, e.g., combinatorics, graph theory, information theory and economics.

We consider the Submodular Welfare (SW) problem. In this problem we are given a
set N = {1, . . . , m} of m unsplittable items and a set B = {1, . . . , n} of n bidders. Each
bidder j has a non-negative (and not necessarily monotone) submodular utility function
fj and the goal is to assign items to the bidders while maximizing the sum of the utilities:∑n

j=1 fj(Sj). Here Sj is the set of items allocated to bidder j, and the requirement is that
Sj ∩ Sj′ = ∅ for every j ̸= j′ (since the items are unsplittable) and ∪n

j=1Sj ⊆ N (note that
not all items must be assigned). SW with monotone utilities has been extensively studied
for more than two decades, e.g., [13,15,19,25,43,52,62,68,69]. Submodular maximization
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with general (not necessarily monotone) objectives is also the focus of extensive theoretical
research, e.g., [24, 30,32,34,36,50,51,63,68,70]. Moreover, maximization of non-monotone
submodular objectives has found numerous practical applications, e.g., network inference [39],
mobile crowdsensing [55], summarization of documents and video [53,54,59], marketing in
social networks [64], and even gang violence reduction [65], to name a few. In particular,
non-monotone utilities in the context of SW can model soft budget constraints, where each
bidder j needs to pay a price pi,j when item i is allocated to it. Additional related problems
were also studied, including: SW with demand queries [26], and other utilities such as XOS
and subadditive [18,23].

When considering the offline version, SW is typically viewed as a special case of maximizing
a submodular objective subject to a partition matroid independence constraint: (1) the
ground set is N ×B; (2) the partition matroid is defined over N ×B where each part in the
partition corresponds to an item, i.e., the part that corresponds to item i ∈ N is {(i, j)}n

j=1;
and (3) the objective f : 2N ×B → R≥0 is defined as: f(S) ≜

∑n
j=1 fj({i : (i, j) ∈ S}). In

case the utilities are monotone a tight (asymptotic) approximation of (1 − 1/e) was given
by [14] by introducing the celebrated continuous greedy algorithm, a tight approximation of
(1− (1− 1/n)n) for any number n of bidders was given by [31], and the matching hardness
result was given by [60]. For a general and not necessarily monotone objective the current
best known offline approximation is also based on the continuous approach and achieves an
approximation of (1/e) + 0.0171 [8], which improved upon the previous works of [21,31].

In the online version of SW items arrive one by one. Whenever an item arrives, one has
to decide immediately and irrevocably whether to assign it to one of the bidders or not
assign it at all (the latter decision is relevant only when the utilities are not necessarily
monotone). There are two natural settings that differ in the order in which items arrive.
First, in the online adversarial setting an adversary can choose the order in which items
arrive (the adversary knows the algorithm and how it operates, however if the algorithm
is randomized it does not know the outcome of its random choices). Second, in the online
random order setting items arrive one by one in a uniform random order.

When considering the online version, as opposed to the offline version, worse results
are known. For monotone utilities, in the adversarial setting, a (1/2)-competitive greedy
algorithm is known and additionally it is the best possible algorithm for this setting [41].
However, if one assumes the online random order setting, it is known that one can achieve a
competitive ratio of (1/2) + 0.0096 [9], which improved the result of [46] who were the first to
break the 1/2 barrier obtaining a competitive ratio of (1/2) + 0.005.

Unfortunately, when considering general submodular (and not necessarily monotone)
utilities, worse results are known. In the adversarial setting, the special case of a single
bidder is of particular interest since it is equivalent to online Unconstrained Submodular
Maximization (USM): given a general submodular objective f items arrive one by one in an
online manner and once an item arrives the algorithm needs to decide whether to choose
or discard it where the goal is to maximize f(S) (S denotes the chosen elements). An
(implicit) competitive ratio of 1/4 was given by [24] for online USM (the algorithm simply
chooses every element independently with a probability of half). This result was proved to
be tight [11]. For the general case of multiple bidders an algorithm achieving a competitive
ratio of 3 − 2

√
2 ≈ 0.171573 was given by [38] (this algorithm handles a general matroid

independence constraint and assumes elements of the ground set arrive in an online manner).
In the random order setting, an (implicit) result follows from analyzing the offline Residual

Random Greedy (RRG) algorithm of [10] for maximizing a non-monotone submodular objective
subject to a matroid independence constraint. When considering SW, the RRG algorithm
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operates as follows: it chooses a uniform random order over the items and goes over the
items in this order, and assigns each item to the bidder with the highest marginal value
(if this marginal value is negative then the item is discarded). Thus, if the RRG algorithm
achieves an approximation of α in the offline setting, then the deterministic greedy achives a
competitive ratio of α in the online random order setting. [10] prove that the RRG algorithm
achieves an approximation of 1/4, therefore implying a competitive ratio of 1/4 for SW in the
random order setting. It is worth noting that better algorithms than RRG are known in the
offline setting, e.g., [8, 21,31], however, they do not apply to the online random order setting.

In this work, we assume the standard value oracle model: each submodular function f

is not given explicitly but rather the algorithm can query for every subset S the value of
f(S). The running time of the algorithm is measured not only by the number of arithmetic
operations, but also by the number of value queries. In the online version, for both adversarial
and random order settings, the algorithm can query subsets S only of items that already
arrived. Thus, intuitively, the algorithm has no information regarding future items.

1.1 Our Results
Focusing first on the adversarial setting, we present the following positive result.

▶ Theorem 1. There exists a randomized polynomial time algorithm achieving a competitive
ratio of 1/4 for online SW in the adversarial setting with general (not necessarily monotone)
utilities.

There are three things to note regarding Theorem 1. First, the competitive ratio of 1/4 is tight
as even for the special case of a single bidder (which is equivalent to online USM) [11] provide
a matching hardness of 1/4. Second, Theorem 1, to the best of our knowledge, improves the
previous best known competitive ratio of 3 − 2

√
2 ≈ 0.171573 [38]. Third, for the special

case of a single bidder the competitive ratio of Theorem 1 matches the 1/4 guarantee of the
simple algorithm that just chooses independently for every item to include it in the solution
with a probability of half [24]. However, we note that the algorithm we present in order to
prove Theorem 1, even in the special case of a single bidder, differs from the algorithm that
just chooses a uniform random subset.

We complement the above result by showing that the randomness of the online algorithm
in Theorem 1 is needed. This is summarized in the following theorem that gives a hardness
result that tends to zero.

▶ Theorem 2. For every M > 0, no deterministic algorithm can achieve a competitive
ratio better than 1/M for online SW in the adversarial setting with general (not necessarily
monotone) utilities.

Focusing on the random order setting, the following theorem proves that one can achieve
an improved competitive ratio over the previously (implicit) known 1/4 [10]. We note that
the following theorem separates the random order and adversarial settings, since one should
recall there is a hardness of 1/4 in the adversarial setting even when only a single bidder is
present.

▶ Theorem 3. The deterministic greedy algorithm achieves a competitive ratio of ≈ 0.27493
for online SW in the random order setting with general (not necessarily monotone) utilities.

The above theorem is achieved by a better analysis of the offline randomized RRG algorithm
of [10]. This improved analysis can be easily extended to a general matroid independence
constraint, as the following theorem states (its proof is deferred to a full version of the paper).

ESA 2023
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▶ Theorem 4. The RRG algorithm of [10] achieves an approximation guarantee of ≈ 0.27493
for maximizing a general (not necessarily monotone) submodular function given a matroid
independence constraint.

1.2 Our Approach
The online algorithm for the adversarial setting adopts a simple randomized approach: once
item i arrives it defines a distribution over the bidders and assigns the item to a random
bidder sampled from this distribution. Surprisingly, we prove that a remarkably simple
distribution suffices to obtain a tight competitive ratio of 1/4: item i is assigned to the bidder
with the highest marginal value with a probability of 1/2, to the bidder with the second
highest marginal with a probability of 1/4, and so forth as long as the marginal value is
non-negative. With the remainder probability item i is discarded. It is important to note
that the ordering of the bidders according to their marginal values (as long as the marginal
values are non-negative) dictates the distribution. However, as long as the ordering remains
the same, the distribution is independent of the actual marginal values themselves. We prove
that the above simple approach suffices to obtain a tight competitive ratio of 1/4 for the
adversarial setting.

It should be noted that the above randomized approach is based on the streaming
algorithm of [38], which obtains a competitive ratio of 3− 2

√
2 ≈ 0.171573. Intuitively, we

specialize the algorithm of [38] to online SW in the adversarial setting. The reason is that
once item i arrives one can perform the following process in order to obtain the distribution
over bidders that was defined above: sort the bidders in a non-increasing order of marginal
values and assign the item to the first bidder with a probability of half, if the item was not
assigned to this bidder then with a probability of half assign the item to the next bidder,
and so forth as long as the marginal value is non-negative. This process describes how the
algorithm of [38] operates in the special case the online order of elements of the ground
set N ×B satisfies: (1) all elements {(i, j)}n

j=1 are consecutive in the online order; and (2)
elements {(i, j)}n

j=1 are sorted in a non-increasing order of marginal values of the bidders.
Focusing on the random order setting, we present an improved analysis of the RRG

algorithm for a general matroid independence constraint. As a preliminary step, which
is not required but is mathematically convenient, we present a “smooth” version of the
RRG algorithm. The difference between the original and smooth versions is that in the
smooth version the distribution of the steps the algorithm can perform does not change as
the algorithm progresses. However, in the original version this distribution evolves as the
algorithm progresses. We note that the analysis of both versions is very similar (assuming
the smooth version performs enough steps). Nonetheless, we believe it is easier to analyze
the smooth version.1

A key insight in analyzing the RRG algorithm (as well as other closely related algorithms,
e.g., the Random Greedy algorithm of [10]), is lower bounding the expected value of a fixed
optimal solution OPT when a random subset of elements S is added to it. More precisely,
if each element u satisfies Pr[u ∈ S] ≤ p then standard known arguments, e.g., Lemma
2.2 [10] which is based on Lemma 2.2 [24], imply that E[f(OPT ∪ S)] ≥ (1− p)f(OPT ). It
is important to note that this general insight works for any distribution of S that satisfies
Pr[u ∈ S] ≤ p for every u. This general insight by itself enabled [10] to prove that the
RRG algorithm achieves an approximation of 1/4. We are able to improve upon the above

1 For a detailed comparison of the two versions we defer to a full version of the paper.
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by exploiting the specific probabilistic behavior of the smooth version of the algorithm, as
opposed to the general insight which works for any distribution of S. This results in an
improved analysis of the smooth version of the RRG algorithm via two jointly related recursive
relations that together bound the performance of the algorithm.

1.3 Additional Related Work
The literature regarding submodular maximization, i.e., problems of the form max{f(S) :
S ∈ F} (F is the collection of feasible solutions), is rich, e.g., [4, 7, 8, 10,14,21,22,24,44,47,
48, 60, 61, 66], and dates back to the late 70’s. Moreover, the online SW problem naturally
generalizes many online problems such as online matching [1, 29,40,42, 57], online weighted
matching [1, 28], budgeted allocation [12, 16, 35, 58], and more general classes of online
allocation problems [2, 17, 27, 67]. Other related problems include the extensively studied
class of secretary problems, e.g., [3, 5, 6, 20, 31, 33, 37, 45, 49, 56], where the goal is to solve an
optimization problem assuming the arrival order of the input is uniform and random.

1.4 Preliminaries
In our analysis we require the following known lemma.

▶ Lemma 5 (Lemma 2.2 [10] which is based on Lemma 2.2 [24]). Let f : 2N → R≥0 be
submodular. Denote by A(p) a random subset of A where each element appears with probability
at most p (not necessarily independently). Then E[f(A(p))] ≥ (1− p)f(∅).

1.5 Paper Organization
Section 2 deals with the adversarial setting, proving Theorems 1 and 2. Section 3 focuses on
the random order setting, proving Theorem 3 and 4.

2 Adversarial Setting

In this section we consider the adversarial setting, and present both a tight randomized
algorithm proving Theorem 1 and hardness for any deterministic algorithm (Theorem 2).

2.1 Tight Randomized Algorithm
In this section we consider the adversarial setting, and start by presenting our algorithm
which appears in Algorithm 1. For simplicity of presentation, we assume the items are
numbered according to the order the adversary chooses, i.e., item 1 is the first to arrive, item
2 is the second to arrive and so forth. Hence, the algorithm performs m iterations where in
iteration i the algorithm chooses what to do with item i: with a probability of 1/2 it assigns
it to the bidder with highest marginal value, with a probability of 1/4 is assigns it to the
bidder with the second highest marginal value, and so forth as long as the marginal value is
non-negative. With the remainder probability item i is discarded and not assigned to any
bidder. Therefore, if there are ℓ bidders with non-negative marginal with respect to item i,
item i is discarded with a probability of 2−ℓ. In what follows we use the notation fj(i|S) to
denote the marginal value of item i with respect to bidder j assuming bidder j was already
assigned a subset S ⊆ N of items, i.e., fj(i|S) ≜ fj(S ∪ {i})− fj(S).

ESA 2023
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Algorithm 1 Online Adversarial Algorithm.

∀j = 1, . . . , n : S0
j ← ∅.

for i = 1, ..., m do
∀j = 1, . . . , n: Si

j ← Si−1
j .

∀r = 1, . . . , n: let jr be the bidder with the rth highest marginal w.r.t item i:
fj1(i|Si−1

j1
) ≥ fj2(i|Si−1

j2
) ≥ . . . ≥ fjn

(i|Si−1
jn

).
let ji be a random bidder such that Pr[ji = jr] = 2−r.
if fji(i|Si−1

ji ) ≥ 0 then
Si

ji ← Si
ji ∪ {i}

end
end
return Sm

1 , Sm
2 , . . . , Sm

n .

Let O denote an offline optimal allocation for the problem: O = (O1, . . . , On), where Oj

is the collection of items assigned to bidder j in the optimal solution. Formally, O is defined
as follows2:

arg max
(O1,...,On)


n∑

j=1
fj(Oj) : ∀j ̸= r Oj ∩Or = ∅, ∀j = 1, . . . , n Oj ⊆ N

 .

Let Si be the allocation induced by the algorithm at the end of the ith iteration, i.e.,
Si = (Si

1, Si
2, . . . , Si

n). For every bidder j, define Hi
j as follows:

Hi
j ≜ (Oj ∩ {1, . . . , i}) ∪ Si

j ,

and let Hi = (Hi
1, . . . , Hi

n). It is important to note that Hi is not necessarily a feasible
solution, since an item might be assigned to up to two bidders. For simplicity of presentation
we use the notation of f(Si) to denote the value of the allocation Si, i.e., f(Si) ≜

∑n
j=1 fj(Si

j).
Similarly, we use f(Hi) to denote

∑n
j=1 fj(Hi

j) (though Hi is not an allocation since items
might be assigned to more than a single bidder).

In order to analyze the algorithm we denote by P i the profit gained during the ith

iteration: P i ≜ f(Si)− f(Si−1). Note that P 1 + . . . + P m = f(Sm)− f(S0), where Sm is
the output of Algorithm 1 and S0 is the empty allocation that does not assign any item
to any of the bidders. Finally, we define the sequence: Ki ≜ f(Hi)− f(Hi−1). Note that
K1 + . . . + Km = f(Hm)− f(S0) (note that H0 = S0).

The analysis of the competitive ratio of Algorithm 1 is essentially based on a single
observation, which for every iteration upper bounds Ki as a function of the expected gained
profit. This is summarized in Lemma 6.

▶ Lemma 6. ∀i = 1, . . . , m the following holds: E[Ki] ≤ 2 · E[P i].

We use Lemma 6 to prove Theorem 1. The proof is essentially by summation over all
iterations of the algorithm.

2 Note that formally speaking this is actually a set, but for notational convenience, in this paper, when
we refer to something as equalling the arg max, we will always mean it equals an element of the arg max
set.
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Proof of Theorem 1. We prove that the competitive ratio of Algorithm 1 is 1/4. Lemma 6,
when applied for every iteration i, implies that: E

[∑m
i=1 Ki

]
≤ 2 · E

[∑m
i=1 P i

]
. Hence, it

follows that: E
[
f(Hm)− f(S0)

]
≤ 2·E

[
f(Sm)− f(S0)

]
. In fact, since f(S0) is non-negative,

we have that:

E [f(Hm)] ≤ 2 · E [f(Sm)] .

For every bidder j and item i we have that the probability that item i is assigned to bidder
j is at most 1/2, i.e., Pr[i ∈ Sm

j ] ≤ 1/2. Therefore, using Lemma 5 applied to the submodular
function hj , where hj : 2N → R≥0 and hj(S) ≜ fj(S ∪Oj) for every S ⊆ N , we can conclude
that: E[fj(Sm

j ∪Oj)] = E[hj(Sm
j )] ≥ (1/2) · hj(∅) = (1/2) · fj(Oj). Therefore,

E[f(Hm)] =
n∑

j=1
E[fj(Hm

j )] =
n∑

j=1
E[fj(Sm

j ∪Oj)] ≥ 1
2

n∑
j=1

fj(Oj) = 1
2 · f(O).

Combining the above, we conclude that: (1/4) · f(O) ≤ E[f(Sm)]. ◀

All that remains is to prove Lemma 6.

Proof of Lemma 6. For proof simplicity, let us start by adding a dummy bidder whose
utility is the zero function. Clearly, this does not change the algorithm’s performance or the
value of f(O), but it lets us assume (without loss of generality) that: (1) for every item i the
optimal solution O allocates item i to some bidder k, i.e., i ∈ Ok; and (2) for every item i at
least one bidder has a non-negative marginal value, i.e., fj(i|Si−1

j ) ≥ 0 for some bidder j.
Fix an iteration i = 1, . . . , m and condition on any possible realization Ri−1 of the random

choices of the algorithm in the first i− 1 iterations. Thus, Si−1, Hi−1, and j1 up to jm are
deterministic and fixed given this conditioning, whereas ji is a random variable.

Recall that (without loss of generality) item i is assigned to bidder k by the optimal
solution and that jr denotes the bidder with the rth highest marginal value with respect to
item i given the elements previously assigned to the bidder. Let us assume that the first
ℓ ≥ 1 bidders have a non-negative marginal value with respect to item i, i.e., fj1(i|Si−1

j1
) ≥

fj2(i|Si−1
j2

) ≥ . . . ≥ fjℓ
(i|Si−1

jℓ
) ≥ 0 and if ℓ < m: fjℓ+1(i|Si−1

jℓ+1
) < 0. Moreover, assume

that bidder k has the tth largest marginal, i.e., k = jt. Let us now bound the expected
change from f(Hi−1) to E[f(Hi)|Ri−1], i.e., E[Ki|Ri−1], given the assumption that t ≤ ℓ,
i.e., bidder k to which the optimal solution assigned item i is among the ℓ bidders who have
a non-negative marginal value:

E[f(Hi)|Ri−1] − f(Hi−1)

=fk(Si−1
k ∪ (Ok ∩ {1, . . . , i − 1}) ∪ {i}) − fk(Si−1

k ∪ (Ok ∩ {1, . . . , i − 1}))+ (1)
ℓ∑

r=1

1{jr ̸=k}

2r

{
fjr ((Ojr ∩ {1, . . . , i − 1}) ∪ Si−1

jr
∪ {i}) − fjr ((Ojr ∩ {1, . . . , i − 1}) ∪ Si−1

jr
)
}

.

The equality in (1) follows from the definitions of Hi and the algorithm, as well as the fact
that i ∈ Ok. We note that that (1) can be upper bounded as follows:

≤fk(i|Si−1
k ) +

ℓ∑
r=1

1{jr ̸=k}fjr
(i|Si−1

jr
)

2r
. (2)

ESA 2023
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The inequality in (2) follows from the decreasing marginals property of the submodular
utilities. Next, let us rewrite (2):

=fjt
(i|Si−1

jt
) ·
(

1− 1
2t

)
+

ℓ∑
r=1

fjr
(i|Si−1

jr
)

2r
(3)

=fjt
(i|Si−1

jt
) ·
(

t∑
r=1

2−r

)
+

ℓ∑
r=1

fjr
(i|Si−1

jr
)

2r
. (4)

The equality in (3) holds since bidder k has the tth largest marginal, i.e., k = jt, and t ≤ ℓ.
Also, the equality in (4) follows from the value of a geometric sum. Moreover, we note that
(4) can be further upper bounded:

≤
t∑

r=1

fjr
(i|Si−1

jr
)

2r
+

ℓ∑
r=1

fjr
(i|Si−1

jr
)

2r
. (5)

In the above, the inequality in (5) is true since bidder jr has the rth largest marginal value,
i.e., for every r ≤ t: fjr

(i|Si−1
jr

)) ≥ fjt
(i|Si−1

jt
). Next, we upper bound (5) as follows:

≤2 ·
ℓ∑

r=1

fjr
(i|Si−1

jr
)

2r
. (6)

We note that the inequality in (6) follows since we assumed t ≤ ℓ, i.e., bidder k is among the
ℓ bidders with non-negative marginal values. Hence, the first sum in (5) can be extended to
include all ℓ bidders with non-negative marginal value. Finally, we note that (6) equals the
following by the definition of Algorithm 1:

=2 · E[P i|Ri−1].

Hence, we can conclude that E[Ki|Ri−1] ≤ 2 · E[P i|Ri−1] as desired.
We note that if t > ℓ then the latter inequality trivially holds (the above proof works

until (2) in which the first term is negative and thus can be dropped which implies that
E[Ki|Ri−1] ≤ E[P i|Ri−1] and hence that E[Ki|Ri−1] ≤ 2 · E[P i|Ri−1], since Pi is non-
negative). Thus, using the law of total expectation over all possible outcomes Ri−1 the proof
is complete. ◀

2.2 Deterministic Hardness
Proof of Theorem 2. We present an instance for which any online deterministic algorithm
cannot achieve a competitive ratio better than 1/M for every M > 0 versus an adversary. We
consider an instance with a single bidder B = {b} and two items N = {v1, v2}. The items
arrive according to their index in an online manner, i.e., item v1 is the first to arrive, and
item v2 is the second to arrive. Once item v1 arrives, any deterministic algorithm can query
f on subsets of elements that can contain only v1. Hence, we only need to define f on ∅ and
{v1}. We define f as follows: f(∅) = 0, f({v1}) = 1. How this utility function is extended to
a submodular function over all subsets of items depends on what the algorithm chooses to
do once item v1 arrives.

The first case is when the algorithm chooses not to assign v1 to b. In this case we extend
the above definition of f by setting the contribution of v2 to be linearly zero, i.e,, f({v2}) ≜ 0
and f({v1, v2}) ≜ 1. One can verify that the resulting utility function f is indeed submodular.
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In this case, the value of an optimal solution to the instance equals 1, since item v1 can be
assigned to bidder b by the optimal solution. However, every deterministic algorithm that
does not assign v1 to b has a value of 0. Thus, we conclude a competitive ratio of 0 in this
case.

The second case is when the algorithm chooses to assign v1 to bidder b. In this case
we extend the above definition of f as follows: f({v2}) ≜ M and f({v1, v2}) ≜ 0. One can
verify that the resulting utility function f is indeed submodular. In this case, the value of an
optimal solution to the instance equals M , since the optimal solution can choose to assign
only {v2} to b. However, every deterministic algorithm that assigns v1 to bidder b achieves a
value of at most 1. Thus, we conclude a competitive ratio of at most 1/M in this case.

In conclusion, for this instance, no deterministic algorithm can achieve any competitive
ratio better than 1/M in the online adversarial setting, for every constant M . ◀

3 Uniform Random Order Setting

In this section we focus on the uniform random order setting. Recall that it is known that
if the RRG algorithm provides an approximation of α for maximizing a general submodular
function given a partition matroid independence constraint, then it also provides an online
algorithm in the random order setting which achieves a competitive ratio of α (see brief
discussion in Section 1).

To simplify the presentation of our improved analysis, we present a “smooth” version
of the RRG algorithm of [10]. Though the analysis of the smoothed version is similar to the
original RRG (assuming enough iterations are performed), we believe it is easier to analyze
since all iterations have the same probabilistic distribution (whereas in the original RRG
this is not the case). For simplicity of presentation, we focus on the case the matroid is a
partition matroid (for a general matroid we defer to a full version of the paper). Recall that
this special case already captures SW.

3.1 Partition Matroid
We are given a partition matroid M = (N , I) over a ground set N which is partitioned
into disjoint non-empty sets P1, P2, . . . , Pk. The goal is to choose a subset S ⊆ I, i.e., S

contains at most one element from each set Pj , that maximizes a given non-negative (general)
submodular function f .

We call our algorithm smooth since the random choices of the algorithm are always
uniform, no matter how many iterations the algorithm performed so far. Specifically, the
smooth algorithm chooses in every iteration a part uniformly at random from all k parts
of N , and adds the best element in the chosen part assuming that part does not intersect
what the algorithm chose so far. The original RRG chooses a part uniformly at random from
parts that do not intersect what the algorithm chose so far, and adds the best element in the
chosen part. Thus, the number of iterations the smooth algorithm can perform is unlimited.
A formal description of the algorithm for partition matroids is given as Algorithm 2, and we
note that the number of iterations T is a parameter given to the algorithm. For a comparison
of Algorithm 2 and the original RRG we defer to to a full version of the paper.

Given any S ⊆ N , we denote the parts of the partition of N that do not intersect S by
I(S) ,i.e., I(S) ≜ {j = 1, ..., k|Pj ∩ S = ∅}. Without loss of generality, we assume every part
Pj is padded with a dummy element (a different dummy element for every Pj) that linearly
contributes zero to the objective f . Hence, without loss of generality, |OPT | = k, where we
denote by OPT an optimal solution to the problem: OPT ≜ arg max{f(S)|S ∈ I}.
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Algorithm 2 Smooth Residual Random Greedy (Partition Matroid).

S0 ← ∅.
for i = 1, ..., T do

Si ← Si−1.
Mi ←

⋃
j∈I(Si−1) {arg max {f (Si−1 ∪ {u})− f(Si−1)|u ∈ Pj}}.

Let j be a uniformly random number from {1, ..., k}.
if j ∈ I(Si−1) then

Let ui be the element from Pj in Mi and Si ← Si ∪ {ui}.
end

end
Return ST .

For every set S ∈ I we denote OS ≜ arg maxA{f(S ∪A)|S ∪A ∈ I, A ⊆ N \ S}, i.e., OS

is the best extension of S to an independent set. Recalling that every part Pj is padded with
a dummy element that linearly contributes zero to the objective implies that |OS | = k − |S|.
One should note that O∅ = OPT , and thus OS0 = OPT . Our analysis tracks f(OSi

∪ Si) as
Si changes throughout the algorithm. Intuitively, f(OSi

∪ Si) deteriorate as more elements
are added to Si. Building on the above intuition, the following two lemmas establish a system
of joint recursive formulas for E[f(Si)] and E [f (OSi ∪ Si)].

▶ Lemma 7. For every i = 1, . . . , T :

E [f(Si)]− E [f(Si−1)] ≥ 1
k
· E
[
f
(
OSi−1 ∪ Si−1

)
− f(Si−1)

]
.

Proof. Fix i = 1, . . . , T and condition on any possible realization of the choices of the
algorithm in the first i− 1 iterations. Thus, Si−1, Mi, and OSi−1 are deterministic and fixed
given this conditioning, and ui and Si are the only random variables. For the remainder of
the proof all the probabilities and expectations are conditioned on this possible realization.

E [f(Si)]− f(Si−1) = 1
k

∑
u∈Mi

{f(Si−1 ∪ {u})− f(Si−1)} (7)

≥ 1
k

∑
u∈OSi−1

{f (Si−1 ∪ {u})− f(Si−1)} (8)

≥ 1
k

{
f(Si−1 ∪OSi−1)− f(Si−1)

}
(9)

In the above, the equality in (7) follows from the algorithm’s definition. The inequality
in (8) follows from the greedy choice of Mi, and the inequality in (9) follows from the
submodularity of f . We conclude the proof by unfixing the conditioning and taking an
expectation over all possible such events (the law of total expectation). ◀

The following lemma provides a recursive formula for E[f(OSi
∪ Si)] whose novelty is

in the added contribution of f(Si−1). Without the added E [f(Si−1)] /k term the resulting
approximation will be 1/4 as in [10].

▶ Lemma 8. For every i = 1, . . . , T :

E [f (OSi
∪ Si)] ≥

(
1− 2

k

)
· E
[
f
(
OSi−1 ∪ Si−1

)]
+ 1

k
· E [f(Si−1)] .
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Proof. Fix i = 1, . . . , T and condition on any possible realization of the choices of the
algorithm in the first i − 1 iterations. Thus, Si−1, Mi, and OSi−1 are deterministic and
fixed given this conditioning, and ui, Si, and OSi

are the only random variables. For the
remainder of the proof all the probabilities and expectations are conditioned on this possible
realization.

For every element u ∈ Mi we denote by P (u) the index of the part of the partition of
N which u belongs to. Formally, P (u) = j if and only if u ∈ Pj . We define h : Mi −→ OSi−1

to be a bijection mapping every element u ∈Mi to an element of OSi−1 in such a way that
P (u) = P (h(u)). One should note that our assumption that every Pj contains a dummy
element that contributes zero to the objective implies that I(Si−1) = I(OSi−1), and hence h

is well defined. Thus,

E [f (OSi ∪ Si)]− f
(
OSi−1 ∪ Si−1

)
= 1

k

∑
u∈Mi

{f
(
Si−1 ∪ {u} ∪OSi−1∪{u}

)
− f

(
OSi−1 ∪ Si−1

)
} (10)

≥1
k

∑
u∈Mi

{f
(
Si−1 ∪ {u} ∪ (OSi−1 \ {h(u)})

)
− f

(
OSi−1 ∪ Si−1

)
}. (11)

In the above, the equality in (10) follows from the algorithm’s definition. The inequality in
(11) follows from the observation that OSi−1∪{u} is the best extension of Si−1 ∪ {u} whereas
OSi−1 \ {h(u)} is just an extension of Si−1 ∪ {u}, i.e.,

f(Si−1 ∪ {u} ∪OSi−1∪{u}) ≥ f(Si−1 ∪ {u} ∪ (OSi−1 \ {h(u)})).

We note that (11) equals the following:

= 1
k

∑
u∈Mi|u̸=h(u)

{f
(
Si−1 ∪ {u} ∪ (OSi−1 \ {h(u)})

)
− f

(
OSi−1 ∪ Si−1

)
}. (12)

The equality in (12) holds since if u = h(u) then {u} ∪ (OSi−1 \ {h(u)}) = OSi−1 , and
therefore summation can be reduced to all candidate elements u ∈Mi satisfying u ̸= h(u).
Moreover, we note that (12) can be lower bounded as follows:

≥1
k

∑
u∈Mi|u̸=h(u)

{f
(
Si−1 ∪ {u} ∪OSi−1

)
− f

(
Si−1 ∪OSi−1

)
}+ (13)

1
k

∑
u∈Mi|u̸=h(u)

{f
(
Si−1 ∪ (OSi−1 \ {h(u)})

)
− f

(
Si−1 ∪OSi−1

)
}.

The inequality in (13) follows from submodularity since summation is restricted only to
candidates u ∈Mi satisfying u ̸= h(u) and hence: f(Si−1∪{u}∪(OSi−1 \{h(u)}))+f(Si−1∪
OSi−1) ≥ f(Si−1 ∪ {u} ∪OSi−1) + f(Si−1 ∪ (OSi−1 \ {h(u)})).

We further lower bound (13) in the following way:

≥1
k

∑
u∈Mi

{f
(
Si−1 ∪ {u} ∪OSi−1

)
− f

(
Si−1 ∪OSi−1

)
}+ (14)

1
k

∑
u∈Mi

{f
(
Si−1 ∪ (OSi−1 \ {h(u)})

)
− f

(
Si−1 ∪OSi−1

)
}.

When examining the inequality in (14) let us start with the first sum. We note that if
u = h(u) for some u ∈Mi then u ∈ OSi−1 , i.e., {u} ∪OSi−1 = OSi−1 . Thus, extending the
first sum to all u ∈ Mi (regardless of whether u equals h(u) or not) does not change the
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first sum. Focusing on the second sum, we note that for every u ∈Mi, regardless of whether
u equals h(u) or not, the following holds: f(Si−1 ∪ (OSi−1 \ {h(u)})) ≤ f(Si−1 ∪ OSi−1).
The reason for the latter is that OSi−1 is the best extension of Si−1 whereas OSi−1 \ {h(u)}
is some extension of Si−1. Hence, adding to the second sum all terms corresponding to
u ∈Mi, where u = h(u), can only decrease the second sum. Therefore, we conclude that the
inequality in (14) holds. Finally, we lower bound (14) as follows:

≥1
k
{f
(
Si−1 ∪OSi−1 ∪Mi

)
− f

(
Si−1 ∪OSi−1

)
}+ (15)

1
k
{f
(
Si−1 ∪OSi−1 \OSi−1

)
− f

(
Si−1 ∪OSi−1

)
}

≥1
k
{f(Si−1)− 2 ·

(
f
(
Si−1 ∪OSi−1

))
} (16)

The inequality in (15) follows from submodularity which implies the following two:∑
u∈Mi

{f
(
Si−1 ∪ {u} ∪ OSi−1

)
− f
(
Si−1 ∪ OSi−1

)
} ≥ f

(
Si−1 ∪ OSi−1 ∪ Mi

)
− f
(
Si−1 ∪ OSi−1

)
∑

u∈Mi

{f
(
Si−1 ∪ OSi−1 \ {h(u)}

)
− f
(
Si−1 ∪ OSi−1

)
} ≥ f

(
Si−1 ∪ OSi−1 \ OSi−1

)
− f
(
Si−1 ∪ OSi−1

)
.

We note that the inequality in (16) follows from the non-negativity of f which implies that:
f
(
Si−1 ∪OSi−1 ∪Mi

)
≥ 0 and the fact that Si−1 ∪OSi−1 \OSi−1 = Si−1.

We conclude the proof by unfixing the conditioning and taking an expectation over all
possible such events (the law of total expectation). ◀

The following lemma lower bounds the solution to the system of joint recursive formulas
presented in Lemmas 7 and 8 (its proof is deferred to a full version of the paper). For
simplicity of presentation we introduce two absolute constants: a ≜ (3−

√
5)/2 ≈ 0.381966

and b ≜ (3 +
√

5)/2 ≈ 2.61803.

▶ Lemma 9. For every i = 0, 1, . . . , T the following hold:

E[f(Si)] ≥
f(OPT )√

5

((
1− a

k

)i

−
(

1− b

k

)i
)

(17)

E [f(OSi ∪ Si)] ≥
f(OPT )

2
√

5

(
(
√

5− 1)
(

1− a

k

)i

+ (
√

5 + 1)
(

1− b

k

)i
)

. (18)

The following lemma establishes the approximation guarantee of Algorithm 2.

▶ Lemma 10. Algorithm 2 achieves an approximation ratio of at least 0.27493 for the
problem of maximizing a non-monotone submodular function subject to a partition matroid
independence constraint.

Proof. By our assumption of the existence of dummy elements, no element of Mi has a
negative marginal value, in any iteration i. We get that always for every i, f(Si) ≥ f(Si−1)
(note that this inequality holds for the random variables Si and Si−1). Therefore, it suffices
to show that E[f(Si)] ≥ 0.274 · f(OPT ) for some i = 1, . . . , T .

Observe that setting i = x∗k, where x∗ = ln(b/a)/
√

5 = ln
(
(3 +

√
5)/(3−

√
5)
)
/
√

5 ≈
0.86, alongside Lemma 9, implies that:

E[f(Sx∗k)] ≥ f(OP T )√
5

((
1 − a

k

)x∗k

−
(

1 − b

k

)x∗k
)

≥ f(OP T )√
5

(
e−x∗a − e−x∗b

)
. (19)
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The inequality above follows from the observation that (1− a/k)x∗k − (1− b/k)x∗k, as a
function of k, is monotone decreasing for every k ≥ 3 (the proof of this technical observation
is deferred to a full version of the paper). Thus, the inequality follows by taking the limit
k →∞. The lemma follows by plugging in the above values of a, b, and x∗. ◀

Proof of Theorem 3. Follows immediately from Lemma 10. ◀
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