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#### Abstract

The tree edit distance problem is a natural generalization of the classic string edit distance problem. Given two ordered, edge-labeled trees $T_{1}$ and $T_{2}$, the edit distance between $T_{1}$ and $T_{2}$ is defined as the minimum total cost of operations that transform $T_{1}$ into $T_{2}$. In one operation, we can contract an edge, split a vertex into two or change the label of an edge.

For the weighted version of the problem, where the cost of each operation depends on the type of the operation and the label on the edge involved, $\mathcal{O}\left(n^{3}\right)$ time algorithms are known for both rooted and unrooted trees. The existence of a truly subcubic $\mathcal{O}\left(n^{3-\epsilon}\right)$ time algorithm is unlikely, as it would imply a truly subcubic algorithm for the APSP problem. However, recently Mao (FOCS'21) showed that if we assume that each operation has a unit cost, then the tree edit distance between two rooted trees can be computed in truly subcubic time.

In this paper, we show how to adapt Mao's algorithm to make it work for unrooted trees and we show an $\widetilde{\mathcal{O}}\left(n^{(7 \omega+15) /(2 \omega+6)}\right) \leq \mathcal{O}\left(n^{2.9417}\right)$ time algorithm for the unweighted tree edit distance between two unrooted trees, where $\omega \leq 2.373$ is the matrix multiplication exponent. It is the first known subcubic algorithm for unrooted trees.

The main idea behind our algorithm is the fact that to compute the tree edit distance between two unrooted trees, it is enough to compute the tree edit distance between an arbitrary rooting of the first tree and every rooting of the second tree.
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## 1 Introduction

The tree edit distance problem is a natural generalization of the classic string edit distance problem. Given two trees $T_{1}$ and $T_{2}$, the edit distance between $T_{1}$ and $T_{2}$ is defined as the minimum total cost of operations that transform $T_{1}$ into $T_{2}$. The exact definition of the problem depends on whether we consider rooted or unrooted trees.

For the unrooted variant, which is the focus of this paper, the trees are edge-labeled and for each vertex its neighbors form a cyclic order. We can think of unrooted trees as if they were embedded in the plane. In one operation, we can contract an edge, split a vertex into two or change the label of any edge. The cost of each operation depends on the type of the operation and the label on the edge involved.

Computing the edit distance between two trees has found applications in many different areas, such as computational biology [18, 11], image processing [1, 12, 14, 17] and comparing XML data $[3,4,10]$. One of the most notable examples is comparing the secondary structures of RNA molecules, which can be represented as rooted trees [18].
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The tree edit distance problem has been already studied for many years. In 1977, Tai [19] showed the first algorithm that computes the edit distance between two rooted trees of size $n$ in $\mathcal{O}\left(n^{6}\right)$ time. Next, Zhang and Shasha [21] used a dynamic programming approach to improve the complexity to $\mathcal{O}\left(n^{4}\right)$ time. Their dynamic programming scheme was used as a basis for later algorithms. Klein [13] showed how to optimize their algorithm to $\mathcal{O}\left(n^{3} \log n\right)$ time by better choosing the direction of transitions in their dynamic programming scheme. Furthermore, he showed that his algorithm can be extended to also work for the unrooted trees in the same time complexity. Later, Demaine, Mozes, Rossman and Weimann [7] further improved the time complexity for the rooted case to $\mathcal{O}\left(n^{3}\right)$. Finally, Dudek and Gawrychowski [8] showed that the tree edit distance between unrooted trees can also be solved in $\mathcal{O}\left(n^{3}\right)$ time.

From the lower bound side, Bringmann, Gawrychowski, Mozes and Weimann [2] showed that the existence of a truly subcubic $\mathcal{O}\left(n^{3-\epsilon}\right)$ time algorithm for the tree edit distance is unlikely. They proved that the existence of such an algorithm implies a truly subcubic algorithm for the All Pairs Shortest Paths problem (assuming an alphabet of size $\Theta(n)$ ) and $\mathcal{O}\left(n^{k(1-\epsilon)}\right)$ time algorithm for finding a maximum weight $k$-clique (assuming a sufficiently large constant size alphabet).

However, all of these previous algorithms and lower bounds work when the costs of the operations are arbitrary. Recently, Mao [15] showed that if we assume that each operation has unit cost, then the tree edit distance between two rooted trees can be computed in $\mathcal{O}\left(n^{2.9546}\right)$ time. Since in the weighted setting it was possible to obtain the same time complexity for unrooted trees as for rooted trees, Mao posed the following open problem:

## Is it possible to compute the unweighted tree edit distance between two unrooted trees in subcubic time?

We answer this question affirmatively.

### 1.1 Our contribution

We build on ideas of Mao [15] and Klein [13] and obtain the first ever known subcubic algorithm for the tree edit distance between unrooted trees in the unweighted setting. Our main result is the following:

- Theorem 1. There is an $\widetilde{\mathcal{O}}\left(m n^{(5 \omega+9) /(2 \omega+6)}\right) \leq \mathcal{O}\left(m n^{1.9417}\right)$ time algorithm that computes the (unweighted) tree edit distance between two unrooted trees of sizes $n$ and $m$.

We were not able to adapt one of the optimizations from Mao, thus our algorithm is slightly slower than the one for rooted trees. Note that, however the numerical value of the exponent in our result is actually better than in the original Mao's paper. It is only due to the fact that we replaced the algorithm for max-plus multiplication of two bounded-difference $n \times n$ matrices that Mao used (running in $\mathcal{O}\left(n^{2.8244}\right)$ time) with a more recent result from Chi, Duan, Xie and Zhang $\left(\mathcal{O}\left(n^{2.687}\right)\right.$ time $)[6]$. Dürr [9] showed that with this new result, Mao's algorithm works in $\widetilde{\mathcal{O}}\left(m n^{1.915}\right)$ time. Thus, our algorithm is in fact slower than Mao's algorithm.

### 1.2 Technical overview

Sketch of Mao's algorithm for rooted trees. First, let us note that in the unrooted tree edit distance, we consider edge-labeled trees, but Mao's algorithm works for node-labeled trees. However, the modification of Mao's algorithm to work for rooted edge-labeled trees is
simple. Indeed, for both trees we can introduce a virtual root that becomes a parent of the original root and then we can associate the label of every vertex with the label of edge to its parent.

Mao's algorithm is based on Chen's algorithm [5]. Chen showed a completely different approach than previous algorithms that were based on Zhang and Shasha's dynamic programming scheme. He reduced the problem to the (min, + ) matrix multiplication and obtained an algorithm working in $\mathcal{O}\left(n^{4}\right)$ time ${ }^{1}$.

Mao builds on Chen's approach but considers an equivalent maximization problem of the similarity of trees. Due to this, the matrices occurring in his algorithm satisfy additional properties: they are monotone and the difference between two adjacent cells is bounded by a constant. For such matrices, there exists a truly subcubic time algorithm that computes the (min, + ) product [6], which is crucial for obtaining a subcubic complexity in the tree edit distance problem.

In summary, Mao's algorithm, given two trees $T_{1}$ and $T_{2}$, computes matrices $S\left(T_{1}^{\prime}\right)$ for some subtrees $T_{1}^{\prime}$ of tree $T_{1}$. Every such matrix $S\left(T_{1}^{\prime}\right)$ encodes the similarity between tree $T_{1}^{\prime}$ and all relevant fragments of tree $T_{2}$. These fragments are defined as segments of the Euler tour sequence ${ }^{2}$ and are formally defined in Definition 8.

Mao first shows a dynamic programming scheme based on Chen's algorithm that computes $S\left(T_{1}\right)$ in $\mathcal{O}\left(n^{4}\right)$ time. Next, he optimizes it to $\mathcal{O}\left(n^{3}\right)$ time by exploiting the special properties of similarity matrices. Then, to achieve a subcubic complexity, he presents a special decomposition scheme, which allows him to skip some of the subproblems. For block size $\Delta=n^{d}$ for some $d$ slightly smaller than 0.5 , he decomposes the computation of $S(T)$ into $\mathcal{O}(n / \Delta)$ transitions of one of two types.

The first type is a concatenation of two trees. For that, he shows an $\mathcal{O}\left(t^{1-\epsilon} n^{2}\right)$ time algorithm that computes the (max, + ) product of two bounded-difference matrices such that the entries in one of them are bounded by $t$. The second transition type involves expanding a subtree by adding a path going up from its root along with some additional subtrees attached to this path. For these transitions, Mao presents a special three-part combinatorial method.

Sketch of our algorithm for unrooted trees. To generalize Mao's algorithm to unrooted trees, we use the idea that Klein [13] used in his $\mathcal{O}\left(n^{3} \log n\right)$ time algorithm. Klein used the fact that to compute the tree edit distance between two unrooted trees, it is enough to consider arbitrary rooting of the first tree and try all possible rootings of the second tree.

Direct application of this fact requires solving $\mathcal{O}(n)$ particular instances of the rooted tree edit distance. However, Klein showed that his $\mathcal{O}\left(n^{3} \log n\right)$ time algorithm for the rooted tree edit distance can be modified to solve all of these instances at once in the same time complexity. To achieve this, he used the fact that his algorithm for rooted trees computes the edit distance between some fragments of the first tree and all subtrees of the second tree that correspond to some segment of the Euler tour sequence of that tree. Since the different rootings of the second tree correspond to different cyclic shifts of the Euler tour sequence, Klein modified his algorithm so that it computes the edit distance between some fragments of the first tree and all cyclic segments of the Euler tour sequence of the second tree.

We notice that Mao's algorithm has properties similar to those of Klein's algorithm. For some of the subtrees $T_{1}^{\prime}$ of the first tree, it computes a similarity matrix $S\left(T_{1}^{\prime}\right)$ that encodes the similarity between tree $T_{1}^{\prime}$ and all subtrees of $T_{2}$ that correspond to some segment of the
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Euler tour sequence of that tree. Thus, we need to modify the algorithm to handle cyclic segments of the Euler tour sequence. To do this, we build our new similarity matrices on a doubled Euler tour sequence (see Definitions 7-9 in Section 2). Now every cyclic segment of the original Euler tour occurs as a normal segment in our sequence.

The introduction of a doubled Euler tour requires us to make a few modifications to Mao's algorithm. The key technical challenge is handling of multiplication of new similarity matrices which we describe in Section 4.1.

## 2 Preliminaries

In the tree edit distance problem we consider ordered trees with labels on edges. We consider both rooted and unrooted trees. For rooted trees, ordered means that for each vertex we are given a left-to-right order of its children. For unrooted trees, ordered means that for each vertex its neighbors form a cyclic order.

Note that we can transform an unrooted tree into a rooted tree by choosing a root and the first edge to its children. This choice carries over to the other vertices and defines the order of their children. It uniquely determines the rooting of the tree, thus there are $2(n-1)$ possible rootings for an unrooted tree with $n$ vertices.

For simplicity, we first assume that both input trees are of equal size $n$, but at the end we address the case when they have different sizes.

As we are interested in unrooted tree edit distance, we consider only trees that are edge labeled (for rooted tree edit distance it is more common to have labels on nodes). In this paper, we assume that every edge is labeled from some alphabet $\Sigma$ of size $\mathcal{O}(n)$.

- Definition 2 ((Unweighted) Tree Edit Distance). Let $T_{1}$ and $T_{2}$ be rooted, ordered trees with labels on edges. We consider two types of operations:
- Label change of a selected edge in tree $T_{1}$ or $T_{2}$.
- Contraction of a selected edge in tree $T_{1}$ or $T_{2}$. When contracting an edge pu where $p$ is parent of $u$, children of $u$ become children of $p$, they replace $u$ in the children's list of $p$ and keep their order.
The tree edit distance between $T_{1}$ and $T_{2}$, denoted by $\operatorname{ed}\left(T_{1}, T_{2}\right)$, is the minimum number of operations we have to perform on $T_{1}$ and $T_{2}$ to transform both trees into an identical tree.
- Definition 3 ((Unweighted) Unrooted Tree Edit Distance). Let $T_{1}$ and $T_{2}$ be unrooted, ordered trees with labels on edges. We define the tree edit distance between $T_{1}$ and $T_{2}$ as the minimum edit distance over all possible rootings of $T_{1}$ and $T_{2}$.

Klein [13] mentioned, it is enough to consider arbitrary rooting of the first tree and try all possible rootings of the second tree to find an optimal solution for the unrooted tree edit distance.

- Lemma 4. Let $T_{1}$ and $T_{2}$ be unrooted trees. For every rooting of tree $T_{1}$ there is at least one rooting of $T_{2}$ that admits minimum edit distance between $T_{1}$ and $T_{2}$.

Same as Mao, we consider a maximization problem equivalent to the tree edit distance problem.

- Definition 5 (Similarity). The similarity between two rooted trees $T_{1}$ and $T_{2}$ is defined as $\operatorname{sim}\left(T_{1}, T_{2}\right)=\left|E\left(T_{1}\right)\right|+\left|E\left(T_{2}\right)\right|-\operatorname{ed}\left(T_{1}, T_{2}\right)$.
Similarity can also be interpreted as the weight of the heaviest matching between the edges of the tree $T_{1}$ and $T_{2}$, where the cost of edge matching is 2 when edges have the same labels and 1 when they are different. In addition, the matching must respect the tree structure, which means:
- if edge $a \in T_{1}$ is matched to edge $b \in T_{2}$, then edges in the subtree of $a$ can be matched only to edges in the subtree of $b$,
- if edge $a \in T_{1}$ is matched to edge $b \in T_{2}$ and $c \in T_{1}$ is matched to $d \in T_{2}$, then $a$ is "to the left" of $c$ if and only if $b$ is "to the left" of $d$.
Note that $0 \leq \operatorname{sim}\left(T_{1}, T_{2}\right) \leq 2 \min \left(\left|E\left(T_{1}\right)\right|,\left|E\left(T_{2}\right)\right|\right)$.
- Definition 6. By $\eta(e, f)$ we denote the cost of matching edges $e$ and $f$, that means $\eta(e, f)=2$ if labels of these edges are equal and $\eta(e, f)=1$ otherwise.

Tree definitions. For a rooted tree $T$, by $L_{T}$ we denote the subtree of the first (leftmost) child of the root of $T$ along with the edge to the root of $T$. Similarly, by $R_{T}$ we denote the subtree of the last (rightmost) child of the root of $T$ along with the edge to the root of $T$. Given an edge $e$ in a rooted tree, we use $\operatorname{sub}(e)$ to represent the subtree rooted at edge $e$..

For two rooted trees $T_{1}$ and $T_{2}$, by $T_{1}+T_{2}$ we denote the tree formed by merging the roots of tree $T_{1}$ and $T_{2}$ such that edges from the tree $T_{1}$ are "to the left" of the edges from the tree $T_{2}$.

For two trees (rooted/unrooted) $T_{1}$ and $T_{2}$ such that $T_{1} \subseteq T_{2}$, by $T_{2}-T_{1}$ we denote the tree formed from tree $T_{2}$ by contracting all edges that appear in tree $T_{1}$.

To describe the "fragments" of a tree that we will consider in our algorithm, we use segments of the Euler cycle of the tree. Due to technical reasons, instead of dealing with a cyclic sequence, we consider a doubled Euler tour sequence.

- Definition 7. Let $T$ be an unrooted tree. Consider the walk on this tree that starts at an arbitrary edge and goes twice through the Euler Tour, which visits neighbors according to their order.
(a) For $i \in\{1, \ldots, 4|E(T)|\}$ by $T(i)$ we denote the $i$-th edge of this walk.
(b) By $I(e)_{i}$ we denote the index of the $i$-th occurrence of the edge $e$ in this walk.
(c) $B y l_{i, j}(e)$ we denote the index of the first occurrence of the edge $e$ in $T(i), \ldots, T(j-1)$.
(d) By $r_{i, j}(e)$ we denote the index of the second occurrence of the edge $e$ in $T(i), \ldots, T(j-1)$.

Note that each edge appears exactly 4 times in this walk.

- Definition 8 (Segment). Given an unrooted tree $T$ and integers $l$, $r$ such that $1 \leq l \leq$ $r \leq 4|E(T)|$ and $r-l \leq 2|E(T)|$, by $T[l, r)$ we denote the tree formed from the tree $T$ by contracting every edge that occurs less than 2 times in $T(l), \ldots, T(r-1)$.

Let us note here that despite the fact that our input tree is unrooted, we can view the segments of this tree as rooted trees. Indeed, the first non-contracted edge that appears in the segment defines the rooting of this segment. Thus, the segments of length $2|E(T)|$ define all possible rootings of the tree $T$. See Figure 1.

Matrix definitions. Now we are ready to define similarity matrix - it encodes information about similarity of the whole rooted tree $T$ and all "relevant fragments" of unrooted tree $Q$.

Definition 9 (Similarity matrix). Given a rooted tree $T$ and an unrooted tree $Q$ similarity matrix $S(T, Q)$ is a matrix of size $4|E(Q)| \times 4|E(Q)|$, where:

$$
S(T, Q)_{i, j}= \begin{cases}\operatorname{sim}(T, Q[i, j)) & \text { if } i \leq j \text { and } j-i \leq 2|E(Q)| \\ -\infty & \text { if } i>j \text { or } j-i>2|E(Q)|\end{cases}
$$

For simplicity, we also introduce additional notation for naming of similarity matrix cells. We divide them into three types:

$1334677655 \underline{422113346776554221}$
Figure 1 Example unrooted tree $T$ with its doubled Euler tour sequence and segment $T[11,22$ ) of this tree. The edge marked as red defines the rooting of this segment.

- valid cells - cells $S(T, Q)_{i, j}$ for which $i \leq j$ and $j-i \leq 2|E(Q)|$,
- invalid cells - cells $S(T, Q)_{i, j}$ for which $j-i>2|E(Q)|$,
- cells under diagonal.

During our algorithm we will allow invalid cells to store values other than $-\infty$. Because of that, we introduce a special equality relation for similarity matrices:

- Definition 10. By = valid we denote the relation on matrices which is true if and only if they are equal on the set of valid cells.
- Definition 11. Let $A$ and $B$ be $n \times n$ matrices. $B y A \star B$ we denote their (max,+ ) product i.e. $(A \star B)_{i, j}=\max _{1 \leq k \leq n} A_{i, k}+B_{k, j}$.

Now, we define a few properties of matrices. Given an $n \times n$ matrix $A$ we call it:
(a) finite-upper-triangular matrix if all entries below diagonal are $-\infty$ and the rest are finite,
(b) row-monotone matrix if $A_{i, j} \leq A_{i, j+1}$ for all $i, j$,
(c) column-monotone matrix if $A_{i+1, j} \leq A_{i, j}$ for all $i, j$,
(d) $W$-bounded-difference matrix if for all $i, j$ we have:

$$
\begin{aligned}
\left|A_{i, j}-A_{i-1, j}\right| & \leq W \\
\left|A_{i, j}-A_{i, j+1}\right| & \leq W
\end{aligned}
$$

(e) bounded-difference matrix if it is a $W$-bounded-difference matrix for some $W=\mathcal{O}(1)$,
(f) finite-upper-triangular-W-bounded-difference matrix if it is a finite-upper-triangular matrix and property d holds for all $i \leq j$,
(g) M-bounded similarity matrix if it is a similarity matrix and all finite entries are integers between 0 and $M$.

It is easy to see that for similarity matrices $S(T, Q)$ the properties row-monotone and column monotone hold for all cells except invalid cells. The following lemma, which is an analogy to Lemma 4.1 from Mao [15], tells that the finite-upper-triangular-2-boundeddifference property also holds for all cells except invalid cells.

- Lemma 12. Given a rooted tree $T$ and an unrooted tree $Q$, we have:
- $\operatorname{sim}(T, Q[i, j+1)) \leq \operatorname{sim}(T, Q[i, j))+2$ for all $i \leq j, j-i+1 \leq 2|E(Q)|$.
- $\operatorname{sim}(T, Q[i-1, j)) \leq \operatorname{sim}(T, Q[i, j))+2$ for all $i \leq j, j-i+1 \leq 2|E(Q)|$.


## 3 Cubic algorithm for Unrooted Tree Edit Distance

In this section, we introduce a basic dynamic programming scheme that computes the similarity of trees. It is the same scheme that Mao used, except that we use slightly different similarity matrices. We show how to efficiently compute this dynamic programming scheme in $\widetilde{\mathcal{O}}\left(n^{3}\right)$ time. This gives us a basic algorithm that will be later used in our subcubic algorithm.

As mentioned in Lemma 4, it is enough to consider an arbitrary rooting of the first tree and try all possible rootings of the second tree to find an optimal solution. Because of that, we can assume that we are given a rooted tree $T$, an unrooted tree $Q$ and we want to compute the edit distances between $T$ and every rooting of $Q$. To achieve that, we will compute the similarity matrix $S(T, Q)$. We will do this by computing recursively similarity matrices $S\left(T^{\prime}, Q\right)$ where $T^{\prime}$ is some fragment of tree $T$. As the second argument of $S\left(T^{\prime}, Q\right)$ will always be $Q$ in our algorithm, we will use a shorthand $S\left(T^{\prime}\right):=S\left(T^{\prime}, Q\right)$. Additionally, we call $S\left(T^{\prime}\right)$ the similarity matrix of tree $T^{\prime}$.

### 3.1 Dynamic programming scheme

To compute $S\left(T^{\prime}\right)$, we consider the following cases:
(a) $T^{\prime}$ has no edges (it is a single vertex). Then the values in all valid cells are 0 .
(b) The root of $T^{\prime}$ has only one child. Let $r$ be the root and $u$ be its only child. We choose if we want to match $r u$ to some edge $e$ of $Q[i, j)$ or not:

$$
S\left(T^{\prime}\right)_{i, j}=\max \left\{\begin{array}{l}
S\left(T^{\prime}-r u\right)_{i, j} \\
\max _{e \in Q[i ; j)}\left\{S\left(T^{\prime}-r u\right)_{l_{i, j}(e)+1, r_{i, j}(e)}+\eta(r u, e)\right\}
\end{array}\right.
$$

(c) The root of $T^{\prime}$ has more than one child. Let $R_{T^{\prime}}$ be the subtree of the last child of the root of $T^{\prime}$ along with the edge to the root of $T^{\prime}$. Then:

$$
S\left(T^{\prime}\right)_{i, j}=\max _{i \leq k \leq j}\left\{S\left(T^{\prime}-R_{T^{\prime}}\right)_{i, k}+S\left(R_{T^{\prime}}\right)_{k, j}\right\}
$$

In other words: $S\left(T^{\prime}\right)=S\left(T^{\prime}-R_{T^{\prime}}\right) \star S\left(R_{T^{\prime}}\right)$.
Using this scheme, we can compute $S(T)$ in $O\left(n^{4}\right)$ time. Proof of the correctness of this algorithm is included in the full version of this paper [16].

### 3.2 Optimization to cubic

To optimize our algorithm to $\widetilde{\mathcal{O}}\left(n^{3}\right)$ time, we will exploit special properties of similarity matrices. We will rely on the fact that $S\left(T^{\prime}\right)$ is a $2\left|E\left(T^{\prime}\right)\right|$-bounded similarity matrix.

Furthermore, we will use the fact that these matrices are almost row-monotone and column-monotone. The only exception to this property are invalid cells, however their value is always $-\infty$. Because of that, we are able to use the same computation model that Mao used to store row-monotone, column-monotone matrices with slight modifications to handle invalid cells.

Let $l:=2 n-2$. We consider the following operations for $2 l \times 2 l$ matrices:

- create a new $2 l \times 2 l$ matrix $[-\infty]_{2 l, 2 l}$,
- given a matrix $A$, create a copy of this matrix,
- given a matrix $A$, indexes $i^{\prime}, j^{\prime}$ and a value $x$, create a new $2 l \times 2 l$ matrix $B:=\operatorname{rangemax}\left(A, i^{\prime}, j^{\prime}, x\right)$, such that:

$$
B_{i j}= \begin{cases}\max \left(A_{i j}, x\right) & \text { if } i \leq i^{\prime} \text { and } j \geq j^{\prime} \text { and } j-i \leq l \\ A_{i j} & \text { otherwise }\end{cases}
$$

Furthermore, given matrix $A$ we consider the following queries:

- get the value $A_{i, j}$,
- get the index $\operatorname{mincol}(A, i, x)=\min \left\{j \mid A_{i j} \geq x\right\}$ or any index in $[1,2 l]$ if such an index does not exist,
- get the index maxrow $(A, j, x)=\max \left\{i \mid A_{i j} \geq x\right\}$ or any index in $[1,2 l]$ if such an index does not exist.
Note that the underlying data structure can keep a row-monotone, column-monotone matrix, and we can just modify queries to return $-\infty$ when reading invalid cells. This means we don't need to have the $j-i \leq l$ condition in the rangemax operation, thus we can use a simple 2D max operation (the same as Mao). All these operations can be performed with well-known data structures, such as persistent 2 D segment trees in $\widetilde{\mathcal{O}}(1)$ time.

From now on, we assume that we store similarity matrices using the above computation model. We will go through all three cases of our dynamic programming scheme and we will show how to efficiently solve them using the above data structure:
(a) We can easily initialize all valid cells to 0 using $\mathcal{O}(n)$ rangemax queries. This gives us $\widetilde{\mathcal{O}}\left(n^{2}\right)$ time for the entire algorithm.
(b) Let us recall the equation for this case:

$$
S\left(T^{\prime}\right)_{i, j}=\max \left\{\begin{array}{l}
S\left(T^{\prime}-r u\right)_{i, j} \\
\max _{e \in Q[i ; j)}\left\{S\left(T^{\prime}-r u\right)_{l_{i, j}(e)+1, r_{i, j}(e)}+\eta(r u, e)\right\}
\end{array}\right.
$$

Naive computation of this equation relies on iterating through all cells we want to compute and for each $S\left(T^{\prime}\right)_{i, j}$ we iterate through each edge of $Q[i, j)$. Instead, we can do the opposite and iterate through each edge of $Q$ and update for each of them all relevant cells of $S\left(T^{\prime}\right)$. Thus, we first initialize $S\left(T^{\prime}\right)$ with $S\left(T^{\prime}-r u\right)$ and then for each edge $e$ of $Q$ we make three rangemax operations. See Algorithm 1 for exact values of the parameters.

Algorithm 1 Computation of case b .

```
    Input \(T, Q, S\left(T^{\prime}-r u\right)\)
    Output \(S\left(T^{\prime}\right)\)
    \(S\left(T^{\prime}\right) \leftarrow S\left(T^{\prime}-r u\right)\)
    for all \(e \in E(Q)\) do
        \(S\left(T^{\prime}\right) \leftarrow \operatorname{rangemax}\left(S\left(T^{\prime}\right), I(e)_{1}, I(e)_{2}+1, S\left(T^{\prime}-r u\right)_{I(e)_{1}+1, I(e)_{2}}+\eta(r u, e)\right)\)
        \(S\left(T^{\prime}\right) \leftarrow \operatorname{rangemax}\left(S\left(T^{\prime}\right), I(e)_{2}, I(e)_{3}+1, S\left(T^{\prime}-r u\right)_{I(e)_{2}+1, I(e)_{3}}+\eta(r u, e)\right)\)
        \(S\left(T^{\prime}\right) \leftarrow \operatorname{rangemax}\left(S\left(T^{\prime}\right), I(e)_{3}, I(e)_{4}+1, S\left(T^{\prime}-r u\right)_{I(e)_{3}+1, I(e)_{4}}+\eta(r u, e)\right)\)
    return \(S\left(T^{\prime}\right)\)
```

A single computation of this case takes $\widetilde{\mathcal{O}}(n)$ time, which gives us $\widetilde{\mathcal{O}}\left(n^{2}\right)$ time for the entire algorithm.
(c) This case is a matrix multiplication $S\left(T^{\prime}\right)=S\left(T^{\prime}-R_{T^{\prime}}\right) \star S\left(R_{T^{\prime}}\right)$. To speed up the computation, we will relay on the fact that $S\left(T^{\prime}\right)$ is a $2\left|E\left(T^{\prime}\right)\right|$-bounded similarity matrix. The following lemma, which corresponds to Lemma 4.3 from Mao [15], shows that we can multiply similarity matrices in complexity dependent on the bounds of values of these matrices:

- Lemma 13. Let $A, B$ be $l \times l$ matrices. If $A$ is a $t_{A}$-bounded similarity matrix and $B$ is a $t_{B}$-bounded similarity matrix, then we can compute $C=A \star B$ in $\widetilde{\mathcal{O}}\left(t_{A} t_{B} l\right)$ time.

The algorithm that computes $C=A \star B$ is the same as Algorithm 1 from Mao [15] and can be found in the full version of this paper [16] together with the proof of correctness. Thus, every time we multiply similarity matrices of trees $T^{\prime}-R_{T^{\prime}}$ and $R_{T^{\prime}}$, we contribute $\widetilde{\mathcal{O}}\left(\left|T^{\prime}-R_{T^{\prime}}\right|\left|R_{T^{\prime}}\right| n\right)$ time to the total time complexity of this case. To compute the sum of these components, we can correlate $\left|T^{\prime}-R_{T^{\prime}}\right|\left|R_{T^{\prime}}\right|$ with the number of pairs of edges $(e, f)$ where $e \in T^{\prime}-R_{T^{\prime}}$ and $f \in R_{T^{\prime}}$. Let us sum these pairs over all multiplications. It is easy to see that each pair of edges from tree $T^{\prime}$ appears at most once in such a sum. Thus, the total time complexity of this case is equal to $\widetilde{\mathcal{O}}\left(n^{3}\right)$.

After considering all three cases, we can see that the whole algorithm works in $\widetilde{\mathcal{O}}\left(n^{3}\right)$ time. Note here that if the input trees are of different sizes $n$ and $m$, then this algorithm works in $\widetilde{\mathcal{O}}\left(n m^{2}\right)$ time.

## 4 Subcubic algorithm for unrooted tree edit distance

In this section, we show how to get a subcubic algorithm for the unrooted tree edit distance problem. Our algorithm is based on the same decomposition scheme as Mao's algorithm. However, we will start by showing a different bottom-up view at $\widetilde{\mathcal{O}}\left(n^{3}\right)$ algorithm. This will give us a better intuition about Mao's decomposition scheme.

We can view the $\widetilde{\mathcal{O}}\left(n^{3}\right)$ algorithm as a decomposition scheme that computes $S(T)$ using the following two types of transitions:

- Type I: for trees $T_{1}, T_{2}$ :
compute $S\left(T_{1}+T_{2}\right)$ from $S\left(T_{1}\right)$ and $S\left(T_{2}\right)$
- Type II: for trees $T_{1}, T_{2}$ such that $T_{2}$ is $T_{1}$ with one added edge going from the root up: compute $S\left(T_{2}\right)$ from $S\left(T_{1}\right)$

Note that the total time complexity of type I transitions is $\widetilde{\mathcal{O}}\left(n^{3}\right)$, while the total complexity of type II transitions is $\widetilde{\mathcal{O}}\left(n^{2}\right)$. This gives us an idea that to get a subcubic complexity we can try to balance these transitions. To reduce the number of type I transitions, we can generalize transitions of type II. Instead of adding a single edge going up from the root of $T_{1}$, we can add a "hat", that is, a path going up from the root along with some additional subtrees. This is the general idea of Mao's decomposition scheme, which we will now formally describe. See Figure 2 for an illustration of the "hat" structure.

First, we introduce additional definition that will help us define sub-problems occuring in the decomposition scheme. This definition corresponds to the synchronous subtree definition from Mao.

- Definition 14 (Connected segment). Given an unrooted tree $T$, segment $T[i, j)$ is called a connected segment if there is no edge that occurs in $T(i), \ldots, T(j-1)$ exactly once.

A connected segment can be alternatively defined by a selection of a vertex $v \in T$ and a connected interval of children of the vertex $v$ (we call $v$ the root of the segment), so that subtrees of these children along with the edges from $v$ to these children belong to this segment. Thus, a connected segment forms a connected subtree of tree $T$.

Now let $\Delta$ be the block size - a parameter, that we will set later. We decompose the computation of $S(T)$ into $\mathcal{O}(n / \Delta)$ transitions of two types:

- Type I: for connected segments $T_{1}, T_{2}$ such that $\left|T_{1}\right| \geq \Delta$ and $\left|T_{2}\right| \geq \Delta$ :
compute $S\left(T_{1}+T_{2}\right)$ from $S\left(T_{1}\right)$ and $S\left(T_{2}\right)$
- Type II: for connected segments $T_{1}, T_{2}$ such that $T_{1} \subset T_{2}$ and $\left|T_{2}\right|-\left|T_{1}\right|=\mathcal{O}(\Delta)$ :
compute $S\left(T_{2}\right)$ from $S\left(T_{1}\right)$
To compute this decomposition, we will use the same algorithm as Mao did. This algorithm is included in the full version of this paper [16].

The following theorem, which corresponds to Theorem 4.5 from Mao [15], tells us how we can perform a type I transition efficiently. We prove this in Section 4.1.

- Theorem 15. Let $A, B$ be $n \times n$ similarity matrices of unrooted trees. If $A$ is $t$-bounded, then $C=A \star B$ can be computed in $\operatorname{MUL}(t, n):=\widetilde{\mathcal{O}}\left(t^{0.8145} n^{2}\right)$ time.

For type II transitions, in Section 4.2 we prove the following theorem, which corresponds to Theorem 4.6 from Mao [15].

- Theorem 16. Let $T_{1}, T_{2}$ be the connected segments of tree $T$ such that $T_{1} \subset T_{2}$ and $\left|T_{2}\right|-\left|T_{1}\right|=\mathcal{O}(\Delta)$. Given $S\left(T_{1}\right)$ we can compute $S\left(T_{2}\right)$ in $\widetilde{\mathcal{O}}\left(\operatorname{MUL}(\Delta, n)+n \Delta^{4}\right)$ time.

Combining these two theorems, together with the decomposition scheme, gives us an algorithm from Theorem 1. Analysis of the time complexity of this algorithm can be found in the full version of this paper [16].

Note that in the Theorem 16 we have slightly worse time complexity for the type II transition than $\widetilde{\mathcal{O}}\left(\operatorname{MUL}(\Delta, n)+n \Delta^{3}\right)$ time from Mao's algorithm.

### 4.1 Type I transitions

In this section, we show how to efficiently multiply similarity matrices of unrooted trees and prove Theorem 15. Mao showed how to multiply similarity matrices of rooted trees in $\widetilde{\mathcal{O}}\left(t^{0.9038} n^{2}\right)$ time, where $t$ is a bound on the entries of one of the matrices. For unrooted trees, we will use his algorithm with a slight modification.

Mao's algorithm is a recursive procedure that uses the (max, +) matrix multiplication of bounded-difference matrices as a sub-procedure. Lately, Chi et al. [6] showed a better algorithm for the (max,+ ) product of bounded-difference matrices. This algorithm allows us to get a better exponent in Mao's matrix multiplication.

- Theorem 17 ([6]). There is an $\widetilde{\mathcal{O}}\left(n^{(3+\omega) / 2}\right) \leq \widetilde{\mathcal{O}}\left(n^{2.687}\right)$ time randomized algorithm that computes the (min, + ) product of any two $n \times n$ bounded-difference matrices.

To analyze the improvement in the exponent, we will use the following lemma implicitly proven by Mao:

- Lemma 18 ([15, Section 4.4]). Assume there is an $\widetilde{\mathcal{O}}\left(n^{c}\right)$ time algorithm that computes the (min, +) product of any two $n \times n$ bounded-difference matrices. Let $A, B$ be row-monotone, column-monotone and finite-upper-triangular-bounded-difference $n \times n$ matrices whose entries on the main diagonals are zero. If $A$ is $t$-bounded-upper-triangular and $\delta$ is a positive value, then $C=A \star B$ can be computed in $\widetilde{\mathcal{O}}\left(n^{2} t^{2} / \delta+n^{2} \delta^{c-2}\right)$ time.

The above complexity reaches the optimum when $n^{2} t^{2} / \delta=n^{2} \delta^{c-2}$. By setting $\delta=t^{2 /(c-1)}$ we get that we can multiply the similarity matrices of rooted trees in $\widetilde{\mathcal{O}}\left(t^{(2 c-4) /(c-1)} n^{2}\right)$ time, if one of the matrices has values bounded by $t$.

Now we want to use this algorithm also for unrooted trees. However, we need to make sure that the values from invalid cells do not affect the values of valid cells. To easily handle this, before calling the algorithm from Lemma 18 we fix the values of invalid cells based on the values of valid cells.

Let $A, B$ be similarity matrices of unrooted trees. We want to compute $C=A \star B$. For every invalid cell $A_{i, j}$ we set new value of $A_{i, j}$ as the maximum of valid cells $A_{i^{\prime}, j^{\prime}}$, such that $i \leq i^{\prime} \leq j^{\prime} \leq j$. Let $A^{\prime}$ be the resulting matrix. We can easily compute this transformation in $\mathcal{O}\left(n^{2}\right)$ time by using simple recursive equation $A_{i, j}^{\prime}=\max \left(A_{i+1, j}^{\prime}, A_{i, j-1}^{\prime}\right)$. Similarly, we convert matrix $B$ into matrix $B^{\prime}$.

The obtained matrices $A^{\prime}$ and $B^{\prime}$ are obviously monotone and finite-upper-triangular. To prove that these new matrices are bounded-difference let us use induction on $i+j$. For a valid cell, our inductive thesis is satisfied. Now, take any invalid cell $A_{i, j}^{\prime}$. Then, by inductive hypothesis we have that $A_{i-1, j}^{\prime} \in\left[A_{i-1, j-1}^{\prime}, A_{i-1, j-1}^{\prime}+2\right]$ and $A_{i, j-1}^{\prime} \in\left[A_{i-1, j-1}^{\prime}, A_{i-1, j-1}^{\prime}+2\right]$. Thus, $\left|A_{i, j}^{\prime}-A_{i-1, j}^{\prime}\right| \leq 2$ and $\left|A_{i, j}^{\prime}-A_{i, j-1}^{\prime}\right| \leq 2$, so matrices $A^{\prime}$ and $B^{\prime}$ are bounded-difference matrices.

Let $C^{\prime}=A^{\prime} \star B^{\prime}$. It remains to show that $C^{\prime}={ }_{\text {valid }} C$. Let us take any valid cell $C_{i, j}^{\prime}$. There is a position $k$ such that $C_{i, j}^{\prime}=A_{i, k}^{\prime}+B_{k, j}^{\prime}$. If one of $A_{i, k}^{\prime}, B_{k, j}^{\prime}$ is an invalid cell, then the other would be equal to $-\infty$ and we would have $C_{i, j}^{\prime}<0$. But $C_{i, j}^{\prime} \geq A_{i, i}^{\prime}+B_{i, j}^{\prime} \geq 0$, which gives us a contradiction. Thus, invalid cells of $A^{\prime}$ and $B^{\prime}$ have no effect on valid cells of $C^{\prime}$, so $C^{\prime}=v_{\text {valid }} C$.

This gives us that we can compute $C=A \star B$ in $\widetilde{\mathcal{O}}\left(t^{(2 c-4) /(c-1)} n^{2}\right)$ time assuming we can compute the (min, + ) product of any two $n \times n$ bounded-difference matrices in $\widetilde{\mathcal{O}}\left(n^{c}\right)$ time.

Combining this with Theorem 17 we get the proof of Theorem 15.

### 4.2 Type II transitions

In this section, we prove Theorem 16. Let $T_{1}, T_{2}$ be connected segments of tree $T$ such that $T_{1} \subset T_{2}$ and $\left|T_{2}\right|-\left|T_{1}\right|=\mathcal{O}(\Delta)$. We want to compute $S\left(T_{2}\right)$ given $S\left(T_{1}\right)$.

Let us consider the path $p=e_{1} e_{2} \ldots e_{k}$ in tree $T$ that goes from the root of $T_{2}$ to the root of $T_{1}$. For $1 \leq i \leq k$, let $L_{i}$ be the subtree of tree $T_{2}$ consisting of siblings of edge $e_{i}$ that are to the left of $e_{i}$ and all descendants of these edges. Additionally, let $L_{k+1}$ be a subtree of tree $T_{2}$ consisting of descendants of edge $e_{k}$ that are to the left of tree $T_{1}$. Similarly, we denote subtrees that are to the right of path $p$ by $R_{i}$ for $1 \leq i \leq k+1$. See Figure 2 .

For $1 \leq i \leq j \leq k+1$, by $L_{i, j}$ we denote the tree $L_{i}+L_{i+1}+\ldots+L_{j}$ and by $R_{i, j}$ we denote the tree $R_{j}+R_{j-1}+\ldots+R_{i}$.

First, for all trees $L_{i, j}, R_{i, j}$, we compute the similarity matrices $S\left(L_{i, j}\right), S\left(R_{i, j}\right)$ using the $\widetilde{\mathcal{O}}\left(\mathrm{nm}^{2}\right)$ time algorithm from Section 3.2. We notice that in one run of this algorithm, we can compute $S\left(L_{i, j}\right)$ for a fixed $i$ and all $j \geq i$. Thus, we only need to use that algorithm $\mathcal{O}(\Delta)$ times, which in total gives us $\widetilde{\mathcal{O}}\left(n \Delta^{3}\right)$ time for that step.

Now, we consider two cases:
(a) None of the edges $e_{1}, \ldots, e_{k}$ is matched to some edge of tree $Q$.
(b) At least one of the edges $e_{1}, \ldots, e_{k}$ is matched to some edge of tree $Q$.

For case (a), we can use Theorem 15 to compute $S\left(L_{1, k+1}\right) \star S\left(T_{1}\right) \star S\left(R_{1, k+1}\right)$ in $\operatorname{MUL}(\Delta, n)$ time. For case (b), we define a restricted version of the similarity matrix for trees $T^{\prime}$, such that the root of $T^{\prime}$ has only one child.


Figure 2 Tree $T_{2}$. In the type II transition we compute $S\left(T_{2}\right)$ based on $S\left(T_{1}\right)$.

- Definition 19 (Restricted similarity matrix). Let $T^{\prime}$ be a rooted tree such that the root $u$ of $T^{\prime}$ has only one child $v$. The restricted similarity matrix $\hat{S}\left(T^{\prime}\right)$ is a $4|E(Q)| \times 4|E(Q)|$ matrix where:

$$
\hat{S}\left(T^{\prime}\right)_{i, j}= \begin{cases}\max _{e \in Q[i, j)}\left\{\operatorname{sim}\left(T^{\prime}-u v, \operatorname{sub}(e)-e\right)+\eta(u v, e)\right\} & \text { if } i \leq j, j-i \leq 2|E(Q)| \\ -\infty & \text { otherwise }\end{cases}
$$

We will compute $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right)$ for all edges $e_{i}$ on path $p$. But first, let us assume that we have already computed these restricted similarity matrices. We show how to compute $S\left(T_{2}\right)$ using these matrices.

As mentioned before we can first initialize $S\left(T_{2}\right)$ with $S\left(L_{1, k+1}\right) \star S\left(T_{1}\right) \star S\left(R_{1, k+1}\right)$. Now, let us consider a single valid cell $S\left(T_{2}\right)_{i, j}$ that we want to compute. To cover case (b), we can iterate through:

- First edge $e_{x}$ from path $p$ that is matched.
- Edge $e \in Q[i, j)$ such that $e_{x}$ is matched to $e$.

Then, we have:

- Edges from $L_{1, x}$ are matched to edges from $Q\left[i, l_{i, j}(e)\right)$ contributing $S\left(L_{1, x}\right)_{i, l_{i, j}(e)}$.
- Edges from $\operatorname{sub}\left(e_{x}\right)$ are matched to edges from $Q\left[l_{i, j}(e), r_{i, j}(e)+1\right)$ contributing $\hat{S}\left(\operatorname{sub}\left(e_{x}\right)\right)_{l_{i, j}(e), r_{i, j}(e)+1}$.
- Edges from $R_{1, x}$ are matched to edges from $Q\left[r_{i, j}(e)+1, j\right)$ contributing $S\left(R_{1, x}\right)_{r_{i, j}(e)+1, j}$. Note that we allow edge $e_{x}$ to be matched to some other edge than $e$ from $Q\left[l_{i, j}(e), r_{i, j}(e)+1\right)$. However, the cost of such matching will be at least as good as the cost of best matching that matches $e_{x}$ to $e$, thus it does not affect the correctness of our algorithm.

This gives us that we can compute $S\left(T_{2}\right)$ from all $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right)$ in $\widetilde{\mathcal{O}}\left(n^{3} \Delta\right)$. To optimize this, we can use a similar idea to the one from Algorithm 1. Instead of calculating all the cells from $S\left(T_{2}\right)$ separately, we can do it globally. We iterate through:

- First edge $e_{x}$ from path $p$ that is matched.
- Edge $e \in Q$ such that $e_{x}$ is matched to $e$.
- Occurrence $\left(I(e)_{c}, I(e)_{c+1}\right)$ of the edge $e$ in the doubled Euler tour.
- Cost $a$ of matching edges from $L_{1, x}$.
- Cost $b$ of matching edges from $R_{1, x}$.

Now we can find the shortest segment $[i, j)$, such that it contains $\left(I(e)_{c}, I(e)_{c+1}\right)$, the cost of matching $L_{1, x}$ to $Q\left[i, I(e)_{c}\right)$ is at least $a$ and the cost of matching $R_{1, x}$ to $Q\left[I(e)_{c+1}+1, j\right)$ is at least $b$. Then we can use a single rangemax operation to update all valid cells $S\left(T_{2}\right)_{i^{\prime}, j^{\prime}}$ for which $i^{\prime} \leq i$ and $j \leq j^{\prime}$. This gives us that we can compute $S\left(T_{2}\right)$ from $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right.$ )'s in $\widetilde{\mathcal{O}}\left(n \Delta^{3}\right)$ time. The pseudocode for this part can be found in the full version of this paper [16].

Now, it remains to show how to compute all $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right)$ 's. We compute them starting with $e_{k}$ and going up to $e_{1}$. Thus, assume that we have already computed $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right)$ 's for all $i$ greater than some $x$. We want to compute $\hat{S}\left(\operatorname{sub}\left(e_{x}\right)\right)$. Let us consider two cases:
(a) None of the edges $e_{x+1}, \ldots, e_{k}$ is matched.
(b) At least one of the edges $e_{x+1}, \ldots, e_{k}$ is matched.

Both of these cases can be computed using similar ideas that we used to compute $S\left(T_{2}\right)$ from all $\hat{S}\left(\operatorname{sub}\left(e_{i}\right)\right)$. In the full version of this paper [16], we present how to compute case (a) in $\widetilde{\mathcal{O}}\left(n \Delta^{2}\right)$ time and case (b) in $\widetilde{\mathcal{O}}\left(n \Delta^{3}\right)$ time.

Thus, we can compute single $\hat{S}\left(\operatorname{sub}\left(e_{x}\right)\right)$ in $\widetilde{\mathcal{O}}\left(n \Delta^{3}\right)$ time and all of them in $\widetilde{\mathcal{O}}\left(n \Delta^{4}\right)$ time. Therefore, a whole single transition of type II can be computed in $\widetilde{\mathcal{O}}\left(\operatorname{MUL}(\Delta, n)+n \Delta^{4}\right)$ time, which finishes the proof of Theorem 16.

## 5 Final remarks

We have presented the first truly subcubic algorithm for the unweighted variant of the unrooted tree edit distance. However, as mentioned before our algorithm has a slightly worse exponent than the best-known algorithm for rooted trees. The difference comes from Theorem 16 where we have time complexity $\widetilde{\mathcal{O}}\left(\operatorname{MUL}(\Delta, n)+n \Delta^{4}\right)$, while Mao has $\widetilde{\mathcal{O}}\left(\operatorname{MUL}(\Delta, n)+n \Delta^{3}\right)$ in corresponding theorem. It will be interesting to see if our algorithm could be optimized to match the time complexity of Mao's algorithm.

For the weighted tree edit distance probably the most interesting open problem is a question whether there exists a weakly subcubic algorithm for that version. One of the lower bounds [2] that claims this problem cannot be solved in a truly subcubic time is based on APSP conjecture. However, for APSP weakly subcubic time algorithms are already known. Williams [20] showed that the APSP problem can be solved in $\mathcal{O}\left(n^{3} / 2^{\Omega(\sqrt{\log n})}\right)$ time. Thus, we can try to obtain a weakly subcubic algorithm for the weighted tree edit distance by showing a reduction to the APSP problem.
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[^0]:    1 By reduction we mean that he used ( $\min ,+$ ) matrix multiplication as a sub-procedure in his algorithm.
    2 Actually, Mao used the so-called bi-order traversal sequence, but Euler tour sequence is its equivalent for edge-labeled trees.

