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Abstract

We provide a perfect sampling algorithm for the hard-sphere model on subsets of $\mathbb{R}^d$ with expected running time linear in the volume under the assumption of strong spatial mixing. A large number of perfect and approximate sampling algorithms have been devised to sample from the hard-sphere model, and our perfect sampling algorithm is efficient for a range of parameters for which only efficient approximate samplers were previously known and is faster than these known approximate approaches. Our methods also extend to the more general setting of Gibbs point processes interacting via finite-range, repulsive potentials.
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Introduction

Gibbs point processes, or classical gases, are mathematical models of interacting particles. In statistical physics they are used to model gases, fluids, and crystals, while in other fields they are used to model spatial phenomena such as the growth of trees in a forest, the distribution of stars in the universe, or the location of cities on a map (see e.g. [68, 59, 73, 12]).

Perhaps the longest and most intensively studied Gibbs point process is the hard-sphere model: a model of a gas in which the only interaction between particles is a hard-core exclusion in a given radius around each particle. That is, it is a model of a random packing of equal-sized spheres. Despite the simplicity of its definition, the hard-sphere model is expected to exhibit the qualitative behavior of a real gas [2], and in particular exhibits gas, liquid, and solid phases, thus giving evidence for the hypothesis, dating back to at
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least Boltzmann, that the macroscopic properties of a gas or fluid are determined by its microscopic interactions. This rich behavior exhibited by the hard-sphere model is very difficult to analyze rigorously, and the most fundamental questions about phase transitions in this model are open mathematical problems [68, 50].

In studying the hard-sphere model (or Gibbs point processes more generally), a fundamental task is to sample from the model. Sampling is used to estimate statistics, observe evidence of phase transitions, and perform statistical tests on data. A wide variety of methods have been proposed to sample from these distributions; for instance, the Markov chain Monte Carlo (MCMC) method was first proposed by Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller [53] to sample from the two-dimensional hard-sphere model. Understanding sampling methods for point processes in theory and in practice is a major area of study [58, 59, 16, 39, 47], and advances in sampling techniques have led to advances in the understanding of the physics of these models [53, 2, 50, 7, 6, 16].

In this paper we will be concerned with provably efficient sampling from the hard-sphere model. Rigorous guarantees for sampling algorithms come in several different varieties. One question is what notion of “efficient” to use; another is what guarantee we insist on for the output. In this paper we will provide an efficient sampling algorithm under the strictest possible terms with respect to both running time and accuracy of the output: a linear-time, perfect sampling algorithm.

For simplicity we focus on sampling from the hard-sphere model defined on finite boxes in $\mathbb{R}^d$. For fixed parameter values of the model, the typical number of points appearing in such a region is linear in the volume, and so any sampling algorithm will require at least this much time.

As for guarantees on the output, there are two main types of guarantees. The first type is an approximate sampler: the output of such an algorithm must be distributed within $\varepsilon$ total variation distance of the desired target distribution. Perhaps the main approach to efficient sampling from distributions normalized by intractable normalizing constants is the MCMC method. In this approach, one devises a Markov chain with the target distribution as the stationary distribution and runs a given number steps of the chain from a chosen starting configuration; if the number of steps is at least the $\varepsilon$-mixing time, then the final state has distribution within $\varepsilon$ total variation distance of the target [42, 65, 13]. In general, however, computing or bounding the mixing time can be a very challenging problem.

The second type of guarantee is that of a perfect sampler [63]. Such an algorithm has a running time that is random, but the distribution of the output is guaranteed to be exactly that of the target distribution. The main advantage of perfect sampling algorithms – and the primary reason they are studied and used in practice – is that one need not prove a theorem or understand the mixing time of a Markov chain to run the algorithm and get an accurate sample; one can simply run the algorithm and know that the output has the correct distribution. The drawback is that the running time may be very large, depending on the specific algorithm and on the parameter regime. Some naive sampling methods such as rejection sampling return perfect samples but are inefficient on large instances (exponential expected running time in the volume). The breakthrough of Propp and Wilson in introducing “coupling from the past” [63, 64] was to devise a procedure for using a Markov chain transition matrix to design perfect sampling algorithms which, under some conditions, could run in time polylogarithmic in the size of a discrete state space (polynomial-time in the size of the graph of a spin system), matching the efficiency of fast mixing Markov chains which only return approximate samples (see also [5, 49] for precedents in perfect sampling). The work of Propp and Wilson led to numerous constructions of perfect sampling algorithms for problems with
both discrete and continuous state spaces including [17, 27, 45, 60, 28, 21, 46, 58, 23]. Notably, many of the first applications of Propp and Wilson’s technique were in designing perfect sampling algorithms for Gibbs point processes (though often without rigorous guarantees on the efficiency of the algorithms).

Perfect sampling continues to be a very active area of research today, with a special focus on improving the range of parameters for which perfect sampling algorithms can (provably) run in expected linear or polynomial time [9, 40, 30].

In this paper we design a perfect sampling algorithm for the hard-sphere model (and Gibbs point processes interacting with a finite-range, repulsive pair potential more generally) that is guaranteed to run in linear expected time for activity parameters up to the best known bound for efficient approximate sampling via MCMC.

What is this bound and how do we design the algorithm? One central theme in the analysis of discrete spin systems is the relationship between spatial mixing (correlation decay properties) and temporal mixing (mixing times of Markov chains) [35, 1, 72, 52, 15]. At a high level, these works show that for discrete lattice systems a strong correlation decay property (strong spatial mixing) implies a near-optimal convergence rate for local-update Markov chains like the Glauber dynamics. Recently it has been shown that strong spatial mixing in a discrete lattice model also implies the existence of efficient perfect sampling algorithms [18, 4]. In parallel, there has been work establishing the connection between strong spatial mixing and optimal temporal mixing for Markov chains in the setting of the hard-sphere model and Gibbs point processes [33, 55, 56]. At a high level, our aim is to combine these threads to show that strong spatial mixing for Gibbs point processes implies the existence of an efficient perfect sampler. One challenge is that the approaches of [18, 4] are inherently discrete in that key steps of the algorithms involve enumerating over all possible configurations in a subregion, something that is not possible in the continuum. To overcome this we make essential use of Bernoulli factories – a method for perfect simulation of a coin flip with a bias \( f(p) \) given access to coin flips of bias \( p \). Bernoulli factories have recently been used in perfect sampling algorithms for solutions to constraint satisfaction problems in [31, 32].

### 1.1 The hard-sphere model, strong spatial mixing, and perfect sampling

The hard-sphere model is defined on a bounded, measurable subset \( \Lambda \) of \( \mathbb{R}^d \) with an activity parameter \( \lambda \geq 0 \) that governs the density of the model and a parameter \( r > 0 \) that governs the range of interaction (though by re-scaling there is really only one meaningful parameter, and we could take \( r = 1 \) without loss of generality). In words, the hard-sphere model is the distribution of finite point sets in \( \Lambda \) obtained by taking a Poisson point process of activity \( \lambda \) on \( \Lambda \) and conditioning on the event that all pairs of points are at distance at least \( r \) from each other; in other words, on the event that spheres of radius \( r/2 \) centered at the given points form a sphere packing.

We can equivalently define the model more explicitly, and in doing so, introduce objects and notation we work with throughout the paper. To begin, let \( \mathcal{N}_\Lambda \) be the set of all finite point sets in \( \Lambda \). Each point set \( \eta \in \mathcal{N}_\Lambda \) represents a particle configuration in \( \Lambda \). Write \( \mathcal{R}_\Lambda \subseteq 2^{\mathcal{N}_\Lambda} \) for the \( \sigma \)-field generated by the maps \( \{ \mathcal{N}_\Lambda \to \mathbb{N}_0, \eta \mapsto |\eta \cap B| \mid B \subseteq \Lambda \text{ Borel-measurable} \} \). The hard-sphere model (or in fact any Gibbs point process) is a probability measure \( \mu_\lambda \) on the space \( (\mathcal{N}_\Lambda, \mathcal{R}_\Lambda) \).

Define for every \( x_1, \ldots, x_k \in \mathbb{R}^d \) the indicator that the points are centers of non-overlapping spheres of radius \( r/2 \); that is,
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where spatial mixing
For all measurable points at which the two activity functions disagree). On points far from assertions that the distributions conditions on subregions, nor take only two values. Much more general than this, and activity functions only place points in a subregion implement the distribution of additional points by considering the measure model. To see this, suppose we fix a particle configuration. To define the concept of strong spatial mixing we consider projections of the measure function is now activity function activity function by choosing two different activity functions. We can impose two distinct boundary conditions on the volume of \( \Lambda \) \( \Lambda \) \( x \in A \) condition on the points forming the centers of a sphere packing; the partition function of additional points (we make this definition formal in Section 3). We can impose two distinct boundary conditions on \( \Lambda ' \subseteq \Lambda \) by considering the measure \( \mu _{\lambda ' \Lambda } \) with activity function \( \lambda (x): x \mapsto \lambda _{x \in \Lambda '} \). Of course the generalization to measurable activity functions is much more general than this, and activity functions \( \lambda \) need not be realizable by boundary conditions or restriction to a subregion, nor take only two values.

This generalization to activity functions is crucial for defining strong spatial mixing, the condition under which we can guarantee the efficiency of our perfect sampling algorithm.

To define the concept of strong spatial mixing we consider projections of the measure \( \mu _{\lambda } \) to subregions \( \Lambda ' \subseteq \Lambda \). We write \( \mu _{\lambda }[\Lambda '] \) for the probability measure on \( (\Lambda ', \mathcal{N}_\Lambda ' ) \) induced by \( \mu _{\lambda } \) (we make this definition formal in Section 3). We can impose two distinct boundary conditions on \( \Lambda ' \) by choosing two different activity functions \( \lambda , \lambda ' \). Strong spatial mixing asserts that the distributions \( \mu _{\lambda }[\Lambda '] , \mu _{\lambda '}[\Lambda '] \) are close in total variation when \( \lambda , \lambda ' \) differ only on points far from \( \Lambda ' \); i.e., when \( \text{dist}(\Lambda ', \text{supp}(\lambda - \lambda ')) \) is large (as \( \text{supp}(\lambda - \lambda ')) \) is the set of points at which the two activity functions disagree).

Writing \( |\Lambda '| \) for the volume of \( \Lambda ' \), strong spatial mixing with exponential decay is defined as follows.

\begin{definition}
Given \( a, b \in \mathbb{R}_{>0} \), the hard-sphere model on \( \mathbb{R}^d \) exhibits \((a,b)\)-strong spatial mixing up to \( \lambda \in \mathbb{R}_{>0} \) if for all bounded measurable \( \Lambda \subset \mathbb{R}^d \) the following holds: For all measurable \( \Lambda ' \subseteq \Lambda \) and all activity functions \( \lambda , \lambda ' \leq \lambda \) it holds that
\begin{equation}
\text{d}_{TV}(\mu _{\lambda }[\Lambda '], \mu _{\lambda '}[\Lambda ']) \leq a|\Lambda '|e^{-b \text{dist}(\Lambda ', \text{supp}(\lambda - \lambda '))},
\end{equation}
where \( \text{d}_{TV}(\cdot , \cdot) \) denotes total variation distance.
\end{definition}
This definition of strong spatial mixing comes from [56], which in turn adapted similar notions from discrete spin systems [15, 74]. Strong spatial mixing has proved to be an essential definition in the analysis, both probabilistic and algorithmic, of spin systems on graphs, and many recent works are focused on either proving strong spatial mixing for a particular model, range of parameters, and class of graphs (e.g. [74, 22, 51, 69, 66, 10]) or deriving consequences of strong spatial mixing (e.g. [70, 19, 48, 18, 4]).

Our main result is a linear expected-time perfect sampling algorithm for the hard-sphere model under the assumption of strong spatial mixing.

**Theorem 1.2.** There is a perfect sampling algorithm for the hard-sphere model on finite boxes \( \Lambda \subset \mathbb{R}^d \) with the property that if the hard-sphere model exhibits \((a,b)\)-strong spatial mixing up to \( \lambda \), then the expected running time of the algorithm at activity \( \lambda \) is \( O(|\Lambda|) \), where the implied constant is a function of \( a,b, \) and \( \lambda \).

In particular, one can run the algorithm for any value of \( \lambda \) (without knowing whether or not strong spatial mixing holds) and the algorithm will terminate in finite time with an output distributed exactly as \( \mu_\lambda \); under the assumption of strong spatial mixing the expected running time is guaranteed to be linear in the volume.

Using bounds from [56] on strong spatial mixing in the hard-sphere model, we obtain the following explicit bounds on the activities for which the algorithm is efficient.

**Corollary 1.3.** The above perfect sampling algorithm runs in expected time \( O(|\Lambda|) \) when \( \lambda < \frac{e}{v_d(r)} \), where \( v_d(r) \) is the volume of the ball of radius \( r \) in \( \mathbb{R}^d \).

In comparison, near-linear time MCMC-based approximate samplers were given in [56] for the same range of parameters (following results for more restricted ranges in [43, 33]). For perfect sampling from the hard-sphere model, linear expected time algorithms were given in [36, 25] for more restrictive ranges of parameters.

### 1.2 Gibbs point processes with finite-range repulsive potentials

We now give a closely related result in the more general setting of Gibbs point processes interacting via finite-range, repulsive pair potentials.

Gibbs point processes are defined via a density against an underlying Poisson point process. In general, this density is the exponential of (the negative of) an energy function on point sets that captures the interactions between points. In many of the most studied cases, this energy function takes a special form: it is the sum of potentials over pairs of points in a configuration.

A pair potential is a measurable symmetric function \( \phi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \). For a bounded, measurable activity function \( \lambda \) on \( \Lambda \) the Gibbs point process with pair potential \( \phi \) on \( \Lambda \) is defined via the partition function

\[
Z_\Lambda(\lambda) = \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \left( \prod_{i \in [k]} \lambda(x_i) \right) e^{-H(x_1, \ldots, x_k)} \, dx_1 \ldots \, dx_k
\]

where

\[
H(x_1, \ldots, x_k) = \sum_{\{i,j\} \in \binom{[k]}{2}} \phi(x_i, x_j).
\]

Again the corresponding probability measure \( \mu_\lambda \) is obtained as in (1). A pair potential \( \phi \) is repulsive if \( \phi(x, y) \geq 0 \) for all \( x, y \). It is of finite-range if there exists \( r \geq 0 \) so that \( \phi(x, y) = 0 \) whenever \( \text{dist}(x, y) > r \). As with the hard-sphere model, we can use the
activity function to encode the influence of boundary conditions by defining the activity function $\lambda_\eta : y \mapsto \lambda e^{-\sum_{x \in \eta} \phi(x,y)}$ for any activity $\lambda \in [0, \infty)$ and particle configuration $\eta \in N_\Lambda$. Moreover, strong spatial mixing for a Gibbs point process is defined exactly as in Definition 1.1.

The hard-sphere model is one example of a model interacting via a finite-range, repulsive pair potential; it is obtained by letting $\phi(x,y)$ take the value $+\infty$ if $\text{dist}(x,y) \leq r$ and 0 otherwise. The Strauss process [71, 44] is another such example.

Our next result is a near-linear expected time perfect sampling algorithm for Gibbs point processes interacting via finite-range, repulsive potentials under the assumption of strong spatial mixing.

**Theorem 1.4.** Suppose $\phi$ is a finite-range, repulsive potential on $\mathbb{R}^d$ and suppose $\phi$ exhibits $(a,b)$-strong spatial mixing up to $\lambda$ for some constants $a, b > 0$. Then there is a perfect sampling algorithm for the Gibbs point process defined by $\phi$ and activity functions bounded by $\lambda$ on boxes $\Lambda$ in $\mathbb{R}^d$ with expected running time $O\left(|\Lambda| \log^{O(1)}|\Lambda|\right)$.

One difference between this algorithm and the hard-sphere algorithm of Theorem 1.2 is that this algorithm needs knowledge of the constants $a, b$ in the assumption of strong spatial mixing, whereas the hard-sphere algorithm does not.

Using the results of [56], we can get explicit bounds for the existence of efficient perfect sampling algorithms in terms of the temperedness constant of the potential defined by

$$C_\phi := \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |1 - e^{-\phi(x,y)}| \, dy.$$  

(2)

Under the assumption that $\phi$ is repulsive and of finite range $r$, we have $0 \leq C_\phi \leq v_d(r)$.

**Corollary 1.5.** The above perfect sampling algorithm runs in expected time $O\left(|\Lambda| \log^{O(1)}|\Lambda|\right)$ when $\lambda < e/C_\phi$.

**Remark 1.6.** In fact, using the results of Michelen and Perkins [54], one can push the bound for strong spatial mixing up to $e/\Delta_\phi$, where $\Delta_\phi \leq C_\phi$ is the potential-weighted connective constant defined therein; our perfect sampling algorithm is efficient up to that point.

### 1.3 Related work and future directions

**Related work**

In recent years there has been a moderate flurry of activity around proving rigorous results for Gibbs point processes in both the setting of statistical physics and probability theory and in the setting of provably efficient sampling algorithms.

Work on provably efficient approximate sampling methods for the hard-sphere model begins with the seminal paper of Kannan, Mahoney, and Montenegro [43], who used techniques from the analysis of discrete spin systems to prove mixing time bounds for Markov chains for the hard-sphere model. Improvements to the range of parameters for which fast mixing holds came in [29, 33], before Michelen and Perkins proved the bound $e/v_d(r)$ in [56], which we match with a perfect sampling algorithm in Corollary 1.3.

Perfect sampling algorithms for the hard sphere model have been considered in [27, 46, 21, 25, 38]. In terms of rigorous guarantees of efficiency, Huber proved a bound of $2/v_d(r)$ for a near-linear expected time perfect sampler in [36]. The perfect sampling algorithm of Guo and Jerrum in [25] does not match this bound, but the algorithm, based on “partial rejection sampling” [26] is novel and particularly simple. Several of these approaches also apply for finite-range, repulsive potentials or can be extended to that setting (e.g. [57]).
In parallel, there has been much work on proving bounds on the range of activities for which no phase transition can occur in the hard-sphere model; and, in recent years in particular, the techniques used have close connections to algorithms and the study of Markov chains. The classic approach to proving absence of phase transition is by proving convergence of the cluster expansion; the original bound here is \(1/(e^{v_d(r)})\) due to Groeneveld [24]. In small dimensions (most significantly in dimension 2) improvements to the radius of convergence can be obtained [20]. On the other hand, this approach is inherently limited by the presence of non-physical singularities on the negative real axis. Alternative approaches avoiding this obstruction include using the equivalence of spatial and temporal mixing [33, 56]; or disagreement percolation [11, 34, 8]. The best current bound for absence of phase transition for the hard-sphere model and for repulsive pair potentials is the bound of \(e/C_\phi\) (and \(e/\Delta_\phi\)) obtained by Michelen and Perkins [55, 56, 54]. Theorem 1.4 brings the bound for efficient perfect sampling up to this bound.

On a technical level, the most relevant past work is [18], in which the authors prove that for discrete spin systems, strong spatial mixing and subexponential volume growth of a sequence of graphs imply the existence of an efficient perfect sampling algorithm. We take their approach as a starting point but need new ideas to replace their exhaustive enumeration of configurations.

A key step in our algorithm is the use of a Bernoulli factory to implement a Bayes filter. Bernoulli factories are algorithms by which a Bernoulli random variable with success probability \(f(p)\) can be simulated (perfectly) by an algorithm with access to independent Bernoulli \(p\) random variables, where the algorithm does not know the value \(p\). Whether a Bernoulli factory exists (and how efficient it can be) depends on the function \(f(\cdot)\) and a priori bounds on the possible values \(p\). Bernoulli factories have been studied in [61, 37, 14] and recently used in the design of perfect sampling algorithms for CSP solutions in [31, 32].

**Future directions**

There are a number of extensions and improvements to these results one could pursue. Perhaps most straightforward would be to relax the notion of strong spatial mixing from exponential decay to decay faster than the volume growth of \(R^d\) and to extend the results to repulsive potentials of unbounded range but finite temperedness constant \(C_\phi\). Moreover, it would be nice to upgrade the guarantees of the algorithm in Theorem 1.4 to that of Theorem 1.2: that the algorithm does not need prior knowledge of the strong spatial mixing constants \(a, b\) to run correctly.

An ambitious and exciting direction would be to remove the assumption of a repulsive potential and find efficient perfect sampling algorithms for the class of stable potentials (see e.g. [62, 67, 68] for a definition). A stable potential is repulsive at short ranges but can include a weak attractive part; such potentials include the physically realistic Lenard-Jones potential among others [75]. This would require some very new ideas, as much of the recent probabilistic and algorithmic work on Gibbs point processes (e.g. [55, 56, 8, 54]) has used repulsiveness as an essential ingredient (for one, repulsiveness of the potential implies stochastic domination by the underlying Poisson point process). As a notable exception, a deterministic approximation algorithm for partition functions of finite-range stable potentials based on cluster expansion was recently proposed in [41].

**1.4 Outline of the paper**

In Section 2, we describe the high-level idea and intuition behind the algorithm. In Section 3 we introduce some notation and present some preliminary results that we will use throughout the paper. In Section 4 we present the algorithm that we will apply to both hard spheres
and more general processes, and we state the main theorems and lemmas that we use for proving Theorem 1.2. The more general setting of bounded-range repulsive potentials (i.e., Theorem 1.4) can be found in the full version of the paper [3]. Intermediate steps and proves are omitted and can be found in the full version as well.

2 Intuitive idea behind the algorithm

Our algorithm is an adaptation to continuum models of the work by Feng, Guo, and Yin [18] on perfect sampling from discrete spin systems. We mimic their setting of a spin system on a graph $G = (V, E)$ by putting a graphical structure on sub-regions of our continuous space.

Let $\Lambda = [0, L]^d \subset \mathbb{R}^d$ be the region considered, $\lambda > 0$ the activity, and let $\phi$ be a repulsive potential of range $r > 0$. We subdivide $\Lambda$ into $\{\Lambda_v\}_{v \in V}$, a set of smaller boxes of side length $r$ indexed by vertices of a graph: each box corresponds to a vertex and boxes are connected if they are within $r$ of each other, i.e., particles in the boxes can interact directly through the potential $\phi$. We fix the index set for the boxes to be $V \subset \mathbb{N}_d^d$, where each $v \in V$ corresponds to the box $\Lambda_v = [v_1 r, (v_1 + 1)r) \times \cdots \times [v_d r, (v_d + 1)r)$. We extend this notation to sets of indices $S \subseteq V$ by setting $\Lambda_S = \bigcup_{v \in S} \Lambda_v$. Further, we denote by $B_k(v)$ the set of indices $w \in V$ with $\|v - w\|_\infty \leq k$. To shorten notation, we write $\partial S = (\bigcup_{v \in S} B_1(v)) \setminus S$ for the outer boundary of a set of boxes indexed by $S \subseteq V$.

Our algorithm runs iteratively, keeping track of two random variables: a point configuration $X_t \in \Lambda^d$ with $X_0 = \emptyset$, and a set of “incorrect” boxes $U_t \subseteq V$ with $U_0 = V$. With each iteration $t$ we maintain the following invariant: the partial configuration $X_t \cap (\Lambda_{U_t})^c$ is distributed according to the projection of $\mu_\lambda$ to $(\Lambda_{U_t})^c$ under the boundary condition $X_t \cap \Lambda_{U_t}$. It follows that $X_t$ is distributed according to $\mu_\lambda$ once we reach the state $U_t = \emptyset$.

We proceed by sketching an iteration of the algorithm. An example for the involved subregions is given in Figure 1. Each iteration runs as follows:

1. We choose $u_t \in U_t$ uniformly at random and attempt to “repair” it by updating $X_t$ on a neighborhood of boxes $B = \{u_t\} \cup (B_\ell(u_t) \setminus U_t)$ for some update radius $\ell \in \mathbb{N}$.

2. We sample a Bayes filter $F_t$ (i.e., a Bernoulli random variable) with probability depending on the potential $\phi$, the activity $\lambda$, and the current point configuration $X_t$ on $\Lambda_{U_t}$ and $\Lambda_{\partial B}$.

3. a) If $F_t = 1$, we set $U_{t+1} = U_t \setminus \{u_t\}$ and we get $X_{t+1}$ by updating $X_t$ on $\Lambda_{U_t}$ according to a projection of $\mu_\lambda$ conditioned on the boundary configuration $X_t \cap (\Lambda_{\partial B})^c$.

   b) If $F_t = 0$, the configuration is unchanged and we add the boundary boxes to our “incorrect” list, i.e., $X_{t+1} = X_t$ and $U_{t+1} = U_t \cup \partial B$.

We use the Bayes filter, as in [18], to remove bias from the resulting distribution. To give some intuition for its role, suppose we run a naive version of the algorithm where we always update $X_t$ on $\Lambda_B$ as in step 3.a) above. Assuming the desired invariant holds after $t$ iterations, this naive algorithm gives a bias to the distribution of $X_{t+1}$ proportional to

$$\frac{Z_{\Lambda_B}(\lambda_{X_t \cap \Lambda_{\partial B} \cup \{u_t\}})}{Z_{\Lambda_B}(\lambda_{X_t \cap \Lambda_{\partial B}})}.$$  

We choose the Bayes filter such that, conditioned on $F_t = 1$, the bias term gets canceled. This suggests the choice

$$P[F_t = 1 \mid X_t, U_t, u_t] = C(U_t, u_t, X_t) \cdot \frac{Z_{\Lambda_B}(\lambda_{X_t \cap \Lambda_{\partial B}})}{Z_{\Lambda_B}(\lambda_{X_t \cap \Lambda_{\partial B} \cup \{u_t\}})},$$  

where the choice $C(U_t, u_t, X_t)$ serves three main purposes.
The box-shaped region $\Lambda \subset \mathbb{R}^2$ is divided into boxes of side length $r$ (dotted lines). The boxes $U$ are bordered by bold black lines. For $u_t$ as given and update radius $\ell = 2$, the corresponding set $B$ of boxes to be updated is indicated by the red hatched area (falling left to right). Its boundary boxes $\partial B$ are shown as blue hatched area (rising left to right). The boxes in $H = (U_t \cup B)^c$ are shown with gray background.

First, it must guarantee that the right-hand side of (3) is a probability. To achieve this we need, for $H = (U_t \cup B)^c$ and almost all realizations of $X_t, U_t$ and $u_t$, that

$$C(U_t, u_t, X_t) \leq \inf_{\xi \in \mathcal{N}_{\Lambda_t}} \frac{Z_{\Lambda_t \cap \Lambda_t}(\lambda_{\xi \cup (X_t \cap \Lambda_t)})}{Z_{\Lambda_t}(\lambda_{\xi \cup (X_t \cap \Lambda_t \setminus \{u_t\})})}.$$  

(4)

Second, $C(U_t, u_t, X_t)$ must introduce no new bias. Carrying out the calculations, it can be seen that this is guaranteed if $C(U_t, u_t, X_t)$ only depends on $X_t \cap \Lambda_t$. Finally, it must ensure that the algorithm terminates almost surely. It suffices to ensure $C(U_t, u_t, X_t)$ is uniformly bounded away from 0 for almost all realizations of $X_t$, implying that the same holds for the right-hand side of (3). We refer to a function $C(\cdot)$ satisfying these requirements as a Bayes filter correction.

If we use a Bayes filter as given in (3), keeping $X_t$ unchanged whenever $F_t = 0$, introduces new bias. To prevent this, we set $U_{t+1} = U_t \cup \partial B$ in step 3.b), effectively deleting the part of the configuration that was revealed by the filter. Since the algorithm only terminates once $U_t = \emptyset$, we further require the Bayes filter correction to ensure that the probability of $F_t = 0$ is small to guarantee efficiency.

Constructing a Bayes filter correction that satisfies the requirements above and allows for efficient sampling of $F_t$ is a non-trivial task. In the next subsections, we present two approaches for this, the first specialized to the hard-sphere model without requirements, and the second one for more general potentials with strong spatial mixing of the point process. Crucially, assuming strong spatial mixing, both constructions allow us to control the success probability of the Bayes filter via the update radius $\ell$ in the construction of the updated set of boxes $B$ (see step 1).

2.1 Bayes filter for the hard-sphere model

To construct a Bayes filter for the hard-sphere model, we efficiently approximate the right-hand side of (4). To approximate the infimum over the uncountable set of configurations $\xi \in \mathcal{N}_{\Lambda_t}$, we take the minimum over a finite, but sufficiently rich set of configurations, balancing the quality of approximation with the computation required. In fact the number
of configurations needed will depend only on the volume of $\Lambda_{\partial B \cup \partial B}$. We approximate the fraction of partition functions in (4) with running time only depending on the volume of $\Lambda_{\partial B \cup \partial B}$. As a result, we efficiently compute a Bayes filter correction $C_\varepsilon(\cdot)$, with the parameter $\varepsilon > 0$ controlling how much $C_\varepsilon(\mathcal{U}_t, \mathbf{u}_t, X_t)$ deviates from the right-hand side of (4).

While our construction of $C_\varepsilon(\cdot)$ guarantees correctness of the sampling algorithm for any $\varepsilon > 0$, proving efficiency requires more. With strong spatial mixing, we choose $\varepsilon$ so that the probability that $F_t = 0$ is uniformly bounded above, ensuring $O(|\Lambda|)$ iterations in expectation.

It remains to argue that we can efficiently sample $F_t$, using the Bayes filter correction $C_\varepsilon(\cdot)$. Explicitly computing the success probability of $F_t$ as in (3) would require computing the fraction of partition functions on the right-hand side exactly, while approximating these partition functions would require that the approximation error only depends on $X_t \cap \Lambda_{\partial B}$, to avoid new bias.

It is unclear how to implement these approaches, so instead we use Bernoulli factories to sample $F_t$ without knowing the success probability. To do so, we observe that the fraction of partition functions can be written as a ratio of probabilities for drawing the empty set from a conditional hard-sphere model on $\Lambda_B$ and $\Lambda_{\partial B \cup \partial B}$. Since both regions have constant volume, rejection sampling obtains Bernoulli random variables with these success probabilities in constant time. Hence, we obtain a Bernoulli factory for $F_t$ with constant expected running time. Wald’s identity yields a total expected running time $O(|\Lambda|)$ for the algorithm.

2.2 Bayes filter for general potentials

We now consider the case of general bounded-range, repulsive potentials. Unlike the hard sphere model, it is not clear here how to approximate the infimum in (4) from a finite set of boundary configurations. However, given constants $a, b > 0$ such that $\phi$ satisfies $(a, b)$-strong spatial mixing, we can explicitly compute a function $\delta(a, b)$ so that

$$C_{a,b}(\mathcal{U}_t, \mathbf{u}_t, X_t) = \delta(a, b) \frac{Z_{\Lambda_{\partial B \cup \partial B}}(\lambda_{X_t \cap \Lambda_{\partial B}})}{Z_{\Lambda_B}(\lambda_{X_t \cap \Lambda_{\partial B \cup \partial B}})}$$

is a Bayes filter correction. With strong spatial mixing, we use $C_{a,b}(\cdot)$ to construct a Bayes filter such that probability that $F_t = 0$ is bounded above, again implying a bound of $O(|\Lambda|)$ on the expected number of iterations of the algorithm.

Note that in this setting, we require spatial mixing for both correctness and efficiency, while for the hard-sphere model we only need it for efficiency. Another crucial difference is that, while we can explicitly compute $\delta(a, b)$, the same does not hold for $C_{a,b}(\cdot)$ due to the fraction of partition functions involved. Again we circumvent this by rewriting the success probability of the Bayes filter in a suitable way and applying a Bernoulli factory for sampling $F_t$. Finally, we point out that we do not obtain a constant bound for the expected running time of each iteration, but instead the bound depends on the number of points in $X_t \cap \Lambda_{\partial B}$. Possible dependencies between the configuration $X_t$ and the number of iterations prevent us from bounding the total expected running time using Wald’s identity. Instead, we provide tail bounds on the number of iterations and the running time of each iteration, allowing us to derive an expected total running time that is linear in the volume of $\Lambda$ up to polylogarithmic factors.

3 Preliminaries

Throughout the paper, we write $\mathbb{N}$ for the set of strictly positive integers, and we write $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For any $k \in \mathbb{N}$, we denote by $[k]$ the set $[1, k] \cap \mathbb{N}$. 
For a bounded measurable region \( \Lambda \subset \mathbb{R}^d \) and any finite point configuration \( \eta \in \mathcal{N}_\Lambda \), we write \( |\eta| \) for the number of points in \( \eta \). Note that this notation is the same that as the one we use for the volume of a region. The particular meaning will be clear from the context. Moreover, for \( k \in \mathbb{N} \), we write \( \binom{n}{k} \) for the set \( \{\eta' \subseteq \eta \mid |\eta'| = k\} \).

### 3.1 Gibbs point processes

We introduce some additional notation for Gibbs point processes, used in the rest of the paper. Firstly, when dealing with a tuple \((x_1, \ldots, x_k) \in (\mathbb{R}^d)^k\) we frequently denote it by the corresponding bold letter \( \mathbf{x} \). Based on this, we write \( d\mathbf{x} \) for \( dx_1 \ldots dx_k \) and \( H(\mathbf{x}) \) for \( H(x_1, \ldots, x_k) \). Moreover, for \( k \in \mathbb{N}_0 \) and \( \mathbf{x} = (x_1, \ldots, x_k) \in (\mathbb{R}^d)^k \) we write \( \eta_{x} \) for the set \( \{x_1, \ldots, x_k\} \), where the case \( k = 0 \) results in \( \eta_{x} = \emptyset \). Finally, for \( x \in \Lambda^k \) we write \( \lambda^x \) for \( \prod_{i \in [k]} \lambda(x_i) \). This simplifies the definition of \( \mu_\lambda \) given in the introduction to

\[
\mu_\lambda(A) = \frac{1}{Z_\lambda(\Lambda)} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta_{x} \in A} \lambda^x e^{-H(\mathbf{x})} d\mathbf{x}.
\]

Next, we formalize two different notions of restricting a Gibbs point process on \( \Lambda \) to a subregion \( \Lambda' \subseteq \Lambda \) that are relevant throughout the paper.

The first is based on restricting the support of \( \lambda \) by defining a new activity function \( \lambda_{\Lambda'} : y \mapsto \lambda(y) \cdot \mathbb{1}_{y \in \Lambda'} \) (for constant activity \( \lambda \), we write \( \lambda_{\Lambda'} : y \mapsto \lambda \mathbb{1}_{y \in \Lambda'} \)). The resulting Gibbs point process is a probability measure on \( (\mathcal{N}_{\Lambda'}, \mathcal{R}_{\Lambda'}) \) with

\[
\mu_{\lambda_{\Lambda'}}(A) = \frac{1}{Z_{\lambda_{\Lambda'}}(\Lambda')} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta_{x} \in A} \lambda_{\Lambda'}^x e^{-H(\mathbf{x})} d\mathbf{x}.
\]

for all \( A \in \mathcal{R}_{\Lambda'} \). In particular, for \( A = \{\eta \in \mathcal{N}_{\Lambda'} \mid \eta \cap (\Lambda')^c > 0\} \), it holds that \( \mu_{\lambda_{\Lambda'}}(A) = 0 \).

The second way of restricting a Gibbs point process \( \mu_\lambda \) is by projecting it to a measurable subregion \( \Lambda' \subseteq \Lambda \). To this end, we write \( \mu_\lambda[\Lambda'] \) for the image measure of \( \mu_\lambda \) under the map \( \mathcal{N}_{\Lambda} \to \mathcal{N}_{\Lambda'} \), \( \eta \mapsto \eta \cap \Lambda' \). By construction, \( \mu_\lambda[\Lambda'] \) is a probability distribution on \( (\mathcal{N}_{\Lambda'}, \mathcal{R}_{\Lambda'}) \) that, for every \( A \in \mathcal{R}_{\Lambda'} \), assigns a probability

\[
\mu_\lambda[\Lambda'](A) = \frac{1}{Z_{\lambda}(\Lambda)} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta_{x} \cap \Lambda' \in A} \lambda^x e^{-H(\mathbf{x})} d\mathbf{x}.
\]

As discussed in Section 1, we frequently modify the activity function to encode the effect of fixing a certain point set (boundary condition). More precisely, for a fixed potential \( \phi \), an activity function \( \lambda \) and a point set \( \eta \in \mathcal{N}_{\Lambda} \) we write \( \lambda_\phi \) for the function \( y \mapsto \lambda(y)e^{-\sum_{x \in \eta} \phi(x,y)} \). Similarly, for \( k \in \mathbb{N} \) and \( x \in \Lambda^k \) we write \( \lambda_\phi^x \) for the activity function \( y \mapsto \lambda(y)e^{-\sum_{x \in \eta} \phi(x,y)} \) and \( \lambda \phi : y \mapsto \lambda e^{-\sum_{x \in \eta} \phi(x,y)} \). We extend this notation to constant activity \( \lambda \in \mathbb{R}_{\geq 0} \), writing \( \lambda_\phi : y \mapsto \lambda e^{-\sum_{x \in \eta} \phi(x,y)} \) and \( \lambda_\phi^x : y \mapsto \lambda e^{-\sum_{x \in \eta} \phi(x,y)} \). Using this notation, a useful alternative definition of \( \mu_\lambda[\Lambda'] \) is given by

\[
\mu_\lambda[\Lambda'](A) = \frac{1}{Z_{\lambda}(\Lambda)} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta_{x} \in A} \lambda^x_\phi e^{-H(\mathbf{x})} Z_{\Lambda}(\lambda^x_\phi) d\mathbf{x} = \frac{1}{Z_{\lambda}(\Lambda)} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta_{x} \in A} \lambda^x_\phi e^{-H(\mathbf{x})} Z_{\Lambda'}(\lambda^x_\phi) d\mathbf{x}.
\]
for \( A \in \mathcal{R}_\Lambda' \). In particular, note that

\[
\mu_{\lambda_{\Lambda'}}[\Lambda'](A) = \frac{1}{Z_{\Lambda'}(\lambda)} \sum_{k \geq 0} \frac{1}{k!} \int_{\Lambda^k} \mathbb{1}_{\eta \in A} \lambda^x e^{-H(x)} \, dx.
\]

While \( \mu_{\lambda_{\Lambda'}}[\Lambda'] \) and \( \mu_{\lambda_{\Lambda}} \) seem similar, the former is a distribution on \( (\mathcal{N}_{\Lambda'}, \mathcal{R}_{\Lambda'}) \) whereas the latter is defined on \( (\mathcal{N}_{\Lambda}, \mathcal{R}_\Lambda) \).

### 3.2 Bernoulli factories

In designing our sampling algorithm, it will be useful to consider the following Bernoulli factory problem. We are given access to a sampler for \( \text{Ber}(p) \) and for \( \text{Ber}(q) \), that is samplers of Bernoulli random variables with parameters \( p \) and \( q \) respectively, where we further assume \( p < q \). We want to sample a random variable \( Z \sim \text{Ber}\left(\frac{p}{q}\right) \).

Most work on Bernoulli factories studies their running time in terms of the number of coin flips required. In our setting, the time needed to generate each of these coin flips is random variable. Fortunately, suitable independence assumptions hold in our setting allowing us to prove the following lemma.

**Lemma 3.1.** Fix some \( p, q \in [0, 1] \) such that \( q - p \geq \epsilon \) for some \( \epsilon > 0 \). Further assume that we have oracle access to a sampler from \( \text{Ber}(p) \) and \( \text{Ber}(q) \) in the following sense:

1. every sample from \( \text{Ber}(p) \) (resp. \( \text{Ber}(q) \)) is independent from all previous samples;
2. the expected running time for obtaining a sample from \( \text{Ber}(p) \) (resp. \( \text{Ber}(q) \)), conditioned on previously obtained samples, is uniformly bounded by some \( t \in \mathbb{R}_{\geq 0} \).

Then we can sample from \( \text{Ber}\left(\frac{p}{q}\right) \) in \( O(te^{-2}) \) expected time.

### 4 The algorithm

Let \( \Lambda = [0, L]^d \) and consider a Gibbs point processes on \( \Lambda \) with uniform activity \( \lambda(x) \equiv \lambda \) for some \( \lambda \in \mathbb{R}_{>0} \) and repulsive potential \( \phi \) with finite range \( r \in \mathbb{R}_{>0} \). Throughout the analysis of our algorithm, it will be useful to focus on configurations \( \eta \in \mathcal{N}_\Lambda \) such that \( \phi(x, y) \ll \infty \) for all \( (x, y) \in \binom{\mathbb{Z}}{2} \), in which case we call \( \eta \) a feasible configuration.

Before stating our algorithm, we first formalize how we divide \( \Lambda \) into smaller boxes, following the description given in Section 2. For a \( r \) and \( L \) as above, let \( N = \lceil L/r \rceil \). We set \( \mathcal{V} = \{0, \ldots, N - 1\}^d \) to be the set of box indices and associate each box index \( v = (v_1, \ldots, v_d) \in \mathcal{V} \) with the region \( \Lambda_v = ([v_1 r, (v_1 + 1) r) \times \cdots \times [v_d r, (v_d + 1) r]) \cap \Lambda \). As in Section 2, we extend this notation to sets of box indices \( S \subseteq \mathcal{V} \) by setting \( \Lambda_S = \bigcup_{v \in S} \Lambda_v \).

Further, recall that, for \( v \in \mathcal{V} \), we write \( \mathcal{B}_k(v) \) for the set of boxes \( w \in \mathcal{V} \) with \( \|v - w\|_\infty \leq k \).

As mentioned earlier, our algorithm tries to update in each step the point configuration on a subset of boxes \( B \subseteq \mathcal{V} \). To this end, for \( S \subseteq \mathcal{V} \), \( v \in \mathcal{V} \), \( r \in \mathbb{R}_{\geq 0} \), and \( \ell \in \mathbb{N} \), we define

\[
B(S, v, \ell) \coloneqq \{v\} \cup (\mathcal{B}_\ell(v) \setminus S).
\]

We refer to the parameter \( \ell \) as the update radius. Finally, recall that we write \( \partial S = (\bigcup_{v \in S} \mathcal{B}_1(v)) \setminus S \) for the outer boundary of \( S \subseteq \mathcal{V} \).

Whether the algorithm updates the point configuration in iteration \( t \) depends on the outcome of a Bernoulli random variable \( F_t \), called the Bayes filter. We introduce the following definition.
Our perfect sampling procedure is stated in Algorithm 1.

**Algorithm 1** Perfect sampling algorithm for repulsive Gibbs point processes.

**Data:** region $\Lambda = [0, L]^d$, repulsive potential $\phi$ of range at most $r \in \mathbb{R}_{>0}$, activity $\lambda \in \mathbb{R}_{>0}$, update radius $\ell \in \mathbb{N}$

1. set $t = 0$, $U_t = V$, $X_t = \emptyset$
2. while $U_t \neq \emptyset$ do
   3. draw $u_t \in U_t$ uniformly at random
   4. set $B = B(U_t, u_t, \ell)$
   5. draw $F_t$ from $\text{Ber} \left(C(U_t, u_t, X_t) \cdot \frac{Z_{AB}(\lambda_{X_t \cap \Lambda \cup B})}{Z_{AB}(\lambda_{X_t \cap \Lambda \cup \partial B}) \right)$ where $C$ is a Bayes filter correction as in Definition 4.1
   6. if $F_t = 1$ then
      7. draw $Y$ from $\mu_{\lambda X_t \cap \Lambda \cup B} \cdot \mu_{\Lambda B}[A_B]$
      8. set $X_{t+1} = (X_t \setminus \Lambda B) \cup Y$
      9. set $U_{t+1} = U_t \setminus \{u_t\}$
   10. else
      11. set $U_{t+1} = U_t \cup \partial B$
   12. increase $t$ by 1
13. return $X_t$

Before we get to the question of how to sample an appropriate Bayes filter in step 5, the following statement ensures that the algorithm produces the correct output distribution.

**Theorem 4.2.** Let $T = \inf_{t \in \mathbb{N}} \{U_t = \emptyset\}$. Then $T$ is almost surely finite and for all $t \in \mathbb{N}_0$ with $\mathbb{P}[t \geq T] > 0$ and all $A \in \mathcal{R}_\Lambda$, it holds that $\mathbb{P}[X_t \in A \mid t \geq T] = \mu_\Lambda(A)$.

We proceed to exemplify how we use Bernoulli factories to sample the Bayes filter. For brevity, we focus on the hard-sphere model here. The more general case of bounded-range repulsive potential can be found in the full version of the paper [3].

**Bayes filter for the hard-sphere model**

Recall that for the hard-sphere model, we have $\phi(x, y) = \infty$ if $\text{dist}(x, y) < r$ and 0 otherwise. Given a non-empty set of boxes $S \subseteq V$, $v \in S$ and a feasible configuration $\eta \in \mathcal{N}_\Lambda$, we want to construct a Bayes filter correction $C(S, v, \eta)$ that allows us to efficiently sample the filter.
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To this end, set $B = B(S, v, \ell)$ and $H = (S \cup B)^c$. Our construction makes use of two ingredients. Firstly, we argue that, instead of minimizing over the uncountable set of boundary conditions $\mathcal{N}_H$, it suffices to minimize over subsets of the finite set $(\delta(Z))^d \cap H \cap AB$ for a sufficiently small $\delta_1 > 0$. Secondly, choosing a sufficiently small $\delta_2 > 0$, we show that we can approximate the involved partition functions using the function

$$Z(S, \eta, \delta_2) = \sum_{\gamma \subseteq (\delta_2 Z)^d \cap \Lambda_S} \lambda^{\gamma} |\delta_2^{\gamma}| \cdot D(\gamma) \cdot D(\gamma | \eta \cap \Lambda_{BS}), \quad (5)$$

where $D(\gamma) = \prod_{(x,y) \in \gamma} 1_{\text{dist}(x,y) \geq r}$ and $D(\gamma | \eta) = \prod_{x \in \gamma} \prod_{y \in \eta} 1_{\text{dist}(x,y) \geq r}$.

The following lemma then gives a way to construct a Bayes filter correction for the hard-sphere model.

**Lemma 4.3.** For non-empty $S \subseteq \mathcal{V}$, $v \in S$, feasible $\eta \in \mathcal{N}_\Lambda$ and $\delta_1, \delta_2 > 0$ define

$$C_\varepsilon(S, v, \eta) := e^{-\varepsilon} \cdot \min_{\gamma \subseteq (\delta_2 Z)^d \cap \Lambda_H} \frac{Z(B \setminus \{v\}, \gamma \cup (\eta \cap \Lambda_S), \delta_2)}{Z(B, \gamma \cup (\eta \cap \Lambda_{S \setminus \{v\}}), \delta_2)},$$

where $B = B(S, v, \ell)$ and $H = (S \cup B)^c$. For $\delta_1, \delta_2$ sufficiently small, depending only on $d, r, \ell$ and $\varepsilon$, it holds that $C_\varepsilon(S, v, \eta)$ is a Bayes filter correction.

In fact, we will not use $C_\varepsilon$ directly for our Bayes filter, but a slightly scaled version $0 < e^{-\varepsilon} C_\varepsilon$, which is again a Bayes filter correction. The additional slack allows us to efficiently sample the Bayes filter by using a Bernoulli factory, as we argue in the next lemma.

**Lemma 4.4.** Let $S \subseteq \mathcal{V}$ be non-empty, $v \in S$ and $\eta \in \mathcal{N}_\Lambda$ be feasible, and set $B = B(S, v, \ell)$. For all $\varepsilon > 0$ we can sample a Bernoulli random variable with success probability

$$e^{-\varepsilon} C_\varepsilon(S, v, \eta) \cdot \frac{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{AB}})}{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{B \setminus \{v\}}} \cdot \Lambda_{B \setminus \{v\}})}$$

with expected running time only depending on $\varepsilon$, $\ell$, $r$, $\lambda$ and $d$.

The core idea of the above lemma to express $\frac{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{AB}})}{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{B \setminus \{v\}}} \cdot \Lambda_{B \setminus \{v\}})}$ as a fraction of probabilities. Together with the fact that $e^{-\varepsilon} C_\varepsilon(S, v, \eta) < 1$, this allows us to write the success probability of the Bayes filter as a fraction of probabilities $\frac{p}{q}$. Arguing that $p < q$, and that we can sample $\text{Ber}(p)$ and $\text{Ber}(q)$ efficiently allows us to apply Lemma 3.1 to prove Lemma 4.4.

While the above suffices to perform each iteration of Algorithm 1 efficiently, we still need to bound the number of iterations. For this, we derive a lower bound on the success probability of the Bayes filter with correction $e^{-\varepsilon} C_\varepsilon(\cdot)$ for a particular choice of $\varepsilon$, using the assumption of strong spatial mixing.

**Lemma 4.5.** Consider a hard-sphere model that exhibits $(a, b)$-strong spatial mixing up to $\lambda$. Then there are constants $a', b'$, only depending on $a$, $b$, $r$, $\lambda$ and $d$, such that for all non-empty $S \subseteq \mathcal{V}$, $v \in S$ and feasible $\eta \in \mathcal{N}_\Lambda$ it holds that

$$e^{-\varepsilon - \ell} C_{\varepsilon - \ell}(S, v, \eta) \cdot \frac{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{AB}})}{Z_{\Lambda_B}(\lambda_{\eta \cap \Lambda_{B \setminus \{v\}}} \cdot \Lambda_{B \setminus \{v\}})} \geq 1 - a' e^{-b' \ell}.$$
Theorem 4.6. Consider Algorithm 1 on a hard-sphere model with \( C(\cdot) = e^{-c_{\cdot}^r} C_{e^{-\ell}}(\cdot) \) as Bayes filter correction in line 5. We can run the algorithm in almost-surely finite running time and, on termination, it outputs a sample from the hard-sphere Gibbs measure \( \mu_\lambda \) on \( \Lambda \). Moreover, if the hard-sphere model satisfies \((a,b)\)-strong spatial mixing and if \( \ell \) is chosen as a sufficiently large constant, depending on \( a, b, r, \lambda \) and \( d \), then we can run the algorithm in expected time \( O(|\Lambda|) \).
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