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Abstract
Designing efficient distributed protocols for various agreement tasks such as Byzantine Agreement,
Broadcast, and Committee Election is a fundamental problem. We are interested in scalable protocols
for these tasks, where each (honest) party communicates a number of bits which is sublinear in n,
the number of parties. The first major step towards this goal is due to King et al. (SODA 2006) who
showed a protocol where each party sends only Õ(1)1 bits throughout Õ(1) rounds, but guarantees
only that 1 − o(1) fraction of honest parties end up agreeing on a consistent output, assuming
constant < 1/3 fraction of static corruptions. Few years later, King et al. (ICDCN 2011) managed to
get a full agreement protocol in the same model but where each party sends Õ(

√
n) bits throughout

Õ(1) rounds. Getting a full agreement protocol with o(
√

n) communication per party has been a
major challenge ever since.

In light of this barrier, we propose a new framework for designing efficient agreement protocols.
Specifically, we design Õ(1)-round protocols for all of the above tasks (assuming constant < 1/3
fraction of static corruptions) with optimistic and pessimistic guarantees:

Optimistic complexity: In an honest execution, all parties send only Õ(1) bits.

Pessimistic complexity: In any other case, (honest) parties send Õ(
√

n) bits.
Thus, all an adversary can gain from deviating from the honest execution is that honest parties will
need to work harder (i.e., transmit more bits) to reach agreement and terminate. Besides the above
agreement tasks, we also use our new framework to get a scalable secure multiparty computation
(MPC) protocol with optimistic and pessimistic complexities.

Technically, we identify a relaxation of Byzantine Agreement (of independent interest) that
allows us to fall-back to a pessimistic execution in a coordinated way by all parties. We implement
this relaxation with Õ(1) communication bits per party and within Õ(1) rounds.
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1 Introduction and Results

We propose a new framework for designing efficient fault-tolerant distributed algorithms for
large scale networks. Fault-tolerance means that the functionality of the protocol should
not be compromised even if some of the participants in the protocol collude and arbitrarily
deviate from the protocol’s specification. Basic and well-studied abstractions in this context
are Byzantine Agreement (BA) [20, 19], Broadcast, and Committee Election. These serve
as building blocks in many distributed protocols. Perhaps most notably, these protocols
underlie essentially all secure (cryptographic) multiparty computation protocols [2, 13, 5].

We are interested in designing protocols for all of the above tasks that can be used in
large scale settings, where the number of parties could potentially be really large. Let n be
the number of parties involved. For protocols to be scalable, we want the amount of work
or communication required by each party to be sub-linear in n. Even for the very basic
tasks, such as BA, this question was out of reach for many years. The situation changed
with the groundbreaking work of [18] that gave a technique for “almost everywhere” scalable
agreement. Using their technique, it is possible to solve BA, Broadcast, and Committee
Election in a scalable fashion with the caveat that only 1 − o(1) fraction of the honest parties
agree on the output of the protocol. In terms of efficiency though, their protocol is essentially
optimal: it requires only Õ(1) communication rounds and Õ(1) communication per party.

The model that is considered in [18] is point-to-point synchronous communication and
with a computationally unbounded Byzantine (a.k.a malicious) adversary that controls a
(1/3 − ϵ)-fraction of the parties for any ϵ > 0. Corruptions occur statically, namely, before
the protocol begins (but after it is specified). Further, the adversary has full-information,
namely, it sees all messages sent, even messages sent between two honest party, and it is
rushing, namely, it gets to send its messages after seeing the honest party’s messages for that
round. This is the model that we consider in this work as well.

Since [18]’s work, there has been an effort to boost their almost everywhere agreement
property into full agreement in various different settings [16, 17, 15, 3]. In the classical
information theoretic setting, the work of [15] managed to get full agreement protocols for all
of the above tasks at the cost of increased overhead: each party’s communication is Õ(

√
n)

bits (the round complexity remains Õ(1)). More than a decade since this work, it is still
essentially the state of the art (excluding protocols relying on cryptographic assumptions).
The work of [14] proved a lower bound saying that Ω̃( 3

√
n) communication is necessary for

at least one party for a certain (non-trivial) class of protocols. See Section 2 for more
details. Thus, it is still major open problem to get a full agreement protocol with o(

√
n)

communication per party.

Optimistic/pessimistic efficiency

Given the lack of progress in getting better agreement protocols in the worst-case, we
suggest a new “beyond worst-case” approach for designing protocols. Specifically, we consider
protocols that could have different complexities, depending on the attacker’s actions. It is
important to emphasize that we want protocols that are correct/secure no matter what; i.e.,
all honest parties terminate and full agreement is reached. Thus, all an adversary can gain
from deviating from the honest execution is that honest parties will need to work harder (i.e.,
transmit more bits) to reach agreement and terminate. So, it is conceivable to assume that
in some applications an attacker will have no incentive to execute an attack. That is, if all
the adversary cares about is breaking correctness/security (and gains nothing from a delay),
then there is no point to deviate from the protocol and much better efficiency is obtained in
this case. We state our main result next.
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▶ Theorem 1 (Scalable agreement compiler). Let X ∈ {ByzantineAgreement, Broadcast,
CommitteeElection} be a task. Assume that there is a protocol Π for X tolerating 1/3 − ϵ

fraction of static corruptions for any ϵ > 0. Then, there is another protocol Π′ for X

(tolerating 1/3 − ϵ fraction of static corruptions for any ϵ > 0) with the following features:
Optimistic Complexity: In an honest execution, each party sends Õ(1) bits and the protocol

terminates within Õ(1) rounds.
Pessimistic Complexity: In the worst-case, the communication and round complexities of Π′

is the same as that of Π plus Õ(1).

We remark that while we stated above that our protocols obtain optimistic efficiency
(Õ(1) communication overall per party) in honest executions, in fact, this is the case even if
crash failures are allowed (i.e., an adversary can crash corrupt nodes).

As a corollary of Theorem 1, using the protocols of [18, 15] as Π, we get the following
result.

▶ Corollary 2 (Scalable agreement instantiation). There are Õ(1)-round Byzantine Agreement,
Committee Election, and Broadcast protocols tolerating 1/3 − ϵ fraction of static corruptions
for any ϵ > 0 with the following features:
Optimistic Complexity: In an honest execution, each party sends Õ(1) bits.
Pessimistic Complexity: In the worst-case, each honest party sends Õ(

√
n) bits.

The Õ(
√

n) term in the pessimistic complexity bullet comes from the cost of [15]’s protocol.
Any improvement on the latter will immediately translate to improved pessimistic complexity.

Technical highlight: agreement with error detection. The main building block of the
above theorem is a new protocol for a relaxed variant of an agreement functionality. Recall
that in an agreement functionality the goal is to guarantee that all parties terminate and agree
on some specified value. We introduce a relaxation of the above requirement by requiring
that (1) in an honest execution, indeed all parties terminate and reach agreement, but (2)
in all other cases, all parties should agree on a special Fail symbol. With this abstraction,
we can identify failure, fallback and invoke another (expensive) agreement protocol. To
get Theorem 1, we implement such a relaxed agreement protocol using a protocol with Õ(1)
rounds and per-party communication.

Generic optimistic/pessimistic framework. More generally, we use our agreement with
error detection protocol to obtain a generic framework for combining efficient optimistic
protocols with less efficient pessimistic protocols. Specifically, we manage to combine an
efficient protocol Πlight (solving a given task X) where it is guaranteed that a failure was
noticed by at least one party with a less efficient protocol Πheavy (solving the same task X)
that is executed only if everyone knows that some failure occurred. The complexity of the
combined protocol is inherited from Πlight in an honest execution and from Πheavy in any
other case.

Application to Scalable MPC

The above agreement tasks can be thought of as special cases of secure multi-party com-
putation (MPC) [13, 2, 5]. MPC protocols enable a set of mutually distrusting parties to
compute a function on their private inputs, while guaranteeing various properties such as
correctness, privacy, independence of inputs, and more. We consider the problem of scalable
MPC in the peer-to-peer synchronous communication model with private channels. (We
emphasize that only this result relies on private channels.)

DISC 2023
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Feasibility results for (non-scalable) MPC have been long known, e.g., the BGW [2]
protocol gives a method for computing an arbitrary function with communication cost that
grows multiplicatively with the circuit size of the function and some polynomial in the number
of parties. That is, the communication complexity of each of the n parties is s · poly(n) when
computing a function represented as a circuit of size s.2 The question of scalable MPC,
i.e., protocols where the dominant term in the complexity is just the circuit size, is still an
active topic and modern results achieve MPC protocols with strong security guarantees and
communication complexity Õ(s + poly(n)) (see Section 2 for an overview and references).

We use our scalable agreement protocols to obtain a new generic scalable MPC. The
properties of the resulting protocol are summarized in the next theorem.

▶ Theorem 3 (Scalable MPC). There is a statistically maliciously secure MPC protocol
tolerating 1/3 − ϵ fraction of static corruptions for any ϵ > 0 with the following features.
Given a circuit of size s and depth d over n inputs, the protocol has the following complexity:
Optimistic Complexity: In an honest execution, each party sends Õ(s/n) bits.
Pessimistic Complexity: In the worst-case, each party sends Õ(s/n +

√
n) bits.

Round Complexity: All parties terminate after Õ(d) rounds.

The additive Õ(
√

n) term in the pessimistic complexity bullet comes generically from
Theorem 1. At a high level, the above MPC is obtained by using our agreement protocol
to generate a quorum: assign to each party its own representative (small and balanced)
committee where there is a strong majority of honest parties. Then, we distribute the gates
of the circuit to these committees. Each gate is evaluated by its assigned committees using
some standard MPC (e.g., BGW). We emphasize that our protocol has the appealing feature
that in an honest execution the total communication complexity is essentially equal to the
circuit size, for any circuit, and it is split in a balanced manner across parties. This idea
largely appeared in the scalable MPC protocol of [9]. The main difference is that we obtain
optimistic/pessimistic complexity, while they only had pessimistic complexity, and this is
due to the use of Theorem 1 instead of the protocol of [15].

2 Background and Related Work

Scalable agreement

The BA problem was introduced in the landmark work of Lamport, Shostak, and Pease [19].
In the following couple of decades, several protocols were presented (e.g., [10]) but they
all had quadratic total overhead, that is, every party had to essentially communicate with
every other party. The protocol of [18] was the first to break this barrier, but it had the
caveat of almost-everywhere agreement (rather than full agreement). Extending their almost-
everywhere agreement to full agreement in a scalable manner and with minimal cost is still
an exciting challenge. We mention some of the key papers addressing this challenge.

First, [16] presented a protocol that satisfies full agreement but it is not balanced. That
is, while most parties do communicate a sublinear amount of bits in n overall, there are few
parties that communicate essentially with everyone. Several follow up works (e.g., [4, 1])
suffer from the same issue. Then, [15] presented a protocol that satisfies full agreement and
it is balanced, but this comes with an extra Õ(

√
n) term in the communication cost.

2 Interestingly, in BGW it was already observed that their protocol has an optimistic/pessimistic flavor
where in the former the polynomial in n is slightly better than in the pessimistic case.
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The extra cost in efficiency is partially explained by an Ω( 3
√

n) lower bound on the
communication complexity of at least one party in any BA protocol with full agreement, due
to [14]. This lower bound, however, applies only to protocols with static filtering. In static
filtering, every party decides on the set of parties it will listen to before the beginning of each
round (as a function of its internal view at the end of the previous round). It is an intriguing
open problem to extend the lower bound beyond protocol with static filtering rules.

Lastly, we mention a work of [3]. They assume cryptographic and trusted setup as-
sumptions and further that the adversary is computationally bounded. Also, they assume
dynamic filter – namely, the decision of which message is received can be based on the content
of received messages (in their case, every message is checked if it contains a valid digital
signature). With these relaxations of the model, no lower bound is known. They showed a
communication-optimal protocol: only Õ(1) bits of communication per party are needed to
reach full agreement.3

We remark that all of the above works, as well as ours, assume near-optimal resilience, i.e.,
up to (1/3 − ϵ) fraction of corruptions (i.e., near-optimal resilience range). Less than n/3 − 1
corruptions is strictly necessary due to lower bounds of [19, 11] (unless further assumptions
are made such as a trusted setup or a computationally bounded adversary).

Scalable MPC

There has been a rich line of work on scalable MPC protocols. The main goal is to design
protocols where the total communication complexity scales like O(s + poly(n)) for securely
computing a size s circuit by n parties. This was studied in the context of perfect or statistical
security and optimal resilience (up to n/3 − 1 or n/2 − 1 corrupted parties) e.g., [2, 13], or
with perfect or statistical security and near-optimal resilience (up to (1/3 − ϵ) or (1/2 − ϵ)
fraction of corrupted parties) e.g., [9, 6]. In all of these works a broadcast channel is assumed
but its usage is limited to a number of times which is independent of the circuit size. All of
these works obtain somewhat stronger notions of security than what we obtain in Theorem 3
(e.g., they often tolerate adaptive corruptions while we handle only static ones). Note that
we can use our broadcast protocol from Theorem 1 to instantiate the broadcast channel in
the above works, achieving statistical security for (1/3 − ϵ) fraction of static corruptions.

Most related to us are the works [7, 9]. In these works the authors used the full agreement
protocol of [15] to get a scalable MPC with complexity Õ(s/n +

√
n) to compute a size s

circuit by n parties, per party. The corruption model is (1/3 − ϵ) fraction static corruptions,
same as ours. Our MPC prootcol is very similar to theirs (associating the wires of the
circuit to quorum members); but, our description is somewhat simpler because we use generic
maliciously secure MPC as black-box whereas they sometime use internal building blocks
such as verifiable secret sharing. The optimistic/pessimistic aspect is new to our work. Lastly,
we mention the work of [8] who studied scalable MPC protocols in an asynchronous setting.

3 [3] have two variants presenting tradeoffs between the cryptographic assumptions and the trusted setup
assumptions. Either a weaker trusted setup assumption (a public-key infrastructure and a common
random string) and a stronger cryptographic assumption (SNARKs with linear-time extraction and a
collision resistant hash).

DISC 2023
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