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Abstract
Mixed-integer linear programming (MILP) is at the core of many advanced algorithms for solving fundamental problems in combinatorial optimization. The complexity of solving MILPs directly correlates with their support size, which is the minimum number of non-zero integer variables in an optimal solution. A hallmark result by Eisenbrand and Shmonin (Oper. Res. Lett., 2006) shows that any feasible integer linear program (ILP) has a solution with support size $s \leq 2m \cdot \log(4m\Delta)$, where $m$ is the number of constraints, and $\Delta$ is the largest absolute coefficient in any constraint.

Our main combinatorial result are improved support size bounds for ILPs. We show that any ILP has a solution with support size $s \leq m \cdot (\log(3A_{\max}) + \sqrt{\log(A_{\max})})$, where $A_{\max} := \|A\|_1$ denotes the 1-norm of the constraint matrix $A$. Furthermore, we show support bounds in the linearized form $s \leq 2m \cdot \log(1.46A_{\max})$. Our upper bounds also hold with $A_{\max}$ replaced by $\sqrt{m\Delta}$, which improves on the previously best constants in the linearized form.

Our main algorithmic result are the fastest known approximation schemes for fundamental scheduling problems, which use the improved support bounds as one ingredient. We design an efficient approximation scheme (EPTAS) for makespan minimization on uniformly related machines $(Q||C_{\max})$. Our EPTAS yields a $(1 + \varepsilon)$-approximation for $Q||C_{\max}$ on $N$ jobs in time $2^{O(1/\varepsilon \log^{1/3}(1/\varepsilon))} \cdot \log(\log(1/\varepsilon)) + O(N)$, which improves over the previously fastest algorithm by Jansen, Klein and Verschae (Math. Oper. Res., 2020) with run time $2^{O(1/\varepsilon \log^{1/3}(1/\varepsilon))} \cdot N^{O(1)}$.

Arguably, our approximation scheme is also simpler than all previous EPTASes for $Q||C_{\max}$, as we reduce the problem to a novel MILP formulation which greatly benefits from the small support.
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1 Introduction

The Integer Linear Programming (ILP) problem is to find an optimal integral solution \( x^* \in \mathbb{Z}^n_{\geq 0} \), which minimizes a linear objective \( c^T x \) subject to a system \( Ax = b \) of \( m \) linear constraints. In the Mixed-Integer Linear Programming (MILP) problem, the solution sought is a pair \( (x^*, y^*) \in \mathbb{Z}^n_{\geq 0} \times \mathbb{Q}^r_{\geq 0} \), which minimizes \( c^T (x, y) \) subject to \( Ax + By = b_1 \) and \( Cy = b_2 \). Solving (M)ILPs is at the core of many advanced algorithms for fundamental combinatorial optimization problems. Very often, the run time of these algorithms scales with the support size of the (M)ILPs, which is the smallest number of non-zero entries in an optimal solution \( x^* \) resp. \( (x^*, y^*) \). Thus, support size bounds have found applications all over computer science, for example in scheduling [5, 25], logic [30, 35], and even complexity theory [21]. Therefore, the smaller the support size, the better these results become. Hence, an important research direction is to prove strong upper bounds on the support size of (M)ILPs. The original result on support size bounds, which is already finding its way into the standard curriculum of integer programming courses [37, Lemma 6.1] is:

**Proposition 1** [Eisenbrand, Shmonin [15, Thm. 1(ii)]]. Any feasible and bounded integer program with \( m \) constraints admits a solution with support size \( s \leq 2m \log(4m\Delta) \), where \( \Delta \) is the largest absolute value of any entry in the constraint matrix \( A \).

The result by Eisenbrand and Shmonin is about feasible solutions, and thus does not depend on any objective function. Aliev et al. [2] improved the Eisenbrand-Shmonin bound to \( 2m \log(2\sqrt{m\Delta}) \), and showed it to hold even for the support size of optimal solutions with respect to any linear objective function. Recently, Gribanov et al. [19] were the first to achieve a leading coefficient of 1, with a bound of the form \( m \log(c_1 \cdot \sqrt{m\Delta} \cdot \sqrt{\log(c_2 \cdot \sqrt{m\Delta})}) \), and improved constants of 1.18 \( m \log(702\sqrt{m\Delta}) \) in the linearized form. For the special cases of positively space spanning matrices [1], and in the average case over all right-hand sides [34], results on the order of \( O(m) \) have recently been obtained. One important application of the Eisenbrand-Shmonin bound are efficient polynomial-time approximation schemes (EPTAS) for scheduling problems [23]. An EPTAS computes, for any problem instance \( I \) and any \( \epsilon > 0 \), a solution whose value is within \((1+\epsilon)\) of the optimal solution value in time \( f(1/\epsilon)(I)^{O(1)} \), where \((I)\) denotes the encoding size of \( I \). Several EPTAS were devised for the classical scheduling problem of makespan minimization on uniformly related machines. This problem is denoted as \( Q||C_{\text{max}} \) in Graham’s 3-field notation [18]. The input to \( Q||C_{\text{max}} \) is a set \( J \) of \( N \) jobs, each of which is characterized by an integer processing time \( p_j \), and a set \( M \) of \( M \) machines, each of which is characterized by an integer speed \( s_i \). The goal is to find an assignment (or schedule) \( \sigma : J \rightarrow M \) of jobs to machines, which minimizes the maximum completion time \( C_{\text{max}} = \max_{i \in M} \sum_{j \in \sigma^{-1}(i)} p_j/s_i \) of any machine. Problem \( Q||C_{\text{max}} \) is well-known to be NP-hard, even in the special case of unit speeds \( s_1 = \cdots = s_m \), but still approximable to arbitrary precision, in contrast to the setting of unrelated machines. The previously fastest EPTAS for \( Q||C_{\text{max}} \) is due to Jansen, Klein and Verschae [25, 26], and runs in time \( 2^{O(1/\epsilon \log^2(1/\epsilon))} + N^{O(1)} \). Since their result first appeared in 2016, it has been an open question whether the exponential dependency on \( 1/\epsilon \) can be improved. In particular, there is a gap to the best-known lower bound, which shows that a run time of \( 2^{O((1/\epsilon)^{1-\delta})} + N^{O(1)} \) is not possible for any \( \delta > 0 \), assuming the Exponential-Time Hypothesis [12]. It is unknown, whether this gap can be improved to \( \delta = 0 \), even under stronger assumptions such as Gap-ETH [33]. Further, a gap remains to the best-known run time \( 2^{O(1/\epsilon \log(1/\epsilon)) \log(\log(1/\epsilon)))} + N^{O(1)} \) for the case of unit speeds \( s_1 = \cdots = s_m \) [8]. Our work shows that this gap could be closed with an algorithm for MILPs with few constraints, as efficient as those available for ILPs with few constraints.
**Combinatorial results.** Our main combinatorial result improves on the fundamental support size bound of Proposition 1 with regard to the new parameter $A_{\max}$. Prior work used the maximum norm $\Delta := \|A\|_{\max} = \max_{i,j} |A_{i,j}|$, the largest absolute value of an entry in the constraint matrix $A$. Instead, we use the 1-norm $A_{\max} := \|A\|_1 = \max_i \|A_i\|_1$, the largest 1-norm of any column $A_i$ in $A$. The matrix 1-norm is sub-multiplicative, consistent with the vector 1-norm and recognizes some sparsity, all in contrast to the maximum norm. This makes $A_{\max}$ a natural parameter to consider for studying the properties of ILPs. We show:

**Theorem 2.** Any feasible bounded ILP with an $m$-row constraint matrix $A$ with 1-norm $A_{\max}$ has an optimal solution with support size $s \leq m \cdot (\log(3A_{\max}) + \sqrt{\log(A_{\max})})$.

We also derive parametric support size bounds in linearized form, like $s \leq 1.1m \cdot (3.42A_{\max})$. As all our upper bounds can equally be derived with $A_{\max}$ replaced by $\sqrt{m}\Delta$, we thereby improve on the constants of Gribanov et al. [19] in this form. For the parameter $A_{\max}$, we show an asymptotically matching lower bound on the support size of an optimal solution:

**Theorem 3.** For any $m \in \mathbb{Z}_{\geq 0}$ and any $A_{\max} \in \mathbb{Z}_{\geq 1}$, there is an ILP with $m$ constraints, $n := m \cdot (\lfloor \log(A_{\max}) \rfloor + 1) \geq m \cdot \log(A_{\max})$ variables, and 1-norm $A_{\max}$ of the constraint matrix, whose unique optimal solution is the 1-vector.

To obtain this lower bound, we adapt the previously best lower bound of $m \log(\Delta)$ on the support size of an optimal solution by Berndt, Jansen and Klein [9].

**Algorithmic results.** We use our upper bounds on the support sizes of optimal solutions to ILPs from Theorem 2 as one ingredient to obtain new algorithmic results. Namely, we design a new EPTAS for $Q||C_{\max}$, which is asymptotically faster than all previous EPTAS for $Q||C_{\max}$. See Table 1 for a survey of prior work on approximation algorithms for $Q||C_{\max}$.

**Theorem 4.** There is an algorithm for $Q||C_{\max}$ that, for any $\varepsilon > 0$ and any set of $N$ jobs, computes a $(1+\varepsilon)$-approximate schedule in time $2^{O\left(1/\varepsilon \log^{2}(1/\varepsilon) \log(\log(1/\varepsilon))\right)} + O(N)$.

**Table 1** History of selected complexity results for approximating $Q||C_{\max}$.

<table>
<thead>
<tr>
<th>authors</th>
<th>year</th>
<th>approximation</th>
<th>run time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gonzales, Ibarra, Sahni [17]</td>
<td>1977</td>
<td>$2 - \frac{3^2}{M+1}$</td>
<td>$\mathcal{O}(N \log(N))$</td>
</tr>
<tr>
<td>Cho, Sahni [13]</td>
<td>1980</td>
<td>$1 + \sqrt{\frac{2}{M}}$</td>
<td>$\mathcal{O}(N \log(N))$</td>
</tr>
<tr>
<td>Woeginger [38]</td>
<td>1999</td>
<td>$2 - \frac{2}{M}$</td>
<td>$\mathcal{O}(N \log(N))$</td>
</tr>
<tr>
<td>Hochbaum, Shmoys [22]</td>
<td>1988</td>
<td>$1 + \varepsilon$</td>
<td>$N^{O\left(1/\varepsilon^{2} \log(1/\varepsilon)\right)}$</td>
</tr>
<tr>
<td>Azar, Epstein [4]</td>
<td>1998</td>
<td>$1 + \varepsilon$</td>
<td>$N^{O\left(1/\varepsilon^{2}\right)}$</td>
</tr>
<tr>
<td>Jansen [23]</td>
<td>2010</td>
<td>$1 + \varepsilon$</td>
<td>$2^{O\left(1/\varepsilon^{2} \log^{2}(1/\varepsilon)\right)} + N^{O(1)}$</td>
</tr>
<tr>
<td>Jansen, Robenek [28]</td>
<td>2012</td>
<td>$1 + \varepsilon$</td>
<td>$2^{O\left(1/\varepsilon^{2} \log^{2}(1/\varepsilon)\right)} + N^{O(1)}$</td>
</tr>
<tr>
<td>Jansen, Klein, Verschae [25, 26]</td>
<td>2016</td>
<td>$1 + \varepsilon$</td>
<td>$2^{O\left(1/\varepsilon \log^{2}(1/\varepsilon) \log(\log(1/\varepsilon))\right)} + O(N)$</td>
</tr>
<tr>
<td>This paper</td>
<td>2023</td>
<td>$1 + \varepsilon$</td>
<td>$2^{O\left(1/\varepsilon \log^{2}(1/\varepsilon) \log(\log(1/\varepsilon))\right)} + O(N)$</td>
</tr>
</tbody>
</table>

Compared to previous works, we devise a novel MILP formulation for $Q||C_{\max}$ whose constraint matrix has small column norm. Solving this new formulation not only yields the fastest known EPTAS for $Q||C_{\max}$, but also an EPTAS which is conceptually much simpler than all previous ones. In particular, we introduce the following simplifications in our algorithm compared to the previous EPTAS results:
In contrast to all other previous algorithms, we do not need a case distinction that splits the algorithm and its analysis into three or four different cases, depending on the processing time ratios and numbers of machines. Our algorithm handles all these cases simultaneously by incurring an increase in the constants hidden within the $O$ terms.

We set up an MILP where both jobs and machines with similar size and speed are combined into few distinct job and machine classes. All but the longest jobs and machines are then scheduled fractionally. Rounding the fractional allocations for relatively tiny jobs in a machine class was usually done via a separate algorithm by Lenstra, Shmoys and Tardos [32]. Instead, we pack these jobs with a simple greedy strategy.

We assign relatively huge jobs of each rounded machine speed using basic linear program properties. This creates a linear instead of logarithmic overhead, which we accommodate by increasing the number of integer variables by a constant factor. Previous EPTAS mostly used a complex algorithm by Jansen [24] for a particular bin packing problem. The only remaining algorithm used as a black-box is the well-known algorithm by Lenstra [31] for solving MILPs with constant dimension (resp. its improvement due to Kannan [29]). To show the versatility of our approach, we applied it to three related scheduling problems. Due to space constraints, the details of these applications are only in the full version [7].

High-Multiplicity Scheduling. We study the problem $Q|HM|C_{\text{max}}$, where both jobs and machines are given in the succinct high-multiplicity encoding. We are not aware of any prior constant-factor approximation for $Q|HM|C_{\text{max}}$, only for the restricted setting where only the jobs are given in a high-multiplicity encoding by Filippi and Romanin-Jacur [16].

\begin{corollary}
There is an algorithm for $Q|HM|C_{\text{max}}$ that, for any $\varepsilon > 0$ and any instance $I$, computes a $(1 + \varepsilon)$-approximate schedule in time $2^{O(1/\varepsilon \log(1/\varepsilon) \log(\log(1/\varepsilon)))} + \langle I \rangle^{O(1)}$.
\end{corollary}

Few Different Machine Speeds. In the special case of $Q||C_{\text{max}}$ with only $k$ distinct machine speeds, the run time of our algorithm can be improved.

\begin{theorem}
There is an algorithm for $Q||C_{\text{max}}$ that, for any $\varepsilon > 0$, any set of $N$ jobs and any $k$ distinct machine speeds, computes a $(1 + \varepsilon)$-approximate schedule in time $2^{O(k/\varepsilon \log(1/\varepsilon) \log(\log(1/\varepsilon)))} + O(N)$.
\end{theorem}

Few Different Uniform Machine Types. Jansen and Maack [27] posed $R_KQ||C_{\text{max}}$, a generalization of $Q||C_{\text{max}}$ where each job can have up to $K$ different processing times.

\begin{theorem}
There is an algorithm for $R_KQ||C_{\text{max}}$ that, for any $\varepsilon > 0$ and any set of $N$ jobs, computes a $(1 + \varepsilon)$-approximate schedule in time $2^{O(K \log(K)/\varepsilon \log^2(1/\varepsilon) \log(\log(1/\varepsilon)))} + O(K \cdot N)$.
\end{theorem}

\section{Preliminaries}

We use $\log(2) = 1$, i.e., base 2 logarithms and denote Euler’s number by $e := \exp(1)$. For a vector $v$, let $v_{\min} := \min_{\ell} v_{\ell}$ and $v_{\max} := \max_{\ell} v_{\ell}$ be its extremal entries and $\text{supp}(v) := \{\ell \mid v_{\ell} \neq 0\}$ its support, i.e., the set of indices with non-zero entries. For an instance $I$, its encoding size $\langle I \rangle$ is given by $\langle I \rangle := \sum_{x \in I} (\log(|x| + 1) + 1)$, the sum over the sizes in binary representations of all quantities. For example, an instance $I$ of $Q||C_{\text{max}}$ has size $\langle I \rangle$ logarithmic in the job processing times and machine speeds, but linear in the number of jobs and machines. We generally use $i$ as index for machines, and $j$ as index for jobs.
Mixed-Integer Linear Programs. The set of feasible solutions of any MILP is
\[
Q := \left\{ x \in \mathbb{Z}_{\geq 0}^n, y \in \mathbb{R}_{\geq 0}^r \mid \begin{pmatrix} A & B \\ 0 & C \end{pmatrix} \cdot \begin{pmatrix} x \\ y \end{pmatrix} = b \right\} \quad \text{(MILP)}
\]
for matrices \( A \in \mathbb{Z}^{m \times n}, B \in \mathbb{Z}^{m \times r}, C \in \mathbb{Z}^{r \times r} \) and a vector \( b \in \mathbb{Z}^{m + r} \). The encoding size \( (MILP) \) of \( (MILP) \) is logarithmic in the absolute value \( \Delta := \max_{i,j} |A_{i,j}| \) of the largest coefficient and right-hand side \( b \), but linear in the number of variables and constraints.

We will make use of the following classical result for finding solutions of \( (MILP) \), which was proved first by Lenstra [31] and obtained with improved run time by Kannan [29].

\[\text{Proposition 8 (Kannan [29]). For any instance of (MILP), in time } 2^{O(n \log(n))} (MILP)^{O(1)} \text{ one either finds a solution } (x, y) \in Q \text{ or determines that } Q = \emptyset.\]

In the following, we reproduce two useful lemmata about the structure of \( (MILP) \) solutions, which are inherited from its integral and fractional parts.

\[\text{Lemma 9. For any instance of (MILP) and any } (\tilde{x}, \tilde{y}) \in Q, \text{ in time } (MILP)^{O(1)} \text{ we can find } (\hat{x}, \hat{y}) \in Q \text{ such that } \hat{y} \text{ is a vertex solution of the following restricted LP:}\]
\[
\left\{ y \in \mathbb{R}_{\geq 0}^r \mid \begin{pmatrix} B \\ C \end{pmatrix} \cdot y = b - \begin{pmatrix} A \\ 0 \end{pmatrix} \cdot \hat{x} \right\}. \quad \text{(R-LP)}
\]

\[\text{Proof. By assumption, } (R-LP) \text{ is feasible, as } \hat{y} \text{ is a solution. With the ellipsoid algorithm [20, Remark 6.5.2] we find a vertex solution } \tilde{y} \text{ of } (R-LP) \text{ in polynomial time.} \]

\[\text{Lemma 10. For any instance of (MILP) and any } (\tilde{x}, \tilde{y}) \in Q \text{ there is some } (\hat{x}, \hat{y}) \in Q \text{ such that } \hat{x} \text{ has minimum support } \supp(x) \text{ of all solutions } x \text{ to the restricted ILP}\]
\[
\left\{ x \in \mathbb{Z}_{\geq 0}^n \mid \begin{pmatrix} A \\ 0 \end{pmatrix} \cdot x = b - \begin{pmatrix} B \\ C \end{pmatrix} \cdot \hat{y} \right\}. \quad \text{(R-ILP)}
\]

\[\text{Proof. By assumption, } (R-ILP) \text{ is feasible, as } \tilde{x} \text{ is a solution. Hence, it also has a solution } \hat{x} \text{ with minimum support size. Then } (\hat{x}, \hat{y}) \in Q \text{ holds because of } (\hat{x}, \hat{y}) \in Q \text{ and } A \cdot \hat{x} = A \cdot \tilde{x}. \]

Importantly, Lemma 10 implies that any support size bound for an ILP can be directly applied to the integer variables of an MILP. One of these applications is an algorithm to solve MILPs with few constraints. This was presented explicitly and analyzed in terms of \( m \) and \( \Delta \) by Rohwedder and Verschae [36, p. 30], see also Dadush et al. [14]. For us, the crucial underlying idea to efficiently solve MILPs is:

\[\text{Lemma 11. For any instance of (MILP) and any } s \leq n, \text{ in time } 2^{O(s \log(n))} (MILP)^{O(1)} \text{ we either find a solution } (x, y) \in Q_{\leq s} := \{ (x, y) \in Q : |\supp(x)| \leq s \} \text{ of bounded support, or determine that } Q_{\leq s} = \emptyset.\]

\[\text{Proof. We exhaustively try all choices of } \supp(x), \text{ which are } \binom{n}{s} \leq n^s \text{ candidates, from } |\supp(x)| = 0 \text{ up to } s. \text{ For each choice we restrict (MILP) to } \supp(x), \text{ by fixing all other integer variables to } 0. \text{ With Proposition 8 we either find a solution with } s \text{ integral variables, or determine the infeasibility, in time } s^{O(s)} (MILP)^{O(1)}. \text{ The run time follows from } s \leq n. \]

Note that a support size bound \( s \) on any solution of \( (R-ILP) \) allows us to use Lemma 11 to find a solution with support size \( s \), or decide the infeasibility of the entire \( (MILP) \). Lemma 11 directly extends to optimizing a linear objective function; and to finding a non-zero solution of minimum support, which might be of interest for augmentation algorithms.
In this section, we refine the general support size bounds independent of \( n \) for integer linear programs. Previous such bounds used as parameters the number of constraints \( m \), and the largest absolute value \( \Delta \) of an entry in the constraint matrix \( A \). In our MILP formulation for \( Q||C_{\text{max}} \), we bound the support size by the maximum 1-norm of a column vector, denoted by \( A_{\text{max}} := \| A \|_1 = \max_{i=1, \ldots, n} \| A_i \|_1 \). Clearly, \( \Delta \leq A_{\text{max}} \leq m \cdot \Delta \) holds, but it also means that support size bounds using only \( m \) and \( \Delta \) are too coarse for some ranges. In this section, we only consider feasible ILPs \( L \neq \emptyset \) with rank(\( A \)) = \( m \). Let \( S := \text{supp}(v) \) be the support of the vertex \( v \), and let \( s := |S| \) be the size of the support. Our results are based on:

\[ \text{Proposition 12 (Aliev et al. [2, Thm. 1(2)]). Any ILP } L \text{ with constraint matrix } A \in \mathbb{Z}^{m \times n} \text{ has an optimal solution } v \in L \text{ with support size } s := |\text{supp}(v)| \leq m + \log(\sqrt{\det(A \cdot A^T)}). \]

In this form, the determinant of the support size bound can depend on \( n \). The strength of Proposition 12 is the ability to restrict \( A \) to the columns with non-zero variables. For our vertex solution \( v \) with support \( S = \text{supp}(v) \), this is exactly \( A_S \), the columns of the variables in the support. Aliev et al. [2] used the inequality \( \sqrt{\det(A_S \cdot A_S^T)} \leq (\sqrt{\pi} \Delta)^m \) to ultimately obtain the support size bound \( s \leq 2m \log(2\sqrt{m}\Delta) \) [3, Thm. 1(ii)]. We analyze the term \( \det(A_S \cdot A_S^T) \) in the more fine-grained parameter \( A_{\text{max}} \) to obtain a tighter bound:

\[ \text{Lemma 13. For any matrix } A_S \in \mathbb{Z}^{m \times s} \text{ it holds that } \sqrt{\det(A_S \cdot A_S^T)} \leq (\sqrt{s/m} \cdot A_{\text{max}})^m. \]

\[ \text{Proof. The matrix } G := A_S \cdot A_S^T \text{ is symmetric and positive semi-definite. If } G \text{ has an eigenvalue of } 0 \text{ then } \det(G) = 0 \text{ and the inequality holds. We will thus assume that } G \text{ is positive definite, i.e., all eigenvalues are positive}. \]

It is a classical result that for positive definite matrices, the Hadamard inequality can be strengthened to \( \det(G) \leq \prod_{i=1}^m G_{i,i} \), the product of the diagonal entries \( G_{i,i} \). We refer to a modern presentation by Browne et al. [10, Thm. 2] for this fact. As \( G = A_S \cdot A_S^T \), it is sufficient to bound \( \varphi(A_S) := \prod_{i=1}^m \sum_{j=1}^s A_{S,i,j}^2 \) subject to \( \sum_{i=1}^m |A_{S,i,j}| \leq A_{\text{max}} \) for \( j = 1, \ldots, s \) by \( (s/m \cdot A_{\text{max}})^m \) to obtain our result. We will first characterize a matrix \( A_S \) such that \( \varphi(A_S) \) is maximal and then relate \( \varphi(A_S) \) to \( (s/m \cdot A_{\text{max}})^m \). As all entries \( A_{S,i,j} \) of \( A_S \) occur as squares or absolute values in the optimization, we can assume \( A_{S,i,j} \geq 0 \) in the following. As \( \varphi \) is monotone in each variable, the matrix \( A_S \) that maximizes \( \varphi(A_S) \) under the condition \( \sum_{i=1}^m |A_{S,i,j}| \leq A_{\text{max}} \) will fulfill these constraints with equality, i.e., \( \sum_{i=1}^m |A_{S,i,j}| = A_{\text{max}} \) for \( j = 1, \ldots, s \). Renaming \( A_{S,i,j} \) to \( x_{i,j} \) thus gives us the optimization problem:

\[ \max \prod_{i=1}^m \sum_{j=1}^s x_{i,j}^2 \quad \text{s.t. } \sum_{i=1}^m x_{i,j} = A_{\text{max}} \quad x_{i,j} \geq 0 \quad \text{for } i = 1, \ldots, m; j = 1, \ldots, s. \]

To bound the optimal solutions to this program, we first consider optimal solutions over the same region with objective function \( \sum_{i=1}^m \sum_{j=1}^s x_{i,j}^2 \). This is a convex objective function over a polyhedral region. By Bauer’s maximum principle [6], the maximum is assumed at a vertex and thus has \( s \) non-zero variables. Consequently, we have \( \sum_{i=1}^m \sum_{j=1}^s x_{i,j}^2 \leq s \cdot A_{\text{max}}^2 \). Now, consider the problem of maximizing \( \prod_{i=1}^m y_i \) with \( \sum_{i=1}^m y_i \leq s \cdot A_{\text{max}}^2 \) and \( y_i \geq 0 \). The logarithm is monotone, so we can apply it to the objective, giving \( \sum_{i=1}^m \log(y_i) \) instead. For any solution \( x_{i,j}^* \) maximizing \( \sum_{i=1}^m \sum_{j=1}^s x_{i,j}^2 \), we can compute the \( y_i^* \) with \( y_i^* = x_{i,j}^2 \) that will maximize \( \sum_{i=1}^m \log(y_i) \). As the logarithm is concave, we can thus maximize \( \sum_{i=1}^m \log(y_i) \) by \( y_i^* = \ldots = y_m^* = s/m \cdot A_{\text{max}}^2 \), as we could otherwise improve a solution by re-balancing it. Hence, \( \varphi(A_S) \leq (s/m \cdot A_{\text{max}})^m \), which implies our inequality. \( \blacksquare \)
Importantly, by substituting \( A_{\text{max}} \) with \( \sqrt{m}\Delta \), our inequality in Lemma 13 becomes the one used by Aliev et al. [2]. Therefore, any of the following results can also be obtained for \( \sqrt{m}\Delta \) instead of \( A_{\text{max}} \). Proposition 12 and Lemma 13 imply the essential intermediate result:

\begin{itemize}
  \item **Corollary 14.** Any ILP \( \mathcal{L} \) with constraint matrix \( A \in \mathbb{Z}^{m \times n} \) has an optimal solution \( v \in \mathcal{L} \) with \( |\text{supp}(v)| = s \) such that \( s/m \leq 1 + \log((\sqrt{s/m} \cdot A_{\text{max}}) = 1 + \log(A_{\text{max}}) + \log(s/m)/2 \).
\end{itemize}

The proof of Proposition 12 uses Siegel’s Lemma, a deep result from transcendental number theory. In contrast, Berndt et al. [9] derive a support size bound of the same form using only elementary methods, but with worse constants. Building on their approach, we also derive a simple combinatoric, but weaker bound similar to Corollary 14 in the extended version [7].

\begin{itemize}
  \item **Lemma 15.** Any ILP \( \mathcal{L} \) with constraint matrix \( A \in \mathbb{Z}^{m \times n} \) has an optimal solution \( v \in \mathcal{L} \) with \( |\text{supp}(v)| = s \) such that \( s/m \leq 1 + \log(e) + \log(1 + (s/m) \cdot A_{\text{max}}) \).
\end{itemize}

Unfortunately, both sides of Corollary 14 are still dependent on \( s \). We resolve Corollary 14 for \( s \) in two ways, both parametric in the trade-off between constant and super-constant terms. In the first approach, we bound the logarithm by its tangents.

\begin{itemize}
  \item **Lemma 16.** For any \( \alpha > 0 \) and \( x > 0 \), it holds \( \log(x) \leq \alpha \cdot x - \log(e) + \log(\log(e)/\alpha) \).
\end{itemize}

**Proof.** At \( x = \log(e)/\alpha \), both sides are \( \log(\log(e)/\alpha) \), and the derivatives are \( \alpha \). Hence, the affine function of the right-hand side upper bounds the left-hand side, as \( \log(x) \) is concave. ◀

This direct approach allows us to give simple and short formulae for the bounds.

\begin{itemize}
  \item **Theorem 17.** For any \( \alpha \in (0,1) \) there is an optimal solution \( v \) of ILP with
    \[
    s \leq m \cdot \log(\sqrt{2\log(e)/(e \cdot \alpha) \cdot A_{\text{max}}})/(1 \cdot \alpha).
    \]
\end{itemize}

**Proof.** Applying Lemma 16 with \( 2\alpha \) to Corollary 14 yields

\[
\frac{s}{m} \leq 1 + \log(A_{\text{max}}) + (2\alpha \cdot s/m - \log(e) + \log(\log(e)/(2\alpha)))/2
\leq \log(2A_{\text{max}}) + \alpha \cdot s/m + \log\left(\frac{\log(e)}{2\alpha}\right) \leq \log\left(\frac{2\log(e)}{e \cdot \alpha} \cdot A_{\text{max}}\right) + \alpha \cdot s/m.
\]

We subtract \( \alpha \cdot s/m \), and multiply by \( m/(1 \cdot \alpha) \), which proves the claim for \( 0 < \alpha < 1 \). ◀

For example, we can set \( \alpha = 1/2 \) or \( \alpha = 1/11 \) to obtain the bounds \( s \leq 2m \cdot \log(1.46 \cdot A_{\text{max}}) \) and \( s \leq 1.1m \cdot \log(3.42 \cdot A_{\text{max}}) \). This approach, however, only gives bounds with coefficient strictly larger than 1 for the leading term. To reduce this to 1, we make use of advanced analytical function techniques, to tighter analyze the inequality of Corollary 14.

\begin{itemize}
  \item **Lemma 18.** For \( s, m, A_{\text{max}} \geq 1 \), the inequality in Corollary 14 is equivalent to
    \[
    \frac{s}{m} \leq -\log(e) \cdot \mathcal{W}_1(-1/(2\log(e)A_{\text{max}}^2))/2,
    \]
    where \( \mathcal{W}_1 \) is the \(-1\) branch of the Lambert \( \mathcal{W}\)-function, the inverse function of \( x \mapsto xe^x \).
\end{itemize}

**Proof.** We substitute \( s/m \) by \( -\log(e) \cdot y/2 \), and rearrange to obtain:

\[
-\log(e) \cdot y/2 \leq 1 + \log(A_{\text{max}}) + \log(-\log(e) \cdot y)/2 \Leftrightarrow \log(-\log(e) \cdot y) + \log(e) \cdot y \geq -(2 + 2\log(A_{\text{max}}) - 1) = -1 - 2\log(A_{\text{max}}) \Leftrightarrow -\log(e) \cdot y \cdot 2\log(e) \cdot y \geq 1/(2 \cdot A_{\text{max}}^2) \Leftrightarrow y^e \leq -1/(2\log(e) \cdot A_{\text{max}}^2).
\]
13.8 New Support Size Bounds for Integer Programming

For the right-hand side $z := -1/(2 \log(e) \cdot A_{\text{max}}^2)$, we have $-1/e \leq -1/(2 \log(e)) \leq z \leq 0$. Therefore, the inequality is satisfied exactly when $W_{-1}(z) \leq y \leq W_0(z)$ holds, where $W_k$ are the real branches of the aforementioned Lambert $W$-function.

Next, we show $y \leq W_0(z)$ does not restrict any relevant values. For $x \in [-1/e, 0]$, we have $W_0(x) \geq e \cdot x$. Furthermore $s/m \cdot A_{\text{max}}^2 \geq 1 \geq e/4$ holds for the relevant values of $s/m \geq 1$ and $A_{\text{max}} \geq 1$. Therefore $W_0(z) \geq -e/(2 \log(e) A_{\text{max}}^2) \geq -2 \cdot (s/m)/\log(e) = y$. This shows that the positive solutions are only constrained from above, by $W_{-1}(z)$. Applying the resubstitution of $y$ to its lower bound gives the claimed result.

Now, we apply techniques analogous to Chatzigeorgiou [11] to prove parametric bounds for the $W_{-1}(z)$ branch, which we optimize for $z \rightarrow 0$ instead of $z \rightarrow -1/e$.

**Lemma 19.** For any $\alpha > 0$ and $u \geq 0$, it holds $-W_{-1}(-e^{-u-1}) \leq u + \sqrt{2 \alpha \cdot u + \alpha - \ln(\alpha)}$.

**Proof.** Chatzigeorgiou [11] showed for $x = -W_{-1}(-e^{-u-1}) - 1$ that $g(x) = u$, where $g(x) := x - \ln(1+x)$. To show our result, it thus suffices to show that for all $x \in \mathbb{R} > 0$ and some additive term $\beta$, only dependent on $\alpha$, it holds that

$$-W_{-1}(-e^{-u-1}) = x + 1 \leq g(x) + \sqrt{2 \alpha \cdot g(x) + \beta} + 1 = u + \sqrt{2 \alpha \cdot u + \beta + 1}.$$  

By definition of $g$, this reduces to showing $f(x) := -\ln(1+x) + \sqrt{2 \alpha \cdot (x - \ln(1+x))} + \beta \geq 0$. The function $f$ has a unique minimum, since we will show that $f'(x) = 0$ has only one solution and $\lim_{x \rightarrow \infty} f(x) = \infty$. Consider the critical condition:

$$\frac{d}{dx} f(x) = -\frac{1}{1+x} + \frac{\alpha}{\sqrt{2 \alpha \cdot (x - \ln(1+x))}} = 0 \quad \Leftrightarrow \quad \frac{x \alpha}{\sqrt{2 \alpha \cdot (x - \ln(1+x))}} = 1. \quad (1)$$

We show that Equation 1 has only one solution, a global minimum, because the second derivative of $f(x)$ is always positive, making $f(x)$ monotonously increasing.

$$\frac{d^2}{dx^2} f(x) = -\frac{2}{(2 \alpha \cdot (x - \ln(1+x)))^{3/2}} + \frac{\alpha}{\sqrt{2 \alpha \cdot (x - \ln(1+x))}} > 0 \quad \Leftrightarrow \quad \frac{-\alpha^2 x^2/(1+x) + \alpha}{2 \alpha \cdot (x - \ln(1+x))} > 0 \quad \Leftrightarrow \quad \frac{x^2}{1+x} < 2(x - \ln(1+x)) \quad \Leftrightarrow \quad \frac{x(2 + x)}{2(1+x)} \geq \ln(1+x)$$

We know Equation 1 holds at the global minimum. Hence, substituting it in the inequality $f(x) \geq 0$ and applying Lemma 16 on $\ln(1+x)$ bounds the minimal value of $f(x)$ by

$$f(x) = -\ln(1+x) + \alpha x + \beta \geq -\alpha(1+x) - \ln(1/\alpha) + 1 + \alpha x + \beta \geq 0 \quad \Leftrightarrow \quad \beta \geq \alpha + \ln(1/\alpha) - 1.$$  

We conclude that $-W_{-1}(-e^{-u-1}) \leq u + \sqrt{2 \alpha \cdot u + \alpha + \ln(1/\alpha)}$, as desired.

From Lemma 18 and Lemma 19 we derive our asymptotically tight support size bound.

**Theorem 20.** For any $\alpha' > 0$ there is an optimal solution $\nu$ of ILP with

$$s \leq m \cdot (\log(A_{\text{max}}) + \alpha' (\log(A_{\text{max}}) + 0.05) + \alpha'/2 + \log(\sqrt{1/\alpha'}) + 1.03).$$

**Proof.** We need to rewrite the argument $z := -1/(2 \log(e) A_{\text{max}}^2)$ in Lemma 18 to the form $-e^{-u-1}$ used in Lemma 19. Hence, solving $z = -e^{-u-1}$ gives $u = \ln(2 \log(e) A_{\text{max}}^2/e) = 2 \ln(A_{\text{max}}) + \ln(2 \log(e)/e)$. We now substitute $\alpha$ by $\alpha'/\log(e)$ to get log instead of ln, and through calculation obtain the bound:
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4 An Efficient Approximation Scheme for Makespan Minimization on Uniformly Related machines

Our algorithm follows a typical structure of approximation schemes. First, we preprocess
the input, by discarding jobs and machines which are so short or slow that assigning them
naïvely is acceptable. Next, we perform a binary search on the makespan, to reduce the
optimization problem to a feasibility problem. Then, we round the remaining processing
times and machine speeds, according to our makespan guess, to make the resulting instance
more structured. Now, we construct an MILP, whose feasibility is equivalent to the existence
of a schedule. Finally, we solve the MILP and transform the solution into a schedule.
4.1 Preprocessing

We reduce the number of parameters bounding the instance to the number of jobs \( N \) and a constant fraction \( \delta \) of the approximation guarantee \( \varepsilon \). To enforce \( N \geq M \) we potentially drop the \( M - N \) slowest machines, as there is an optimal solution not assigning them a job.

**Step 1: Removing Negligible Machines and Jobs.** We remove all machines slower than \( \delta \cdot s_{\max}/N \) and all jobs shorter than \( \delta \cdot p_{\max}/N \). Compensating for the lost processing times on a longest job and the machine speeds on a fastest machine introduces an approximation error of at most a factor \((1 + \delta)\) each. Now we have \( p_{\min} > \delta \cdot p_{\max}/N \) and \( s_{\min} > \delta \cdot s_{\max}/N \) and the largest ratios of job processing times \( p_{\max}/p_{\min} < N/\delta \) and machine speeds \( s_{\max}/s_{\min} < N/\delta \) are bounded only by the parameters \( N \) and \( \delta \).

**Step 2: Preround the Inputs.** To achieve a linear run time, we preround the machine speeds and processing times to fewer distinct values. These are rerounded again more carefully at every iteration of the binary search, reducing the run time at the cost of a limited accuracy loss. We round every processing time \( p_j \) and machine speed \( s_i \) down to the next power of \((1 + \delta)\), introducing errors of no more than \((1 + \delta)\) by construction. Let \( \tilde{p}_j \) be the number of jobs with rounded processing times \( \tilde{p}_j \) be and \( \tilde{s}_i \) be the number of machines with rounded speed \( \tilde{s}_i \). Due to step 1, the amount of distinct values after rounding is bounded by \( \log_{1+\delta}(p_{\max}/(p_{\max}/N)) = 1/\delta \log(1/\delta \cdot N) \). Because our inputs are sorted, the rounding above can be performed in time \( O(N + 1/\delta \log(1/\delta \cdot N)) \).

**Step 3: Binary Search for the Makespan.** We reduce finding the optimal makespan \( \text{OPT}(T) \) to successively checking whether a schedule with makespan \( T \) is realizable. The processing time of a longest job on a fastest machine is a lower bound: \( \text{OPT}(T) \geq p_{\max}/s_{\max} \). The schedule assigning all jobs to a fastest machine proves \( \text{OPT}(T) \leq \sum_{j=1}^{N} p_j/s_{\max} \leq N \cdot p_{\max}/s_{\max} \). Hence, we can use a binary search for \( \text{OPT}(T) \) in the interval \([p_{\max}/s_{\max}, N \cdot p_{\max}/s_{\max}]\) of ratio \( N \). As accuracy up to a factor \((1 + \delta)\) is sufficient, we only need to consider integer powers of \((1 + \delta)\). Our binary search therefore adds a factor of \( O(1/\delta \log(N)) \) to the run time of the following steps. We denote the current makespan in the binary search by \( T \). This transforms the problem into either finding a schedule with makespan \((1 + O(\delta)) \cdot T \), or deciding that no schedule with makespan \( T \) exists.

**Step 4: Rounding Machine Speeds and Job Processing Times.** A \((1 + \varepsilon)\)-approximate schedule \( \sigma \) satisfies, for each machine \( i \), the equivalent inequalities

\[
\sum_{j \in \sigma^{-1}(i)} \frac{p_j}{s_j} \leq (1 + \varepsilon) \cdot T \quad \Leftrightarrow \quad \sum_{j \in \sigma^{-1}(i)} \frac{p_j}{T} \leq (1 + \varepsilon) \cdot s_i .
\]

With the aforementioned bounds on the makespan we have enforced the descending chain

\[ s_{\max} \geq p_{\max}/T \geq p_{\min}/T > \delta \cdot p_{\max}/(N \cdot T) \geq \delta s_{\max}/N^2 . \]

Therefore, all relevant quantities – especially the scaled processing times \( p_j/T \) – are in the interval \( I := (\delta \cdot s_{\max}/N^2, s_{\max}] \), whose left and right end are within a ratio \( N^2/\delta \). See also Figure 1 for an overview on the relations between the parameters. We now scale each processing time \( p_j \) with \( 1/T \); this yields an instance with scaled processing times \( \tilde{p}_j = 1/T \cdot p_j \), equivalent to our original instance by Equation 2. Our goal is now to cover our interval \( I \) by as few subintervals as possible. To this end, we adapt an approach by Berndt
We combine these different variables into a unified structure called a configuration. We can cover a large range of job processing times with configurations of limited range only, and have a ratio of 2, not the necessary (1 + δ). Therefore, with λ := [1/δ], we add the points \( b_{k, \ell} := (1 - \ell/(2\lambda)) \cdot b_{k,0} \) for \( k = 0, \ldots, \kappa = 1 \) and \( \ell = 0, \ldots, \lambda \), which is a linear interpolation between \( b_{k,0} \) and \( b_{k+1,0} \). Simple calculations show the relations \( b_{k, \ell-1}/b_{k, \ell} = 1 + 1/(2\lambda - \ell) \leq 1 + \delta \) and \( b_{k+1,0} = b_{k,0}/2 = b_{k, [1/\delta]} \) for all \( k = 0, \ldots, \kappa = 1 \) and \( \ell = 1, \ldots, \lambda \), which means we have achieved the necessary precision. Crucially, two jobs within a linear interval of the same parity combine exactly to a job in the next larger linear interval. Formally, this is described by

\[
b_{k, \ell} + b_{k, \ell'} = \left(2 - \frac{\ell + \ell' - 1}{2\lambda}\right) \cdot b_{k,0} = \left(1 - \frac{(\ell + \ell')/2}{2\lambda}\right) \cdot b_{k-1,0} = b_{k-1, \ell + \ell'}
\]

for all \( 0 \leq \ell \leq \ell' \leq \lambda \) with \( \ell + \ell' \) divisible by 2, i.e., \( \ell \) and \( \ell' \) are both odd or both even. Equation 3 will allow us to significantly reduce the number of configurations and the maximum 1-norm of a column. To simplify our notations, we re-index the values of \( b_{k, \ell} \) in descending order by setting \( b_i := b_{k(r), \ell(r)} \) with \( k(r) = [(r - 1)/\lambda] \) and \( \ell(r) = (r - 1) \bmod \lambda \), such that \( b_{k, \ell + \ell' + 1} = b_{k, \ell} \). Therefore, the interval \( I \) is covered completely by the \( \tau := \kappa \cdot \lambda \in \mathcal{O}(1/\delta \log(1/\delta \cdot N)) \) intervals \( (b_{r+1, b_r}] \) for \( r = 1, \ldots, \tau \). Finally, we round every machine speed \( \tilde{s}_i \) as well as every scaled processing time \( \tilde{p}_j \) in \( (b_{r+1, b_r}] \) up to \( b_r \). Let \( \eta_j \) be the number of machines with scaled speed \( b_i \). This takes time \( \mathcal{O}(1/\delta \log(1/\delta \cdot N)) \), which means steps 1 to 4 can be performed in total time \( \mathcal{O}(N + 1/\delta \log(N)(1/\delta \log(1/\delta \cdot N) + \tau)) = \mathcal{O}(N + 1/\delta^2 \log^2(1/\delta \cdot N)) \subseteq \mathcal{O}(1/\delta^{2+2}/2) + \mathcal{O}(N) \).

### 4.2 Solving an MILP Formulation

Consider the resulting instance after all steps from subsection 4.1 have been applied. Nearly all previous approaches used a mix of configuration variables that determine the complete schedule of a machine and assignment variables that determine the position of a single job. We combine these different variables into a unified structure called recursive configurations. The core idea of our formulation is that an additional machine \( i \) of speed \( b_i \) can be simulated by placing a corresponding job of the same size \( b_i \) on a faster machine \( i' \) with \( b_{i'} < b_i \). In other words, by placing more jobs than the problem requires, we are also allowed to use more machines of the same size than the problem provides. By applying this idea recursively, we can cover a large range of job processing times with configurations of limited range only, as the virtual machines allow us to merge several short jobs (with respect to to a certain machine speed) into a long job. This approach allows us to successively build a configuration from other configurations. Combined with the rounding scheme of Berndt et al. [8] we thereby significantly reduce the overall necessary number of configurations.
For $k = 0, \ldots, \kappa$, we define the set $G_k := \{ r \in \{1, \ldots, \tau\} \mid b_r \in [b_{k,0}, b_{k,\lambda}] \}$ of indices of affine slices in our rounding scheme, separated into $G_{k}^{\text{even}} := \{ r \in G_k \mid r = 0 \mod 2 \}$ and $G_{k}^{\text{odd}} := G_k \setminus G_{k}^{\text{even}}$. For $i = 1, \ldots, \tau$, we define the set $H_i := \{ j \in \{1, \ldots, \tau\} \mid b_j \in (\delta b_i, b_i) \}$ of indices of long job speeds, greater than $\delta b_i$ and less than the entire machine speed $b_i$. We will now define configurations. All configurations are vectors $\gamma$ with $\tau$ entries, each representing multiples of scaled processing times in $b = (b_1, \ldots, b_\tau)$. In the following, we describe the configurations for machines with speed $b_i$. The set $C_i^{(1)}$ contains all the exact combinations $b_j + b_j' = b_i$ as described in Equation 3. With $e_j \in \{0, 1\}^\tau$ being the $j$-th unit vector, let

$$
C_i^{(1)} := \{ e_j + e_{j'} \mid j, j' \in G_{k(i)} - 1 \text{ and } j + j' = 2 \cdot (i - \lambda) \} .
$$

The second set $C_i^{(2)}$ contains the remaining feasible configurations of long jobs, with at most one job at even and odd positions in an affine slice $G_k$:

$$
C_i^{(2)} := \{ \gamma \in \{0, 1\}^\tau \mid \gamma \cdot b \leq b_i \text{ and } \text{supp}(\gamma) \subseteq H_i \text{ and for all } k = 0, \ldots, \kappa - 1 : \sum_{r \in G_k^{\text{even}}} \gamma_r \leq 1 \text{ and } \sum_{r \in G_k^{\text{odd}}} \gamma_r \leq 1 \} .
$$

Finally, the set of configurations $C_i$ for machines with speed $b_i$ is defined as $C_i := C_i^{(1)} \cup C_i^{(2)}$. The total number of entries in a configuration $\gamma$ is at most $\|\gamma\|_1 \leq 2 \log(2 \cdot 1/\delta)$. Only long jobs from $H_i$ are used, and for each $k$ there is at most one job at an even or odd position in $G_k$, respectively. We can bound the number of configurations in $C_i^{(1)}$ by $\lambda^2$, and the number of configurations in $C_i^{(2)}$ by $(\lambda^2)^{2\log(2 \cdot 1/\delta)} < 2^{O(\log^2(1/\delta))}$, which implies $|C_i| < 2^{O(\log^2(1/\delta))}$.

We require integrality in the variables only for the fastest job speeds, greater than $\lambda \log(1/\delta^3 \log(1/\delta)) = O(1/\delta)$ machine speeds. Intuitively, we just need to assign configurations integrally on these machines, as all remaining configurations are very short relative to the machines with the fastest speed. Hence, we can assign them fractionally and round them later on. The overhead from rounding is then scheduled on a fastest machine. The resulting MILP is:

$$
\begin{align*}
\sum_{\gamma \in C_i} x_{i,\gamma} - \mu_i &\overset{(4)}{=} \sum_{i'=1}^{\tau} \sum_{\gamma \in C_i^{(1)}} \gamma_{i'} x_{i',\gamma} - \eta_i \geq 0 & \text{for } i = 1, \ldots, \tau \\
x_{i,\gamma} &\geq 0 & \text{for } i = 1, \ldots, \tau; \gamma \in C_i \\
x_{i,\gamma} &\in \mathbb{Z}_{\geq 0} & \text{for } i = 1, \ldots, L; \gamma \in C_i,
\end{align*}
$$

(Recursive-MILP)

Recall that the number of jobs with processing time $b_j$ in configuration $\gamma$ is $\gamma_j$, the number of machines with speed $b_i$ is $\mu_i$, and the number of jobs with scaled processing time $b_j$ is $\eta_j$. The constraints (4) enforce that the number of additional virtual machines of any speed equals the number of additional corresponding jobs of that same size scheduled somewhere else. The constraints (5) ensure that at least as many jobs of each size are assigned in configurations, as are required by the problem. We show (Recursive-MILP) is feasible, up to an approximation factor, for a feasible instance.

\textbf{Lemma 21.} If the original $Q||C_{\text{max}}$-instance $I$ has a schedule $\sigma$ with makespan $T$, then (Recursive-MILP) is feasible for makespan $(1 + 17\delta) \cdot T$.

\textbf{Proof.} The schedule $\sigma$ specifies which jobs are scheduled on any machine $i$ and that those have sufficient speed. We perform steps 1–4, which uses additional speed of at most a factor $(1 + \delta)^7$. If a single job of processing time $b_i$ has been assigned to a machine of speed $b_i$ by $\sigma$, then we create a new configuration which assigns this job on that machine, and speed up the
We need to construct a schedule from a solution which are not long, i.e., less than $\delta \cdot b_i$. We repeatedly combine pairs of jobs according to Equation 3 until we have at most one job at an even and odd position in each affine slice $G_k$ on a machine. We partition these jobs $j$ by their value of $\ell = [\log_3(b_j/b_i)]$, i.e., into slices with ratio $\delta$. The total processing time of jobs in slice $\ell$ is bounded by $b_i \cdot \delta^\ell \cdot 2^{\sum_{\ell=0}^{\infty} 2^{-j}} = 4 \cdot b_i \cdot \delta^\ell$.

We iteratively bundle all jobs from the same slice, starting with the last slice until only the first slice is left, into at most 8 configurations of size $b_i \cdot \delta^\ell$. Each configuration can be packed at least half full by the greedy algorithm. The resulting configurations for slice $\ell$ might have to be rounded in size to the next $b_i$. Hence, the additional speed introduced for slice $\ell$ is bounded by $8 \cdot b_i \cdot \delta^\ell \cdot (1 + \delta)$. After the creation of such a configuration, if possible, it gets combined again, which uses no additional speed. Eventually, only jobs in the slice for $\ell = 0$ are left. These can be scheduled exactly in a configuration on the machine, by the premise. The additional load incurred on a machine can be bounded by $\sum_{\ell=1}^{\infty} 8 \cdot b_i \cdot \delta^\ell \cdot (1 + \delta) = 8 \cdot (1 + \delta)/(1 - \delta) \cdot \delta \cdot b_i$. For $\delta \leq 1/35$ this is less than $9 \cdot \delta \cdot b_i$ and in total a factor $(1 + \delta)^2(1 + 9\delta) \leq (1 + 17\delta)$ on the makespan, as claimed. The values $x$ derived from this satisfy constraints (4) and (5) by construction.

For (recursive-MILP), the integer subproblem has $m = 2L \in O(1/\delta \log(1/\delta))$ constraints and maximal 1-norm of a column $\max ||A_i||_1 \in O(\log(1/\delta))$. The first $L$ machine speeds have $L \cdot 2^{O(\log^2(1/\delta))} = 2^{O((\log(1/\delta)))}$ configurations, i.e., integer variables. By Theorem 2 and Lemma 10, if there is a feasible solution of (recursive-MILP), then there is also one with $O(1/\delta \log(1/\delta)) \log(\log(1/\delta))$ positive integer variables. Lemma 11 thus implies that we can solve (recursive-MILP)(S) in time $2^{O((1/\delta \log^2(1/\delta)) \log(\log(1/\delta)))} \cdot \log(N)^O(1)$, as the encoding size is $(\text{recursive-MILP})(S) \leq (1/\delta \log(N))^O(1)$. Note that this is the dominant run time in terms of $1/\delta$. We thus either find a feasible solution for the current makespan guess $T$, or discover that no such solution exists. In the latter case, we discard our current makespan guess and increase it in the next step of the binary search.

### 4.3 Constructing a Schedule

We need to construct a schedule from a solution $x^*$ to (recursive-MILP). By constraints (5), we know that $x^*$ schedules all jobs in some configuration. By constraints (5), we know that $x^*$ schedules each job in some configuration. By constraints (4), the number of virtual machines equals the additional number of corresponding jobs with equal size scheduled in some configuration. Assigning all configurations to machines within a makespan of approximately $T$ therefore gives a valid schedule, implemented by Algorithm AssignConfsToMachines.

**Lemma 22.** Algorithm AssignConfsToMachines gives a schedule of makespan at most $(1 + 5\delta) \cdot T$ from a feasible solution $x^*$ to (recursive-MILP) in time $2^{O(1/\delta)} + O(N \log^2(N))$.

**Proof.** The algorithm assigns $[x_{i,\gamma}] + 1 \geq x_{i,\gamma}$ configurations, at least as many as $x^*$ uses. By constraints (5), all jobs get assigned, as they are assigned before the additional jobs corresponding to virtual machines. We always have at least as many virtual machines as $x^*$, because of the extra configuration added to a fastest machine. We thus need to guarantee that the additional speed scheduled on a fastest machine is sufficiently bounded. The variables of $x^*$ corresponding to the fastest $L$ machines are already integral. Hence, the first $b_j$, for which additional speed is put onto the fastest machine, is at most $\delta^3 \cdot s_{\text{max}}/\log(1/\delta)$. There are $[\log(1/\delta)] \lambda + 1$ constraints on the variables $x_{i,\gamma}$ for $\gamma \in C_i$. Consequently, at most that many variables $x_{i,\gamma}$ can be positive in a vertex solution of the projected LP, which we can find in polynomial time by Lemma 9. As each of these has a size $b_j$, the total additional speed assigned to a fastest machine is bounded by
AssignConfsToMachines
Input: A feasible solution $x^\star$ to (recursive-MILP).
Output: An approximate schedule $\sigma$ to the pre-processed instance.

1: for decreasing machine speeds $b_i$
2: for each $\gamma \in C_i$
3: assign $\lfloor x_{i,\gamma} \rfloor$ copies of $\gamma$ to machines with speed $b_i$
4: if $x_{i,\gamma} \not\in \mathbb{Z}_{\geq 0}$: assign another copy of $\gamma$ to a fastest machine
5: for each processing time $b_j$ used in $\gamma$
6: assign as many jobs of processing time $b_j$ to machines with configuration $\gamma$
7: / stop when all jobs are packed or all configurations are filled
8: for each job in a configuration $\gamma$ not filled:
9: create a virtual machine with the same speed as the corresponding job
10: return the resulting schedule $\sigma$

$s_{\text{max}}([\log(1/\delta)] \lambda + 1) \sum_{r=L}^{\infty} b_r = s_{\text{max}}([\log(1/\delta)] \lambda + 1) \sum_{k=L/\lambda}^{\infty} \sum_{k=0}^{\lambda-1} (2 - \ell/\lambda)2^{-k} \leq \frac{\delta^3 \cdot s_{\text{max}}}{\log(1/\delta)} ([\log(1/\delta)] \lambda + 1)(1 + 3\lambda) < 5\delta s_{\text{max}}$.

The last inequality holds for $\delta \leq 1/35$. Adding this much speed to a fastest machine results in a schedule with makespan at most $(1 + 5\delta) \cdot T$. The run time needed to construct the schedule is bounded by the number of machines times the effort per machine, resulting in $O(N \cdot \tau) = O(1/\delta \cdot N \log(1/\delta \cdot N^2)) \subseteq 2^{O(1/\delta)} + O(N \log^2(N))$.

5 Faster Schedule Construction

The results of the previous section already give us an EPTAS for $Q||C_{\text{max}}$ with almost linear run time of $2^{O(1/\varepsilon \log^3(1/\varepsilon) \log\log(1/\varepsilon))} + O(N \log^2(N))$. Interestingly, the bottleneck (with respect to $N$) of this approach is the transformation from a valid MILP solution into a feasible schedule. In this section, we give a more conventional $Q||C_{\text{max}}$ MILP formulation (hybrid-MILP) using both configuration and assignment variables to improve the run time in $N$. First, we give an algorithm to transform a solution of (recursive-MILP) into a solution of (hybrid-MILP) in sublinear run time in $N$. Then, we show how to construct a schedule from a solution to (hybrid-MILP) in linear time. This allows us to transform a solution of (recursive-MILP) into a valid schedule in linear run time in $N$.

Note that Lemma 21 constructs a solution to (recursive-MILP) from a schedule to $Q||C_{\text{max}}$. Hence, both formulations are equivalent up to a multiplicative error of $1 + O(\varepsilon)$.

5.1 The Hybrid-MILP Formulation

Let $C'_i := \{ \gamma \in \mathbb{N}^\tau \mid \gamma \cdot b_i \leq b_i \text{ and } \text{supp}(\gamma) \subseteq H_i \}$ be the set of configurations of long jobs with range $1/\delta$ for machine $i$. For any machine speed $b_i$ and corresponding configuration $\gamma \in C'_i$, let $\text{free}(i, \gamma) := b_i - \gamma \cdot b_i$ be the speed of the machine that is free after placing the jobs specified by $\gamma$. Then (hybrid-MILP) is given by
\[ \sum_{\gamma \in C_i'} x_{i,\gamma} = \mu_i \quad \text{for } i = 1, \ldots, \tau \quad (6) \]

\[ \sum_{j=1}^{\tau} \sum_{\gamma \in C_i'} \gamma_j \cdot x_{i,\gamma} + \sum_{i=1}^{\tau} y_{i,j} = \eta_j \quad \text{for } j = 1, \ldots, \tau \quad (7) \]

\[ \sum_{\gamma \in C_i'} \text{free}(i, \gamma) \cdot x_{i,\gamma} - \sum_{j=1}^{\tau} b_j \cdot y_{i,j} \geq 0 \quad \text{for } i = 1, \ldots, \tau \quad (8) \]

In this formulation, there are no recursive configurations. Instead, we use configuration variables \( x_{i,\gamma} \), indicating how often a configuration \( \gamma \) is used on machine \( i \). Short jobs, taking up speed less than \( \delta b_i \) on machine \( i \), are handled via assignment variables \( y_{i,j} \) indicating how many jobs of size \( b_j \) are assigned to machines of speed \( b_i \). The constraints (6) enforce that every machine is assigned a configuration, the constraints (7) guarantee that every job is scheduled somewhere, and the constraints (8) make sure that the speed used by short jobs is at most the speed left free by configurations.

We now convert a solution \( x^* \) of (recursive-MILP) into a solution \((x, y)\) of (hybrid-MILP).

**ConvertMILPsolution**

Input: A feasible solution \( x^* \) to (recursive-MILP).

Output: A feasible solution \((x, y)\) to (hybrid-MILP).

1: \[ \text{for } i = 1, \ldots, \tau: \]

2: \[ \text{initialize } \eta'_i := \eta_i \text{ and } x_{i,\gamma} = x^*_{i,\gamma} \text{ for } \gamma \in C_i, \text{ otherwise } x_{i,\gamma} = 0 \]

3: \[ \text{for decreasing machine speeds } b_i: \]

4: \[ \text{decrease arbitrary } x_{i,\gamma} > 0 \text{ until } \sum_{\gamma \in C_i'} x_{i,\gamma} = \mu_i \]

5: \[ \text{do count the number of jobs } \zeta_j \text{ in configurations } x_{i,\gamma} \text{ for } j \in H_i \]

6: \[ \text{for every job size } b_j \text{ with } \zeta_j \geq \eta'_j: \]

7: \[ \text{substitute } \zeta_j - \eta'_j \text{ many jobs in appropriate } x_{i,\gamma} \text{ with } x_{i,\gamma'} \]

8: \[ \text{(that is, decrease } x_{j,\gamma}, x_{i,\gamma} \text{ and increase } x_{i,\gamma''}, \text{ where } \gamma'' \text{ is } \gamma \text{ with } \]

9: \[ \text{jobs } j \text{ replaced with } \gamma' \text{ and jobs shorter than } \delta b_i \text{ in } \gamma' \text{ dropped) } \]

10: \[ \text{until there are no more } \zeta_j \geq \eta'_j \]

11: \[ \text{decrease every } \eta'_i \text{ by } \zeta_i \]

12: \[ \text{for increasing machine speeds } b_i: \]

13: \[ \text{calculate the free machine speed } z_i := \sum_{\gamma \in C_i'} \text{free}(i, \gamma) \cdot x_{i,\gamma} \]

14: \[ \text{starting with the shortest jobs } b_j, \text{ increase } y_{i,j}, \text{ decrease } z_i \text{ and } \eta'_j \]

15: \[ \text{until } z_i = 0, \eta'_j = 0 \text{ or } j \in H_i \]

16: \[ \text{return } (x, y) \]
Lemma 23. Algorithm ConvertMILPsolution converts a solution $x^*$ of (recursive-MILP) into a solution $(x, y)$ of (hybrid-MILP) in time $2^{O(1/\delta \log^2(1/\delta))} \log^{O(1)}(N)$.

Proof. The algorithm guarantees that the sum of the configuration variables $x_{i, \gamma}$ for machines with speed $b_i$ is exactly $\mu_i$. Hence, constraints (6) are satisfied. Jobs are only replaced once all original jobs have been accommodated and, by constraints (4), there are exactly as many additional virtual machines, as there are additional jobs. Therefore, this step never reduces the total number of configurations for any machine speed below $\mu_i$. After the loop of lines 3-11 on machines with speed $b_i$, only jobs of size $b_j \in (\delta b_i, b_i]$, or in other words $j \in H_i$, are assigned via configurations. Additional short jobs would have been assigned via the recursive configurations on these machines, which we neglect by stopping at $\delta b_i$. Thus, these machines have sufficient speed to handle these short jobs, which would have been assigned to them. Instead of their original order, we assign the short jobs by increasing size. This does not change the total load assigned, which therefore still remains sufficient. As the sorting ensures that any short job assigned is smaller or equal to some short job that would have been assigned by the original order, we do not assign jobs which are no longer tiny. Due to having sufficient machine speed and not dropping jobs anywhere in the algorithm, we assign all real jobs and hence satisfy constraints (7). Finally, constraints (8) are satisfied by construction, as we never overfill the available speed. The number of configurations $|C_i|$ is bounded by $2^{O(1/\delta \log^2(1/\delta))}$ and all other quantities are bounded by $O(1/\delta \log(1/\delta \cdot N))$. That allows us to analyze the run time of the algorithm to be within the claimed complexity.

5.2 Constructing a Schedule

Now, we have an assignment for all small jobs, albeit with fractional variables. However, we can assign the small jobs integrally faster than if we had to resolve recursive configurations.

Lemma 24. Given a feasible solution of (hybrid-MILP), a schedule with makespan at most $(1 + 9\delta)T$ can be constructed in time $2^{O(1/\delta \log^2(1/\delta))} + O(N)$.

Proof. For the configuration variables, we pursue the same strategy as in Lemma 22, that is, rounding them down and assigning one configuration to a fastest machine for every rounded variable. Through the use of basic solutions, we construct a schedule introducing a multiplicative error of at most $(1+5\delta)$ in comparison to the optimal makespan. The process takes time $2^{O(1/\delta \log^2(1/\delta))} \log^{O(1)}(N)$ with our increased number of configurations.

For the assignment variables of the short jobs, we first note that any machine speed $b_i$ is assigned at most 2 fractional short jobs, as a variable only becomes fractional when the preceding or current group runs out of speed. As in Lemma 23, we first sort the assignment variables, in time $O((1/\delta \log(1/\delta \cdot N))^4)$. By increasing every machine speed by a factor of $(1+2\delta)$, those two fractional jobs can be placed on an arbitrary machine of speed $b_i$, without exceeding the speed. We get another overhead of a factor of $(1+\delta)$ by greedily packing the assigned jobs to machines, overpacking each machine just slightly. This greedy packing takes time $O(N + (1/\delta \log(1/\delta \cdot N))^2)$. In total the approximation error is bounded by $(1+5\delta)(1+2\delta)(1+\delta) \leq (1+9\delta)$ for $\delta < 1/35$, as claimed.

By Lemma 21 for an instance $I$ with makespan $\text{OPT}(I)$ the recursive-MILP with makespan $(1 + 17\delta) \cdot \text{OPT}(I)$ is feasible. We then converted a solution to one of hybrid-MILP with Lemma 23. A solution for hybrid-MILP with makespan $(1 + 17\delta) \cdot \text{OPT}(I)$ then gives a schedule with makespan $(1 + 9\delta)(1 + 17\delta) \cdot \text{OPT}(I)$ by Lemma 24. Hence, for $\epsilon \leq 1$ we can pick $\delta = \epsilon/35$ and obtain a schedule with makespan $(1 + \epsilon) \cdot \text{OPT}(I)$. All of the above steps take linear run time in $N$. Therefore we have achieved Theorem 4.
References


New Support Size Bounds for Integer Programming


