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Abstract
Treewidth is a useful tool in designing graph algorithms. Although many NP-hard graph problems
can be solved in linear time when the input graphs have small treewidth, there are problems which
remain hard on graphs of bounded treewidth. In this paper, we consider three vertex selection
problems that are W[1]-hard when parameterized by the treewidth of the input graph, namely
the capacitated vertex cover problem, the target set selection problem and the vector dominating
set problem. We provide two new methods to obtain FPT approximation algorithms for these
problems. For the capacitated vertex cover problem and the vector dominating set problem, we
obtain (1 + o(1))-approximation FPT algorithms. For the target set selection problem, we give an
FPT algorithm providing a tradeoff between its running time and the approximation ratio.

2012 ACM Subject Classification Theory of computation → Fixed parameter tractability

Keywords and phrases FPT approximation algorithm, Treewidth, Capacitated vertex cover, Target
set selection, Vector dominating set

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2023.19

1 Introduction

We consider problems whose goals are to select a minimum sized vertex set in the input graph
that can “cover” all the target objects. In the capacitated vertex cover problem (CVC), we
are given a graph G with a capacity function c : V (G) → N, the goal is to find a set S ⊆ V (G)
of minimum size such that every edge of G is covered1 by some vertex in S and each vertex
v ∈ S covers at most c(v) edges. This problem has application in planning experiments on
redesign of known drugs involving glycoproteins [24]. In the target set selection problem
(TSS), we are given a graph G with a threshold function t : V (G) → N. The goal is to
select a minimum sized set S ⊆ V (G) of vertices that can activate all the vertices of G.
The activation process is defined as follows. Initially, all vertices in the selected set S are
activated. In each round, a vertex v gets active if there are t(v) activated vertices in its
neighbors. The study of TSS has application in maximizing influence in social network [26].
Vector dominating set (VDS) can be regarded as a “one-round-spread” version of TSS, where
the input consists of a graph G and a threshold function t : V (G) → N, and the goal is to
find a set S ⊆ V (G) such that for all vertices v ∈ V , there are at least t(v) neighbors of
v in S.

Since CVC generalizes the vertex cover problem, while TSS and VDS are no easier than
the dominating set problem2, they are both NP-hard and thus have no polynomial time
algorithm unless P = NP . Polynomial time approximation algorithms for capacitated vertex

1 An edge e can be covered by a vertex v if v is an endpoint of e.
2 For VDS, when t(v) = 1 for every vertex v in the graph, VDS is the dominating set problem. For TSS,

a reduction from dominating set to TSS can be found in the work of Charikar et al. [8].
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cover problem have been studied extensively [24, 12, 22, 34, 11, 36, 35]. The problem has a
2-approximation polynomial time algorithm [22]. Assuming the Unique Game Conjecture,
there is no polynomial time algorithm for the vertex cover problem with approximation ratio
better than 2 [27]. As for the TSS problem, it is known that the minimization version of TSS
cannot be approximated to 2log1−ϵ n assuming P ̸= NP , or n0.5−ϵ assuming the conjecture
on planted dense subgraph [10, 9]. Cicalese et al. proved that VDS cannot be approximated
within a factor of c ln n for some c unless P = NP [13].

Another way of dealing with hard computational problems is to use parameterized
algorithms. For any input instance x with parameter k, an algorithm with running time
upper bounded by f(k) · |x|O(1) for some computable function f is called FPT. A natural
parameter for a computational problem is the solution size. The first FPT algorithm with
running time 1.2k2 + n2 for capacitated vertex cover problem parameterized by solution size
was provided in [25]. In [17], the authors gave an improved FPT algorithm that runs in
k3k · |G|O(1). However, using the solution size as parameter might be too strict for CVC.
Note that CVC instances with sublinear capacity functions cannot have small sized solutions.
On the other hand, TSS parameterized by its solution size is W[P]-hard 3 according to [1].
VDS is W[2]-hard since it generalizes the dominating set problem.

In this paper, we consider these problems parameterized by the treewidth [33] of the
input graph. In fact, since the treewidth of a graph having k-sized vertex cover is also
upper-bounded by k [17], CVC parameterized by treewidth can be regarded as a natural
generalization of CVC parameterized by solution size. And it is already proved in [17] that
CVC parameterized only by the treewidth of its input graph has no FPT algorithm assuming
W [1] ̸= FPT . As for the TSS problem, it can be solved in nO(w) time for graphs with n

vertices and treewidth bounded by w and has no no(
√

w)-time algorithm unless ETH fails [3].
VDS is also W [1]-hard when parameterized by treewidth [4], however, it admits an FPT
algorithm with respect to the combined parameter (w + k)[32].

Recently, the approach of combining parameterized algorithms and approximation al-
gorithms has received increased attention [19]. It is natural to ask whether there exist FPT
algorithms for these problems with approximation ratios better than that of the polynomial
time algorithms. Lampis [29] proposed a general framework for approximation algorithms
on tree decomposition. Using his framework, one can obtain algorithms for CVC and VDS
which outputs a solution of size at most opt(I) on input instance I but may slightly violate
the capacity or the threshold requirement within a factor of (1 ± ϵ). However, the framework
of Lampis can not be directly used to find an approximation solution for these problems
satisfying all the capacity or threshold requirement. The situation becomes worse in the TSS
problem, as the error might propagate during the activation process. We overcome these
difficulties and give positive answer to the aforementioned question. For the CVC and VDS
problems, we obtain (1 + o(1))-approximation FPT algorithms respectively.

▶ Theorem 1. There exists an algorithm 4, which takes a CVC instance I = (G, c) and
a tree decomposition (T, X ) with width w for G as input and outputs an integer k̂min ∈
[opt(I), (1 + O(1/(w2 log n)))opt(I)] in (w log n)O(w)nO(1) time.

▶ Theorem 2. There exists an algorithm running in time 2O(w5 log w log log n)nO(1) which takes
as input an instance I = (G, t) of VDS and a tree decomposition of G with width w, finds a
solution of size at most (1 + 1/(w log log n)Ω(1)) · opt(I).

3 The well known W-hierarchy is F P T ⊆ W [1] ⊆ W [2] ⊆ ... ⊆ W [P ], where F P T denotes the set
of problems which admits FPT algorithms. The basic conjecture on parameterized complexity is
F P T ̸= W [1]. We refer the readers to [18, 20, 15] for more details.

4 The algorithm can be modified to output a solution with size as promised. See the remark in Appendix B.
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Notice that the running time stated in above theorems are FPT running time, because
(log n)f(w) ≤ f(w)O(f(w)) + nO(1).

For the TSS problem, we give an approximation algorithm with a tradeoff between the
approximation ratio and its running time.

▶ Theorem 3. For all C ∈ N, there is an algorithm which takes as input an instance
I = (G, t) of TSS and a tree decomposition of G with width w, finds a solution of size
(1 + (w + 1)/(C + 1)) · opt(I) in time nC+O(1).

Open problems and future work. Note that our FPT approximation algorithm for TSS
has ratio equal to the treewidth of the input graph. An immediate question is whether
this problem has parameterized (1 + o(1))-approximation algorithm. We remark that the
reduction from k-Clique to TSS in [3] does not preserve the gap. Thus it does not rule out
constant FPT approximation algorithm for TSS on bounded treewidth graphs even under
hypotheses such as parameterized inapproximablity hypothesis (PIH) [30] or GAP-ETH [16, 31].

In the regime of exact algorithms, we have the famous Courcelle’s Theorem which states
that all problems defined in monadic second order logic have linear time algorithm on graphs
of bounded treewidth [2, 14]. It is interesting to ask if one can obtain a similar algorithmic
meta-theorem [23] for approximation algorithms.

1.1 Overview of our techiniques
Capacitated Vertex Cover. Our starting point is the exact algorithm for CVC on graphs
with treewidth w in nΘ(w) time. The exact algorithm has running time nΘ(w) because it has
to maintain a set of (w + 1)-dimension vectors d : Xα → [n] for every node α in the tree
decomposition. One can get more insight by checking out the exact algorithm for CVC in
Section 3. To reduce the size of such a table, Lampis’ approach [29] is to pick a parameter
ϵ ∈ (0, 1) and round every integer to the closest integer power of (1 + ϵ). In other words,
an integer n is represented by (1 + ϵ)x with (1 + ϵ)x ≤ n < (1 + ϵ)x+1. Thus it suffices to
keep (log n)O(w) records for every bag in the tree decomposition. The price of this approach
is that we can only have approximate values for records in the table. Note that the errors
of approximate values might accumulate after addition (See Lemma 9). Nevertheless, we
can choose a tree decomposition with height O(w2 log n) and set ϵ = 1/poly(w log n) so that
if the dynamic programming procedure only involves adding and passing values of these
vectors, then we can have (1 + o(1))-approximation values for all the records in the table.

Unfortunately, in the forgetting node for a vertex v, we need to compare the value of
d(v) and the capacity value c(v). This task seems impossible if we do not have the exact
value of d(v). Our idea is to modify the “slightly-violating-capacity” solution, based on two
crucial observations. The first is that, in a solution, for any vertex v ∈ V , the number of
edges incident to v which are not covered by v presents a lower bound for the solution size.
The second observation is that one can test if a “slightly-violating-capacity” solution can be
turned into a good one in polynomial time. These observations are formally presented in
Lemma 10 and 11.

Target Set Selection and Vector Dominating Set. We observe that both of the TSS
and VDS problems are monotone and splittable, where the monotone property states that
any super set of a solution is still a solution and the splittable property means that for
any separator X of the input graph G, the union of X and solutions for components after
removing X is also a solution for the graph G. We give a general approximation for vertex

ISAAC 2023
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subset problems that are monotone and splittable. The key of our approximation algorithm
is an observation that any bag in a tree decomposition is a separator in G. As the problem is
splittable, we can design a procedure to find a bag, and remove it, which leads to a separation
of G and we then deal with the component “rooted” by this bag. We can use this procedure
repeatedly until the whole graph is done.

1.2 Organization of the Paper

In Section 2 the basic notations are given, and we formally define the problem we study. In
Section 3 we present the exact algorithm for CVC. In Section 4 we present the approximate
algorithm for CVC. In Section 5, we give the approximation algorithms for TSS and VDS.

2 Preliminaries

2.1 Basic Notations

We denote an undirected simple graph by G = (V, E), where V = [n] for some n ∈ N
and E ⊆

(
V
2
)
. Let V (G) = V and E(G) = E be its vertex set and edge set. For any

vertex subset S ⊆ V , let the induced subgraph of S be G[S]. The edges of G[S] are
E[S] = E(G) ∩

(
S
2
)
. For any S1, S2 ⊆ V , we use E[S1, S2] to denote the edge set between S1

and S2, i.e. E[S1, S2] = {e = (u, v) ∈ E | u ∈ S1, v ∈ S2}. For every v ∈ V (G), we use N(v)
to denote the neighbors of v, and d(v) := |N(v)|.

For an orientation O of a graph G, which can be regarded as a directed graph whose
underlying undirected graph is G, we use D+

O(v) to denote the outdegree of v and D−
O(v) its

indegree. In a directed graph or an orientation, an edge (u, v) is said to start at u and sink
at v. Reversing an edge is an operation, in which an edge (u, v) is replaced by (v, u).

In a graph G = (V, E), a separator is a vertex set X such that G[V \X] is not a connected
graph. In this case we say X separates V into disconnected parts C1, C2, ... ⊆ V \ X, where
Ci and Cj are disconnected for all i ̸= j in G[V \ X].

Let f : A → B be a mapping. For a subset A′ ⊆ A, let f [A′] denote the mapping with
domain A′ and f [A′](a) = f(a), for all a ∈ A′. Let f \ a be f [A \ {a}]. For all b ∈ B, let
f−1(b) be the set {a ∈ A′ | f(a) = b}.

Let γ ≥ 0 be a small value, we use Nγ to denote {0} ∪ {(1 + γ)x | x ∈ N}. For a, b ∈ R,
we use a ∼γ b to denote that b/(1 + γ) ≤ a ≤ (1 + γ)b. It’s easy to see this is a symmetric
relation. Further, we use [a]γ to denote maxx∈Nγ ,x≤a x. Notice that [a]γ ∼γ a.

2.2 Problems

Capacitated Vertex Cover. An instance of CVC consists of a graph G = (V, E) and a
capacity function c : V → N on the vertices. A solution is a pair (S, M) where S ⊆ V and
M : E → S is a mapping. If for all v ∈ S, |M−1(v)| ≤ c(v) and for all e ∈ E, M(e) ∈ e, then
we say that S is feasible. The size of a feasible solution is |S|. The goal of CVC is to find a
feasible solution of minimum size. An equivalent description of this problem is the following.
Let O be an orientation of all the edges in E. O is a feasible solution if and only if for all
v ∈ V, D−

O(v) ≤ c(v). The size of O is defined as |{v ∈ V | d−(v) > 0}|. Here we actually use
a directed edge (u, v) to represent that {u, v} is covered by v. We mainly use this definition
as it’s more convenient for organizing our proof and analysis.
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Target Set Selection. Given a graph G = (V, E), a threshold function t : V → N, and a set
S ⊆ V , the set S′ ⊆ V which contains the vertices activated by S is the smallest set that:

S ⊆ S′;
For a vertex v, if |N(V ) ∩ S′| ≥ t(v), then v ∈ S′.

One can find the vertices activated by S in polynomial time. Just start from S′ := S, as
long as there exists a vertex v such that |N(v) ∩ S′| ≥ t(v), add v to S′, until no such vertex
exists. A vertex set that can activate all vertices in V is called a target set. The goal of TSS
is to find a target set of minimum size.

Vector Dominating Set. Given a graph G = (V, E), a threshold function t : V → N, the
goal of Vector Dominating Set problem is to find a minimum vertex subset S ⊆ V such that
every vertex v ∈ V \ S satisfies |N(v) ∩ S| ≥ t(v).

2.3 Tree Decomposition

In this paper, we consider problems parameterized by the treewidth of the input graphs. A
tree decomposition of a graph G is a pair (T, X ) such that

T is a rooted tree and X = {Xα : α ∈ V (T ), Xα ⊆ V (G)} is a collection of subsets of
V (G);⋃

α∈V (T ) Xα = V (G);
For every edge e of G, there exists an α ∈ V (T ) such that e ⊆ Xα;
For every vertex v of G, the set {α ∈ V (T ) | v ∈ Xα} forms a subtree of T .

The width of a tree decomposition (T, X ) is maxα∈V (T ) |Xα| − 1. The treewidth of a graph
G is the minimum width over all its tree decompositions.

The sets in X are called “bags”. For a node α ∈ V (T ), let Tα denote the subtree of T

rooted by α. Let Vα ⊆ V denote the vertex set Vα = ∪α′∈V (Tα)Xα′ . Let Yα := Vα \ Xα.
For a node α, we use α1(, α2) to denote its possible children. By the definition of tree
decompositions, for a join node α, Yα1 ∩ Yα2 = ∅.

It is convenient to work on a nice tree decomposition. Every node α ∈ V (T ) in this nice
tree decomposition is expected to be one of the following:

(i) Leaf Node: α is a leaf and Xα = ∅;
(ii) Introducing v Node: α has exactly one child α1, v /∈ Xα1 and Xα = Xα1 ∪ {v};
(iii) Forgetting v Node: α has exactly one child α1, v /∈ Xα and Xα ∪ {v} = Xα1 ;
(iv) Join Node: α has exactly two children α1, α2 and Xα = Xα1 = Xα2 .

Treewidth is a popular parameter to consider because tree decompositions with optimal or
approximate treewidth can be efficiently computed [28]. We refer the reader to [15, 6, 5] for
more details of treewidth and nice tree decomposition. Using the tree balancing technique [7]
and the method of introducing new nodes, we can transform any tree decomposition with
width w in polynomial time into a nice tree decomposition with width O(w), depth upper
bounded by O(w2 log n), and containing at most O(nw) nodes. Moreover, we can add O(w)
nodes so that the root α0 is assigned with an empty set Xα0 = ∅. Notice that in this case,
Yα0 = Vα0 = V . We assume all the nice tree decompositions discussed in this paper satisfy
these properties.

ISAAC 2023
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3 Exact Algorithm for CVC

We present the exact algorithm for two reasons. The first is that one can gain some basic
insights on the structure of the approximate algorithm by understanding the exact algorithm,
which is more comprehensible. The other is that we need to compare the intermediate
results of the exact algorithm and the approximate algorithm, so the total description of the
algorithm can also be regarded as a recursive definition of the intermediate results (which
are the sets Rα’s defined in the following).

3.1 Definition of the Tables
Given a tree decomposition (T, X ), we run a classical bottom-up dynamic program to solve
CVC. That is, on each node α we allocate a record set Rα. Rα contains records of the form
(d, k). A record (d, k) consists of two elements: a mapping d : Xα → N and an integer k ∈ N.
At first, we present a definition of Rα by its properties. Then we define Rα according to the
Recursive Rules. If our goal is only to design an exact algorithm for CVC, then there could
be many different definitions of the tables which all work. However, here our definitions
are elaborated so that they fit in our analysis of the approximation algorithm. After these
definitions are given, later in Theorem 5 we prove that these two definitions coincide.

Let Gα denote the graph with vertex set Vα and edge set E[Vα] \ E[Xα]. We expect that
the table Rα has the following properties.

3.1.1 Expected Properties for Rα

A record (d, k) ∈ Rα if and only if there exists O, an orientation of Gα, such that
(1) For each v ∈ Xα, d(v) = D+

O(v) is just its out degree;
(2) D−

O(v) ≤ c(v) for all v ∈ Yα;
(3) |{v ∈ Yα | D−

O(v) > 0}| ≤ k ≤ |Yα|.
Intuitively, (d, k) ∈ Rα if there exists a vertex set S ⊆ Yα and a mapping M : E[Vα]\E[Xα] →
S ∪ Xα such that

all edges are covered correctly, i.e. M(e) ∈ e for all e ∈ E[Vα] \ E[Xα];
for each v ∈ Xα, there are d(v) edges from v to Yα that are covered by S, i.e. |E[{v}, Yα]∩
∪u∈SM−1(u)| = d(v);
M satisfies the capacity constraints for vertices in Yα, i.e. for all v ∈ Yα, |M−1(v)| ≤ c(v);
|S| ≤ k ≤ |Yα|.

One can imagine that S is a feasible solution for a spanning subgraph of Gα, where the
vector d governs the edges between Xα and Yα.

Note that the root node α0 satisfies Xα0 = ∅, and Gα0 = G. So if Rα0 is correctly
computed, then the k values in those records in Rα0 have a one-to-one correspondence to
all feasible solution sizes for the original instance. We output min(d,k)∈Rα0

k to solve the
instance.

3.1.2 Recursive Rules for Rα

Fix a node α ∈ V (T ), if α is a introducing node or a forgetting node, let α1 be its child. If α

is a join node, let α1, α2 be its children. In case α is a:
Leaf Node. Rα = {(d, k)}, in which d is a mapping with empty domain and k := 0.
Introducing v Node. Note that by the properties of tree decompositions, there is no edge

between v and Yα in G. A record (d, k) ∈ Rα if and only if (d \ v, k) ∈ Rα1 and d(v) = 0.
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Join Node. (d, k) ∈ Rα if and only if there exist (d1, k1) ∈ Rα1 and (d2, k2) ∈ Rα2 such that
for all v ∈ Xα, d(v) = d1(v) + d2(v) and k = k1 + k2.

Forgetting v Node. (d, k) ∈ Rα if and only if there exists (d1, k1) ∈ Rα1 satisfying one of
the following conditions:

(1) k1 = k, d1(v) = |N(v) ∩ Yα| and d1 \ v = d. In this case, v is not “included in S”. All
the edges between v and Yα must be covered by other vertices in Yα.

(2) k1 = k−1 and there exist ∆(v) ⊆ N(v)∩Xα and A ∈ [|N(v)∩Yα|−c(v)+|∆(v)|, |N(v)∩
Yα|] such that d1(v) = A, d1(u) = d(u) − 1 for all u ∈ ∆(v), and d1(u) = d(u) for
all u ∈ Xα1 \ (∆(v) ∪ {v}). In this case, v is “included in S”. We enumerate a set
∆(v) ⊆ N(v)∩Xα of edges between v and Xα and let v cover these edges. Note that for
a record (d1, k1) ∈ Rα1 , there are |N(v) ∩ Yα| − d1(v) edges that are covered by v. To
construct (d, k) from (d1, k1), we need to check that c(v) ≥ |∆(v)|+ |N(v)∩Yα|−d1(v),
which is implicitly done by the setting d1(v) = A ≥ |N(v) ∩ Yα| − c(v) + |∆(v)|.

▶ Remark 4. In fact, one can find many different ways to define the dynamic programming
table for CVC. We use this definition because we want to upper bound the values of records
in Rα by the size of solution (Lemma 10), so we need to record “outdegrees” rather than
“indegrees” or “capacities”.

Valid certificate. Notice that all the rules are of the form (d1, k1) ∈ Rα1 ⇒ (d, k) ∈ Rα or
(d1, k1) ∈ Rα1 ∧ (d2, k2) ∈ Rα2 ⇒ (d, k) ∈ Rα, thus a rule can actually be divided in to two
parts: we found a “valid certificate” (d1, k1) ∈ Rα1 (and (d2, k2) ∈ Rα2 , for join nodes), then
we add a “product” (d, k) ∈ Rα based on the certificate. In fact, every record in Rα1 can be a
valid certificate in introducing nodes, and every pair of records ((d1, k1), (d2, k2)) ∈ Rα1 ×Rα2

can be a valid certificate in join nodes. But in forgetting v nodes, we further require that
d1(v) satisfies some condition. To be specific, in a forgetting node α1 we say (d1, k1) ∈ Rα1

is valid if it satisfies the following condition:

(⋆) d1(v) = |N(v) ∩ Yα| or ≥ |N(v) ∩ Yα| − c(v) + |∆(v)| for some ∆(v) ⊆ N(v) ∩ Xα.

▶ Theorem 5. The set {Rα : α ∈ V (T )} can be computed by the recursive rules above in
time nw+O(1), and the Expected Properties are satisfied.

The proof sketch of the correctness of these rules are presented in Appendix A. As |Rα| ≤ nw+2

for all α ∈ V (T ) and the enumerating ∆(v) procedure in dealing with a forgetting node runs
in time wO(w), it’s not hard to see that this algorithm runs in time nw+O(1) (for w small
enough compared to n).

4 Approximation Algorithm for CVC

Let ϵ be a small value to be determined later. We try to compute an approximate record
set R̂α for each node α, still using bottom-up dynamic programming like what we do in the
exact algorithm. An approximate record is a pair (d̂, k̂), where k̂ ∈ N and d̂ is a mapping
from Xα to Nϵ = {0} ∪ {(1 + ϵ)x | x ∈ N}. As we can see, d̂ can take non-integer values.

Height of a Node. The height h of a node α is defined by the length of the longest path
from α to a leaf which is descendent to α. By this definition, the height of a node is 1 plus
the maximum height among the heights of its children. Let the height of the root node be
h0. According to the property of nice tree decompositions, h0 is at most O(w2 log n).

Let ϵh, δh be two non-negative values (which are functions of h, n and w) to be determined
later.

ISAAC 2023
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h-close records. If an exact record (d, k) and an approximate record (d̂, k̂) satisfy d(v) ∼ϵh

d̂(v) for all v ∈ Xα and k ∼δh
k̂, then we say these two records are h-close.

We expect that for each node α, R̂α satisfies the following. Let the height of α be h.
(A) If (d, k) ∈ Rα, then there exists (d̂, k̂) ∈ R̂α which is h-close to (d, k).
(B) If (d̂, k̂) ∈ R̂α, then there exists (d, k) ∈ Rα which is h-close to (d̂, k̂).
After R̂α0 is correctly computed (i.e. satisfying (A) and (B)), we output the value k̂min =
(1 + δh0) min(d̂,k̂)∈R̂α0

k̂. Let OPT be the size of the minimum solution, which equals to
min(d,k)∈Rα0

k. We claim that k̂min ∈ [OPT, (1 + δh0)2OPT ].

Proof. By property (B), we have OPT ≤ (1 + δh0) min(d̂,k̂)∈R̂α0
k̂. By property (A), we have

min(d̂,k̂)∈R̂α0
k̂ ≤ (1 + δh0)OPT . The claim follows by combining these two inequalities. ◀

We need the following procedure to test in polynomial time if a sub-problem is solvable when
we are allowed to use all vertices to cover the edges.

▶ Lemma 6. Testing whether (d, |Yα|) ∈ Rα for any d can be done in nO(1) time.

Proof. Construct a directed graph with vertex set {s, t} ∪ (E[Vα] \ E[Xα]) ∪ Vα. For each
e ∈ (E[Vα] \ E[Xα]) add an edge (s, e) with capacity 1. For each e = (u, v) ∈ (E[Yα] \ E[Xα])
add an edge (e, u) and an edge (e, v) both with capacity 1. For each v ∈ Xα add an edge
(v, t) with capacity |N(v) ∩ Yα| − d(v). For each v ∈ Yα add an edge (v, t) with capacity
c(v). We claim that (d, |Yα|) ∈ Rα if and only if there is a flow from s to t with value
|E[Vα] \ E[Xα]|. For the ’if’ part, notice that by the well-known integrality theorem for
network flow, there exists a integral flow with the same value. Every integral flow with
this value can be transform to an O as expected in the Expected Properties: An edge
e ∈ E[Yα] \ E[Xα] is oriented so that it sinks at vertex v if (e, v) has flow value 1, then
for each vertex v ∈ Xα, reverse some edges in E[{v}, Yα] so that D+

O(v) = d(v), if the flow
carried in (v, t) is less than |N(v) ∩ Yα| − d(v). One can construct a flow with the value
based on an orientation O, too. Thus the ’only if’ part is easy to see, too. ◀

We first define {R̂α : α ∈ V (T )} using the following Recursive Rules. Then we
prove that these sets satisfy the properties (A) and (B). The basic idea of our approximate
algorithm is to run the exact algorithm in an “approximate way”. For a rule formed as
(d̂1, k̂1) ∈ R̂α1 ⇒ (d̂, k̂) ∈ R̂α or (d̂1, k̂1) ∈ R̂α1 ∧ (d̂2, k̂2) ∈ R̂α2 ⇒ (d̂, k̂) ∈ R̂α, we also call
(d̂1, k̂1) (and (d̂2, k̂2)) the certificate while (d̂, k̂) is the product.

4.1 Recursive Rules for R̂α

Fix a node α ∈ V (T ) with height h, in case α is a:
Leaf Node. R̂α = {(d̂, k̂)}, in which d̂ is a mapping with empty domain and k̂ = 0.
Introducing v Node. A record (d̂, k̂) ∈ R̂α if and only if (d̂ \ v, k̂) ∈ R̂α1 and d̂(v) = 0.
Join Node. (d̂, k̂) ∈ R̂α if and only if there exists (d̂1, k̂1) ∈ R̂α1 , (d̂2, k̂2) ∈ R̂α2 such that

for each v ∈ Xα, d̂(v) = [d̂1(v) + d̂2(v)]ϵ and k̂ = k̂1 + k̂2.
Forgetting v Node. This case is the most complicated. Think in this way: we pick (d̂1, k̂1) ∈

R̂α1 and based on it we try to construct (d̂, k̂) to add into R̂α. Notice that in the
exact algorithm, not every (d1, k1) ∈ Rα1 can be used to generate a corresponding
product (d, k) ∈ Rα – it has to be the case that d1(v) = |N(v) ∩ Yα| or d1(v) ≥
|N(v) ∩ Yα| − c(v) + |∆(v)|, which is what we called to be a valid certificate. We have to
test both the validity of the certificate and its exact counterpart using an indirect way.
So there are three issues we need to address:
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(a) The requirement for (d̂1, k̂1) being valid, i.e. satisfying the “approximate version” of
condition (⋆);

(b) There exists a valid exact counterpart (d1, k1) ∈ Rα1 of (d̂1, k̂1) satisfying condition
(⋆);

(c) How to construct (d̂, k̂).
(b) seems impossible since we do not compute Rα1 , we obtain this indirectly using
Lemma 6. Later we explain why such an approach reaches our goal. Formally, suppose
we have (d̂1, k̂1) ∈ R̂α1 , we consider two cases:

(1) v is not “included”.
(1a) See if d̂1(v) ∼ϵh−1 |N(v) ∩ Yα|;
(1b) See if (dt, |Yα1 |) ∈ Rα1 , where dt(u) = ⌈d̂1(u)/(1 + ϵh−1)⌉ for all u ∈ Xα1 \ {v}

and dt(v) = |N(v) ∩ Yα| (This is polynomial-time tractable by Lemma 6);
(1c) If (a) and (b) are satisfied, then add (d̂, k̂) to R̂α, where d̂ = d̂1 \ v, k̂ = k̂1.

(2) v is “included”. We enumerate ∆(v) ⊆ N(v) ∩ Xα and integer A satisfying A ∈
[|N(v) ∩ Yα| − c(v) + |∆(v)|, |N(v) ∩ Yα|].
(2a) See if d̂1(v) ≥ A/(1 + ϵh−1);
(2b) See if (dt, |Yα1 |) ∈ Rα1 , where dt(u) = ⌈d̂1(u)/(1 + ϵh−1)⌉ for all u ∈ Xα1 \ {v}

and dt(v) = A (By Lemma 6, this is still polynomial-time tractable);
(2c) If (a) and (b) are satisfied, then add (d̂, k̂) to R̂α, where d̂(u) = d̂1(u) for all

u ∈ Xα \ ∆(v), d̂(u) = [d̂(u) + 1]ϵ for all u ∈ ∆(v), k̂ = k̂1 + 1.

▶ Theorem 7. Set ϵ = 1
(w2 log n)3 , ϵh = 2hϵ and δh = 4(h + 1)hϵ. Suppose n is great enough.

When the dynamic programming is done, for all α, R̂α satisfies property (A) and (B).

Proof of Theorem 1. According to Theorem 7 and the above discussion, we immedi-
ately get k̂min ∈ [OPT, (1 + δh0)2OPT ]. By the property of nice tree decomposition,
h0 is at most O(w2 log n), thus k̂min ∈ [OPT, (1 + O(1/(w2 log n)))2OPT ] = [OPT, (1 +
O(1/(w2 log n)))OPT ].

The space we need to memorize each R̂α is O((w6 log4 n)wnO(1)). Computing a leaf/in-
troduce/join node we need O((w6 log4 n)2wnO(1)) time. In a forgetting node, we may need to
enumerate some set ∆(v) ⊆ N(v) ∩ Xα, which requires time O(2|Xα|) = O(2w+1). So com-
puting a Forgetting node requires O((w6 log4 n)w2wnO(1)) time. The tree size is polynomial,
so the total running time is FPT. ◀

To prove Theorem 7, we need a few lemmas. The proof of Lemma 8 and Lemma 9
are presented in Appendix B. Lemma 8 and Lemma 9 are some simple observations. To
understand why we need Lemma 10 and Lemma 11, remember that we have a complicated
recursive rule for forgetting nodes in which we verifies (a) and (b). However, we cannot
directly verify if a valid exact record described in (b) exists, because we don’t have Rα1 . We
overcome this by verifies a feasible partial solution (e.g. (d1, |Yα1 |) in (1b)) rather than an
optimal one, which can be done by Lemma 6. When we are computing R̂α, we assume that
R̂α1 has been correctly computed, i.e. it satisfies (A) and (B). So there exists (d1, k1) ∈ rcds1
which is h − 1-close to (d̂1, k̂1). However, we don’t know if (d1, k1) is a so-called valid
certificate. Lemma 11 shows how to modify (d1, k1) so that it becomes we want in (b),
knowing (dt, |Yα1 |) ∈ Rα1 . We introduces some error like o(1)d1(v) on k1 in this procedure.
Lemma 10 helps us to rewrite it as o(1)k1.

▶ Lemma 8. If (d, k) ∈ Rα for some node α, then for every (d′, k′) with d(v) ≥ d′(v) for all
v ∈ Xα and k′ satisfying k ≤ k′ ≤ |Yα|, we have (d′, k′) ∈ Rα.
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▶ Lemma 9. Let a, b, a′, b′ ∈ R, h ∈ N+, ϵh ∈ [0, 1], a′ ∼ϵh
a and b′ ∼ϵh

b. Then we have
[a′ + b′]ϵ ∼ϵh+1 (a + b).

▶ Lemma 10. For all (d, k) ∈ Rα and v ∈ Xα, k ≥ d(v).

Proof. Let O be the orientation. Let N+(v) = {u ∈ V (G) : (v, u) ∈ E(G)} be out neighbors
of v. By definition, we have d(v) = |N+(v)| ≤ |{u ∈ Yα | D−

O(u) > 0}| ≤ k. ◀

▶ Lemma 11. Fix some (d, k) ∈ Rα, v ∈ Xα and some integer p > 0 satisfying k + p ≤ |Yα|.
Let dm : Xα → N be a function such that dm(v) = d(v) + p and dm \ v = d \ v. We have
(dm, |Yα|) ∈ Rα if and only if (dm, k + p) ∈ Rα.

Proof. On one hand, the ’if’ part is obvious by Lemma 8. On the other hand, we prove that
(dm, |Yα|) ∈ Rα implies (d′, k + 1) ∈ Rα, where d′(v) = d(v) + 1, d′ \ v = d \ v. Then we
can repeatedly increase the value of k by 1 for p times to obtain the ’only if’ part. Let the
orientation corresponding to (d, k) and (dm, |Yα|) be O1, O2 respectively. Now let G′ be a
graph with vertex set Yα ∪ {v}. A directed edge (x, y) is in G′ if and only if (x, y) ∈ O2 and
(y, x) ∈ O1.

By picking O1 so that the number of edges in G′ is minimized, we can assume that G′

contains no cycle. Otherwise if G′ contains a cycle, we can reverse every edge along the cycle
in O1 so that it is still a valid orientation for (d, k) but the number of edges in G′ decreases.

As D+
O2

(v) > D+
O1

(v), there exists an non-empty path in G′ starting from v ending at,
say, v′ ̸= v such that v′ has no out edge in G′. This implies D−

O1
(v′) ≤ D−

O2
(v′) − 1, or

v′ will have an out edge in G′. We reverse the edges along this path in O1. Let the new
orientation be O3. D−

O3
(v′) ≤ D−

O1
(v′) + 1 ≤ D−

O2
(v′) ≤ c(v). Moreover, {u | D−

O3
(u) >

0} \ {u | D−
O1

(u) > 0} ⊆ {v′}. Thus, O3 is a valid orientation for (d′, k + 1). ◀

4.2 Theorem 7 Proof Sketch
Due to space limit, the complete proof is presented in Appendix B.2.

We use induction on nodes, following a bottom-up order on the tree decomposition. Leaf
nodes satisfy property (A) and (B), because Rα = R̂α for every leaf node. Fix a node α of
height h, by induction, we assume that every node descendent to α satisfies (A) and (B). We
only need to prove that α satisfies both (A) and (B). We make a case distinction based on
the type of α. The case where α is a forgetting node is the most complicated and requires
lemma 10 and 11. The other two types follow Lampis’ framework.

To show α satisfies (A), we need to prove the existence of some (d̂, k̂) ∈ R̂α for any
given (d, k) ∈ Rα such that (d̂, k̂) and (d, k) are h-close. This is done by first picking up the
certificate of (d, k), that is, the record (d1, k1) ∈ Rα1 (or a pair of records in the case α is a
join node, we omit join node case in the following sketch) which “produces” (d, k) based on
recursive rules for Rα. Then by induction hypothesis, there is an (h − 1)-close record (d̂1, k̂1)
in R̂α1 . If α is not a forgetting node, then according to recursive rules for R̂α, there exists
(d̂, k̂) ∈ R̂α. We prove that (d̂, k̂) and (d, k) are h-close. If α is a forgetting node, then we
verify (1b) or (2b) by applying Lemma 8 on (d1, k1).

To show α satisfies (B), if α is not a forgetting node, then we pick up and compare some
records in a different order: We start from (d̂, k̂) ∈ R̂α; Then we pick (d̂1, k̂1) ∈ R̂α1 according
to recursive rules for R̂α; Next we pick (d1, k1) ∈ Rα1 based on induction hypothesis; Finally
we find out (d, k) ∈ Rα using recursive rules for Rα. If α is a forgetting node, suppose the
record (d̂, k̂) ∈ R̂α is produced by (d̂1, k̂1). The main idea is to apply Lemma 11 on (dt, |Yα1 |),
the record verified by (1b) or (2b), and (d1, k1), the record (h − 1)-close to (d̂1, k̂1), so as to
show the existence of some (d, k) ∈ Rα. At the same time we use Lemma 10 to bound k.
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5 Approximation algorithms for TSS and VDS

In this section, we introduce the vertex subset problem which is a generalization of many
graph problems. Then we present a sufficient condition for the existence of parameterized
approximation algorithms for such problems parameterized by the treewidth. Finally, we
apply our algorithm to target set selection problem (TSS) and vector dominating set problem
(VDS), which are both vertex subset problems satisfying this condition. The definitions
bellow are inspired by Fomin, et al. [21].

▶ Definition 12 (Vertex Subset Problem). A vertex subset problem Φ takes a string I ∈ {0, 1}∗

as an input, which encodes a graph GI = (VI , EI) and some possible additional information,
e.g. threshold values on vertices. Φ is identified by a function FΦ which maps a string
I ∈ {0, 1}∗ to a family of vertex subsets of VI , say FΦ(I) ⊆ 2VI . Any vertex set in FΦ(I) is
a solution of the instance I. The goal is to find a minimum sized solution.

We will often select a set of vertices and assume that it is included in a solution, and
then consider the remaining sub-problem. So we introduce the concept of partial instances.

▶ Definition 13 (Partial Vertex Subset Problem). Let Φ be a vertex subset problem. The
partial version of Φ takes a string I ∈ {0, 1}∗ appended with a vertex subset U ⊆ VI as input.
We call such a pair (I, U) a partial instance of Φ. Any vertex set W ⊆ VI \ U is a solution if
and only if W ∪ U ∈ FΦ(I). Still, the goal is to find a minimum sized solution.

We consider the following conditions of a vertex subset problem Φ.
Φ is monotone, if for any instance I, S ∈ FΦ(I) implies for all S′ satisfying S ⊆ S′ ⊆ VI ,
S′ ∈ FΦ(I).
Φ is splittable, if: for any instance I and any separator X of GI which separates VI \ X

into disconnected parts V1, V2, ..., Vp, if S1, S2, ..., Sp are vertex sets such that Si is a
solution for the partial instance (I, VI \ Vi), ∀1 ≤ i ≤ p, then X ∪

⋃
1≤i≤p Si is a solution

for I.

It is trivial to show the monotonicity for TSS and VDS. To see that they are splittable,
observe that given an instance I = (G, t) of VDS for example, fix some X ⊆ V (G), a set
S containing X is a solution for I if and only if S \ X is a solution for I ′ = (G′, t′), where
G′ = G[V \ X] and t′(v) = t(v) − |N(v) ∩ X| for all v ∈ V \ X. If X is a separator, then the
graph G′ is not connected, and the union of any solutions of each component in G′, with X

together forms a solution of I. This observation also works for TSS.
The main theorem in this section is to show the tractability, in the sense of parameterized

approximation, of monotone and splittable vertex subset problems on graphs with bounded
treewidth.

▶ Theorem 14. Let Φ be a vertex selection problem which is monotone and splittable. If there
exists an algorithm such that on input a partial instance of Φ appended with a corresponding
nice tree decomposition with width w, it can run in time f(ℓ, w, n) and

either output the optimal solution, if the size of it is at most ℓ;
or confirm that the optimal solution size is at least ℓ + 1

then there exists an approximate algorithm for Φ with ratio 1 + (w + 1)/(l + 1) and runs in
time f(l, w, n) · nO(1), for all l ∈ N.

We provide a trivial algorithm for the partial version of TSS. Given a partial instance
(I = (G, t), U), we search for a solution of size at most ℓ by brute-force. This takes time
f(ℓ, w, n) = nℓ+O(1). Setting l := C in Theorem 14, we simply get the following.
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▶ Corollary 15 (Restated version of Theorem 3). For all constant C, TSS admits a 1 + (w +
1)/(C + 1)-approximation algorithm running in time nC+O(1).

As mentioned before, Raman et al.[32] showed that VDS is W [1]-hard parameterized by
w, but FPT with respect to the combined parameter (k + w) where k is the solution size.
The running time of their algorithm is kO(wk2)nO(1). A partial instance (I, U) of VDS can
be transformed to an equivalent VDS instance, in which the input graph is G[VI \ UI ], so this
algorithm can also be used for the partial version of VDS. Set l := w2(log log n/ log log log n)0.5

in Theorem 14, we get Corollary 16.

▶ Corollary 16 (Restated version of Theorem 2). Vector Dominating Set admits a 1 +
1/(w log log n)Ω(1)-approximation algorithm running in time 2O(w5 log w log log n)nO(1).

Notice that we can’t obtain a (1 + o(1))-approximation for TSS using a similar approach,
because solving TSS in f(w + k)nO(1)-time is W [1]-hard [3].

One may also think of applying Theorem 14 to CVC, since CVC is FPT when para-
meterized by solution size [17]. However, CVC is not splittable. Think of a simple 3-
vertex graph with vertex set {a, b, c} and edge set {{a, b}, {b, c}}. The capacities are:
c(a) = 0, c(b) = 1, c(c) = 0. {b} is a separator in this graph and empty sets are two solutions
for the two partial instances. However, {b} cannot cover both two edges in the original graph.

5.1 The Algorithm Framework
To prove Theorem 14, we introduce the concept of l-good node.

▶ Definition 17 (l-good Node). Let I be an instance of a vertex selection problem Φ and
(T, X ) be a nice tree decomposition of any subgraph of GI . A node α ∈ V (T ) is an l-good
node if the partial instance (I, VI \ Yα) admits a solution of size at most l.

For a node α, let N−
α denote the set of all children of α. We present the pseudocode of

our algorithm in Algorithm 1. Figure 1 in Appendix C illustrates how the sets defined in
Algorithm 1 are related. Algorithm 1 solves the partial version of Φ. For the original version,
when we get an instance I, we just create an equivalent partial instance (I, ∅) appended with
a nice tree decomposition (T, X ) and an integer l, then we run Solve((I, ∅), (T, X ), l). The
analyze of Algorithm 1 is presented in Appendix C.

Main idea of Algorithm 1: Let Alg be an algorithm solving partial instances in time
f(l, w, n). Given a partial instance (I, D) and a nice tree decomposition (T, X ) on G[I \ D],
we run Alg to test the goodness of each node. If the root node is l-good, then (I, D) has
a solution with size at most l, we use Alg to find the optimal solution. If a leaf node is
not l-good then by monotonicity I has no solution5.Otherwise, we can pick a lowest node α

which is not l-good. Then all its children are l-good. Such a node has nice properties.
On one hand, since all children of α are l-good, the partial instances (I, VI \ Yαc

) can be
optimally solved by Alg for each αc a child of α. Adding Xαc

and the optimal solution
Eαc for (I, VI \ Yαc) into the solution enables us to “discard” the whole subtree rooted
by αc and the corresponding vertices, i.e. Vαc

;

5 By our definition of vertex subset problem, the set of solutions can be empty. However any instance of
TSS or VDS admits at least one solution which is the whole vertex set.
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On the other hand, as α is not l-good, by the splittable and monotone properties, we can
deduce that the optimal solution S∗ has an intersection of size at least (l + 1) with Yα i.e.
|S∗ ∩ Yα| ≥ l + 1.

Based on these properties, the algorithm iteratively finds one such node α and includes
Xαc

∪ Eαc
for its every child αc into the solution, then “removes” Vαc

from the graph. Once
we repeat this procedure, the optimal solution size decreases by at least |S∗ ∩ (

⋃
αc

Vαc)| ≥
|S∗ ∩ Yα| ≥ l + 1. For each αc, we use Alg to find the optimal solution Eαc

, so in each Yαc

we select at most |S∗ ∩ Yαc | vertices. The “non-optimal” part is
⋃

αc
Xαc , which is at most

O(w) = O(w/l)|S∗ ∩ (
⋃

αc
Vαc

)|. Therefore, the approximation ratio is upper bounded by

1 +
|
⋃

αc
Xαc |

l+1 ≤ 1 + O(w/l).

Algorithm 1 Subprocess Solve().

Input: A partial instance (I, D) of Φ, a nice tree decomposition (T, X ) of GI [VI \ D]
with width w, l ∈ N an integer.

Output: A solution S to (I, D), or ’there exists no solution’.

1 for each node α do
2 Use Alg to test if α is an l-good node;
3 if α is l-good then
4 Eα := the minimum solution for (I, VI \ Yα);
5 end
6 end
7 if the root α0 is l-good then
8 Return Eα0 ;
9 end

10 Find a node α which is not l-good with minimum height;
11 if α is a leaf node then
12 Return ’there exists no solution’;
13 end
14 E′ := ∅;
15 F := ∅;
16 for each αc ∈ N−

α do
17 E′ := E′ ∪ Eαc

∪ Xαc
;

18 F := F ∪ Vαc ;
19 end
20 Find a nice tree decomposition (T ′, X ′) for GI [VI \ (D ∪ F )];
21 Return E′ ∪ Solve((I, D ∪ F ), (T ′, X ′), l);
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A Proof Sketch of Theorem 5

It is easy to see that |Rα| ≤ nO(w) for all α. And one execution of a recursive rule
takes time at most polynomial of the size of some Rα. Thus the total running time is
nO(w) · O(w2 log n) = nO(w).

To prove the correctness, we need to show the record sets computed by the recursive rules
satisfy the expected properties. We use induction. Leaf nodes are trivial to verify. Fix a
node α, assume that for every node descendent to it, the corresponding record set is correctly
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computed. The proof then contains the ’if’ part and the ’only if’ part. For the ’if’ part we
have some O, (d, k) satisfying the expected properties and aim to prove (d, k) is included
into Rα by the recursive rules. The framework is to extract O1 and (d1, k1) (and O2, (d2, k2)
for join nodes) satisfying the expected properties for the child node(s) and shows that (d, k)
will be add into Rα because of (d1, k1) (and (d2, k2)). By induction, the extracted record will
be included by the algorithm because they satisfy the expected properties, so (d, k) will also
be included. For the ’only if’ part we have (d, k) included and aim to prove the existence of
a satisfying O. The framework is to take the record(s) based on which (d, k) is added. By
induction, the record(s) we take has corresponding orientation(s) that satisfies the expected
properties. We build O according to this(these) orientation(s).

B Proof of Theorem 7

Before the main proof, we prove Lemma 8 and Lemma 9. Remember that Lemma 8 states that
if (d, k) ∈ Rα then (d′, k′) ∈ Rα for all (d′, k′) with d(v) ≥ d′(v), ∀v ∈ Xα and k ≤ k′ ≤ |Yα|;
Lemma 9 states that [a′ + b′]ϵ ∼ϵh+1 (a + b) for a, b, a′, b′ ∈ R satisfying a′ ∼ϵh

a, b′ ∼ϵh
b for

ϵh ∈ [0, 1].

Proof (Lemma 8). Let O be the orientation for (d, k). For each v, we arbitrarily select
d(v) − d′(v) out neighbors of v and reverse each edge between one selected neighbor and v.
Let the obtained orientation be O1. We show that O1 and (d′, k′) satisfies the properties. (1)
and (3) are trivial. To see (2), observe that D−

O1
(v) ≤ D−

O(v) for all v ∈ Yα. ◀

Proof (Lemma 9). a′ +b′ ∈ [a/(1+ϵh)+b/(1+ϵh), a(1+ϵh)+b(1+ϵh)], that is, (a′ +b′) ∼ϵh

(a+b). As [a′+b′]ϵ ∼ϵ (a′+b′), we have max{[a′+b′]ϵ/(a+b), (a+b)/[a′+b′]ϵ} ≤ (1+ϵ)(1+ϵh) =
1 + ϵh+1 + ϵhϵ − ϵ ≤ 1 + ϵh+1. Thus [a′ + b′]ϵ ∼ϵh+1 (a + b). ◀

In the following we start the main proof. Leaf nodes satisfy property (A) and (B) since
Rα = R̂α for a leaf node α. Fix a node α of height h, by induction, we assume that every
node descendent to α satisfies (A) and (B). Now we prove α satisfies both (A) and (B).

B.1 Proof of (A)
Recall that we have some (d, k) ∈ Rα now and we aim to show the existence of some
(d̂, k̂) ∈ R̂α which is h-close to (d, k). The case for leaf node is trivial. There are three other
cases:

Introducing v Node. Suppose α is an introducing v node and α1 is its child, then we have
a certificate (d1, k1) ∈ Rα1 , where d1 = d \ v, k1 = k. By the induction hypothesis, there
exists a record (d̂1, k̂1) ∈ R̂α1 which is (h−1)-close to (d1, k1). By the recursive algorithm
for R̂, there exists (d̂, k̂) ∈ R̂α, where d̂ \ v = d̂1, d̂(v) = 0 and k̂ = k̂1. Note that for
all u ∈ Xα \ {v}, d̂(u) = d̂1(u) ∼ϵh−1 d1(u) = d(u), thus we have d̂(u) ∼ϵh

d(u). And
d̂(v) = 0 = d(v). Since k̂ = k̂1 ∼δh−1 k1 = k, we get k ∼δh

k̂. So (d̂, k̂) is h-close to (d, k).
Join Node. If α is a join node with children α1 and α2, then we have a certificate (d1, k1) ∈

Rα1 and (d2, k2) ∈ Rα2 , where for all v ∈ Xα, d1(v) + d2(v) = d(v) and k1 + k2 = k.
By the induction hypothesis, there exist (d̂1, k̂1) ∈ R̂α1 and (d̂2, k̂2) ∈ R̂α2 which are
(h − 1)-close to (d1, k1) and (d2, k2) respectively. Note that (d̂1, k̂1), (d̂2, k̂2) is a valid
certificate, so there exists (d̂, k̂) ∈ R̂α, where for all v ∈ Xα, d̂(v) = [d̂1(v) + d̂2(v)]ϵ and
k̂ = k̂1 + k̂2. By Lemma 9, for all v ∈ Xα, d̂(v) ∼ϵh

d(v) and k̂ ∼δh
k.
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Forgetting Node. If α is a forgetting v node with child α1, then we have a certificate
(d1, k1) ∈ Rα1 which satisfies one of the following conditions:
(1) d1(v) = |N(v) ∩ Yα|, d1 \ v = d and k1 = k.
(2) There exist ∆(v) ⊆ N(v) ∩ Xα and A ∈ [|N(v) ∩ Yα| − c(v) + |∆(v)|, |N(v) ∩ Yα|]

such that for all u ∈ ∆(v), d1(u) = d(u) − 1 and for all u ∈ Xα1 \ (∆(v) ∪ {v}), d1(u) =
d(u), d1(v) = A and k1 = k − 1.

Notice that these two conditions just correspond to the recursive rules with the same
index. By the induction hypothesis, there exists an approximate counterpart of the
certificate. To be specific, there exists (d̂1, k̂1) ∈ R̂α1 which is (h − 1)-close to (d1, k1).
Consider two sub-cases:
Type (1) certificate. As (d̂1, k̂1) is (h − 1)-close to (d1, k1) and d1(v) = |N(v) ∩ Yα|, we

have d̂1(v) ∼ϵh−1 |N(v) ∩ Yα|, which means (1a) is satisfied. Let (dt, |Yα1 |) be the
tested pair in (1b). By the definition of (dt, |Yα1 |), for all u ∈ Xα1 \ {v}, dt(u) =
⌈d̂1(u)/(1 + ϵh−1)⌉ ≤ ⌈(1 + ϵh−1)d1(u)/(1 + ϵh−1)⌉ = d1(u), and dt(v) = d1(v) =
|N(v) ∩ Yα|. Also observe that k1 ≤ |Yα1 |. Thus by Lemma 8, (dt, |Yα1 |) ∈ Rα1 , which
means (1b) is satisfied. As (1a), (1b) are satisfied, there exists (d̂, k̂) ∈ R̂α, where
d̂ = d̂1\v, k̂ = k̂1. Finally, observe that for all u ∈ Xα, d(u) = d1(u) ∼ϵh−1 d̂1(u) = d̂(u).
k = k1 ∼δh−1 k̂1 = k̂. So (d, k) and (d̂, k̂) are h-close.

Type (2) certificate. As (d̂1, k̂1) is (h − 1)-close to (d1, k1) and d1(v) = A, we have
d̂1(v) ≥ A/(1 + ϵh−1), which means (2a) is satisfied. Let (dt, |Yα1 |) be the tested
pair in (2b), i.e. for all u ∈ Xα1 \ {v}, dt(u) = ⌈d̂1(u)/(1 + ϵh−1)⌉ and dt(v) = A.
Similarly we have that d1(u) ≥ dt(u) for all u ∈ Xα while k1 ≤ |Yα1 |. Thus by Lemma
8, (dt, |Yα1 |) ∈ Rα1 , which means (2b) is satisfied. As (2a), (2b) are satisfied, there
exists (d̂, k̂) ∈ R̂α, where d̂(u) = [d̂1(u) + 1]ϵ for all u ∈ Xα \ ∆(v), d̂(u) = d̂1(u) for
all u ∈ ∆(v), and k̂ = k̂1 + 1. For each u ∈ ∆(v), d(u) = d1(u) ∼ϵh−1 d̂1(u) = d̂(u); for
all u ∈ Xα \ ∆(v), d(u) ∼ϵh

d̂(u) by Lemma 9; k − 1 = k1 ∼δh−1 k̂1 = k̂ − 1 and thus
k ∼δh

k̂. So (d, k) and (d̂, k̂) are h-close.

B.2 Proof of (B)
Now we have some (d̂, k̂) ∈ R̂α and we aim to show the existence of some (d, k) ∈ Rα which
is h-close to (d̂, k̂).

Introducing v Node. Suppose α is an introducing v node with α1 as its child, then by the
the recursive rules we have a certificate (d̂1, k̂1) ∈ R̂α1 , where d̂1 = d̂ \ v, k̂1 = k̂. By
induction hypothesis, there exists (d1, k1) ∈ Rα1 which is (h − 1)-close to (d̂1, k̂1). (d1, k1)
is a valid certificate, so there exists (d, k) ∈ Rα, where d \ v = d1, d(v) = 0 and k = k1.
For all u ∈ Xα \ {v}, d(u) = d1(u) ∼ϵh−1 d̂1(u) = d̂(u) so d̂(u) ∼ϵh

d(u); d̂(v) = 0 = d(v);
k = k1 ∼δh−1 k̂1 = k̂, so k ∼δh

k̂.
Join Node. If α is a join node with α1 and α2 as its children, then we have a certificate

(d̂1, k̂1) ∈ R̂α, (d̂2, k̂2) ∈ R̂α2 , where for all v ∈ Xα, [d̂1(v)+ d̂2(v)]ϵ = d̂(v) and k̂1 + k̂2 = k̂.
By induction hypothesis, there exist (d1, k1) ∈ Rα1 , (d2, k2) ∈ Rα2 which are (h − 1)-close
to (d̂1, k̂1) and (d̂2, k̂2) respectively. Since (d1, k1), (d2, k2) is a valid certificate, we have
there exists (d, k) ∈ Rα, where for all v ∈ Xα, d(v) = d1(v) + d2(v) and k = k1 + k2. By
Lemma 9, for all v ∈ Xα, d(v) ∼ϵh

d̂(v). And k ∼δh
k̂.

Forgetting v Node. If α is a forgetting v node, then we have a certificate (d̂1, k̂1) ∈ R̂α1

and a tested pair (dt, |Yα1 |) ∈ Rα1 in (1b) or (2b) with one of the following types:
(1) d̂1(v) ∼ϵh−1 |N(v) ∩ Yα|; d̂1 \ v = d̂; k̂1 = k̂; dt(v) = |N(v) ∩ Yα|;
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(2) there exists ∆(v) ⊆ N(v) ∩ Xα and A ∈ [|N(v) ∩ Yα| − c(v) + |∆(v)|, |N(v) ∩ Yα|]
such that for all u ∈ ∆(v), d̂(u) = [d̂1(u) + 1]ϵ; for all u ∈ Xα1 \ ∆(v) ∪ {v}, d̂1(u) =
d̂(u); d̂1(v) ≥ A/(1 + ϵh−1); k̂1 = k̂ − 1; dt(v) = A.

In both types, for all u ∈ Xα1 \ {v}, dt(u) = ⌈d̂1(u)/(1 + ϵh−1)⌉. Notice that these two
types just correspond to the recursive rules with the same index. By induction hypothesis,
there exists (d1, k1) ∈ Rα1 which is (h − 1)-close to (d̂1, k̂1). By the definition of (h − 1)-
closeness we have that for every u ∈ Xα1 \ {v}, d1(u) ≥ ⌈d̂1(u)/(1 + ϵh−1)⌉ = dt(u).
Consider the two cases:
Type (1) certificate and tested pair. In this case dt(v) = |N(v) ∩ Yα| and d̂1(v) ∼ϵh−1

|N(v) ∩ Yα|. Notice that for all u ∈ Xα1 \ {v}, dt(u) = ⌈d̂1(u)/(1 + ϵh−1)⌉ ≤ d1(u).
Consider the pair (dt, k∗

1) where k∗
1 = k1 + |N(v)∩Yα|−d1(v). As (d1, k1), (dt, |Yα1 |) ∈

Rα1 , by Lemma 8 and 11, we have (dt, k∗
1) ∈ Rα1 . This is a valid certificate as

dt(v) = |N(v) ∩ Yα|. So there exists (d, k) ∈ Rα, where d = dt \ v and k = k∗
1 .

Then we show that (d, k) is h-close to (d̂, k̂). Notice that k̂ = k̂1 ∼δh−1 k1, k = k∗
1 =

k1 + |N(v) ∩ Yα| − d1(v). As d1(v) ∼ϵh−1 d̂1(v), thus d1(v) ≥ |N(v) ∩ Yα|/(1 + ϵh−1)2,
thus we have that |N(v) ∩ Yα| − d1(v) ≤ ((1 + ϵh−1)2 − 1)d1(v) ≤ 3ϵh−1k1. Notice that
d1(v) ≤ k1 by Lemma 10. So k ∼3ϵh−1 k1 ∼δh−1 k̂1 = k̂. As (1 + 3ϵh−1)(1 + δh−1) =
1 + (4h + 6)(h − 1)ϵ + 24h(h − 1)2ϵ2 ≤ 1 + 4h(h + 1)ϵ, we have k̂ ∼δh

k.
For all u ∈ Xα, we just have d(u) = dt(u) ∼ϵh−1 d̂1(u) = d̂(u).

Type (2) certificate and tested pair. In this case, there exists ∆(v) ⊆ N(v) ∩ Xα and
A ∈ [|N(v) ∩ Yα| − c(v) + |∆(v)|, |N(v) ∩ Yα|] such that dt(v) = A. Still we have
that for all u ∈ Xα1 \ {v}, dt(u) ≤ d1(u). Let k∗

1 := k1 + max{0, A − d1(v)}. As
(d1, k1), (dt, |Yα1 |) ∈ Rα1 , by Lemma 8 and 11, we have (dt, k∗

1) ∈ Rα1 . This is a valid
certificate as dt(v) = A. So there exists (d, k) ∈ Rα, where for all u ∈ Xα \∆(v), d(u) =
dt(u), for all u ∈ ∆(v), d(u) = dt(u) + 1 and k = k∗

1 + 1.
We use the same idea to show k̂ ∼δh

k. Still, we have k1 ≥ d1(v) ≥ A/(1 + ϵh−1)2. So
k∗

1 = k1 + max{0, A − d1(v)} ≤ 3ϵh−1k1 and obviously, k∗
1 ≥ k1. So k∗

1 ∼3ϵh−1 k1. As
k̂ − 1 = k̂1 ∼δh−1 k1, we have k̂ − 1 ∼δh

k∗
1 = k − 1. Thus k̂ ∼δh

k.
For all u ∈ Xα \ ∆(v), we have d(u) = d1

∗(u) ∼ϵh−1 d̂1(u) = d̂. For all u ∈ ∆(v), we
have d(u) − 1 = d1

∗(u) ∼ϵh−1 d̂1(u) and d̂(u) = [d̂1(u) + 1]ϵ, by Lemma 9 we have
d(u) ∼ϵh

d̂(u).

▶ Remark. The above proof actually provides the intuition of how to modify our algorithm
so that it outputs a solution of size at most (1 + δh0)2OPT . The idea is to, for all α ∈ V (T )
and all (d̂, k̂) ∈ R̂α, keep track of an exact h-close record (d, k) of (d̂, k̂) and its corresponding
orientation i.e. an orientation O with which (d, k) satisfies the expected properties. Still, this
is done by a bottom-up dynamic programming. Fix a non-leaf node α, suppose that for all
its children, this has been done. Now suppose we want to find that orientation for a record
(d̂, k̂) ∈ R̂α. According to the recursive rules, there exists (d̂1, k̂1) ∈ R̂α1 (and (d̂2, k̂2) ∈ R̂α2

for join nodes) from which we construct (d̂1, k̂1). Proof of (B) in fact shows that if the exact
h − 1-close exact counterpart and the corresponding orientation has been stored, then we
can construct the h-close record (d, k) ∈ Rα and its corresponding orientation. Notice that if
α is the forgetting node we may need Lemma 11 to prove the existence of such (d, k). But
fortunately, Lemma 11 is also constructive.

C Proof of Theorem 14

We first prove that for any bag Xα in a tree decomposition for a graph G = (V, E), vertex sets
Yα and V \ Vα are disconnected in G[V \ Xα] i.e. Xα separates V \ Xα into two disconnected
parts Yα and V \ Vα. Assume they are connected, then there exists u ∈ Yα and v ∈ V \ Vα
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such that (u, v) ∈ E. So there exists some bag containing both u and v. This implies that
the nodes whose assigned bags containing u or v forms a subtree in the tree decomposition.
However, X divides apart some nodes whose assigned bags containing u or v, a contradiction.

Since (T, X ) is a tree decomposition for GI [VI \ D], a corollary is that for any node
α ∈ V (T ), Xα ∪ D separates VI \ (D ∪ Xα) into disconnected parts Yα and VI \ (Vα ∪ D).

Now we analyze Algorithm 1. We use induction. Firstly let’s consider basic cases. If
(I, D) has a minimum solution of size at most l, then the algorithm returns at line 8 an
optimal solution. If (I, D) contains no solution, which is equivalent to VI is not a solution
due to monotonicity, then any leaf node is not l-good since Yα′ = ∅ for a leaf node α′ and
the algorithm returns at line 12. So in these cases, the algorithm is correct. In the remaining
case, the algorithm picks a node α which is not l-good at line 10, then it adds some vertices
to the final output and creates a new instance to make a recursive call. Since α is the node
which is not l-good node with minimum height, its children are all l-good. Let the optimal
solution for (I, D) be S∗. Let S := Solve((I, D ∪ F ), (T ′, X ), l) and let S′ denote the optimal
solution for (I, D ∪ F ).

▶ Lemma 18. As the problem is monotone and splittable, we have the following:

(i) S∗ ∩ Yα is a solution for (I, VI \ Yα).

(ii) For all αc a child of α, S∗ ∩ Yαc
is a solution for (I, VI \ Yαc

);

(iii) S∗ \ F is a solution for (I, D ∪ F );

(iv) E′ ∪ S is a solution for (I, D).

Proof.

(i) By the definition of partial instances, S∗ ∪ D is a solution for I. By monotonicity,
S∗ ∪ D ∪ (VI \ Yα) = S∗ ∩ Yα ∪ (VI \ Yα) is also a solution for I. So S∗ ∩ Yα is a solution
for (I, VI \ Yα) according to the definition of partial solution.

(ii) Similarly as above, by monotonicity, S∗ ∪ D ∪ (VI \ Yαc
) = S∗ ∩ Yαc

∪ (VI \ Yαc
) is also

a solution for I. So S∗ ∩ Yαc is a solution for (I, VI \ Yαc).

(iii) By monotonicity, S∗ ∪D∪F is also a solution for I. So S∗ \F is a solution for (I, D∪F ).

(iv) We need to use the property that Φ is splittable. By the algorithm, E′ =
⋃

αc∈N−
α

Xαc ∪⋃
αc∈N−

α
Eαc

and F =
⋃

αc∈N−
α

Vαc
. Let X ′ denote ∪αc∈N−

α
Xαc

. To use the property
that Φ is splittable, observe that D ∪ X ′ is a separator. Each Yαc

is an isolated part
(not connected to the remaining graph) in GI [VI \ (D ∪ X ′)]. The remaining part in
GI [VI \ (D ∪ X ′)] is thus isolated and it is VI \ (D ∪ X ′ ∪

⋃
αc∈N−

α
Yαc

) = VI \ (D ∪ F ).
Because each Eαc is a solution for (I, VI \ Yαc), and by induction hypothesis, S is a
solution for (I, D ∪ F ), we get that Φ is splittable implies X ′ ∪ D ∪ S ∪

⋃
αc∈N−

α
Eαc

=
E′ ∪ D ∪ S is a solution for I. So E′ ∪ S is a solution for (I, D). ◀

By induction we assume that |S| ≤ (1 + (w + 1)/(l + 1))|S′|. The approximation ratio is

|S ∪ E′|
|S∗|

≤
|S| +

∑
αc∈N−

α
|Eαc

| + |
⋃

αc∈N−
α

Xαc
|

|S∗ ∩ F | + |S∗ \ F |
.
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(a) T in a tree decomposition
(T, X ).

(b) The vertex sets about α
and αc. Dotted part is Yα.

(c) Eαc is added, and F is the
lined part.

Figure 1 Venn diagram of sets defined in Algorithm 1.

Since |S|/|S∗ \ F | ≤ |S|/|S′| ≤ 1 + (w + 1)/(l + 1), we only need to show (
∑

αc∈N−
α

|Eαc
| +

|
⋃

αc∈N−
α

Xαc
|)/|S∗ ∩ F | ≤ 1 + (w + 1)/(l + 1). Notice that by the definition, Yα ⊆ F . Since

α is not l-good, (i) implies that |S∗ ∩ F | ≥ |S∗ ∩ Yα| ≥ l + 1. By (ii), for all αc ∈ N−
α ,

|Eαc
| ≤ |S∗ ∩ Yαc

|. We have∑
αc∈N−

α
|Eαc

| + |
⋃

αc∈N−
α

Xαc
|

|S∗ ∩ F |

=
∑

αc∈N−
α

|Eαc
|

|S∗ ∩ F |
+

|
⋃

αc∈N−
α

Xαc
|

|S∗ ∩ F |

≤
∑

αc∈N−
α

|Eαc
|∑

αc∈N−
α

|S∗ ∩ Yαc
|

+
|
⋃

αc∈N−
α

Xαc
|

|S∗ ∩ F |
(Yαc

’s are disjoint subsets of F )

≤1 +
|
⋃

αc∈N−
α

Xαc
|

|S∗ ∩ F |
(By (ii) and the definition of Eαc

)

≤1 +
|
⋃

αc∈N−
α

Xαc |
l + 1 (By |S∗ ∩ F | ≥ l + 1).

In a nice tree decomposition, the only case that |N−
α | > 1 is that α is a join node, however

in this case, the bags of its two children are the same. So |
⋃

αc∈N−
α

Xαc
|/(l + 1) + 1 ≤

(w + 1)/(l + 1) + 1. The approximation ratio follows. Each time we make a recursive call,
the optimal solution size for the current instance decreases by at least 1. It follows that the
algorithm makes at most O(n) recursive calls, so the running time is f(l, w, n)nO(1). And
thus Theorem 14 is proved.
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