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Abstract
In the past thirty years, numerous algorithms for building the suffix array of a string have been
proposed. In 2021, the notion of suffix array was extended from strings to DFAs, and it was shown
that the resulting data structure can be built in O(m2 + n5/2) time, where n is the number of states
and m is the number of edges [SODA 2021]. Recently, algorithms running in O(mn) and O(n2 log n)
time have been described [CPM 2023].

In this paper, we improve the previous bounds by proposing an O(n2) recursive algorithm
inspired by Farach’s algorithm for building a suffix tree [FOCS 1997]. To this end, we provide insight
into the rich lexicographic and combinatorial structure of a graph, so contributing to the fascinating
journey which might lead to solve the long-standing open problem of building the suffix tree of a
graph.
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1 Introduction

The suffix tree [31] of a string is a versatile data structure introduced by Weiner in 1973
which allows solving a myriad of combinatorial problems, such as determining whether a
pattern occurs in the string, computing matching statistics, searching for regular expressions,
computing the Lempel-Ziv decomposition of the string and finding palindromes. The book
by Gusfield [18] devotes almost 150 pages to the applications of suffix trees, stressing the
importance of these applications in bioinformatics. However, the massive increase of genomic
data in the last decades requires space-efficient data structures able to efficiently support
pattern matching queries, and the space consumption of suffix trees is too high. In 1990,
Manber and Myers invented suffix arrays [25] as a space-efficient alternative to suffix trees.
While suffix arrays do not have the full functionality of suffix trees, they still allow solving
pattern matching queries. Suffix arrays started a new chapter in data compression, which
culminated in the invention of data structures closely related to suffix arrays, notably, the
Burrows-Wheeler Transform [4] and the FM-index [14, 16], which have heavily influenced
sequence assembly [30].

The impact of suffix arrays has led to a big effort in the attempt of designing efficient
algorithms to construct suffix arrays, where “efficient” refers to various metrics (worst-case
running time, average running time, space, performance on real data and so on); see [28] for
a comprehensive survey on the topic. Let us focus on worst-case running time. Manber and
Myers build the suffix array of a string of length n in O(n log n) by means of a prefix-doubling
algorithm [25]. In 1997, Farach proposed a recursive algorithm to build the suffix tree of a
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string in linear time for integer alphabets [12]. In the following years, the recursive paradigm
of Farach’s algorithm was used to developed a multitude of linear-time algorithms for building
the suffix array [23, 20, 21, 26]. All these algorithms carefully exploit the lexicographic
struture of the suffixes of a string, recursively reducing the problem of computing the suffix
array of a string to the problem of computing the suffix array of a smaller string (induced
sorting).

The problem of solving pattern matching queries not only on strings, but also on labeled
graphs, is an active topic of research. Recently, Equi et al. showed that no algorithm can solve
pattern matching queries on arbitrary graphs in O(m1−ϵ|P |) time or O(m|P |1−ϵ) (where m is
the number of edges, P is the pattern and ϵ > 0), unless the Orthogonal Vectors hypothesis
fails [11, 10]. On the other hand, over the years the idea of (lexicographically) sorting the
suffixes of a string has been generalized to graphs, thus leading to compact data structures
that are able to support pattern matching queries on graphs. The mechanism behind the suffix
array, the Burrows-Wheeler Transform and the FM-index was first generalized to trees [13, 15];
later on, it was generalized to De Brujin graphs [3, 24] (which can be used for Eulerian
sequence assembly [19]). Subsequently, it was extended to the so-called Wheeler graphs [17, 1],
and finally to arbitrary graphs and automata [9, 6]. The idea of lexicographically sorting
the strings reaching the states of an automaton has also deep theoretical consequences in
automata theory: for example, it leads to a parametrization of the powerset construction,
which implies fixed-parameter tractable algorithms for PSPACE-complete problems such as
deciding the equivalence of two non-deterministic finite automata (NFAs) [8].

The case of deterministic finite automata (DFAs) is of particular interest, because in this
case the notion of “suffix array” of a DFA has a simple interpretation in terms of strings.
Assume that there is a fixed total order ⪯ on the alphabet Σ of a DFA A, and extend ⪯
lexicographically to the set of all infinite strings on Σ. Assume that each state has at least
one incoming edge. If u is a state, consider the set Iu of all infinite strings that can be
read starting from u and following edges in a backward fashion, and let minu and maxu

be the lexicograpically smallest (largest, respectively) string in Iu (see Figure 1). Consider
the partial order ⪯A on the set of all states Q such that for every u, v ∈ Q, with u ̸= v, it
holds u ≺A v if and only if maxu ⪯ minv. Then, the partial order ⪯A induces a (partial)
permutation of the set of all states that plays the same role of the permutation of text
positions induced by the suffix array of a string [9, 22], so ⪯A is essentially the “suffix array”
of the DFA. If we are able to compute the partial order ⪯A (and a minimum-size partition
of Q into sets such that the restriction of ⪯A to each set is a total order), then we can
efficiently and compactly solve pattern matching queries on the DFA by means of techniques
that extend the Burrows-Wheeler transform and the FM-index from strings to graphs. As a
consequence, we now have to solve the problem of efficiently building the “suffix array” of a
DFA, that is, the problem of computing ⪯A.

The first paper on the topic [9] presents an algorithm that builds ⪯A in O(m2 +n5/2) time,
where n is the number of states and m is the number of edges. In a recent paper [22], Kim
et al. describe two algorithms running in O(mn) and O(n2 log n) time. The key observation
is that, if we build the min/max-partition of the set of all states, then we can determine the
partial order ⪯A in linear time by means of a reduction to the interval partitioning problem.
Determining the min/max-partition of the set of all states means picking the string minu

and maxu for every state u ∈ Q, and sorting these 2|Q| strings (note that some of these
strings may be equal, see Figure 1 for an example). As a consequence, we are only left with
the problem of determining the min/max-partition efficiently.
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i mini maxi

1 ##### . . . ##### . . .

2 a#### . . . a#### . . .

3 b#### . . . b#### . . .

4 c#### . . . c#### . . .

5 ca### . . . ccccc . . .

6 ab### . . . ac### . . .

7 cc### . . . ccccc . . .

Figure 1 A DFA A, with the minimum and maximum string reaching each state (we assume
# ≺ a ≺ b ≺ c). The min/max partition is given by {(1, min), (1, max)} < {(2, min), (2, max)} <

{(6, min)} < {(6, max)} < {(3, min), (3, max)} < {(4, min), (4, max)} < {(5, min)} < {(7, min)} <

{(5, max), (7, max)}, meaning that min1 = max1 ≺ min2 = max2 ≺ min6 ≺ max6 ≺ min3 =
max3 ≺ min4 = max4 ≺ min5 ≺ min7 ≺ max5 = max7.

The O(n2 log n) algorithm builds the min/max-partition by generalizing Manber and
Myers’s O(n log n) algorithm from strings to DFAs. However, since it is possible to build
the suffix array of a string in O(n) time, it is natural to wonder whether it is possible to
determine the min/max-partition in O(n2) time.

In this paper, we show that, indeed, it is possible to build the min/max-partition in O(n2)
time by adopting a recursive approach inspired by one of the linear-time algorithms that
we have mentioned earlier, namely, Ko and Aluru’s algorithm [23]. As a consequence, our
algorithm is asymptotically faster than all previous algorithms.

A long-standing open problem is whether it is possible to define a suffix tree of a graph.
Some recent work [5] suggests that it is possible to define data structures that simulate the
behavior of a suffix tree by carefully studying the lexicographic structure of the graph (the
results in [5] only hold for Wheeler graphs, but we believe that they can be extended to
arbitrary graphs). More specifically, it is reasonable to believe that it is possible to generalize
the notion of compressed suffix tree of a string [29] to graphs. A compressed suffix tree is a
compressed representation of a suffix tree which consists of some components, including a
suffix array. We have already seen that ⪯A generalizes the suffix array to a graph structure,
and [5] suggests that the remaining components may also be generalized to graphs. The
complements of the suffix tree of a string heavily exploit the lexicographic and combinatorial
structure of a string. Since the algorithm that we present in this paper deeply relies on the
richness of the lexicographic structure (which becomes even more challenging and surprising
when switching from a string setting to a graph setting), we believe that our results also
provide a solid conceptual contribution towards extending suffix tree functionality to graphs.

We remark that, a few days after we submitted this paper to arXiv, a new arXiv preprint
showed how to determine the min/max partition in O(m log n) time, where n is the number
of states and m is the number of edges (this new arXiv preprint was also accepted for
publication [2]). If the graph underlying the DFA is sparse, then the algorithm in [2] improves
our O(n2) algorithm. Since the O(m log n) algorithm uses different techniques (it is obtained
by adapting Paige and Tarjan’s partition refinement algorithm [27]), we are left with the
intriguing open problem of determining whether, by possibly combining the ideas behind our
algorithm and the algorithm in [2], it is possible to build the min/max partition in O(m)
time.

Due to space constraints, all proofs can be found in the full version of this paper [7].

ISAAC 2023
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2 Preliminaries

2.1 Relation with Previous Work

In the setting of the previous works on the topic [1, 9, 22], the problem that we want to solve
is defined as follows. Consider a deterministic finite automaton (DFA) such that (i) all edges
entering the same state have the same label, (ii) each state is reachable from the initial state,
(iii) each state is co-reachable, that is, it is either final or it allows reaching a final state, (iv)
the initial state has no incoming edges. Then, determine the min/max partition of the set of
states (see Section 2.2 for the formal definition of min/max partition, and see Figure 1 for
an example).

Assumptions (ii) and (iii) are standard assumptions in automata theory, because all states
that do not satisfy these assumptions can be removed without changing the accepted
language.

In this setting, all the non-initial states have an incoming edge, but the initial state
has no incoming edges. This implies for some state u it may hold Iu = ∅ (remember
that Iu is the set of all infinite strings that can be read starting from u and following
edges in a backward fashion, see the introduction), so Kim et al. [22] need to perform a
tedious case analysis which also takes finite strings into account in order to define the
min/max-partition (in particular, the minimum and maximum strings reaching the initial
state are both equal to the empty string). However, we can easily avoid this complication
by means of the same trick used in [5]; we can add a self-loop to the initial state, and the
label of the self-loop is a special character # smaller than any character in the alphabet.
Intuitively, # plays the same role as the termination character in the Burrows-Wheeler
transform of a string, and since # is the smallest character, adding this self-loop does
not affect the min/max-partition (see [22] for details).

Notice that the initial state and the set of all final states play no role in the definition
of the min/max partition; this explains why, more generally, it will be expedient to
consider deterministic graphs rather than DFAs (otherwise we would need to artificially
add an initial state and add a set of final states when we recursively build a graph in
our algorithm). Equivalently, one may assume to work with semiautomata in which the
transition function is not necessarily total. This justifies the assumptions that we will
make in Section 2.2.

Some recent papers [6, 8] have shown that assumptions (i) and (iv) can be removed. The
partial order ⪯A is defined analogously, and all the algorithms for building ⪯A that we
have mentioned still work. Indeed, if a state u is reached by edges with the distinct labels,
we need to only consider all edges with the smallest label when computing minu and
all edges with the largest label when computing maxu; moreover, we once again assume
that the initial state has a self loop labeled #. The only difference is that assumption
(i) implies that m ≤ n2 (n being the number of states, m being the number of edges)
because each state can have at most n incoming edges, but this is no longer true if we
remove assumption (i). As a consequence, the running time of our algorithm is no longer
O(n2) but O(m + n2) (and the running time of the O(n2 log n) algorithm in [22] becomes
O(m + n2 log n)) because we still need to process all edges in the DFA.

To sum up, all the algorithms for computing ⪯A work on arbitrary DFAs.



N. Cotumaccio 22:5

2.2 Notation and First Definitions

Let Σ be a finite alphabet. We consider finite, edge-labeled graphs G = (V, E), where V is
the set of all nodes and E ⊆ V × V × Σ is the set of all edges. Up to taking a subset of Σ, we
assume that all c ∈ Σ label some edge in the graph. We assume that all nodes have at least
one incoming edge, and all edges entering the same node u have the same label λ(u) (input
consistency). This implies that an edge (u, v, a) ∈ E can be simply denoted as (u, v), because
it must be a = λ(v). In particular, it must be |E| ≤ |V |2 (and so an O(|E|) algorithm is
also a O(|V |2) algorithm). If we do not know the λ(u)’s, we can easily compute them by
scanning all edges. In addition, we always assume that G is deterministic, that is, for every
u ∈ V and for every a ∈ Σ there exists at most one v ∈ V such that (u, v) ∈ E and λ(v) = a.

Let Σ∗ be the set of all finite strings on Σ, and let Σω be the set of all (countably)
right-infinite strings on Σ. If α ∈ Σ∗ ∪ Σω and i ≥ 1, we denote by α[i] ∈ Σ the ith character
of α (that is, α = α[1]α[2]α[3] . . . ). If 1 ≤ i ≤ j, we define α[i, j] = α[i]α[i+1] . . . α[j −1]α[j],
and if j < i, then α[i, j] is the empty string ϵ. If α ∈ Σ∗, then |α| is length of α; for every
0 ≤ j ≤ |α| the string α[1, j] is a prefix of α, and if 0 ≤ j < |α| it is a strict prefix of α;
analogously, one defines suffixes and strict suffixes of α. An occurrence of α ∈ Σ∗ starting
at u ∈ V and ending at u′ ∈ V is a sequence of nodes u1, u2, . . . , u|α|+1 of V such that (i)
u1 = u, (ii) u|α|+1 = u′, (iii) (ui+1, ui) ∈ E for every 1 ≤ i ≤ |α| and (iv) λ(ui) = α[i] for
every 1 ≤ i ≤ |α|. An occurrence of α ∈ Σω starting at u ∈ V is a sequence of nodes (ui)i≥1
of V such that (i) u1 = u, (ii) (ui+1, ui) ∈ E for every i ≥ 1 and (iii) λ(ui) = α[i] for every
i ≥ 1. Intuitively, a string α ∈ Σ∗ ∪ Σω has an occurrence starting at u ∈ V if we can read α

on the graph starting from u and following edges in a backward fashion.

In the paper, occurrences of strings in Σω will play a key role, while occurrences of strings
in Σ∗ will be used as a technical tool. For every u ∈ V , we denote by Iu the set of all strings
in Σω admitting an occurrence starting at u. Since every node has at least one incoming
edge, then Iu ̸= ∅.

A total order ≤ on a set V if a reflexive, antisymmetric and transitive relation on V . If
u, v ∈ V , we write u < v if u ≤ v and u ̸= v.

Let ⪯ be a fixed total order on Σ. We extend ⪯ to Σ∗ ∪ Σω lexicographically. It is easy to
show that in every Iu there is a lexicographically smallest string minu and a lexicographically
largest string maxu (for example, it follows from [22, Observation 8]).

We will often use the following immediate observation. Let u ∈ V , and let (ui)i≥1
be an occurrence of minu. Fix i ≥ 1. Then, (uj)j≥i is an occurrence of minui , and
minu = minu[1, i − 1] minui

.

Let V ′ ⊆ V . Let A be the unique partition of V ′ and let ≤ be the unique total order on A
such that, for every I, J ∈ A and for every u ∈ I and v ∈ J , (i) if I = J , then minu = minv

and (ii) if I < J , then minu ≺ minv. Then, we say that (A, ≤), or more simply A, is the
min-partition of V ′. The max-partition of V ′ is defined analogously. Now, consider the set
V ′ × {min, max}, and define ρ((u, min)) = minu and ρ((u, max)) = maxu for every u ∈ V ′.
Let B be the unique partition of V ′ × {min, max} and let ≤ be the unique total order on B
such that, for every I, J ∈ B and for every x ∈ I and y ∈ J , (i) if I = J , then ρ(x) = ρ(y)
and (ii) if I < J , then ρ(x) ≺ ρ(y). Then, we say that (B, ≤), or more simply B, is the
min/max-partition of V ′.

The main result of this paper will be proving that the min/max partition of V can be
determined in O(|V |2) time.

ISAAC 2023
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2.3 Our Approach
Let G = (V, E) be a graph. We will first show how to build the min-partition of V in O(n2)
time, where n = |V | (Section 4); then, we will show how the algorithm can be adapted so
that it builds the min/max-partition in O(n2) time (Section 5).

In order to build a min-partition of V , we will first classify all minima into three categories
(Section 3), so that we can split V into three pairwise-disjoint sets V1, V2, V3. Then, we will
show that in O(n2) time:

we can compute V1, V2, V3 (Section 4.1);
we can define a graph Ḡ = (V̄ , Ē) having |V3| nodes (Section 4.2);
assuming that we have already determined the min-partition of V̄ , we can determine the
min-partition of V (Section 4.3).

Analogously, in O(n2) time we can reduce the problem of determining the min-partition of
V to the problem of determining the min-partition of the set of all nodes of a graph having
|V1| (not |V3|) nodes (Section 4.4). As a consequence, since min{|V1|, |V3|} ≤ |V |/2 = n/2,
we obtain a recursive algorithm whose running time is given by the recurrence:

T (n) = T (n/2) + O(n2)

and we conclude that the running time of our algorithm is O(n2).

3 Classifying Strings

In [23], Ko and Aluru divide the suffixes of a string into two groups. Here we follow an
approach purely based on stringology, without fixing a string or a graph from the start.
We divide the strings of Σω into three groups, which we call group 1, group 2 and group 3
(Corollary 3 provides the intuition behind this choice).

▶ Definition 1. Let α ∈ Σω. Let a ∈ Σ and α′ ∈ Σω such that α = aα′. Then, we define
τ(α) as follows:
1. τ(α) = 1 if α′ ≺ α.
2. τ(α) = 2 if α′ = α.
3. τ(α) = 3 if α ≺ α′.

We will constantly use the following characterization.

▶ Lemma 2. Let α ∈ Σω. Let a ∈ Σ and α′ ∈ Σω such that α = aα′. Then:
1. τ(α) = 2 if and only if α′ = aω, if and only if α = aω.
2. τ(α) ̸= 2 if and only if α′ ̸= aω, if and only if α ̸= aω.
Assume that τ(α) ̸= 2. Then, there exist unique c ∈ Σ \ {a}, α′′ ∈ Σω and i ≥ 0 such that
α′ = aicα′′ (and so α = ai+1cα′′). Moreover:
1. τ(α) = 1 if and only if c ≺ a, if and only if α′ ≺ aω, if and only if α ≺ aω.
2. τ(α) = 3 if and only if a ≺ c, if and only if aω ≺ α′, if and only if aω ≺ α,

The following corollary will be a key ingredient in our recursive approach.

▶ Corollary 3. Let α, β ∈ Σω. Let a, b ∈ Σ and α′, β′ ∈ Σω such that α = aα′ and β = bβ′.
Then:
1. If a = b and τ(α) = τ(β) = 2, then α = β.
2. If a = b and τ(α) < τ(β), then α ≺ β. Equivalently, if a = b and α ⪯ β, then τ(α) ≤ τ(β).
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i mini τ(i) (= τ(mini))
1 ##### . . . 2
2 a#### . . . 1
3 b#### . . . 1
4 c#### . . . 1
5 ca### . . . 1
6 ab### . . . 3
7 cc### . . . 1

Figure 2 The graph from Figure 1, with the values mini’s and τ(i)’s.

4 Computing the min-partition

Let G = (V, E) be a graph. We will prove that we can compute the min-partition of V in
O(|V |2) time. In this section, for every u ∈ V we define τ(u) = τ(minu) (see Figure 2).

Let u ∈ V , and let (ui)i≥1 be an occurrence of minu starting at u. It is immediate to
realize that (i) if τ(u) = 1, then λ(u2) ⪯ λ(u1), (ii) if τ(u) = 2, then λ(uk) = λ(u1) for every
k ≥ 1 and (iii) if τ(u) = 3, then λ(u1) ⪯ λ(u2).

As a first step, let us prove that without loss of generality we can remove some edges from
G without affecting the min/max-partition. This preprocessing will be helpful in Lemma 23.

▶ Definition 4. Let G = (V, E) be a graph. We say that G is trimmed if it contains no edge
(u, v) ∈ E such that τ(v) = 1 and λ(v) ≺ λ(u).

In order to simplify the readability of our proofs, we will not directly remove some edges
from G = (V, E), but we will first build a copy of G where every node u is a mapped to a
node u∗, and then we will trim the graph. In this way, when we write minu and minu∗ it
will be always clear whether we refer to the original graph or the trimmed graph. We will
use the same convention in Section 4.2 when we define the graph Ḡ = (V̄ , Ē) that we will
use for the recursive step.

▶ Lemma 5. Let G = (V, E) be a graph. Then, in O(|E|) time we can build a trimmed graph
G∗ = (V ∗, E∗), with V ∗ = {u∗ | u ∈ V }, such that for every u ∈ V it holds minu∗ = minu.
In particular, τ(u∗) = τ(u) for every u ∈ V .

4.1 Classifying Minima
Let us first show how to compute all u ∈ V such that τ(u) = 1.

▶ Lemma 6. Let G = (V, E) be a graph, and let u, v ∈ V .
1. If (u, v) ∈ E and λ(u) ≺ λ(v), then τ(v) = 1.
2. If (u, v) ∈ E, λ(u) = λ(v) and τ(u) = 1, then τ(v) = 1.

▶ Corollary 7. Let G = (V, E) be a graph, and let u ∈ V . Then, τ(u) = 1 if and only if
there exist k ≥ 2 and z1, . . . , zk ∈ V such that (i) (zi, zi+1) ∈ E for every 1 ≤ i ≤ k − 1, (ii)
zk = u, (iii) λ(z1) ≺ λ(z2) and (iv) λ(z2) = λ(z3) = · · · = λ(zk).

Corollary 7 yields an algorithm to decide whether u ∈ V is such that τ(u) = 1.

▶ Corollary 8. Let G = (V, E) be a graph. We can determine all u ∈ V such that τ(u) = 1
in time O(|E|).

ISAAC 2023
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Now, let us show how to determine all u ∈ V such that τ(u) = 2. We can assume that
we have already determined all u ∈ V such that τ(u) = 1.

▶ Lemma 9. Let G = (V, E) be a graph, and let u ∈ V such that τ(u) ̸= 1. Then, we have
τ(u) = 2 if and only if there exist k ≥ 2 and z1, . . . , zk ∈ V such that (i) (zi+1, zi) ∈ E

for every 1 ≤ i ≤ k − 1, (ii) z1 = u, (iii) zk = zj for some 1 ≤ j ≤ k − 1 and (iv)
λ(z1) = λ(z2) = · · · = λ(zk).

In particular, such z1, . . . , zk ∈ V must satisfy τ(zi) = 2 for every 1 ≤ i ≤ k.

▶ Corollary 10. Let G = (V, E) be a graph. We can determine all u ∈ V such that τ(u) = 2
in time O(|E|).

From Corollary 8 and Corollary 10 we immediately obtain the following result.

▶ Corollary 11. Let G = (V, E) be a graph. Then, in time O(|E|) we can compute τ(u) for
every u ∈ V .

4.2 Recursive Step
Let us sketch the general idea to build a smaller graph for the recursive step. We consider
each u ∈ V such that τ(u) = 3, and we follow edges in a backward fashion, aiming to
determine a prefix of minu. As a consequence, we discard edges through which no occurrence
of minu can go, and by Corollary 3 we can restrict our attention to the nodes v such that
τ(v) is minimal. We proceed like this until we encounter nodes v′ such that τ(v′) = 3.

Let us formalize our intuition. We will first present some properties that the occurrences
of a string minu must satisfy.

▶ Lemma 12. Let G = (V, E) be a graph. Let u, v ∈ V be such that minu = minv. Let
(ui)i≥1 be an occurrence of minu and let (vi)i≥1 be an occurrence of minv. Then:
1. λ(ui) = λ(vi) for every i ≥ 1.
2. minui = minvi for every i ≥ 1.
3. τ(ui) = τ(vi) for every i ≥ 1.
In particular, the previous results hold if u = v and (ui)i≥1 and (vi)i≥1 are two distinct
occurrences of minu.

▶ Lemma 13. Let G = (V, E) be a graph. Let u ∈ V and let (ui)i≥1 an occurrence of minu

starting at u. Let k ≥ 1 be such that τ(u1) = τ(u2) = · · · = τ(uk−1) = τ(uk) ̸= 2. Then,
u1, . . . , uk are pairwise distinct. In particular, k ≤ |V |.

The previous results allow us to give the following definition.

▶ Definition 14. Let G = (V, E) be a graph. Let u ∈ V such that τ(u) = 3. Let ℓu to be the
smallest integer k ≥ 2 such that τ(uk) ≥ 2, where (ui)i≥1 is an occurrence of minu starting
at u.

Note that ℓu is well-defined, because (i) it cannot hold τ(uk) = 1 for every k ≥ 2 by
Lemma 13 (indeed, if τ(u2) = 1, then (ui)i≥2 is an occurrence of minu2 starting at u2, and
by Lemma 13 there exists 2 ≤ k ≤ |V | + 2 such that τ(uk) ̸= 1) and (ii) ℓu does not depend
on the choice of (ui)i≥1 by Lemma 12. In particular, it must be ℓu ≤ |V | + 1 because
u1, u2, . . . , uℓu−1 are pairwise distinct (u1 is distinct from u2, . . . , uℓu−1 because τ(u1) = 3
and τ(u2) = τ(u3) = . . . τ(uℓu−1) = 1 by the minimality of ℓu).

▶ Lemma 15. Let G = (V, E) be a graph. Let u ∈ V such that τ(u) = 3. Then, minu[i+1] ⪯
minu[i] for every 2 ≤ i ≤ ℓu − 1. In particular, if 2 ≤ i ≤ j ≤ ℓu, then minu[j] ⪯ minu[i].
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If R ⊆ Q is a nonempty set of nodes such that for every u, v ∈ R it holds λ(u) = λ(v), we
define λ(R) = λ(u) = λ(v). If R ⊆ Q is a nonempty set of nodes such that for every u, v ∈ R

it holds τ(u) = τ(v), we define τ(R) = τ(u) = τ(v).
Let R ⊆ Q be a nonempty set of states. Let F(R) = arg minu∈R′ τ(u), where R′ =

arg minv∈R λ(v). Notice that F(R) is nonempty, and both λ(F(R)) and τ(F(R)) are well-
defined. In other words, F(R) is obtained by first considering the subset R′ ⊆ F(R) of all
nodes v such that λ(v) is as small as possible, and then considering the subset of R′ of all
nodes v such that τ(v) is as small as possible. This is consistent with our intuition on how
we should be looking for a prefix of minu.

Define:

Gi(u) =
{

{u} if i = 1;
F({v′ ∈ Q | (∃v ∈ Gi−1(u))((v′, v) ∈ E)}) \

⋃i−1
j=2 Gj(u) if 1 < i ≤ ℓu.

Notice that we also require that a node in Gi(u) has not been encountered before.
Intuitively, this does not affect our search for a prefix of minu because, if we met the same
node twice, then we would have a cycle where all edges are equally labeled (because by
Lemma 15 labels can only decrease), and since τ(Gi(u)) = 1 for every 2 ≤ i ≤ ℓu − 1, then
no occurrence of the minimum can go through the cycle because if we remove the cycle from
the occurrence we obtain a smaller string by Lemma 2.

The following technical lemma is crucial to prove that our intuition is correct.

▶ Lemma 16. Let G = (V, E) be a graph. Let u ∈ V such that τ(u) = 3.
1. Gi(u) is well-defined and nonempty for every 1 ≤ i ≤ ℓu.
2. Let (ui)i≥1 be an occurrence of minu starting at u. Then, ui ∈ Gi(u) for every 1 ≤ i ≤ ℓu.

In particular, τ(ui) = τ(Gi(u)) and minu[i] = λ(ui) = λ(Gi(u)) for every 1 ≤ i ≤ ℓu.
3. For every 1 ≤ i ≤ ℓu and for every v ∈ Gi(u) there exists an occurrence of minu[1, i − 1]

starting at u and ending at v.

Let u ∈ V such that τ(u) = 3. We define:
γu = minu[1, ℓu];
tu = τ(Gℓu

(u)) ∈ {2, 3}

Now, in order to define the smaller graph for the recursive step, we also need a new
alphabet (Σ′, ⪯′), which must be defined consistently with the mutual ordering of the minima.
The next lemma yields all the information that we need.

▶ Lemma 17. Let G = (V, E) be a graph. Let u, v ∈ V such that τ(u) = τ(v) = 3. Assume
that one of the following statements is true:
1. γu is not a prefix of γv and γu ≺ γv.
2. γu = γv, tu = 2 and tv = 3.
3. γv is a strict prefix of γu.

Then, minu ≺ minv.
Equivalently, if minu ⪯ minv, then one the following is true: (i) γu is not a prefix of γv

and γu ≺ γv; (ii) γu = γv and tu ≤ tv; (iii) γv is a strict prefix of γu.

Now, let Σ′ = {(γu, tu) | u ∈ V, τ(u) = 3}, and let ⪯′ be the total order on Σ′ such that
for every distinct (α, x), (β, y) ∈ Σ′, it holds (α, x) ≺′ (β, y) if and only if one of the following
is true:
1. α is not a prefix of β and α ≺ β.
2. α = β, x = 2 and y = 3.
3. β is a strict prefix of α.
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It is immediate to verify that ⪯′ is a total order: indeed, ⪯′ is obtained (i) by first comparing
the γu’s using the variant of the (total) lexicographic order on Σ∗ in which a string is smaller
than every strict prefix of it and (ii) if the γu’s are equal by comparing the tu’s, which are
elements in {2, 3}.

Starting from G = (V, E), we define a new graph Ḡ = (V̄ , Ē) as follows:
V̄ = {ū | u ∈ V, τ(u) = 3}.
The new totally-ordered alphabet is (Σ′, ⪯′).
For every ū ∈ V̄ , we define λ(ū) = (γu, tu).
Ē = {(v̄, v̄) | tv = 2} ∪ {(ū, v̄) | tv = 3, u ∈ Gℓv

(v)}.

Note that for every v̄ ∈ V̄ such that tv = 3 and for every u ∈ Gℓv
(v) it holds τ(u) =

τ(Gℓv (v)) = tv = 3, so ū ∈ V̄ and (ū, v̄) ∈ E. Moreover, Ḡ = (V̄ , Ē) satisfies all the
assumptions about graphs that we use in this paper: (i) all edges entering the same node have
the same label (by definition), (ii) every node has at least one incoming edge (because if v̄ ∈ V̄ ,
then Gℓv (v) ̸= ∅ by Lemma 16) and (iii) Ḡ is deterministic (because if (ū, v̄), (ū, v̄′) ∈ Ē

and λ(v̄) = λ(v̄′), then γv = γv′ and tv = tv′ , so by the definition of Ē if tv = tv′ = 2 we
immediately obtain v̄ = ū = v̄′, and if tv = t′

v = 3 we obtain u ∈ Gℓv (v) ∩ Gℓv′ (v′); since by
Lemma 16 there exist two occurrences of minv[1, ℓv − 1] = γv[1, ℓv − 1] = γv′ [1, ℓv′ − 1] =
minv′ [1, ℓv′ − 1] starting at v and v′ and both ending at u, the determinism of G implies
v = v′ and so v̄ = v̄′).

Notice that if v̄ ∈ V̄ is such that tv = 2, then Iv̄ contains exactly one string, namely,
λ(v̄)ω; in particular, minv̄ = maxv̄ = λ(v̄)ω.

When we implement G = (V, E) and Ḡ = (V̄ , Ē), we use integer alphabets Σ =
{0, 1, . . . , |Σ| − 1} and Σ′ = {0, 1, . . . , |Σ′| − 1}; in particular, we will not store Σ′ by
means of pairs (γu, tu)’s, but we will remap Σ′ to an integer alphabet consistently with the
total order ⪯′ on Σ′, so that the mutual order of the minū’s is not affected.

Let us prove that we can use Ḡ = (V̄ , Ē) for the recursive step. We will start with some
preliminary results.

▶ Lemma 18. Let G = (V, E) be a graph. Let u, v ∈ V be such that τ(u) = τ(v) = 3, γu = γv

and tu = tv = 2. Then, minu = minv.

▶ Lemma 19. Let G = (V, E) be a graph. Let u ∈ V , and let (ui)i≥1 be an occurrence of
minu starting at u. Then, exactly one of the following holds true:
1. There exists i0 ≥ 1 such that τ(ui) ̸= 2 for every 1 ≤ i < i0 and τ(ui) = 2 for every

i ≥ i0.
2. τ(ui) ̸= 2 for every i ≥ 1, and both τ(ui) = 1 and τ(ui) = 3 are true for infinitely many

i’s.

Crucially, the next lemma establishes a correspondence between minima of nodes in
G = (V, E) and minima of nodes in Ḡ = (V̄ , Ē).

▶ Lemma 20. Let G = (V, E) be a graph. Let u ∈ V such that τ(u) = 3. Let (ui)i≥1 be an
occurrence of minu starting at u. Let (u′

i)i≥1 be the infinite sequence of nodes in V obtained
as follows. Consider L = {k ≥ 1 | τ(uk) = 3}, and for every i ≥ 1, let ji ≥ 1 be the ith

smallest element of L, if it exists. For every i ≥ 1 such that ji is defined, let u′
i = uji

, and if
i ≥ 1 is such that ji is not defined (so L is a finite set), let u′

i = u′
|L|. Then, (ū′

i)i≥1 is an
occurrence of minū starting at ū in Ḡ = (V̄ , Ē).

The following theorem shows that our reduction to Ḡ = (V̄ , Ē) is correct.
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▶ Theorem 21. Let G = (V, E) be a graph. Let u, v ∈ V be such that τ(u) = τ(v) = 3.
1. If minu = minv, then minū = minv̄.
2. If minu ≺ minv, then minū ≺′ minv̄.

Since ⪯ is a total order (so exactly one among minu ≺ minv, minu = minv and minv ≺
minu holds true), from Theorem 21 we immediately obtain the following result.

▶ Corollary 22. Let G = (V, E) be a graph. Let u, v ∈ V be such that τ(u) = τ(v) = 3.
1. It holds minu = minv if and only if minū = minv̄.
2. It holds minu ≺ minv if and only if minū ≺′ minv̄.
In particular, if we have the min-partition of V̄ (with respect to Ḡ), then we also have the
min-partition of {u ∈ V | τ(u) = 3} (with respect to G).

Lastly, we show that our reduction to Ḡ = (V̄ , Ē) can be computed within O(n2) time.

▶ Lemma 23. Let G = (V, E) be a trimmed graph. Then, we can build Ḡ = (V̄ , Ē) in
O(|V |2) time.

4.3 Merging
We want to determine the min-partition A of V , assuming that we already have the min-
partition B of {u ∈ V | τ(u) = 3}.

First, note that we can easily build the min-partition B′ of {u ∈ V | τ(u) = 2}. Indeed, if
τ(u) = 2, then minu = λ(u)ω by Lemma 2. As a consequence, if τ(u) = τ(v) = 2, then (i)
minu = minv if and only if λ(u) = λ(v) and (ii) minu ≺ minv if and only if λ(u) ≺ λ(v), so
we can build B′ in O(|V |) time by using counting sort.

For every c ∈ Σ and t ∈ {1, 2, 3}, let Vc,t = {v ∈ V | λ(v) = c, τ(v) = t}. Consider
u, v ∈ V : (i) if λ(u) ≺ λ(v), then minu ≺ minv and (ii) if λ(u) = λ(v) and τ(u) < τ(v), then
minu ≺ minv by Corollary 3. As a consequence, in order to build A, we only have to build
the min-partition Ac,t of Vc,t, for every c ∈ Σ and every t ∈ {1, 2, 3}.

A possible way to implement each Ac,t is by means of an array Ac,t storing the elements
of Vc,t, where we also use a special character to delimit the border between consecutive
elements of Ac,t.

It is immediate to build incrementally Ac,3 for every c ∈ Σ, from its smallest element
to its largest element. At the beginning, Ac,3 is empty for every c ∈ Σ. Then, scan the
elements I in B from smallest to largest, and add I to Ac,3, where c = λ(u) for any u ∈ I

(the definition of c does not depend on the choice of u). We scan B only once, so this step
takes O(|V |) time. Analogously, we can build Ac,2 for every c ∈ Σ by using B′.

We are only left with showing how to build Ac,1 for every c ∈ Σ. At the beginning, each
Ac,1 is empty, and we will build each Ac,1 from its smallest element to its largest element.
During this step of the algorithm, we will gradually mark the nodes u ∈ V such that τ(u) = 1.
At the beginning of the step, no such node is marked, and at the end of the step all these
nodes will be marked. Let Σ = {c1, c2, . . . , cσ}, with c1 ≺ c2 ≺ · · · ≺ cσ. Notice that it must
be Vc1,1 = ∅, because if there existed u ∈ Vc1,1, then it would be minu ≺ cω

1 by Lemma 2
and so c1 would not be the smallest character in Σ. Now, consider Vc1,2; we have already
fully computed Ac1,2. Process each I in Ac1,2 from smallest to largest, and for every ck ∈ Σ
compute the set Jk of all non-marked nodes v ∈ V such that τ(v) = 1, λ(v) = ck, and
(u, v) ∈ E for some u ∈ I. Then, if Jk ̸= ∅ add Jk to Ack,1 and mark the nodes in Jk. After
processing the elements in Ac1,2, we process the element in Ac1,3, Ac2,1, Ac2,2, Ac2,3, Ac3,1
and so on, in this order. Each Aci,t is processed from its (current) smallest element to its
(current) largest element. We never remove or modify elements in any Ac,t, but we only

ISAAC 2023



22:12 Prefix Sorting DFAs: A Recursive Algorithm

add elements to the Ac,1’s. More precisely, when we process I in Ac,t, for every ck ∈ Σ
we compute the set Jk of all non-marked nodes v ∈ V such that τ(v) = 1, λ(v) = ck, and
(u, v) ∈ E for some u ∈ I and, if Jk ≠ ∅, then we add Jk to Ack,1 and we mark the nodes
in Jk.

The following lemma shows that our approach is correct. Let us give some intuition. A
prefix of a min-partition C is a subset C′ of C such that, if I, J ∈ C, I < J and J ∈ C′, then
I ∈ C′. Notice that every prefix of A is obtained by taking the union of Ac1,2, Ac1,3, Ac2,1,
Ac2,2, Ac2,3, Ac3,1, . . . in this order up to some element Ac,t, where possibly we only pick a
prefix of the last element Ac,t. Then, we will show that, when we process I in Ac,t, we have
already built the prefix of A whose largest element is I. This means that, for every v ∈ Jk

and for any any occurrence (vi)i≥1 of minv starting at v, it must hold that v2 is in I.

▶ Lemma 24. Let G = (V, E) be a graph. If we know the min-partition of {u ∈ V | τ(u) = 3},
then we can build the min-partition of V in O(|E|) time.

4.4 The Complementary Case

We have shown that in O(n2) time we can reduce the problem of determining the min-
partition of V to the problem of determining the min-partition of the set of all nodes of
a graph having |{u ∈ V | τ(u) = 3}| nodes. Now, we must show that (similarly) in O(n2)
time we can reduce the problem of determining the min-partition of V to the problem of
determining the min-partition of the set of all nodes of a graph having |{u ∈ V | τ(u) = 1}|
nodes. The merging step will be more complex, because the order in which we will process
the Ac,t will be from largest to smallest (Acσ,2, Acσ,1, Acσ−1,3, Acσ−1,2, Acσ−1,1, Acσ−2,3 and
so on) so we will need to update some elements of some Ac,t’s to include the information
about minima that we may infer at a later stage of the algorithm. We provide the details in
the full version of the paper [7].

5 Computing the min/max-partition

Let G = (V, E) be a graph. We can build the max-partition of V by simply considering the
transpose total order ⪯∗ of ⪯ (the one for which a ⪯∗ b if and only if b ⪯ a) and building
the min-partition. As a consequence, the algorithm to build the max-partition is entirely
symmetrical to the algorithm to build the min-partition.

Let G = (V, E) be a graph. Let us show how we can build the min/max-partition of
V in O(|V |2) time. Assume that we have two graphs G1 = (V1, E1) and G2 = (V2, E2) on
the same alphabet (Σ, ⪯), with V1 ∩ V2 = ∅ (we allow G1 and G2 to possibly be the null
graph, that is, the graph without vertices). Let V ′

1 ⊆ V1, V ′
2 ⊆ V2, W = V ′

1 ∪ V ′
2 , and for

every u ∈ W define ρ(u) = minu if u ∈ V ′
1 , and ρ(u) = maxu if u ∈ V ′

2 . Let A be the unique
partition of W and let ≤ be the unique total order on A such that, for every I, J ∈ A and
for every u ∈ I and u ∈ J , (i) if I = J , then ρ(u) = ρ(u) and (ii) if I < J , then ρ(u) ≺ ρ(u).
Then, we say that (A, ≤), or more simply A, is the min/max-partition of (V ′

1 , V ′
2). We will

show that we can compute the min/max partition of (V1, V2) in O((|V1| + |V2|)2) time. In
particular, if G1 = (V1, E1) and G2 = (V1, E2) are two (distinct) copies of the same graph
G = (V, E), then we can compute the min/max-partition of V in O(|V |2) time.
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We compute τ(minu) for every u ∈ V1 and we compute τ(maxu) for every u ∈ V2. If the
number of values equal to 3 is smaller than the number of values equal to 1, then (in time
O(|V1|2 + |V2|2) = O((|V1| + |V2|)2)) we build the graphs Ḡ1 = (V̄1, Ē1) and Ḡ2 = (V̄2, Ē2)
as defined before, where V̄1 = {ū | u ∈ V1, τ(minu) = 3} and V̄2 = {ū | u ∈ V2, τ(maxu) = 3},
otherwise we consider the complementary case (which is symmetrical). When building
Ḡ1 = (V̄1, Ē1) and Ḡ2 = (V̄2, Ē2), we define a unique alphabet (Σ′, ⪯′) obtained by jointly
sorting the (γminu

, tminu
)’s and the (γmaxu

, tmaxu
)’s, which is possible because Lemma 17

also applies to maxima. Note that |V̄1| + |V̄2| ≤ (|V1| + |V2|)/2.
Assume that we have recursively obtained the min/max-partition of (V̄1, V̄2) with respect

to Ḡ1 and Ḡ2. This yields the min/max-partition of ({u ∈ V1 | τ(minu) = 3}, {u ∈
V2 | τ(maxu) = 3}). Then, we can build the min/max-partition of (V1, V2) by jointly
applying the merging step, which is possible because both the merging step for minima
and the merging step for maxima require to build the Ac,1’s by processing Ac1,2Ac1,3, Ac2,1,
Ac2,2, Ac2,3, Ac3,1 and so on in this order.

Since we obtain the same recursion as before, we conclude that we can compute the
min/max partition of (V1, V2) in O((|V1| + |V2|)2) time.
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