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#### Abstract

Watrous conjectured that the randomized and quantum query complexities of symmetric functions are polynomially equivalent, which was resolved by Ambainis and Aaronson [1], and was later improved in $[15,12]$. This paper explores a fine-grained version of the Watrous conjecture, including the randomized and quantum algorithms with success probabilities arbitrarily close to $1 / 2$. Our contributions include the following: 1. An analysis of the optimal success probability of quantum and randomized query algorithms of two fundamental partial symmetric Boolean functions given a fixed number of queries. We prove that for any quantum algorithm computing these two functions using $T$ queries, there exist randomized algorithms using poly $(T)$ queries that achieve the same success probability as the quantum algorithm, even if the success probability is arbitrarily close to $1 / 2$. These two classes of functions are instrumental in analyzing general symmetric functions. 2. We establish that for any total symmetric Boolean function $f$, if a quantum algorithm uses $T$ queries to compute $f$ with success probability $1 / 2+\beta$, then there exists a randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs, where $\beta, \delta$ can be arbitrarily small positive values. As a corollary, we prove a randomized version of Aaronson-Ambainis Conjecture [1] for total symmetric Boolean functions in the regime where the success probability of algorithms can be arbitrarily close to $1 / 2$. 3. We present polynomial equivalences for several fundamental complexity measures of partial symmetric Boolean functions. Specifically, we first prove that for certain partial symmetric Boolean functions, quantum query complexity is at most quadratic in approximate degree for any error arbitrarily close to $1 / 2$. Next, we show exact quantum query complexity is at most quadratic in degree. Additionally, we give the tight bounds of several complexity measures, indicating their polynomial equivalence. Conversely, we exhibit an exponential separation between randomized and exact quantum query complexity for certain partial symmetric Boolean functions.
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## 1 Introduction

Exploring quantum advantages is a key problem in quantum computing. A lot of research work has revolved around analyzing and characterizing quantum advantages, such as [14, 22, $16,29,45]$. Query complexity is a complexity model commonly used to describe quantum advantages. A comprehensive survey on the query complexity can be found in [24]. A series of works $[2,44,8,41]$ has shown that for partial functions, quantum query complexity could be exponentially smaller (or even less) than the randomized query complexity, while for total functions, they are always polynomially related [4]. Although the query complexity model has demonstrated the powerful ability of a quantum computer to solve certain "structured" problems more efficiently than a classical computer, such as Simon's problem [43] and integer factorization problem [42], there only exist at most quadratic quantum speedups for some "unstructured" problems, such as black-box search problems [23]. Thus, one natural question is to explore how much structure is needed for significant quantum speedups [1].

Watrous conjectured that the randomized query complexity and quantum query complexity of partial symmetric functions are polynomial equivalent [1]. Later, Aaronson and Ambainis [1] initiated the study of quantum speedup on the quantum query complexity of symmetric functions, showing that partial functions invariant under full symmetry do not exhibit superpolynomial quantum speedups, which resolves the Watrous conjecture. Their result was later improved by Chailloux [15], who achieved a tighter bound and removed a technical dependence of output symmetry. Recently [12] performed a systematic analysis of functions symmetric under other group actions and characterized when super-polynomial quantum speedups are achievable. However, all these results work in the bounded error regime and do not explicitly consider arbitrary small biases.

In this paper, we propose and investigate a fine-grained version of the Watrous conjecture concerning the quantum and randomized query complexities of symmetric functions with an arbitrary error. Before stating the conjecture, we need to introduce two notions which are essential to this paper. For any Boolean function $f$ and $T>0$, let the classical $T$-bias $\delta_{C}(f, T)$ be the optimal success probability of $T$-query randomized algorithms minus $1 / 2$ over all possible inputs. The quantum $T$-bias $\delta_{Q}(f, T)$ is defined for quantum algorithms analogously.

- Conjecture 1 (Fine-grained Watrous conjecture). There exists a constant $c \geq 2$ satisfying that for any partial symmetric function $f$ and any $T>0, \delta_{C}(f, c \cdot T) \geq \operatorname{poly}\left(\frac{\delta_{Q}(f, T)}{T}\right)$.

The reason for $c \geq 2$ is that the $n$-bit parity function can be exactly computed with $n / 2$ quantum queries, while any randomized algorithm with less $n$ queries succeeds with probability $1 / 2$. It is also not hard to see the fine-grained Watrous conjecture implies that quantum and randomized query complexities of symmetric functions are polynomially related. Indeed, if $\delta_{Q}(f, T)$ is lower bounded by some constant, then $\delta_{C}(f, c \cdot T) \geq \Omega\left(\frac{1}{\operatorname{poly}(T)}\right)$, which implies the randomized query complexity of $f$ is $\operatorname{poly}(T)$ by error reduction.

### 1.1 Our Motivation and Contribution

To study the fine-grained Watrous conjecture, we start with the following two fundamental symmetric Boolean functions, which are also essential to analyze general symmetric functions:

$$
f_{n}^{k}(x)= \begin{cases}0, & \text { if }|x| \in\{0, n\}, \\ 1, & \text { if }|x| \in\{k, n-k\},\end{cases}
$$

where $1 \leq k \leq n / 2$ and

$$
f_{n}^{k, l}(x)= \begin{cases}0, & \text { if }|x|=k \\ 1, & \text { if }|x|=l\end{cases}
$$

where $k<l$. The famous Deutsch-Jozsa problem [18] and the decision version of the unstructured search problem [23] can be interpreted as special cases of these two functions. Fefferman and Kimmel considered the subset-sized checking problem [19, 21], where the $n$-bit input string is promised to have either $\sqrt{n}$ or $0.99 \sqrt{n}$ many marked items, and the goal is to decide which case. Their result together with [21] proved that it can be served as an oracle separation between AM and QCMA. On a similar flavour, [5] introduced the approximate counting problem, where the $n$-bit input has either $\leq w$ or $\geq 2 w$ many marked items. Our function $f_{n}^{k, l}(\cdot)$ can be seen as a symmetric variant of these two problems ${ }^{1}$. We study the tradeoff between the number of queries and the optimal success probabilities in quantum and randomized settings for both functions with errors close to $1 / 2$.

We further consider the relation between various complexity measures of partial symmetric Boolean functions. For total Boolean functions, it has been proved that several fundamental complexity measures are polynomial equivalent (See Table 1 in [4]). Moreover, the tight bounds on several fundamental complexity measures of total symmetric Boolean functions have also been obtained [24]. However, the result for partial symmetric Boolean functions has not been fully characterized.

Our contribution is as follows. For convenience, if $f$ is a symmetric Boolean function, we denote $f(k)=f(x)$ for any $|x|=k$. Additionally, we say an $n$-bit Boolean function $f: D \rightarrow\{0,1\}$ is even if $f(x)=f(n-x)$ for any $x \in D$, where $D \subseteq\{0,1\}^{n}$.

1. For both randomized setting and quantum setting, we characterize the optimal success probability of algorithms given the number of queries for the function $f_{n}^{k}$ (Theorem 3) and $f_{n}^{k, l}$ (Theorems 4 and 5). As a corollary, we show for any $T$-query quantum algorithm to compute $f_{n}^{k}$ and $f_{n}^{k, l}$, there exist classical randomized algorithms using poly $(T)$ queries to simulate the success probability of the quantum algorithm (Corollaries 6 and 7). Additionally, we characterize the exact quantum query complexity of $f_{n}^{k}$ (Theorem 8).
2. We establish a relation between the number of queries and the bias of quantum and randomized algorithms to compute total symmetric Boolean functions, where the bias of the algorithms can be arbitrarily small (Theorem 9). As a corollary, we prove a weak version of Conjecture 2: the acceptance probability of a quantum query algorithm to compute a total symmetric Boolean function can be approximated by a randomized algorithm with only a polynomial increase in the number of queries, where the bias of quantum algorithms can be arbitrarily small (Corollary 10).
3. We investigate the relation between different complexity measures of partial symmetric Boolean functions. Specifically, Theorem 12 shows the relation between the quantum query complexity and the approximate degree of even partial symmetric Boolean functions for arbitrarily small bias ${ }^{2}$. Theorem 13 shows exact quantum query complexity and degree are quadratically related. Theorem 14 presents tight bounds of block sensitivity, fractional block sensitivity, quantum query complexity, and approximate degree, where quantum query complexity and approximate degree are in a bounded-error setting. Corollary 15 shows block sensitivity is an upper bound of quantum query complexity. Since it has

[^0]been known that $Q(f) \geq \Omega(\sqrt{\mathrm{bs}(f)})$ for any (possibly partial) Boolean function $f$ [11], quantum query complexity and block sensitivity of partial symmetric Boolean functions are polynomially related. On the converse, Theorem 16 shows an exponential gap between the exact quantum query complexity and randomized query complexity for some partial symmetric Boolean functions, which is different from total symmetric functions.

- Conjecture 2 (Aaronson-Ambainis Conjecture [1]). The acceptance probability of a T-query quantum algorithm to compute a Boolean function can be approximated by a deterministic algorithm using $\operatorname{poly}(T, 1 / \epsilon, 1 / \delta)$ queries within an additive error $\epsilon$ on a $1-\delta$ fraction of inputs.
- Theorem 3. For $T>0$, the quantum $T$-bias and classical $T$-bias of $f_{n}^{k}$ are

$$
\begin{aligned}
& \delta_{Q}\left(f_{n}^{k}, T\right)= \begin{cases}\Theta\left(\frac{k}{n} \cdot T^{2}\right), & \text { if } T \leq \sqrt{n / k}, \\
\Theta(1), & \text { if } T>\sqrt{n / k}\end{cases} \\
& \delta_{C}\left(f_{n}^{k}, T\right)= \begin{cases}0, & \text { if } T=1 \\
\Theta\left(\frac{k}{n} \cdot T\right), & \text { if } 2 \leq T \leq n / k \\
\Theta(1), & \text { if } T>n / k\end{cases}
\end{aligned}
$$

- Theorem 4. For $f_{n}^{k, l}$ and $T>0$, the quantum T-bias is

$$
\delta_{Q}\left(f_{n}^{k, l}, T\right)= \begin{cases}\Theta\left(\min \left\{\frac{l-k}{\sqrt{(n-k) l}} \cdot T, \frac{l-k}{n} \cdot T^{2}\right\}\right), & \text { if } T=O\left(\frac{\sqrt{(n-k) l}}{l-k}\right) \\ \Theta(1), & \text { if } T=\Omega\left(\frac{\sqrt{(n-k) l}}{l-k}\right)\end{cases}
$$

- Theorem 5. If $T=O\left(\frac{(n-k) l}{(l-k)^{2}}\right)$, the classical T-bias of $f_{n}^{k, l}$ satisfies that

$$
\begin{aligned}
& \begin{aligned}
& \delta_{C}\left(f_{n}^{k, l}, T\right)=O\left(\min \left\{\frac{l-k}{\sqrt{(n-k) l}} \cdot \sqrt{T}+\frac{T}{n}, \frac{l-k}{n} \cdot T\right\}\right), \\
& \delta_{C}\left(f_{n}^{k, l}, T\right)=\Omega\left(\max \left\{\frac{(l-k)^{2}}{(n-k) l} \cdot T, \frac{l-k}{n} \cdot \sqrt{T}\right\}\right) . \\
& \text { If } T=\Omega\left(\frac{(n-k) l}{(l-k)^{2}}\right), \text { then } \delta_{C}\left(f_{n}^{k, l}, T\right)=\Theta(1) .
\end{aligned}
\end{aligned}
$$

- Corollary 6. For arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f_{n}^{k}$ with success probability $1 / 2+\beta$, then there also exists a classical randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f_{n}^{k}$ with the same success probability.
- Corollary 7. For arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\beta$, then there also exist classical randomized algorithms using $T^{2}$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\Omega\left(\beta^{2}\right)$ and using $T^{4}$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\Omega(\beta)$. Thus

$$
\delta_{C}\left(f_{n}^{k, l}, T^{2}\right) \geq \Omega\left(\delta_{Q}\left(f_{n}^{k, l}, T\right)^{2}\right) \text { and } \delta_{C}\left(f_{n}^{k, l}, T^{4}\right) \geq \Omega\left(\delta_{Q}\left(f_{n}^{k, l}, T\right)\right)
$$
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- Theorem 8. The exact quantum query complexity of $f_{n}^{k}$ satisfies $\left\lceil\frac{\pi}{2 \theta}\right\rceil \leq Q_{E}\left(f_{n}^{k}\right) \leq\left\lceil\frac{\pi}{2 \theta}\right\rceil+2$, where $\theta=2 \arcsin \sqrt{k / n}$, whereas the zero-error randomized query complexity of $f_{n}^{k}$ is $n-k+1$.
- Theorem 9. For any total symmetric Boolean function $f$ and arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f$ with success probability $1 / 2+\beta$, then for any $\delta \in(0,1)$, there exists a randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs.
- Corollary 10. For any total symmetric Boolean function $f$ and arbitrarily small bias $\beta>0$, if there exists a T-query quantum algorithm to compute $f$ with success probability $1 / 2+\beta$, then for any $\epsilon \in(0, \beta), \delta \in(0,1)$, there exists a randomized algorithm using $O\left(T^{2} /\left(\epsilon^{2} \delta^{2}\right)\right)$ queries to compute $f$ with success probability $1 / 2+(\beta-\epsilon)$ on a $1-\delta$ fraction of inputs.
- Remark 11. Corollary 10 is a randomized version of Conjecture 2. Moreover, Corollary 10 considers total symmetric Boolean functions, while Conjecture 2 refers to any Boolean function.
- Theorem 12. For any (possibly partial) symmetric Boolean function $f$ satisfying $f(x)=$ $f(n-x)$ and arbitrarily small $\beta>0$, if $T=\operatorname{deg}_{\frac{1}{2}-\beta}(f)$, there exists a quantum query algorithm using $\lceil T / 2\rceil$ queries to compute $f$ with success probability $1 / 2+\Omega(\beta / \sqrt{T})$. Namely,

$$
\delta_{Q}\left(f, \widetilde{\operatorname{deg}}_{\frac{1}{2}-\beta}(f)\right)=\Omega\left(\frac{\beta}{\sqrt{\widetilde{\operatorname{deg}}_{\frac{1}{2}-\beta}(f)}}\right)
$$

As a corollary, we have $Q_{\epsilon}(f)=O\left(\widetilde{\operatorname{deg}_{\epsilon}}(f)^{2}\right)$ for any error $\epsilon$ arbitrarily close to $1 / 2$.

- Theorem 13. For any partial symmetric Boolean function $f$, we have $Q_{E}(f)=O\left(\operatorname{deg}(f)^{2}\right)$.
- Theorem 14. For any partial symmetric Boolean function $f$, we have

$$
\begin{aligned}
\operatorname{bs}(f)=\Theta(\mathrm{fbs}(f)) & =\left(\max _{k<l: f(k) \neq f(l)} \frac{n}{l-k}\right), \\
Q(f)=\Theta(\widetilde{\operatorname{deg}}(f)) & =\left(\max _{k<l: f(k) \neq f(l)} \frac{\sqrt{(n-k) l}}{l-k}\right) .
\end{aligned}
$$

- Corollary 15. For any partial symmetric Boolean function $f$, we have $Q(f)=O(\mathrm{bs}(f))$.
- Theorem 16. There exists a partial symmetric Boolean function $f$ such that $Q_{E}(f)=\Omega(n)$ and $R(f)=O(1)$.


### 1.2 Proof Techniques

In this section, we give a high-level technical overview of our main results (See full version [36] for the detailed proof).

### 1.2.1 Upper and Lower Bounds on Quantum $\boldsymbol{T}$-bias

We use several methods to show the upper bound on the quantum $T$-bias of different symmetric Boolean functions:

1. For $f_{n}^{k}$, we show if the number of a quantum algorithm is no more than $T$ queries, then the bias $\beta$ of the algorithm is at most $O\left(T^{2} / \mathrm{bs}\left(f_{n}^{k}\right)\right)$, where $\mathrm{bs}\left(f_{n}^{k}\right)$ is the block sensitivity of $f_{n}^{k}$. By solving a lower bound of $\mathrm{bs}\left(f_{n}^{k}\right)$, we obtain an upper bound on the quantum $T$-bias of $f_{n}^{k}$ (Theorem 3).
2. For $f_{n}^{k, l}$, using Paturi's lower bound technique [35] for the approximate degree of symmetric Boolean functions, we give the following lower bound:

$$
Q_{\epsilon}\left(f_{n}^{k, l}\right) \geq \frac{1}{2} \widetilde{\operatorname{deg}}_{\epsilon}\left(f_{n}^{k, l}\right)=\Omega\left(\max \left\{\frac{\beta \sqrt{(n-k) l}}{l-k}, \sqrt{\frac{\beta n}{l-k}}\right\}\right)
$$

where $\beta=1 / 2-\epsilon$. The quantum $T$-bias of $f_{n}^{k, l}$ is derived by this lower bound (Theorem 4).
To obtain the lower bound on the quantum $T$-bias, we also use diverse ideas to design $T$-query quantum algorithms:

1. For $f_{n}^{k}$ and $f_{n}^{k, l}$, we use various variants of amplitude amplification algorithm and analyze the success probability of algorithms meticulously (Theorems 3 and 4).
2. For even symmetric Boolean functions, we design a novel quantum algorithm by taking advantage of the Chebyshev expansion and constructing controlled Grover's diffusion operations (Theorem 12).

### 1.2.2 Upper and Lower Bounds on Classical $T$-bias

For $f_{n}^{k}$ and $f_{n}^{k, l}$, we show the upper bound on the classical $T$-bias by analyzing the total variation distance of distributions; for the lower bound, we give sampling algorithms to estimate Hamming weights of the input and analyze the success probability of the algorithms also by analyzing the distance between distributions (Theorems 3 and 5).

For the lower bound on the classical $T$-bias of total symmetric Boolean functions, we design an innovative randomized algorithm by utilizing the Kravchuk polynomial when the number of queries is $T$. The analysis of the algorithm also uses the orthogonality property of the Kravchuk polynomial (Theorem 9).

### 1.2.3 The Relation Between Complexity Measures

The key ideas to build the relation between complexity measures of partial symmetric Boolean functions are as follows:

1. In Theorem 13, we show the relation between the exact quantum query complexity and the degree by giving the lower bound of the degree and designing a matching exact quantum algorithm up to a polynomial level. Similar to the proof of Theorem 8, the exact quantum algorithm makes use of a subroutine to distinguish $|x|=k$ from $|x|=l$ exactly [25].
2. In Theorem 14, the analysis of block sensitivity and fractional block sensitivity relies on the symmetry property of the function. Furthermore, we show the quantum query complexity and the approximate degree of any partial symmetric Boolean function $f$ are equivalent to a constant factor. While the lower bound is well known (Fact 1), we show $Q(f) \leq \widetilde{\operatorname{deg}}(f)$ by giving a quantum approximate counting algorithm using $O(\widetilde{\operatorname{deg}}(f))$ quantum queries.
3. The exponential gap in Theorem 16 is shown by giving a function easy to compute in a bounded-error case but has a large degree.

### 1.3 Related Work

The need for structure in quantum speedups has been studied extensively. Beals, Buhrman, Cleve, Mosca and de Wolf [9] showed that there exists at most polynomial quantum speedups for total Boolean functions in the query model. Thus, the exponential speedups may only occur at partial functions. Furthermore, Aaronson and Ambainis [1] showed that symmetric functions do not allow super-polynomial quantum speedups, even if the functions are partial. Chailloux [15] improved this result for a broader class of symmetric functions. BenDavid, Childs, Gilyén, Kretschmer, Podder and Wang [12] further showed that hypergraph symmetries in the adjacency matrix model allow at most polynomial separations between quantum and randomized query complexities. Ben-David [10] proved a classical and quantum polynomial equivalence for a class of functions satisfying a certain symmetric promise. Aaronson and Ben-David [3] showed that there exists at most polynomial quantum speedups to compute an $n$-bit partial Boolean function if the domain $D=\operatorname{poly}(n)$. Nonetheless, all these results concern the algorithms with a constant probability of success. They do not cover the query complexity with a subconstant probability of success.

We also survey some results about the optimal success probability of quantum algorithms when the number of queries is fixed. For the unstructured search problem, Zalka [46] showed an optimal success probability of a quantum algorithm given the number of queries. For the collision finding problem, Zhandry [47] gave the upper bound on the success probability of quantum algorithms when the number of queries is fixed, which matched the algorithm proposed by Brassard, Høyer and Tapp [13]. Ambainis and Iraids [6] analyzed the optimal success probability of one-query quantum algorithms to compute EQUALITY ${ }_{n}$ and AND $_{n}$ functions. Montanaro, Jozsa, and Mitchison [33] indicated the optimal success probability of small symmetric Boolean functions when given any number of queries by numerical results. There is not much study about the optimal success probability with a given number of queries for symmetric Boolean functions. Our work will fill the gap in this field.

For the complexity measures of a nonconstant $n$-bit total symmetric Boolean function $f$, it has been known that $R(f), D(f), \operatorname{deg}(f), s(f), b s(f)$ are $\Theta(n)$, and $Q(f)=\Theta(\widetilde{\operatorname{deg}}(f))=$ $\Theta(\sqrt{n(n-\Gamma(f))})$, where $\Gamma(f)=\min \{|2 k-n+1|: f(k) \neq f(k+1)\}$ [24]. Sherstov [40] gave an almost tight characterization of $\operatorname{deg}_{\epsilon}(f)$ for specific $\epsilon \in\left[1 / 2^{n}, 1 / 3\right]$. Afterward, de Wolf [17] obtained the optimal bound. Regarding the complexity measures of partial symmetric Boolean functions, Aaronson and Ambainis [1] showed for any partial symmetric Boolean function $f, R(f)=O\left(Q(f)^{2}\right)$ as mentioned before. Researchers also studied the exact quantum query complexity for many instances of partial symmetric Boolean functions. For example, Deutsch and Jozsa [18] studied the first partially symmetric Boolean function. Afterward, generalized Deutsch-Jozsa problems were studied in [33, 37, 38]. He, Sun, Yang and Yuan [25] established the asymptotically optimal bound for the exact quantum query complexity of distinguishing whether $|x|=k$ or $l$. Qiu and Zheng [37, 39] studied the exact quantum query complexity of symmetric Boolean functions with degree 1 or 2. Additionally, several works [7, 20,31] explored the connections between block sensitivity, fractional block sensitivity and degree for bounded functions.

In a similar work, Montanaro, Nishimura and Raymond [34] studied the unbounded error query complexity of Boolean functions in a scenario where it is only required that the query algorithm succeeds with a probability strictly greater than $1 / 2$. They proved quantum and classical query complexities are related by a constant factor for any (possibly partial) Boolean function. Similar results are also known in the communication complexity model [27, 26]. Compared to the result in [34], we aim to analyze the relation between
quantum/classical query complexity and bias more precisely. For instance, we show for any quantum algorithm computing $f_{n}^{k}$ and $f_{n}^{k, l}$ using $T$ queries, there exist randomized algorithms using poly $(T)$ queries that have the same bias as the quantum algorithm. Such a conclusion is not implied by [34] since the unbounded error model only requires a strictly positive bias without quantitative analysis.

### 1.4 Organization

The remainder of the paper is organized as follows. In Section 2, we review some definitions and facts. In Section 3, we prove Theorem 9 pertaining to connections between quantum and randomized algorithms of symmetric Boolean functions in the small-bias regime. In Section 4, we prove Theorem 12 to show the relation between the quantum query complexity and the approximate degree for arbitrarily small bias. Finally, a conclusion is made in Section 5.

## 2 Preliminaries

For an $n$-bit Boolean function $f: D \rightarrow\{0,1\}$, if $D=\{0,1\}^{n}, f$ is a total function; if $D \subset\{0,1\}^{n}, f$ is a partial function. We say $f$ is symmetric if $f(x)$ only depends on $|x|$, where $|x|$ is the number of 1 's in $x$. Correspondingly, we say $g:\{-1,1\}^{n} \rightarrow \mathbb{R}$ is symmetric if $g(x)$ only depends on $|x|$, where $|x|$ is the number of -1 's in $x$. Every $g:\{-1,1\}^{n} \rightarrow \mathbb{R}$ can be uniquely expressed as $g(x)=\sum_{S \subseteq[n]} \widehat{g}(S) x_{S}$, where $x_{S}=\prod_{j \in S} x_{j}$ and $\widehat{g}(S)$ is the Fourier coefficient of $g$ for any $S \subseteq[n]$. Let $H(n, i, T)$ be the hypergeometric distribution sampling $T$ times from $x \in\{0,1\}^{n}$ satisfying that $|x|=i$ without replacement. A binomial distribution with parameters $n, p$ is written as $B(n, p)$.

### 2.1 Query Models and Complexity Measures

In the classical query model, for an input $x \in\{0,1\}^{n}$, we can obtain $x_{i}$ for some $i$ by making one query. The deterministic query complexity of $f$, denoted by $D(f)$, is the minimum number of queries required by a deterministic algorithm to compute $f$ on the worst input. The randomized query complexity of $f$, denoted by $R_{\epsilon}(f)$, is the minimum number of queries required by a randomized algorithm to compute $f$ with error $\epsilon$ on the worst input. If $\epsilon=1 / 3$, we abbreviate $R_{\epsilon}(f)$ to $R(f)$. Moreover, $R_{0}(f)$ is called the zero-error randomized query complexity of $f$.

In the quantum query model, a query algorithm can be described as follows: it starts with a fixed state $\left|\psi_{0}\right\rangle$ and then performs the sequence of operations $U_{0}, O_{x}, U_{1}, \ldots, O_{x}, U_{t}$, where $U_{i}$ 's are unitary operators not depend on $x$ and the query oracle $O_{x}$ is defined as $O_{x}|i\rangle|b\rangle=|i\rangle\left|x_{i} \oplus b\right\rangle$ for any $i \in[n]$ and $b \in\{0,1\}$. This leads to the final state $\left|\psi_{x}\right\rangle=U_{t} O_{x} U_{t-1} \cdots U_{1} O_{x} U_{0}\left|\psi_{0}\right\rangle$. The output result is obtained by measuring $\left|\psi_{x}\right\rangle$. The exact query complexity of $f$, denoted by $Q_{E}(f)$, is the minimum number of queries required by a quantum algorithm to compute $f$ exactly on the worst input. Such a quantum algorithm is called an exact quantum algorithm. The quantum query complexity of $f$, denoted by $Q_{\epsilon}(f)$, is the minimum number of queries required by a quantum algorithm to compute $f$ with $\epsilon$ on the worst input. If $\epsilon=1 / 3$, we abbreviate $Q_{\epsilon}(f)$ to $Q(f)$.

Then we overview some notations about complexity measures of Boolean functions. The degree of $f$, denoted as $\operatorname{deg}(f)$, is the minimum degree of all real multilinear polynomial representations of $f$. The approximate degree of $f$, denoted by $\widetilde{\operatorname{deg}}_{\epsilon}(f)$, is the minimum degree among all real multilinear polynomials that approximate $f$ with error $\epsilon$. If $\epsilon=1 / 3$, we abbreviate $\widetilde{\operatorname{deg}}_{\epsilon}(f)$ as $\widetilde{\operatorname{deg}}(f)$. The block sensitivity of $f$ on $x$, denoted as $\mathrm{bs}(f, x)$, is the
maximum number of disjoint sensitive blocks in $x$. The block sensitivity of $f$ is defined as $\mathrm{bs}(f)=\max _{x} \mathrm{bs}(f, x)$. The value of $\mathrm{bs}(f, x)$ can be expressed as an integer linear program. The fractional relaxation of the integer program yields the fractional block sensitivity of $f$ on $x$, denoted as $\mathrm{fbs}(f, x)$. The fractional block sensitivity of $f$ is defined as $\mathrm{fbs}(f)=\max _{x} \mathrm{fbs}(f, x)$.

- Fact 1 ([9]). If $f$ is a Boolean function, then $Q_{E}(f) \geq \operatorname{deg}(f) / 2$ and $Q_{\epsilon}(f) \geq \widetilde{\operatorname{deg}_{\epsilon}}(f) / 2$.


### 2.2 Orthonormal Polynomials and Fourier Growth

- Fact 2 (Corollary 2.3 in [30]). For any $0 \leq j \leq T$, the Kravchuk polynomial is defined as

$$
K_{j}(t, T)=\sum_{i=0}^{j}\binom{t}{i}\binom{T-t}{j-i}(-1)^{i}
$$

Then for any $0 \leq l, m \leq T$, there exists the following orthogonality property:

$$
\sum_{t=0}^{T}\binom{T}{t} K_{l}(t, T) K_{m}(t, T)=2^{T}\binom{T}{l} \delta_{l, m}
$$

where $\delta_{l, m}=1$ if $l=m$, and $\delta_{l, m}=0$ if $l \neq m$.
Fact 3 (Parseval's identity, Page 84 in [32]). For a function $g:[-1,1] \rightarrow[-1,1]$, if $g(x)=\sum_{i=0}^{T} a_{i} T_{i}(x)$ for any $x \in[-1,1]$, where $T_{i}$ is the Chebyshev polynomial such that $T_{i}(\cos \theta)=\cos (i \theta)$, then

$$
\int_{-1}^{1} \frac{1}{\sqrt{1-x^{2}}}(g(x))^{2} d x=\pi a_{0}^{2}+\frac{\pi}{2} \sum_{i=1}^{T} a_{i}^{2}
$$

- Fact 4 (Theorem 1 in [28]). If symmetric function $f:\{-1,1\}^{n} \rightarrow[-1,1]$ has degree $d$, then

$$
\sum_{S \subseteq[n]:|S|=l}|\widehat{f}(S)| \leq \frac{d^{l}}{l!},
$$

where $\widehat{f}(S)$ is the Fourier coefficients of $f$ for any $S \subseteq[n]$.

## 3 The Relation Between Quantum and Randomized Algorithms of Symmetric Boolean Functions for Arbitrarily Small Bias

In this section, we give the proof of Theorem 9. First, we state Lemma 17, which is needed to prove the theorem. In Lemma 17 , since $g$ is a symmetric function, we let $\widehat{g}(l)=\widehat{g}(S)$ for any $|S|=l$ with a slight abuse of notation, where $\widehat{g}(S)$ is the Fourier coefficients of $g$ for $S \subseteq[n]$. Moreover, $K_{l}(t, T)$ is the Kravchuk polynomial as Fact 2.

- Lemma 17. Given a symmetric function $g:\{-1,1\}^{n} \rightarrow[-1,1]$ such that $\operatorname{deg}(g)=d$, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
\begin{aligned}
& g(x)=\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}, \\
& \mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left(\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} \leq 2 .
\end{aligned}
$$

Proof. Since $g:\{-1,1\}^{n} \rightarrow[-1,1]$ is a symmetric function and $\operatorname{deg}(g)=d$, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
\begin{aligned}
g(x) & =\sum_{S \subseteq[n]:|S| \leq d} \widehat{g}(S) x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \sum_{S \subseteq[n]:|S|=l} x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \frac{1}{\binom{n-l}{T-l}} \sum_{U \subseteq[n]:|U|=T} \sum_{S \subseteq U:|S|=l} x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \frac{\binom{n}{l}}{\binom{n}{T}\binom{T}{l}} \sum_{U \subseteq[n]:|U|=T} \sum_{S \subseteq U:|S|=l} x_{S} \\
& =\frac{1}{\binom{n}{T}} \sum_{U \subseteq[n]:|U|=T} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{\sum_{S \subseteq U:|S|=l} x_{S}}{\binom{T}{l}} \\
& =\frac{1}{\binom{n}{T}} \sum_{t=0}^{T}\binom{|x|}{t}\binom{n-|x|}{T-t} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{\sum_{i=0}^{l}\binom{t}{i}\binom{T-t}{l-i}(-1)^{i}}{\binom{T}{l}} \\
& =\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}} .
\end{aligned}
$$

Let $c_{l}=\widehat{g}(l)\binom{n}{l}$. By Fact 4, we have $\left|c_{l}\right| \leq \frac{d^{l}}{l!}$. Then we have

$$
\begin{aligned}
\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left(\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} & =\frac{1}{2^{T}} \sum_{t=0}^{T}\binom{T}{t}\left(\sum_{l=0}^{d} c_{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} \\
& =\sum_{l=0}^{d} \frac{c_{l}^{2}}{\binom{T}{l}} \\
& \leq \sum_{l=0}^{d} \frac{d^{l}}{l!} \cdot \frac{d^{l}}{l!} \cdot \frac{l!}{\prod_{i=0}^{l-1} T-i} \\
& \leq \sum_{l=0}^{d} \frac{1}{l!} \cdot \frac{d^{2 l}}{\prod_{i=0}^{l-1} T-i} \\
& \leq \sum_{l=0}^{d} \prod_{i=0}^{l-1} \frac{d^{2}}{T-i} \\
& \leq \sum_{l=0}^{d}\left(\frac{1}{2}\right)^{l} \\
& \leq 2
\end{aligned}
$$

where the second equality comes from the orthogonality property of the Kravchuk polynomial (Fact 2).

Proof of Theorem 9. For any total symmetric Boolean function $f$ and $0<\beta<1 / 2,0<$ $\delta<1$, let $\epsilon=1 / 2-\beta$. Suppose there exists a quantum algorithm using $T$ queries to compute $f$ with success probability $1 / 2+\beta$. By Fact 1 , we have $\widetilde{\operatorname{deg}}_{\epsilon}(f) \leq 2 T$. Let $d=\widetilde{\operatorname{deg}}_{\epsilon}(f)$. Next, it suffices to prove there exists a randomized algorithm using $O\left(d^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs.

Since $d=\widetilde{\operatorname{deg}_{\epsilon}}(f)$, there exists a degree- $d$ symmetric function $f^{\prime}:\{0,1\}^{n} \rightarrow[0,1]$ satisfying if $f(x)=0$, then $f^{\prime}(x) \leq 1 / 2-\beta$; if $f(x)=1$, then $f^{\prime}(x) \geq 1 / 2+\beta$. It means that $(1-2 f(x))\left(1-2 f^{\prime}(x)\right) \geq 2 \beta$. Let $h:\{0,1\}^{n} \rightarrow[-1,1]$ be defined as $h(x)=1-2 f^{\prime}(x)$ and $g:\{-1,1\}^{n} \rightarrow[-1,1]$ defined as $g(1-2 x)=h(x)$ for any $x \in\{0,1\}^{n}$. Then $g$ is also a degree- $d$ symmetric function. By Lemma 17, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
g(x)=\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}
$$

Let

$$
\begin{equation*}
A_{t}=\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}} \tag{1}
\end{equation*}
$$

Then for $x \in\{0,1\}^{n}$, we have $h(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}$, where $|x|$ is the number of 1 's in $x$. For any $0 \leq t \leq T$, let

$$
A_{t}^{\prime}= \begin{cases}\min \left\{A_{t}, \frac{16}{\delta \beta}\right\}, & \text { if } A_{t} \geq 0  \tag{2}\\ \max \left\{A_{t},-\frac{16}{\delta \beta}\right\}, & \text { if } A_{t}<0\end{cases}
$$

Suppose $x$ follows the uniform distribution of $\{0,1\}^{n}$. We give Algorithm 1 to compute $f(x)$ using $T=2 d^{2}+d$ queries. The error analysis of Algorithm 1 is as follows. Given

Algorithm 1 A $T$-query quantum algorithm to compute $f(x)$.
1 Query $T$ distinct bits in $x$ uniformly and denote the number of 1's by $t$.
2 Compute the value of $A_{t}$ as Equation (1).
3 Output 0 with the probability $\frac{1}{2}\left(1+\frac{\delta \beta}{16} A_{t}^{\prime}\right)$ and output 1 with the probability $\frac{1}{2}\left(1-\frac{\delta \beta}{16} A_{t}^{\prime}\right)$, where $A_{t}^{\prime}$ is defined as Equation (2).
$x \in\{0,1\}^{n}$, let $h^{\prime}(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}^{\prime}$. Then the probability that the algorithm outputs 0 is $\frac{1}{2}\left(1+\frac{\delta \beta}{16} h^{\prime}(x)\right)$ and the probability that the algorithm outputs 1 is $\frac{1}{2}\left(1-\frac{\delta \beta}{16} h^{\prime}(x)\right)$. By Lemma 17 , we have $\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)} A_{t}^{2} \leq 2$. Since

$$
\begin{equation*}
\left|\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)} A_{t}\right|=\left|\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} \mathbb{E}_{t \sim H(n,|x|, T)} A_{t}\right|=\left|\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} h(x)\right| \leq 1, \tag{3}
\end{equation*}
$$

we have $\sigma^{2}\left(A_{t}\right)=\mathbb{E} A_{t}^{2}-\left(\mathbb{E} A_{t}\right)^{2} \leq 2$ when $t$ follows the binomial distribution $B\left(T, \frac{1}{2}\right)$. By Chebyshev's inequality, we have

$$
\begin{equation*}
P\left(\left|A_{t}-\mathbb{E} A_{t}\right| \geq 2 \delta\right) \leq \frac{1}{\delta^{2}} \tag{4}
\end{equation*}
$$

By Equation (2), we have

$$
A_{t}^{\prime}= \begin{cases}A_{t}, & \text { if }\left|A_{t}\right| \leq \frac{16}{\delta \beta} \\ -\frac{16}{\delta \beta}, & \text { if } A_{t}<-\frac{16}{\delta \beta} \\ \frac{16}{\delta \beta}, & \text { if } A_{t}>\frac{16}{\delta \beta}\end{cases}
$$

Thus if $\left|A_{t}\right| \leq \frac{16}{\delta \beta}$, then $\left|A_{t}-A_{t}^{\prime}\right|=0$; if $\left|A_{t}\right|>\frac{16}{\delta \beta}$, then $\left|A_{t}-A_{t}^{\prime}\right|=\left|A_{t}\right|-\frac{16}{\delta \beta}$. Then we have

$$
\begin{equation*}
\mathbb{E}_{t}\left|A_{t}-A_{t}^{\prime}\right|=\mathbb{E}_{t:\left|A_{t}\right| \geq \frac{16}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \tag{5}
\end{equation*}
$$

By Equation (3), we have $\left|\mathbb{E} A_{t}\right| \leq 1$. Since $0<\delta<1,0<\beta<1 / 2$, if $\left|A_{t}\right|>\frac{16}{\delta \beta}$, then $\left|A_{t}-\mathbb{E} A_{t}\right| \geq\left|A_{t}\right|-1 \geq \frac{15}{\delta \beta}$. Thus, we have

$$
\begin{align*}
\mathbb{E}_{t:\left|A_{t}\right| \geq \frac{16}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) & \leq \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \\
& =\sum_{a=0}^{\infty} \mathbb{E}_{t: \frac{15 \cdot 2^{a}}{\delta \beta} \leq\left|A_{t}-\mathbb{E} A_{t}\right| \leq \frac{15 \cdot 2^{a+1}}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \\
& \leq \sum_{a=0}^{\infty} \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15 \cdot 2^{a}}{\delta \beta}}\left(\frac{15 \cdot 2^{a+1}}{\delta \beta}+1-\frac{16}{\delta \beta}\right) \\
& \leq \sum_{a=0}^{\infty} \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15 \cdot 2^{a}}{\delta \beta}} \frac{16\left(2^{a+1}-1\right)}{\delta \beta}  \tag{6}\\
& \leq \sum_{a=0}^{\infty}\left(\frac{\delta \beta}{15 \cdot 2^{a-1}}\right)^{2} \cdot \frac{16\left(2^{a+1}-1\right)}{\delta \beta} \\
& =\frac{64}{225} \delta \beta \cdot \sum_{a=0}^{\infty} \frac{2^{a+1}-1}{4^{a}} \\
& \leq \delta \beta
\end{align*}
$$

where the fourth inequality comes from Equation (4). Combining Equations (5) and (6), we have

$$
\begin{equation*}
\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left|A_{t}-A_{t}^{\prime}\right| \leq \delta \beta \tag{7}
\end{equation*}
$$

For $x \in\{0,1\}^{n}$, we have $h(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}$ and $h^{\prime}(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}^{\prime}$. Then we have

$$
\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}}\left|h(x)-h^{\prime}(x)\right|=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} \mathbb{E}_{t \sim H(n,|x|, T)}\left|A_{t}-A_{t}^{\prime}\right|=\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left|A_{t}-A_{t}^{\prime}\right| \leq \delta \beta
$$

by Equation 7. Thus, there are at least $1-\delta$ fractions of inputs $x$ such that $\left|h(x)-h^{\prime}(x)\right| \leq \beta$. For such $x$, since $h(x)(1-2 f(x)) \geq 2 \beta$, we have $h^{\prime}(x)(1-2 f(x)) \geq \beta$. Therefore, if $f(x)=0$, then $h^{\prime}(x) \geq \beta$; if $f(x)=1$, then $h^{\prime}(x) \leq-\beta$. Thus, for at least $1-\beta$ fractions of inputs, the bias of the algorithm is at least $\beta \cdot \delta \beta / 16=\delta \beta^{2} / 16$.

## 4 The Relation Between Quantum Query Complexity and Approximate Degree for Arbitrarily Small Bias

In this section, we give the proof of Theorem 12.
Proof of Theorem 12. Given a (possibly partial) $n$-bit symmetric Boolean function $f$ : $D \rightarrow\{0,1\}$, where $D \subseteq\{0,1\}^{n}$ and $f(x)=f(n-x)$ for any $x \in D$. For $0<\epsilon<1 / 2$, let $T=\operatorname{deg}_{\epsilon}(f)$ and $\beta=1 / 2-\epsilon$. Same as the proof of Theorem 9 , for any function $f^{\prime}$ that approximates $f$ with error $\epsilon$, we have $(1-2 f(x))\left(1-2 f^{\prime}(x)\right) \geq 2 \beta$.

Let $g:[-1,1] \rightarrow[-1,1]$ be defined as $g(1-2|x| / n)=1-2 f(x)$ for any $x \in D$. Since $f(x)=f(n-x), g$ is an even function. Assume function $h:[-1,1] \rightarrow[-1,1]$ is the optimal approximation polynomial of $g$ with degree $T$. Then $g(x) h(x) \geq 2 \beta$ and $h$ is also an
even function. Thus, $h(x)$ can be expressed as $\sum_{i=0}^{[T / 2\rceil} a_{i} T_{2 i}(x)$ for any $x \in[-1,1]$, where $T_{2 i}(x)$ is the Chebyshev polynomial of degree $2 i$ and $T_{2 i}(\cos \eta)=\cos 2 i \eta$ for any $\eta \in[0, \pi]$. Furthermore, we have $h(\cos \eta)=\sum_{i=0}^{[T / 2\rceil} a_{i} \cos 2 i \eta$ for any $\eta \in[0, \pi]$. Let $\cos \eta_{x}=1-2|x| / n$. Then $(1-2 f(x)) h\left(\cos \eta_{x}\right) \geq 2 \beta$ and

$$
\begin{align*}
h\left(\cos \eta_{x}\right) & =\sum_{i=0}^{\lceil T / 2\rceil} a_{i} \cos 2 i \eta_{x} \\
& =\sum_{i: a_{i} \geq 0} a_{i}\left(2 \cos ^{2} i \eta_{x}-1\right)+\sum_{i: a_{i}<0} a_{i}\left(1-2 \sin ^{2} i \eta_{x}\right)  \tag{8}\\
& =\left(\sum_{i: a_{i} \geq 0} 2 a_{i} \cos ^{2} i \eta_{x}-\sum_{i: a_{i}<0} 2 a_{i} \sin ^{2} i \eta_{x}\right)+\left(\sum_{i: a_{i}<0} a_{i}-\sum_{i: a_{i} \geq 0} a_{i}\right) \\
& =\Delta_{x}-M,
\end{align*}
$$

where $\Delta_{x}=2\left(\sum_{a_{i} \geq 0} a_{i} \cos ^{2} i \eta_{x}-\sum_{a_{i}<0} a_{i} \sin ^{2} i \eta_{x}\right)$ and $M=\sum_{i=0}^{\lceil T / 2\rceil}\left|a_{i}\right|$. By Fact 3 , $\sum_{i=0}^{\lceil T / 2\rceil} a_{i}^{2} \leq \frac{2}{\pi} \int_{-1}^{1} \frac{1}{\sqrt{1-x^{2}}} d x=2$. Thus,

$$
\begin{equation*}
M \leq \sqrt{2\lceil T / 2\rceil+1} \leq \sqrt{2(T+1)} \tag{9}
\end{equation*}
$$

Let $|\psi\rangle=\frac{1}{\sqrt{n}} \sum_{i \in[n]}|i\rangle|-\rangle$. Then $\langle\psi| O_{x}|\psi\rangle=1-2|x| / n=\cos \eta_{x}$. As a result, there exists a state $\left|\psi^{\perp}\right\rangle$ such that $\left\langle\psi \mid \psi^{\perp}\right\rangle=0$ and $O_{x}|\psi\rangle=\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle$. For the following reflection operation

$$
\begin{equation*}
S_{0}=2|\psi\rangle\langle\psi|-I, S_{1}=2 O_{x}|\psi\rangle\langle\psi| O_{x}-I=O_{x} S_{0} O_{x} \tag{10}
\end{equation*}
$$

we have

$$
\begin{align*}
S_{1} S_{0}|\psi\rangle & =\cos 2 \eta_{x}|\psi\rangle+\sin 2 \eta_{x}\left|\psi^{\perp}\right\rangle \\
S_{1} S_{0}\left|\psi^{\perp}\right\rangle & =-\sin 2 \eta_{x}|\psi\rangle+\cos 2 \eta_{x}\left|\psi^{\perp}\right\rangle \tag{11}
\end{align*}
$$

Let $R_{0}$ be the corresponding controlled operation of $S_{0}$, i.e., for any $|\phi\rangle$,

$$
\begin{equation*}
R_{0}|\phi\rangle|+\rangle=|\phi\rangle|+\rangle, R_{0}|\phi\rangle|-\rangle=\left(S_{0}|\phi\rangle\right)|-\rangle \tag{12}
\end{equation*}
$$

Let $\left| \pm_{i}\right\rangle=\underbrace{|-\rangle \cdots|-\rangle}_{i} \underbrace{|+\rangle \cdots|+\rangle}_{\lceil T / 2\rceil-i}$. If $a_{i} \geq 0$, let

$$
P_{i}^{+}=(|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right), P_{i}^{-}=(I-|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right) .
$$

If $a_{i}<0$, let

$$
P_{i}^{-}=(|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right), P_{i}^{+}=(I-|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right)
$$

Let $P_{0}=\sum_{i} P_{i}^{+}, P_{1}=\sum_{i} P_{i}^{-}$. Then $P_{0}+P_{1}=I$. Let $\alpha_{i}=\sqrt{\frac{\left|a_{i}\right|}{M}}$. Then $\sum_{i} \alpha_{i}^{2}=1$. We give Algorithm 2 to compute $f(x)$ and analyze the success probability of the algorithm as follows. Since $R_{0}$ is the corresponding controlled reflection operation of $S_{0}$, the final state after performing Step 2 of Algorithm 2 is

$$
\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle
$$

Algorithm 2 A $T$-query quantum algorithm to compute $f(x)$.
1 Prepare the initial state $\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}|\psi\rangle\left| \pm_{i}\right\rangle$, which consists of the first qudit and $\lceil T / 2\rceil$ ancillary qubits, where $\alpha_{i},|\psi\rangle,\left| \pm_{i}\right\rangle$ are defined on Page 11.
2 For $i=1$ to $\lceil T / 2\rceil$, we perform unitary operation $\left(O_{x} \otimes I\right) R_{0}$ in the first qudit and the $i$-th ancillary qubit, where $R_{0}$ is given in Equation (12).
3 Perform the project measurement $\left\{P_{0}, P_{1}\right\}$ defined on Page 11 to the final state and output the measurement result.

If $i$ is even, then

$$
\begin{aligned}
(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle & =(\underbrace{\left(O_{x} S_{0} O_{x} S_{0}\right) \cdots\left(O_{x} S_{0} O_{x} S_{0}\right)}_{i / 2 \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle \\
& =(\underbrace{\left(S_{1} S_{0}\right) \cdots\left(S_{1} S_{0}\right)}_{i / 2 \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle \\
& =\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle
\end{aligned}
$$

where the second equality comes from $S_{1}=O_{x} S_{0} O_{x}$ and the third equality comes from Equation (11). Similarly, if $i$ is odd, by Equation (11) and $S_{1}=O_{x} S_{0} O_{x}$, we have

$$
\begin{aligned}
(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle & =(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i-1 \text { times }}\left(\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle\right))\left| \pm_{i}\right\rangle \\
& =(\underbrace{\left(S_{1} S_{0}\right) \cdots\left(S_{1} S_{0}\right)}_{(i-1) / 2}\left(\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle\right))\left| \pm_{i}\right\rangle \\
& =\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle
\end{aligned}
$$

Thus, after performing Step 2 of Algorithm 2, the final state is

$$
\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle .
$$

By Equation (8), the probability that the measurement result is 0 is

$$
\begin{aligned}
p_{x} & =\sum_{i: a_{i} \geq 0} \alpha_{i}^{2} \cos ^{2} i \eta_{x}+\sum_{i: a_{i}<0} \alpha_{i}^{2} \sin ^{2} i \eta_{x} \\
& =\frac{1}{M}\left(\sum_{i: a_{i} \geq 0} a_{i} \cos ^{2} i \eta_{x}-\sum_{i: a_{i}<0} a_{i} \sin ^{2} i \eta_{x}\right) \\
& =\frac{\Delta_{x}}{2 M} \\
& =\frac{1}{2}+\frac{h\left(\cos \eta_{x}\right)}{2 M},
\end{aligned}
$$

and the probability that the algorithm outputs 1 is $1 / 2-h\left(\cos \eta_{x}\right) /(2 M)$. Since $(1-$ $2 f(x)) h\left(\cos \eta_{x}\right) \geq 2 \beta$, the probability that the algorithm outputs $f(x)$ is at least $1 / 2+\beta / M$.

By Equation (9), the bias of the algorithm is at least $\beta / M \geq \beta / \sqrt{2 T+2}$. Then we can amplify the success probability to $1 / 2+\beta$ by running $O(T)$ times Algorithm 2 repetitively (see full version [36] for the detailed proof). Thus, there exists a quantum algorithm using $O\left(T^{2}\right)$ queries to with success probability $1-\epsilon$, which implies $Q_{\epsilon}(f)=O\left(\operatorname{deg}_{\epsilon}(f)^{2}\right)$.

- Remark 18. We conjecture that $f(x)=f(n-x)$ is not a necessary condition. If an $n$-bit (possibly partial) symmetric Boolean function $f$ satisfies that $f(x) \neq f(n-x)$ for some $x \in D$, we can define a new $2 n$-bit Boolean function $f^{*}$ such that

$$
f^{*}(x)= \begin{cases}f(x), & \text { if }|x| \leq n \\ f(2 n-x), & \text { if }|x|>n\end{cases}
$$

Then $f^{*}$ satisfies that $f^{*}(x)=f^{*}(2 n-x)$. Although we can run Algorithm 2 to $f^{*}$, we do not know how to relate $\operatorname{deg}_{\epsilon}\left(f^{*}\right)$ and $\operatorname{deg}_{\epsilon}(f)$ for any $\epsilon$ arbitrarily close to $1 / 2$. Thus, the query complexity of the algorithm is not promised. We leave this case as an open problem.

## 5 Conclusion

This paper analyzes the quantum advantage of computing two fundamental partial symmetric Boolean functions by studying the optimal success probability of $T$-query quantum and randomized algorithms. Moreover, we analyze the relation between the number of queries and the bias of quantum and randomized algorithms to compute total symmetric Boolean functions when the bias of the algorithms can be arbitrarily small. Furthermore, we show the relation of several fundamental complexity measures of partial symmetric Boolean functions. We leave the fine-grained Watrous conjecture as an open problem for further study.
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[^0]:    ${ }^{1}$ Our problem can also be seen as a Gap-Threshold function. Threshold function is defined as $f_{n}^{k}(x)=1$ iff $|x| \geq k$.
    ${ }^{2}$ Theorem 12 is also a new result for total symmetric Boolean functions.

