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Abstract
We consider the complexity of depth-three Boolean circuits with limited bottom fan-in that compute
some explicit functions. This is one of the simplest circuit classes for which we cannot derive tight
bounds on the complexity for many functions. A Σk

3 -circuit is a depth-three OR ◦ AND ◦ OR circuit
in which each bottom gate has fan-in at most k.

First, we investigate the complexity of Σk
3 -circuits computing the inner product mod two function

IPn on n pairs of variables for small values of k. We give an explicit construction of a Σ2
3-circuit of

size smaller than 20.952n for IPn as well as a Σ3
3-circuit of size smaller than 20.692n. These improve

the known upper bounds of 2n−o(n) for Σ2
3-circuits and 3n/2 ∼ 20.792n for Σ3

3-circuits by Golovnev,
Kulikov and Williams (ITCS 2021), and also the upper bound of 2(0.965...)n for Σ2

3-circuits shown in
a recent concurrent work by Göös, Guan and Mosnoi (MFCS 2023).

Second, we investigate the complexity of the majority function MAJn aiming for exploring the
effect of negations. Currently, the smallest known depth-three circuit for MAJn is a monotone circuit.
A Σ(+k,−ℓ)

3 -circuit is a Σ3-circuit in which each bottom gate has at most k positive literals and ℓ

negative literals as its input. We show that, for k ≤ 2, the minimum size of a Σ(+k,−∞)
3 -circuit

for MAJn is essentially equal to the minimum size of a monotone Σk
3-circuit for MAJn. In sharp

contrast, we also show that, for k = 3, 4 and 5, there exists a Σ(+k,−ℓ)
3 -circuit computing MAJn (for

an appropriately chosen ℓ) that is smaller than the smallest known monotone Σk
3-circuit for MAJn.

Our results suggest that negations may help to speed up the computation of the majority function
even for depth-three circuits. All these constructions rely on efficient circuits or formulas on a small
number of variables that we found through a computer search.
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1 Introduction

Deriving a strong lower bound on the size of a Boolean circuit computing an explicit function
is one of the most challenging problems in theoretical computer science. Many different types
of restricted circuits have been investigated, and this paper concentrates on depth-three
circuits.

A Σ3-circuit is a depth-three OR ◦ AND ◦ OR circuit consisting of unbounded fan-in
AND/OR gates, with variables or their negations feeding into the bottom gates. In other
words, a Σ3-circuit is an OR of an arbitrary number of CNF formulas.
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Despite its simplicity, there still is a considerable gap between the upper and lower bounds
on the size of Σ3-circuits. Here, the size of a Σ3-circuit is defined as the number of gates
in the circuit. A counting argument shows that a random function on n variable needs
a Σ3-circuit of size Θ(2n/2) [6, 25]. However, the strongest lower bound on the size of a
Σ3-circuit for an explicit Boolean function is 2Ω(

√
n) (e.g., [16] for the proof for the parity and

majority functions). Deriving a lower bound of 2ω(
√

n) on the size of a Σ3-circuit computing
some explicit function has been open for over 30 years.

Such a situation motivates us to consider further restricted Σ3-circuits. One natural
restriction is to bound the bottom fan-in. For a natural number k, a Σk

3-circuit is a Σ3-circuit
with bottom fan-in bounded by k, or equivalently, an OR of k-CNF formulas.

When the value of k is small, stronger lower bounds are known. For example, Paturi, Saks
and Zane [21] showed that the minimum size of a Σk

3-circuit computing the parity function on
n variables is at least 2n/k, for any k ≤ O(

√
n). See e.g., the introduction of [17] or [11] for

more results on Σk
3-circuits. A recent work by Golovnev, Kulikov and Williams [11] showed

that a 2n−o(n) lower bound on the Σ16
3 -circuit size for an explicit function implies a 3.9n

lower bound on the general circuit size, which would be a breakthrough on circuit complexity
since the best known lower bound is much smaller, say, 3.1n − o(n) [20] (see also [8]).

Despite the simplicity of a model, for many functions, we still do not know the size of an
optimal Σk

3-circuit even for small values of k. In this paper, we investigate Σk
3-circuits for

two well-studied functions, namely, the inner product mod two function and the majority
function.

1.1 Inner Product
The first target function we consider in this paper is the inner product mod two function
IPn(x1, . . . , xn, y1, . . . , yn) := ⊕ixiyi. The function IPn has frequently appeared as a target
for analyzing the complexity of shallow circuits (see e.g., [2, 9, 11, 15, 18]).

For a Boolean function f , we write the minimum size (i.e., number of gates) of a Σk
3-circuit

computing f as sk
3(f). For many functions f , we do not have a technique for determining

sk
3(f) even for small values of k. We sometimes consider the minimum fan-in of the top OR

gate in a Σk
3-circuit computing f , which is denoted by s̃k

3(f). It is easy to see that sk
3(f) is

at most polynomially larger than s̃k
3(f), when k = O(1).

Recently, Golovnev, Kulikov and Williams [11] and Frankl, Gryaznov and Talebanfard [10]
invesigated the complexity of IPn for Σ2

3 and Σ3
3-circuits. The bounds described in [10, 11]

are 2n/2 ≤ s2
3(IPn) ≤ 2n−o(n) and 2n/3 ≤ s3

3(IPn) ≤ 3n/2 ∼ 20.792n. Both upper bounds are
given in [11]. Both lower bounds are via a simple reduction to the parity function ⊕n on n

variables and the fact that sk
3(⊕n) ≥ 2n/k [21]. The problem of determining s3

3(IPn) as well
as s2

3(IPn) has been left as an open problem in these works. After the initial submission of
this manuscript, we learned that Göös, Guan and Mosnoi [12] subsequently improved the
upper and lower bounds on the size of Σ2

3-circuits to 2(0.847...)n < s2
3(IPn) < 2(0.965...)n using

an LP-based technique.
In this work, we show that both upper bounds can be improved considerably. Namely,

we present an explicit construction of Σ2
3-circuits of size less than 20.952n and Σ3

3-circuits of
size less than 20.692n that compute IPn (we will review this more carefully in Section 1.3).

1.2 Majority
The second target function we consider in this paper the size of is the majority function
MAJn(x1, . . . , xn) := [

∑
i xi ≥ n/2], where [·] denotes the Iverson bracket.
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The best known upper bound on the size of a Σ3-circuit for MAJn is 2O(
√

n log n) [3, 19].
Note that their circuit is monotone, i.e., a circuit without negative literals. The best known
lower bound on the size of a Σ3-circuit for MAJn is 2d(

√
n)−o(

√
n) where d = 1/

√
ln 4 = 0.849 . . .

due to Håstad, Jukna and Pudlák [16]. Hence, there still is
√

log n factor gap in the exponent
and there is a possibility that the minimum size of a Σ3-circuit for MAJn is 2ω(

√
n). A recent

work by Cavalar and Oliveira [4] reveals that a slightly weaker lower bound of 2Ω(
√

n/ log n)

can be shown via monotone simulations of non-monotone circuits.
Apparently, one natural question is whether an optimal Σ3-circuit (or Σk

3-circuit) for
MAJn is monotone or not, which is the main focus of the second part of this work.

The resolution of this problem would contribute to unraveling the mystery of NOT gates
in the computation of Boolean functions. Despite more than 30 years have passed since
exponential lower bounds on the size of monotone circuits were proven [1, 23], we cannot
prove even 4n lower bound on a general circuit size for an explicit function in NP.

The depth-three is the simplest interesting case in the sense that negations are known
to be useless for computing monotone functions in depth-two circuits. Namely, Quine [22]
showed that, for any monotone Boolean function f , a smallest DNF (or CNF, respectively)
computing f is a monotone DNF (or monotone CNF, respectively).

For two non-negative integers k and ℓ, a (+k, −ℓ)-CNF formula is a CNF formula in
which each clause contains at most k positive literals and at most ℓ negative literals. A
Σ(+k,−ℓ)-circuit is a Σ3-circuit in which all inputs of the top OR gate are (+k, −ℓ)-CNF
formulas. A Σ(+k,−0)

3 -circuit, which is a monotone Σk
3-circuit, is simply written as a Σ+k

3 -
circuit. It is tempting to guess that, for any ℓ, an optimal Σ(+k,−ℓ)

3 -circuit for MAJn is in
fact a monotone, i.e., a Σ+k

3 -circuit.
In this work, we obtain some evidence suggesting that this hypothesis may not hold for

k ≥ 3. A detailed explanation of what we have shown is provided in the next subsection.

1.3 Our Contributions and Implications
In short, the contribution of this paper is to improve the upper bounds on the size of a
Σ3-circuit with limited bottom fan-in that compute IPn and MAJn.

For IPn, we give an explicit construction showing that (i) s̃2
3(IPn) < 20.952n, and (ii)

s̃3
3(IPn) < 20.692n. As described in Section 1.1, these improve the known upper bounds in [11]

and [12] . Note that the construction of our circuits includes components that are found by
a computer search. As a result, some circuits look a bit exotic. This suggests that, even in
the case of a simple circuit model and a simple target function, a good circuit may have an
unintuitive form. We will give a detailed description of our circuits in Section 3.

For MAJn, we show that for k = 3, 4 and 5, there exist a Σ(+k,−ℓ)
3 -circuit whose size is

smaller than the currently known smallest monotone Σ+k
3 -circuit for an appropriately chosen

ℓ. Namely, we show that
(i) There exists a Σ(+3,−6)

3 -circuit of size O(1.2768n) for MAJn, which is smaller than the
currently known smallest Σ+3

3 -circuit of size O(1.2779n).
(ii) There exists a Σ(+4,−4)

3 -circuit of size O(1.2040n) for MAJn, which is smaller than the
currently known smallest Σ+4

3 -circuit of size O(1.2093n).
(iii) There exists a Σ(+5,−7)

3 -circuit of size O(1.1751n) for MAJn, which is smaller than the
currently known smallest Σ+5

3 -circuit of size O(1.1760n).
Although the improvement in the size is relatively small, we believe that our results give
some hints on how to use negations to speed up the computation of monotone functions in a
shallow circuit. Note that, unlike the circuits for IPn, the circuits for MAJn are probabilistic,

ISAAC 2023
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i.e., the proof is existential. As a complementary result, we also show that the size of a
smallest Σ(+k,−∞)

3 -circuit for MAJn and the size of a smallest a Σ+k
3 -circuit for MAJn are

essentially equal when k ≤ 2. We also give some non-trivial lower bounds on the size of a
Σ(+k,−∞)

3 -circuit computing MAJn for k ≥ 3. All the results on the complexity of MAJn will
be given in Section 4.

The constructions of all our circuits are based on a common methodology, which may be
of independent interest. First, we obtain a small building block by a computer search, or
more specifically by using an IP (integer programming) solver with some additional heuristics
in some cases. Then, we use it to construct a circuit for general input size. As expected from
the methodology, some circuits are complicated and difficult to explain why these work. All
certificates of our circuits are available electronically at https://gitlab.com/KazAmano/
depth-3-circuits. Note that we use Gurobi Optimizer [14] in our experiments.

1.4 Organization
The rest of the paper is organized as follows. In Section 2, we give preliminaries. In Section 3,
we show the construction of depth-three circuits for the inner product functions. In Section 4,
we analyze the size of depth-three circuits for the majority function focusing on the effect of
negations. Finally, we close the paper with some concluding remarks in Section 5.

2 Preliminaries

For a vector x ∈ {0, 1}n, xi denotes the i-th bit of x and |x| denotes the number of ones in
x, i.e., |x| :=

∑n
i=1 xi. For two vectors x, y ∈ {0, 1}n, we write x ≥ y if xi ≥ yi for every

i = 1, . . . , n.
As usual, a CNF formula in which each clause contains at most k literals is called a

k-CNF formula. We also use a terminology (+k, −ℓ)-CNF formula for two non-negative
integers k and ℓ that represents a CNF formula in which each clause contains at most k

positive literals and at most ℓ negative literals.
In this paper, we concentrate on depth-three OR ◦ AND ◦ OR circuits consisting of

unbounded fan-in AND/OR gates. Each bottom OR gate has positive or negative literals as
its input. We consider several subclasses of Σ3-circuits where the inputs of the bottom gates
are restricted.

A Σk
3-circuit is a Σ3-circuit in which all inputs of the top OR gate are k-CNF formulas.

Similarly, a Σ(+k,−ℓ)
3 -circuit is a Σ3-circuit in which all inputs of the top OR gate are (+k, −ℓ)-

CNF formulas. When ℓ = 0, we simply write this as a Σ+k-circuit. A Σ(+k,−∞)
3 -circuit

means a Σ(+k,−ℓ)
3 -circuit with an unbounded value of ℓ. A circuit is said to be monotone if it

does not contain negative literals.
Recall that the size of a Σ3-circuit is defined as the number of gates in the circuit. For a

Boolean function f , we write the minimum size of a Σk
3-circuit that computes f as sk

3(f). We
sometimes consider the minimum fan-in of the top OR gate in a Σk

3-circuit that computes f ,
which is denoted by s̃k

3(f). When k = O(1), sk
3(f) is at most polynomially (in the number

of input variables) larger than s̃k
3(f). We also use the symbols s̃

(+k,−∞)
3 , which is defined

analogously to s̃k
3 .

Let f : {0, 1}n → {0, 1} be a Boolean function. For an integer t such that 0 ≤ t ≤ n, the
number of input vectors x ∈ {0, 1}n with |x| = t such that f(x) = 1 is denoted by |f |t. A
Boolean function f is said to be monotone if f(x) ≥ f(y) for every pair of inputs x and y

such that x ≥ y.
Since the top gate of a Σ3-circuit is an OR gate, every function g that feeds into the

top gate satisfies g−1(1) ⊆ f−1(1) when the circuit computes f . We refer to a function g

satisfying this condition as being consistent with f .

https://gitlab.com/KazAmano/depth-3-circuits
https://gitlab.com/KazAmano/depth-3-circuits
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The inner product mod two function over n pairs of input variables, denoted by IPn, is
defined as

IPn(x1, . . . , xn, y1, . . . , yn) :=
{

1, if
∑n

i=1 xiyi (mod 2) ≡ 1,

0, otherwise.

The majority function over n input variables, denoted by MAJn, is defined as

MAJn(x1, . . . , xn) :=
{

1, if
∑n

i=1 xi ≥ n/2,

0, otherwise.

3 Improving Depth-3 Circuits for Inner Product

In this section, we show the upper bounds on the size of Σ2
3-circuits and Σ3

3-circuits for IPn.

▶ Theorem 1. For every sufficiently large n,
1. s̃2

3(IPn) ≤ 2d2n where d2 = (log2 14)/4 = 0.9518 . . .,
2. s̃3

3(IPn) ≤ 2d3n where d3 = (log2 11)/5 = 0.6918 . . ..

The proof of Theorem 1 consists of two parts. First, we obtain a small Σk
3-circuit for IPm

and IPm for small values of m, where IPm denotes the negation of IPm. Then, we use these
circuits to construct a circuit computing IPn for general values of n. The second part relies
on the following lemma.

▶ Lemma 2. Let m be some natural number. Suppose that s̃k
3(IPm) ≤ s1 and s̃k

3(IPm) ≤ s0.
Then, for all n that are multiples of m, s̃k

3(IPn) ≤ 2dn where d = log2(s0 + s1)/m.

Proof. Put p = n/m. Let IP0
m denote IPm and IP1

m denote IPm. By the definition of IPn, it
is obvious that

IPn(x1, . . . , xn, y1, . . . , yn) =
∨

i1,...,ip∈{0,1}
i1+···+ip≡1 (mod 2)

(IPi1
m ∧ IPi2

m ∧ · · · ∧ IPip
m),

where we omit the input variables in the RHS of the above equation for simplicity. The t-th
IPm (or IPm) in the brackets gets (x(t−1)m+1, . . . , xtm, y(t−1)m+1, . . . , ytm).

Since IPm and IPm can be represented by the OR of s1 and s0 k-CNF formulas, respectively,
(IPi1

m ∧ IPi2
m ∧ · · · ∧ IPip

m) can be represented by the OR of (
∏p

j=1 sij
) k-CNF formulas by

expansion. Hence, we have

s̃k
3(IPn) ≤

∑
i1,...,ip∈{0,1}

i1+···+ip≡1 (mod 2)

p∏
j=1

sij
< (s0 + s1)p = 2log2(s0+s1)n/m.

This completes the proof of Lemma 2. ◀

By Lemma 2, our task now is to find a good Σk
3-circuit for IPm and IPm for small values

of m. In this work, we use an IP (integer programming) solver for this task.
Suppose that the fan-in of the top OR gate is T . We can formulate the condition that the

OR of t k-CNF formulas computes the target function f as an integer programming problem.
For each t = 1, . . . , T and for every possible clause c, we introduce a Boolean variable

Ft,c that represents whether the clause c is appeared in the t-th CNF formula. For each
t = 1, . . . , T and for every input vector x, we also introduce a Boolean variable Vt,x which
represents the output of the t-th CNF formula. Obviously, Vt,x = 1 iff

∑
c:c(x)=0 Ft,c = 0

and Vt,x = 0 iff
∑

c:c(x)=0 Ft,c ≥ 1. Finally, we impose the additional constraint that∨
t Vt,x = f(x) for every x.

ISAAC 2023
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Proof of Theorem 1. In order to prove Theorem 1, it is sufficient to verify the following
fact by Lemma 2. ◀

▶ Fact 3.
(i) s̃2

3(IP4) ≤ 7 and s̃2
3(IP4) ≤ 7.

(ii) s̃3
3(IP5) ≤ 6 and s̃3

3(IP5) ≤ 5.

Proof. A certificate for the first part of (i) is the OR of the following seven 2-CNF formulas.

f1: (-x2 -y2)(-x3 -y3)(-x4 -y4)(x1)(y1)
f2: (-x1 -y1)(-x3 -y3)(-x4 -y4)(x2)(y2)
f3: (-x4 -y4)(x1 -y2)(x2 -y2)(y1 -y2)(-y1 y2)(x3)(y3)
f4: (-x3 -y3)(x1 -x2)(-x1 x2)(y1 -x2)(-x2 y2)(x4)(y4)
f5: (-x1 -y1)(-x2 -y2)(-y3 -y4)(x3 -y3)(y3 x4)(y3 y4)
f6: (-x2 -y2)(x1 -x4)(x3 -y1)(-x1 x4)(-x3 y1)(y1 x4)(y3)(y4)
f7: (-x1 -y1)(x2 -x4)(x3 -y2)(x3 x2)(-x2 x4)(-x3 y2)(-x3 y3)(y4)

Here, for example, (x2 -y2) represents a clause (x2 ∨ y2).
A certificate for the second part of (i), i.e., for IP4, is the OR of the following seven 2-CNF

formulas.

f1: (-x1 -y1)(-x2 -y2)(x3 -x4)(-x3 x4)(y3 -x4)(y4)
f2: (-x2 -y2)(-x4 -y4)(x1 -y3)(x3 -y1)(-x3 y1)(-x1 y3)
f3: (-x2 -y2)(-x3 -y3)(x1 -y1)(-y1 x4)(y1 -x4)(-x4 y4)
f4: (-x3 -y3)(-x4 -y4)(x1 -x2)(-x1 x2)(y1 -x2)(-x2 y2)
f5: (-x1 -y1)(-x3 -y3)(x2 -y4)(x4 -y4)(y2 -y4)(-y2 y4)
f6: (-x1 -y1)(-x4 -y4)(-y3 x2)(x3 -y3)(-y3 y2)(y3 -x2)
f7: (x1)(x2)(x3)(x4)(y1)(y2)(y3)(y4)

The correctness of these circuits can be verified by hand or by using a computer. Currently,
we do not have a simple explanation of why these circuits work, especially for the first set of
formulas.

The certificates for statement (ii), i.e., for IP5 and IP5, are given in the appendix. ◀

Currently, we do not know whether the bounds in Fact 3 are optimal. Remark that
we also observed that s̃3

3(IP4) ≤ 4 and s̃3
3(IP4) ≤ 3, but these yield a weaker bound of

s̃3
3(IPn) ≤ 20.702n. We include the certificates for these bounds in the appendix.

4 Negations may Help Depth-3 Circuits computing Majority

In this section, we consider the size of a Σ(+k,−ℓ)
3 -circuit computing the majority function for

small values of k.

4.1 Motivating Example
When we consider depth-three Σ+k

3 -circuits, i.e., an OR of monotone k-CNF formulas,
the smallest size of such a circuit for MAJn is essentially determined by the maximum of
Rϕ := |{x | ϕ(x) = 1 and |x| = n/2}| over all monotone k-CNF formulas ϕ consistent with
MAJn. We write this maximum as R∗.

Precisely, the minimum top fan-in of a Σ+k
3 -circuit for MAJn is at least

(
n

n/2
)
/R∗ and at

most n
(

n
n/2
)
/R∗. The lower bound is obvious since the top gate is an OR gate. The upper

bound can be proved by a standard technique combining random sampling and the union
bound (similar to the proof of Theorem 10 in Section 4.3). An alternative proof based on
the integral gap of a certain integer programming problem can be found in [17].
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Let us consider Σ+2
3 -circuits, i.e., a disjunction of monotone 2-CNF formulas. Finding

the value of R∗ for 2-CNF formulas is closely related to the well-known Turán problem
(see e.g., [17]). The value is known to be R∗ = 2n/2 and the unique extremal formula is
given by the disjoint union of n/2 edges in an n-vertex graph. Hence the size of a smallest
Σ+2

3 -circuit for MAJn is Θ̃(2n/2). In Section 4.2, we will verify that the minimum size of a
Σ(+2,−∞)

3 -circuit for MAJn is also Θ̃(2n/2), which means that negations are useless if each
bottom gate gets at most two positive literals.

Let us now consider Σ+3
3 circuits. To the best of our knowledge, the value of R∗ for

monotone 3-CNF formulas is unknown. Through our computer experiments, we see that the
maximum value of Rϕ among all n-variable monotone 3-CNF formulas ϕ for n = 4, 6, 8, 10
and 12 are 6, 14, 36, 84 and 216, respectively. Note that, for n = 4, 8 and 12, an extremal
3-CNF formula is given by n/4 independent copies of 3-uniform hypergraph on four vertices.
This suggests that R∗ = 6n/4, which would imply that the smallest Σ+3

3 -circuit for MAJn

has size Θ̃((2/61/4)n) = Θ̃(1.2778 · · ·n). It is tempting to guess that the minimum size of a
Σ(+3,−∞)

3 -circuit is equal to this.
Surprisingly (at least for us), we discovered that this is not true. We found a CNF formula

χ on 12 variables in which each clause contains at most three positive literals (and at most four
negative literals), such that the value of Rχ is 217, exceeding the maximum value for monotone
3-CNF formulas by one. The description of χ will be given in Section 4.3. As expected, we
can use χ to show that there exists a Σ(+3,−4)

3 -circuit of size Õ((2/2171/12)n) = O(1.2774n)
for MAJn. Although the improvement is small, this suggests that negations may be useful
for computing MAJn by a Σ(+3,−∞)

3 -circuit.
In the following subsections, we analyze such a phenomenon more carefully.

4.2 Negations are useless for k ≤ 2
We first show a lower bound on the size a Σ(+k,−∞)

3 -circuit for MAJn. This was essentially
shown in [16]. We include the proof here for completeness.

▶ Theorem 4. For every natural number k, s̃
(+k,−∞)
3 (MAJn) = Ω(2n/(kn/2√

n)).

The proof relies on the notion of the lower limit introduced in [16]. Here, for a vector
x ∈ {0, 1}n and a set of indices S ⊆ {1, . . . , n}, x|S denotes the restriction of x to the set S.

▶ Definition 5. Let B ⊆ {0, 1}n be a set of vectors. A vector y ∈ {0, 1}n is a lower k-limit
for a set B, if, for any subset of indices S ⊆ {1, . . . , n} with |S| = k, there exists a vector
x ∈ B such that x > y and y|S = x|S. ⌟

▶ Lemma 6 ([16]). Let F be a family of s-element subsets of {1, . . . , n}. If |F| > ks, then
there exists a lower k-limit y for F . ⌟

Proof of Theorem 4. Let C be any Σ(+k,−∞)
3 -circuit computing MAJn. Let g1, . . . , gm be

the functions that feed into the top OR gate of C. Note that every gi is consistent with
MAJn (i.e., g−1

i (1) ⊆ MAJ−1
n (1)) and that

⋃m
i=1 g−1

i (1) = MAJ−1
n (1).

For every i = 1, . . . , m, let Bi := {x | x ∈ g−1
i (1) ∧ |x| = n/2}. We claim that |Bi| ≤ kn/2

for every i, which immediately implies the lemma since |MAJ−1
n (1)| = Ω(2n/

√
n).

The claim can be verified using Lemma 6 as follows. Suppose for the contrary that
|Bi| > kn/2 for some i. By Lemma 6, there exists a lower k-limit y for Bi. For each clause
c in a (+k, −∞)-CNF gi, let Sc be the set of indices of positive literals that appeared in c.
By the definition of the lower limit, there exists a vector xc ∈ Bi with xc > y that coincides
with y on Sc, which ensures that c(y) = c(xc) = 1. This holds for every clause c in gi, which
implies that gi(y) = 1. However, it should satisfy that |y| ≤ n/2−1 and hence y ∈ MAJ−1

n (0),
a contradiction. ◀
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▶ Theorem 7. For k = 1 and 2, the minimum size of a Σ(+k,−∞)
3 -circuit for MAJn and the

minimum size of a Σ+k
3 -circuit for MAJn are both Θ̃(2n/k).

Proof. Both lower bounds are shown by Theorem 4. The upper bound for k = 1 is trivial,
and the upper bound for k = 2 was shown in e.g., [17], as discussed in Section 4.1. ◀

Note that Theorem 4 does not yield a non-trivial lower bound for k ≥ 4. For such k, we
can apply the following theorem that can be proved by a similar argument to the proof of
Theorem 4. An explicit value of the lower bounds obtained from Theorem 8 is shown in
Table 1 in Section 4.5.

▶ Theorem 8. For every natural number k and for every real number s with 0 < s ≤ 0.5,
s̃

(+k,−∞)
3 (MAJn) = Ω̃(2dn) where d = (0.5+s)H(s/(0.5+s))−s log2 k, where H(·) represents

the binary entropy function.

Proof (sketch). The proof is similar to the proof of Theorem 4. Suppose that a Σ(+k,−∞)
3 -

circuit C computes a MAJn. Let s be an arbitrary real number with 0 < s ≤ 0.5. We
fix arbitrarily chosen (0.5 − s)n input variables to the value 1 in C. The resulting circuit
computes the threshold function on (0.5 + s)n variables that output 1 iff the number of ones
in an input vector is at least sn.

The rest of the proof is analogous to the proof of Theorem 4. By noticing that the number
of vectors x ∈ {0, 1}(0.5+s)n with |x| = sn is(

(0.5 + s)n
sn

)
∼ 2(0.5+s)nH(s/(0.5+s)),

we can complete the proof of Theorem 8 using Lemma 6. ◀

4.3 Negations may be useful for k ≥ 3
In this subsection, we give some unintuitive construction of depth-three circuits for the
majority function using negations. As to the construction for IPn, we first obtain a good
building block by a computer search and then extend it to a circuit for a general input size.

4.3.1 Blow-up Lemma
In the following, we give several lemmas that will be used in the blow-up process. If a “base”
function g is monotone, then this step is easy. We can compute MAJn by taking an OR
of an appropriate number of independent copies of g over random permutations on inputs.
Because our base function is not monotone, we need a small twist to this argument.

▶ Definition 9. Suppose that n ≥ 2 is an even integer. We say that a list of n-variable
Boolean functions (gn/2, gn/2+1, . . . , gn) satisfies the increasing property, if (i) every g in the
list is consistent with MAJn (i.e., g(x) = 0 for every x ∈ {0, 1}n with |x| < n/2), and (ii)
for every t ≥ n/2 + 1, it holds that

|gt|t ≥ |gn/2|n/2

t∏
m=n/2+1

n − m + 1
m − 1 .

Here, gn/2, . . . , gn are not necessarily distinct.

The following theorem gives a probabilistic construction of a depth-three circuit consistent
with MAJn that outputs 1 on all inputs in the t-th layer of the Boolean cube, when we are
given a function g on n variables consistent with MAJn such that |g|t is large.
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▶ Theorem 10. Suppose that an n-variable (+k, −ℓ)-CNF formula g is consistent with MAJn.
Then, for every t ≥ n/2 + 1, there exists a Σ(+k,−ℓ)

3 -circuit C of size at most (n
t)

|g|t
ln
(

n
t

)
such

that (i) C(x) = 0 for every x ∈ {0, 1}n with |x| < n/2 and (ii) C(x) = 1 for every x ∈ {0, 1}n

with |x| = t.

Proof. Let g be the uniform distribution over all functions obtained from g by permuting
the input variables of g.

Let x ∈ {0, 1}n be an arbitrarily fixed input vector that contains t 1’s. Then, we have

Pr
g∈g

[g(x) = 1] = |g|t(
n
t

) .

Let v := (n
t)

|g|t
ln
(

n
t

)
. Then, we see that

Pr
g1,...,gv∈g

[
v∨

i=1
gi(x) = 0

]
=
(

1 − |g|t(
n
t

))v

<
1(
n
t

) .

By the union bound, this implies that there are (+k, −ℓ)-CNF formulas g1, . . . , gv such
that

∨v
i=1 gi(x) = 1 for every x ∈ {0, 1}n with |x| = t. Obviously

∨v
i=1 gi(x) = 0 for

every x ∈ {0, 1}n with |x| < n/2. Hence,
∨v

i=1 gi gives a desired depth-three circuit, which
completes the proof of Theorem 10. ◀

The following lemma intuitively says that we can mimic a monotone function by a list of
non-monotone functions with the increasing property.

▶ Lemma 11. Suppose that m is an even positive integer and n is a multiple of m. Let g be
a list of m-variable (+k, −ℓ)-CNF formulas (gm/2, . . . , gm) satisfying the increasing property.
For each integer t satisfying n/2 ≤ t ≤ n, we define an n-variable Boolean function ft as

ft(x1, . . . , xn) := gs1(x1, . . . , xm) ∧ gs2(xm+1, . . . , x2m) ∧ · · · ∧ gsn/m
(xn−m−1, . . . , xn),

where si ∈ {⌊tm/n⌋, ⌈tm/n⌉} for i = 1, . . . , n/m and satisfies
∑n/m

i=1 si = t. Then, it holds
that

|ft|t(
n
t

) ≥
|fn/2|n/2(

n
n/2
) ,

and |ft|v = 0 for every integer v satisfying 0 ≤ v < n/2. ⌟

For example, when n = 120, m = 12 and t = 63, ft is the AND of three g7’s and seven
g6’s. The proof of Lemma 11 is postponed to Appendix.

The following theorem is the main body of our blow-up process.

▶ Theorem 12. Let m ≥ 2 be an even integer. Let g = (gm/2, . . . , gm) be a list of m-
variable (+k, −ℓ)-CNF formulas satisfying the increasing property. Then, there exists a
Σ(+k,−ℓ)

3 -circuit of size at most O
(

n1.5 ·
(

2
(|gm/2|m/2)1/m

)n)
that computes MAJn.

Proof. For each t satisfying n/2 ≤ t ≤ n, we will construct a Σ(+k,−ℓ)
3 -circuit Ct of size

O
(√

n ·
(

2
(|gm/2|m/2)1/m

)n)
such that Ct(x) = 1 for every x ∈ {0, 1}n with |x| = t and

Ct(x) = 0 for every x ∈ {0, 1}n with |x| < n/2. By taking the OR of all Ct’s, a desired
depth-three circuit will be obtained.
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For each t, let ft be a function on n variables defined as in the statement of Lemma 11.
Then, by Theorem 10, there exists a Σ(+k,−ℓ)

3 -circuit Ct of size at most(
n
t

)
|ft|t

ln
(

n

t

)
(1)

such that Ct(x) = 1 for every x with |x| = t and Ct(x) = 0 for every x with |x| < n/2.
By Lemma 11, Eq. (1) is upper bounded by(

n
n/2
)

|f |n/2
ln
(

n

n/2

)
= O

(
2n

√
n · |f |n/2

ln 2n

)
= O

(√
n ·
(

2
(|g|m/2)1/m

)n)
.

This completes the proof of Theorem 12. ◀

4.3.2 Construction for k = 3
By the blow-up lemma described in the previous section, what we need is to find a (list of)
(+3, ·)-CNF formula that is consistent with the majority function satisfying the increasing
property. For a Boolean function f on n variables, we call a list (|f |0, |f |1, . . . , |f |n) as a
profile of f .

▶ Fact 13. There exists a (+3, −4)-CNF formula on 12 variables that is consistent with MAJ12
whose profile is (0, 0, 0, 0, 0, 0, 217, 394, 363, 196, 66, 12, 1). There also exists a (+3, −6)-CNF
formula on 16 variables that is consistent with MAJ16 whose profile is (0, . . . , 0, 1314, 2933,

3547, 2710, 1424, 510, 120, 16, 1).

As to the case of IPn, we use an IP (integer programming) solver to find these formulas.
Essentially, our task is to find a CNF formula g consistent with MAJn that maximizes |g|n/2.
This can easily be formulated by an IP problem as was described in Section 4.2. In certain
cases, we impose some additional constraints on the IP problem to narrow the search space.
For this reason, most of our base functions have not been shown to be optimal.

Proof. A certificate for the first statement is the AND of the following 26 clauses.
(1 2 3 -4)(1 2 4 -3)(1 3 4 -2)(5 6 7 -8)(5 6 8 -7)
(2 3 4)(7 8 9)(7 8 10)
(2 9 10 -3 -4 -5 -6)(3 9 10 -2 -4 -5 -6)(4 9 10 -2 -3 -5 -6)
(5 9 10 -2 -3 -4)(6 9 10 -2 -3 -4)(7 9 10 -1 -5 -6)(8 9 10 -1 -5 -6)
(5 6 11 -9 -10)(5 6 12 -9 -10)(9 10 11 -12)(9 10 12 -11)
(2 11 12 -3 -4 -7 -8)(3 11 12 -2 -4 -7 -8)(4 11 12 -2 -3 -7 -8)
(5 11 12 -1)(6 11 12 -1)(5 11 12 -6)(6 11 12 -5)
Here, for example, (1 2 3 -4) denotes the clause (x1 ∨ x2 ∨ x3 ∨ x4). The verification is

easy by using a computer (but not so easy by hand).
A certificate for the second statement, which has 99 clauses, is provided at the aforemen-

tioned GitLab repository. ◀

It is easy to check that both profiles satisfy the increasing property. Hence, the second
statement of Fact 13 and Theorem 12 immediately imply the following bound.

▶ Theorem 14. There is a Σ(+3,−6)
3 -circuit of size O(dn) that computes MAJn, where

d = 2/(13141/16) < 1.2768. ⌟

Here, the values 1314 and 16 in the statement of Theorem 14 represent the eighth
element (counting from zero) of the profile and the number of variables in the base function,
respectively.
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4.3.3 Construction for k = 4

▶ Fact 15. There exists a (+4, −4)-CNF formula on 10 variables consistent with MAJ10
whose profile is (0, 0, 0, 0, 0, 160, 120, 120, 45, 10, 1).

Proof. Unlike the case of k = 3, our certificate for Fact 15 is well-structured.
We show a CNF formula g consisting of two classes of clauses. To simplify the notation,

we start the indexing of input variables from 0 instead of 1, i.e., g is a CNF formula over
{x0, x1, . . . , x9}. The first class consists of

(5
2
)

clauses all of them are monotone:

(x2i ∨ x2i+1 ∨ x2j ∨ x2j+1) (∀{i, j} ⊆ {0, 1, . . . , 4}).

The second class consists of
(5

2
)

· 24 = 80 clauses each of which contains four positive
literals and four negative literals:

(xt1
2i1

∨ x1−t1
2i1+1 ∨ xt2

2i2
∨ x1−t2

2i2+1 ∨ xt3
2i3

∨ x1−t3
2i3+1 ∨ xt4

2i4
∨ x1−t4

2i4+1)
(∀{i1, i2, i3, i4} ⊆ {0, 1, . . . , 4}, ∀{t1, t2, t3, t4} ∈ {0, 1}4),

where x0 denotes x and x1 denotes x itself. It is not hard to verify that g is consistent with
MAJ10 and has a profile (0, 0, 0, 0, 0, 160, 120, 120, 45, 10, 1). ◀

Note that the maximum value of |ϕ|5 over all monotone 4-CNF formulas ϕ on 10 variables
consistent with MAJ10 seems to be 136, which is much smaller than |g|5 = 160.

Since |g|6 is not large enough, the function g alone is not sufficient to form a list satisfying
the increasing property. We need to introduce another function h on 10 variables. It is a
monotone CNF consisting of 20 clauses, each of which contains four variables. The clauses of
h are:

(0 1 2 4) (0 1 5 8) (0 1 6 9) (0 2 3 9) (0 2 7 8) (0 3 4 5) (0 4 6 7)
(0 5 7 9) (1 2 3 6) (1 2 5 7) (1 3 4 8) (1 4 7 9) (1 6 7 8) (2 3 5 8)
(2 4 5 9) (2 4 6 8) (3 4 6 9) (3 5 6 7) (3 7 8 9) (5 6 8 9).

We can see that h has a profile (0, 0, 0, 0, 0, 132, 190, 120, 45, 10, 1). In fact, h is a function
that maximizes |h|6 over all monotone 4-CNF formulas on 10 variables that is consistent
with MAJ10. Now the list g = (g, h, h, h, h, h) satisfies the increasing property. Since
2/(|g|5)1/10 = 2/1601/10 ∼ 1.20398, we have the following theorem.

▶ Theorem 16. There is a Σ(+4,−4)
3 -circuit of size O(1.2040n) that computes MAJn. ⌟

4.3.4 Construction for k = 5

For k = 5, our best bound relies on a CNF formula with the following property.

▶ Fact 17. There exists a (+5, −7)-CNF formula on 16 variables that is consistent with
MAJ16 whose profile is (0, . . . , 0, 4958, 5312, 4890, 3353, 1820, 560, 120, 16, 1). ⌟

We provide a certificate for Fact 17, which has 6817(!) clauses, at the aforementioned
GitLab repository. Since this profile satisfies the increasing property, we have the following
bound.

▶ Theorem 18. There exists a Σ(+5,−7)
3 -circuit of size O(dn) that computes MAJn, where

d = 2/(49581/16) < 1.1751. ⌟
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4.4 Construction based on Covering Design

As we have seen in Introduction, an asymptotically tight bound for the majority function is
not known even for monotone Σk

3-circuits. It is not hard to show that if we use a monotone
k-CNF formula representing MAJ2(k−1) as a building block, we have a Σk

3-circuit of size
Õ(dn) where d = 2/

(2(k−1)
k−1

)1/2(k−1)
.

One possibility for improvement is to use a combinatorial object called covering design,
which has a rich history of research (e.g., refer to [5, 7, 13, 24]). A (v, k, t)-covering design
is a collection of k-element subsets, called blocks, of {1, 2, . . . , v}, such that any t-element
subset is contained in at least one block. Let C(v, k, t) be the smallest possible number of
blocks in a (v, k, t)-covering design.

We can use a covering design as a building block of depth-three circuits for the majority
function. Given a (2k, k, k − 1)-covering design S, let fS be a monotone k-CNF formula
defined as

fS :=
∧

S∈S

∨
i∈S

xi,

where S denotes the set {1, 2, . . . , 2k}\S. It is easy to see that fS is consistent with MAJ2k

and satisfies |fS |k =
(2k

k

)
− |S|.

Generally, such a covering design gives a monotone Σk
3-circuit of size Õ(dn), where

d =
((

2k

k

)
− C(2k, k, k − 1)

) 1
2k

.

The size is smaller than the size of a circuit relying on the direct product of k-CNFs formula
representing MAJ2(k−1), if

d <

(
2(k − 1)

k − 1

) 1
2(k−1)

. (2)

The exact value of C(2k, k, k − 1) is known for k ≤ 6; C(6, 3, 2) = 6, C(8, 4, 3) = 14,
C(10, 5, 4) = 51 and C(12, 6, 5) = 132 (see e.g., an online database by Gordon [13]). The
situation is mixed for this range of k. InEq. (2) holds when k = 4 and 6, but it does not hold
when k = 3 and 5. We think that the problem of determining the values of k that satisfy
InEq. (2) is already an intriguing problem.

4.5 Summary

We summarize the upper bounds on the size of a Σ3-circuit computing MAJn in which each
bottom gate contains at most k positive literals for k = 3, 4 and 5 (see Table 1). In each
entry in Table 1, (a,b) represents that the upper bound is O((2/b1/a)n) which is obtained
from a base function ϕ on a-variable consistent with MAJa satisfying |ϕ−1(1)|a/2 = b. The
first line shows the bounds by a direct product of k-CNF formulas representing MAJ2(k−1).
The second line shows the bounds based on a covering design described in Section 4.4. Both
circuits are monotone. The third line shows the bounds by our construction using negations.
It is very likely that these bounds can further be improved. The lower bounds given by
Theorem 8 (for a suitable choice of s found by a numerical calculation) are shown in the last
line.
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Table 1 The upper bounds on the size of Σ(+k,−∞)
3 -circuit for k = 3, 4 and 5.

Σ(+3,−∞)
3 Σ(+4,−∞)

3 Σ(+5,−∞)
3

block threshold O(1.2779n) (4,6) O(1.2140n) (6,20) O(1.1760n) (8,70)
covering design O(1.2883n) (6,14) O(1.2093n) (8,56) O(1.1769n) (10,201)
with negations O(1.2768n) (16, 1314) O(1.2040n) (10,160) O(1.1751n) (16,4958)
lower bound Ω(1.2247n) Ω(1.1547n) Ω(1.1180n)

5 Concluding Remark

In this paper, we give some exotic but efficient constructions of Σ3-circuits for IPn and MAJn.
Our construction relies on a computer search. As an outcome of this approach, in some cases,
it seems hard to give a simple explanation on why the obtained circuits work. Extracting the
reasoning from our circuits would be a good step for further research. Finally, we would like
to emphasize that the question of whether an optimal circuit is inherently looking random
would be an intriguing challenge.
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A Appendix

A.1 Certificates for IPn

The following is a certificate of s̃3
3(IP5) ≤ 6.

f1: (-x1 -y1 -x2)(-x3 -x4 -y4)(x1 -y1 x2)(x3 x4 -x5)(-x3 -y3 x5)(-x4 -y4
x5)(y1 x2)(-x2 y2)(-x3 y3 -x5)(x3 y4 -x5)(-x5 y5)

f2: (-x1 -y1)(-x2 -y2 -y4)(x3 -x5 -y5)(x4 -y4)(-x3 -y3 x5) (y3 -x5 -y5)
(x2 -y2 y4)(y2 y4)(-x3 -y3 y5)
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f3: (-x3 -y3)(-x2 -y2 -y5)(x1 -x4 -y4)(-x1 -y1 x4)(x5 -y5)(y1 -x4 -y4)
(-x1 -y1 y4)(x2 y5)(y2 y5)

f4: (-y3 -x4 -y4)(-y2 -x5 -y5)(x1)(x2)(-x1 x3)(y1 -x2 -x3)(y2 x5)(-x2 y3
x4)(-x1 y3 y4)(-x2 y2 y5)

f5: (-x1 -y1 -x3)(-y3 -x5 -y5)(x2 -x4 -y4)(x3 -x5 -y5)(x1 x3)(-x2 -y2
x4)(-x1 y1 x3)(y2 -x4 -y4)(-x3 y3 x5)(-x2 -y2 y4)(-x3 y3 y5)

f6: (x1)(y1)(-x2 -y2 x5)(x2 -x5 -y5)(x3 -x4 -y4)(-x3 -y3 x4)(y2 -x5 -y5)
(y3 -x4 -y4)(-x3 -y3 y4)(-x2 -y2 y5)

The following is a certificate of s̃3
3(IP5) ≤ 5.

f1: (-x1 -y1)(x2 -x4 -y4)(x3 -x5 -y5)(-x2 -y2 x4)(-x3 -y3 x5)
(y2 -x4 -y4)(y3 -x5 -y5)(-x2 -y2 y4)(-x3 -y3 y5)

f2: (-x2 -y2)(x1 -x5 -y5)(x3 -x4 -y4)(-x3 -y3 x4)(-x1 -y1 x5)
(y1 -x5 -y5)(y3 -x4 -y4)(-x3 -y3 y4)(-x1 -y1 y5)

f3: (-x3 -y3)(x1 -x2 -y2)(-x1 -y1 x2)(x4 -x5 -y5)(-x4 -y4 x5)
(y1 -x2 -y2)(-x1 -y1 y2)(y4 -x5 -y5)(-x4 -y4 y5)

f4: (-x4 -y4)(x1 -x3 -y3)(x2 -x5 -y5)(-x1 -y1 x3)(-x2 -y2 x5)
(y1 -x3 -y3)(y2 -x5 -y5)(-x1 -y1 y3)(-x2 -y2 y5)

f5: (-x5 -y5)(x1 -x4 -y4)(x2 -x3 -y3)(-x2 -y2 x3)(-x1 -y1 x4)
(y1 -x4 -y4)(y2 -x3 -y3)(-x2 -y2 y3)(-x1 -y1 y4)

The first set of formulas looks quite random, whereas the second set of formulas is
well-structured.

The following is a certificate for s̃3
3(IP4) ≤ 4.

f1: (x1)(y1)(-x2 -y2)(x3 -x4 -y4)(-x3 -y3 x4)(y3 -x4 -y4)(-x3 -y3 y4)
f2: (x2)(y2)(-x3 -y3)(x1 -x4 -y4)(-x1 -y1 x4)(y1 -x4 -y4)(-x1 -y1 y4)
f3: (x3)(y3)(-x4 -y4)(x1 -x2 -y2)(-x1 -y1 x2)(y1 -x2 -y2)(-x1 -y1 y2)
f4: (x4)(y4)(-x1 -y1)(x2 -x3 -y3)(-x2 -y2 x3)(y2 -x3 -y3)(-x2 -y2 y3)
The following is a certificate for s̃3

3(IP4) ≤ 3.
f1: (x1 -x3 -y3)(-x1 -y1 x3)(y1 -x3 -y3)(-x1 -y1 y3)(x2 -x4 -y4)

(-x2 -y2 x4)(y2 -x4 -y4)(-x2 -y2 y4)
f2: (x1 -x4 -y4)(-x1 -y1 x4)(y1 -x4 -y4)(-x1 -y1 y4)(x2 -x3 -y3)

(-x2 -y2 x3)(y2 -x3 -y3)(-x2 -y2 y3)
f3: (x1 -x2 -y2)(-x1 -y1 x2)(y1 -x2 -y2)(-x1 -y1 y2)(x3 -x4 -y4)

(-x3 -y3 x4)(y3 -x4 -y4)(-x3 -y3 y4)

A.2 Proof of Lemma 11
Proof of Lemma 11. We first verify the second part of the statement of Lemma 11, i.e.,
|fv|t = 0 for every v < n/2. This is almost obvious, since if an input vector x ∈ {0, 1}n

contains less than n/2 ones, then some function gsi gets an input containing less than m/2
ones, and hence it outputs 0 for x.

We now show the first part of the statement of Lemma 11. To this end, it is sufficient to
show that, for every t ≥ n/2 + 1, it holds that

|ft|t ≥ |fn/2|n/2 ·
(

n
t

)(
n

n/2
)

= |fn/2|n/2

t∏
ℓ=n/2+1

n − ℓ + 1
ℓ

. (3)
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Let p = n/m and z = ⌊t/p⌋. Let α = t (mod p). Since g satisfies the increasing property,
we have

|ft|t ≥ (|gz+1|z+1)α (|gz|z)p−α

≥ (|gm/2|m/2)p

 z∏
ℓ′=m/2+1

m − ℓ′ + 1
ℓ′ − 1

p(
m − z

z

)α

= |fn/2|n/2

t∏
ℓ=n/2+1

n − ℓ + 1
ℓ

.

This completes the proof of Lemma 11. ◀
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