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## Preface

This volume contains the papers presented at the 34th International Symposium on Algorithms and Computation (ISAAC 2023), which was held in Kyoto, Japan on December 3-6, 2023, organized by Kyoto University, Japan. ISAAC 2023 provided a forum for researchers working in the areas of algorithms, theory of computation, and computational complexity. The technical program of the conference included 55 contributed papers. We received 184 submissions in response to the call for papers. Each submission received at least three reviews. The program committee held electronic meetings using EasyChair. In the end, the program committee selected 55 of the submissions for presentation at the symposium.

The program committee selected the following papers as the recipients of the ISAAC 2023 Best Paper and Best Student Paper Awards.

- Best Paper. Carl Feghali, Felicia Lucke, Daniël Paulusma, and Bernard Ries: Matching Cuts in Graphs of High Girth and $H$-Free Graphs.
- Best Paper. Ragesh Jaiswal and Amit Kumar: Clustering What Matters in Constrained Settings: Improved Outlier to Outlier-Free Reductions.
- Best Student Paper. Nicola Cotumaccio: Prefix Sorting DFAs: a Recursive Algorithm.

The symposium included two invited presentations, delivered by Edith Elkind (University of Oxford, UK) and Seok-Hee Hong (University of Sydney, Australia). Abstracts of their talks are included in this volume. We are grateful to Inoue Foundation for Science, KDDI Foundation, Support Center for Advanced Telecommunications Technology Research (SCAT), The Telecommunications Advancement Foundation, and Algorithmic Foundations for Social Advancement (AFSA) by Grant-in-Aid for Transformative Research Areas, MEXT, Japan for financial support and to the local organizers of ISAAC 2023. Finally, we acknowledge the endorsement from Technical Committee on Theoretical Foundations of Computing (COMP) of IEICE and Special Interest Group on Algorithms (SIGAL) of IPSJ.
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# Group Fairness: From Multiwinner Voting to Participatory Budgeting 

Edith Elkind $\square$

University of Oxford, UK
Alan Turing Institute, London, UK


#### Abstract

Many cities around the world allocate a part of their budget based on residents' votes, following a process known as participatory budgeting. It is important to understand which outcomes of this process should be viewed as fair, and whether fair outcomes could be computed efficiently. We summarise recent progress on this topic. We first focus on a special case of participatory budgeting where all candidate projects have the same cost (known as multiwinner voting), formulate progressively more demanding notions of fairness for this setting, and identify efficiently computable voting rules that satisfy them. We then discuss the challenges of extending these ideas to the general model.
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## 1 Talk Summary

Many cities around the world allocate a fraction of their budget using a process known as participatory budgeting: the local authority decides on a budget, collects proposals for projects to be implemented (such as, e.g., renovating a playground, building an outdoor gym, or planting trees), vets them for suitability, comes up with a cost estimate for each candidate project, and then elicits the residents' preferences over these projects [5, 11, 3]. The ballots are then aggregated to decide which subset of projects should be implemented. The goal of the aggregation process is to select a set of projects that fits within the given budget, yet reflects the residents' desires.

The implementation details of preference elicitation and aggregation processes vary from one municipality to another. Some localities ask the voters to rank the projects or to approve the projects they like (sometimes there is a bound on the number of projects that one is allowed to approve), while others ask them to specify their "ideal" budget allocation (see, e.g., the discussion in the work of Benade et al. [4]). Then, once the preferences are submitted, there is a multitude of procedures that can be used to aggregate the ballots into a collective decision. For instance, if voters are required to submit approval ballots, i.e., list all projects that they approve, the simplest (and widely used) method is to use the greedy strategy: one can order all projects either by the number of approvals they receive or by the number of approvals divided by the cost of the projects ('bang for the buck'), and add the projects to the selection one by one, skipping over the projects if adding them would violate the budget constraint.

However, the greedy approach may result in outcomes that are clearly undesirable. Imagine, for instance, that a city is partitioned into two districts by the railroad tracks, with 300,000 people living south of the tracks and 280,000 people living north of the tracks. As there are few track crossings, the residents of each district only approve projects in their own district. Now, suppose the overall budget is $\$ 1,000,000$, and in each district there
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are five popular proposals that cost $\$ 200,000$ each to implement (as well as various other less popular proposals). Then, if $60 \%$ of the residents of each district participate in the selection process, all five south-of-the-tracks popular projects receive more votes than all five north-of-the-tracks projects, so the greedy approach would result in all money being spent according to the wishes of the south-of-the-tracks district residents. Obviously, a much fairer solution would be to implement three projects in the south and two projects in the north.

One can ensure fair distribution of funding across geographic areas by explicitly dividing the budget among the districts in proportion to their population, but geographic diversity is not the only concern that we need to worry about. For instance, we do not want the entire budget to be spent on cycling infrastructure, or on children's facilities; indeed, we want our decisions to be fair to all groups of residents, including those that the city council is not aware of. Conceptually, one can argue that if the total budget is $B$ and the population size is $n$, each resident should be entitled to allocate $B / n$ dollars in any way they wish. This idea, which is closely related to the concept of the core on cooperative game theory, suggests a decentralised procedure, where residents can form groups to jointly support various projects. However, the majority of residents would probably find it too burdensome to engage in negotiations. Is there a simple voting rule that provides the same guarantees, but can be implemented by the city council based on the residents' ballots?

In this survey, we summarise the state of the art regarding participatory budgeting with group fairness guarantees, under the assumption that voters' preferences are captured by approval ballots (i.e., each voter approves a subset of projects, and is indifferent among all projects they approve). We formulate several axioms that aim to capture what it means for a budget allocation process to be fair, describe voting rules that satisfy (some of) these axioms, and discuss their algorithmic complexity.

In more detail, we start by considering the setting of multiwinner voting, i.e., a special case of participatory budgeting where all projects have the same cost. We formulate several fairness axioms for this model, such as justified representation [1], proportional justified representation [10], extended justified representation [1], full justified representation [8], and the core [1]. We present the definitions of popular multiwinner voting rules, focusing, in particular, on Proportional Approval Voting (PAV) [6], the recently introduced Method of Equal Shares [9], and their variants [2], and discuss their computational complexity. We then discuss generalisations of these axioms and voting rules to the setting of participatory budgeting, and outline their strengths and limitations $[9,7]$.
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# Faithful Graph Drawing 

Seok-Hee Hong $\square$ (ㄷ)<br>School of Computer Science, The University of Sydney, Australia


#### Abstract

Graph drawing aims to compute good geometric representations of graphs in two or three dimensions. It has wide applications in network visualisation, such as social networks and biological networks, arising from many other disciplines.

This talk will review fundamental theoretical results as well as recent advances in graph drawing, including symmetric graph drawing, generalisation of the Tutte's barycenter theorem, Steinitz's theorem, and Fáry's theorem, and the so-called beyond planar graphs such as $k$-planar graphs.

I will conclude my talk with recent progress in visualization of big complex graphs, including sublinear-time graph drawing algorithms and faithful graph drawing.
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#### Abstract

The free space diagram is a popular tool to compute the well-known Fréchet distance. As the Fréchet distance is used in many different fields, many variants have been established to cover the specific needs of these applications. Often the question arises whether a certain pattern in the free space diagram is realizable, i.e., whether there exists a pair of polygonal chains whose free space diagram corresponds to it. The answer to this question may help in deciding the computational complexity of these distance measures, as well as allowing to design more efficient algorithms for restricted input classes that avoid certain free space patterns. Therefore we study the inverse problem: Given a potential free space diagram, do there exist curves that generate this diagram?

Our problem of interest is closely tied to the classic Distance Geometry problem. We settle the complexity of Distance Geometry in $\mathbb{R}^{>2}$, showing $\exists \mathbb{R}$-hardness. We use this to show that for curves in $\mathbb{R}^{\geq 2}$ the realizability problem is $\exists \mathbb{R}$-complete, both for continuous and for discrete Fréchet distance. We prove that the continuous case in $\mathbb{R}^{1}$ is only weakly NP-hard, and we provide a pseudo-polynomial time algorithm and show that it is fixed-parameter tractable. Interestingly, for the discrete case in $\mathbb{R}^{1}$ we show that the problem becomes solvable in polynomial time.
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## 1 Introduction

The Fréchet distance is arguably the most popular distance measure for curves in computational geometry and has been studied extensively in the last years. It has application in various fields, including geographic data analysis and the comparison of protein chains [25, 26, 35, 28]. For the latter application, typically the well-established variant, the discrete Fréchet distance, is used. The standard tool for computing the Fréchet distance of two curves is the free space diagram, which is the cross-product of the parameter spaces of the curves partitioned into free space and its complement, where free space is the sublevel set of the distance function for a given $\varepsilon>0$. For two piecewise linear curves of $m$ and $n$ line segments parameterized by their natural arc-length parametrization, it is well-known that the free space diagram consists of $m n$ cells, and the free space in each cell has the shape of a cropped ellipse [5]. The
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Fréchet distance is at most $\varepsilon$ if and only if there exists a monotone path in the free space diagram that covers the parameter spaces of both curves. Hence, to compute the Fréchet distance one searches for such a path in the free space diagram.

For different applications, many variants of the Fréchet distance have been developed, which are typically also computed using the free space diagram. The discrete Fréchet distance relies on (a discretization of the free space diagram) the free space matrix: For two discretized curves given by $n$ and $m$ points, respectively, the $n \times m$ free space matrix with entries $a_{i, j} \in\{0,1\}$ captures whether two points $i, j$ of different curves lie within $\varepsilon>0$ distance of one another, or not. The discrete Fréchet distance of two curves is at most $\varepsilon$ iff there exists a monotone "path" of 1 entries connecting opposing corners in the free space matrix.

Runtimes of the resulting algorithms usually depend on the complexity of the free space diagram or free space matrix [23, 8, 10]. It is known that neither Fréchet distance nor discrete Fréchet distance can be computed in subquadratic time unless SETH fails [12, 16, 13]. However, there are several faster algorithms for special curve classes such as [6, 24], which exploit a special structure of the free space diagram. These complexity bounds always consider the worst-case complexity of the free space diagram, but not every free space diagram can be realized by a pair of curves. Also, some variants of the Fréchet distance have proven to be NP-hard to decide [4, 17], some of which build certain free space diagrams for the reduction.

Here we therefore study the inverse problem: Given a (potential) free space diagram (free space matrix), do there exist curves (ordered point sets) that generate this free space diagram or matrix? To our knowledge this free space realizability problem has so far only been studied for special cases [32, 18, 3]. Understanding it will give structural insights into free spaces and the computation of the Fréchet distance, in particular for special curve classes. Note that although we gained a good understanding of the realizability problem in the settings described below, other settings remain to be investigated further. We are particularly interested in studying settings where less information is given in the free space diagram or matrix, e.g. only some cells or only cell boundaries are provided with the input.

Overview. We give results (see Table 1) for both the continuous and the discrete variant of the problem, with free space diagram and free space matrix inputs, and curves may be realized in $\mathbb{R}^{d}$, with $d=1$ or $d \geq 2$. We show that for curves in $\mathbb{R}^{\geq 2}$ the realizability problem is $\exists \mathbb{R}$-complete both for the continuous case (Section 3) and for the discrete case (Section 5). For the continuous case in $\mathbb{R}^{2}$, algorithms are known only for special cases [32, 18]. For curves in $\mathbb{R}^{1}$, the problem in the discrete case interestingly becomes solvable in polynomial time (Section 6), while in the continuous case, it is weakly NP-hard (Section 4) and fixed-parameter tractable, and we also provide a pseudo-polynomial time algorithm (Section 4).

Table 1 Overview of our and known results.

| Input | $\mathbb{R}^{d}$ | Results |
| :--- | :--- | :--- |
| Free Space Diagram | $d \geq 2$ | $\exists \mathbb{R}$-complete (Theorem 4) Section 3 <br> Algorithms for special cases ([32, 18]) |
|  | $d=1$ | weakly NP-hard (Theorem 7) Section 4 <br> FPT $O\left(m n 2^{k}\right)$ (Theorem 8) Section 4 <br> Pseudo-poly time (Theorem 13) Section 4 |
|  | $d \geq 2$ | $\exists \mathbb{R}$-complete (Theorem 14) Section 5 |
|  | $d=1$ | $O\left(\mathrm{~nm}^{2}\right)$ (Theorem 16) Section 6 |

Related problems. The exploration of inverse problems is a recurrent subject in computational geometry, often applied to recognition and reconstruction problems. Notable examples are the inverse Voronoi Diagram problem [9] and the visibility graph recognition problem [11]. Our problem of interest can be viewed as a curve embeddability problem given certain proximity criteria on edge lengths and point-to-point distances between two curves in their free space diagram. Our results have a significant impact on problems involving distance constraints on geometric graphs, such as Distance Geometry and Disk Intersection Graphs.

Distance Geometry. Our results closely relate to problems involving distance constraints on geometric graphs, such as the Distance Geometry problem, which is a classic inverse problem in computational geometry. It involves embedding an abstract weighted graph in $\mathbb{R}^{d}$ Euclidean space such that the Euclidean length of each edge corresponds to its weight [33]. This problem is equivalent to Linkage Realizability, where the edges correspond to rigid bars in a mechanical linkage [33]. While distance geometry was shown to be NP-hard in the 70s, its membership in NP remained open until Schaefer showed $\exists \mathbb{R}$-completeness in 2012 [34] for $\mathbb{R}^{2}$. Whether the problem remains $\exists \mathbb{R}$-hard in higher dimensions was posed as an open problem by Schaefer. To show that the continuous version of the free space realizability problem in $\mathbb{R}^{\geq 2}$ is $\exists \mathbb{R}$-hard we reduce from distance geometry, using a gadget from [33].

Unit Sphere Graphs. The sphericity of a graph is the minimum dimension for which the graph has a unit sphere representation. Unit sphere graph realizability is known to be $\exists \mathbb{R}$-hard. Havel first introduced the study of sphericity in the context of molecular conformation [27]. A unit sphere graph is an intersection graph of unit spheres and can be seen as a complete graph where each edge is marked with a distance constraint $\leq 1$ or $>1$. The problem of realizing a free space matrix corresponds to realizing a complete bipartite graph where each edge is marked with a distance constraint $\leq 1$ or $>1$ (Section 5 ). This defines a class of graphs, as do unit disk graphs. In contrast to a unit disk graph, there are pairs of vertices (the ones in the same partite set) whose distances are dispensable. A similar class are visibility graphs, the recognition of which is also known to be $\exists \mathbb{R}$-complete [19].

Bipartite Distance-Constrained Graphs. Modeling distance constraints in general (noncomplete) graphs is useful when data is unavailable between every pair of nodes or due to the topology of the underlying network. E.g., heteronuclear NMR is used to obtain less cluttered and less noisy data [30]. This allows the inference of distances between two different types of atoms, and thus, the distances constraints form a bipartite graph.

## 2 Preliminaries

Continuous case. Let $P=\left(p_{0}, \ldots, p_{n}\right)$ and $Q=\left(q_{0}, \ldots, q_{m}\right)$ be polygonal curves in $\mathbb{R}^{d}$ of lengths $\ell_{P}$ and $\ell_{Q}$, continuously parameterized by arc-length, i.e. $p_{i}=P(i)$ and $q_{j}=Q(j)$ for $i \in[n], j \in[m]$, where $[n]=\{1, \cdots, n\}$. Given $\varepsilon>0$, their free space is defined as $F_{\varepsilon}(P, Q)=\{(r, t) \mid\|P(r)-Q(t)\| \leq \varepsilon\}$. The free space diagram puts this information in an $m \times n$ grid: We define $D_{\varepsilon}(P, Q)$ as the colored rectangle $R=\left[0, \ell_{P}\right] \times\left[0, \ell_{Q}\right] \subseteq \mathbb{R}^{2}$, where a point $(p, q) \in R$ is colored white iff $(p, q) \in F_{\varepsilon}(P, Q)$. The grid $X$, which is the set of segments $\left\{p_{i} \times\left[0, \ell_{Q}\right] \mid i \in\{0, \ldots, n\}\right\} \cup\left\{\left[0, \ell_{P}\right] \times q_{j} \mid j \in\{0, \ldots, m\}\right\}$, subdivides $R$ into $n \times m$ cells $C_{i, j}$. We call a single cell $C_{i, j}$ empty if $C_{i, j} \cap F_{\varepsilon}=\emptyset$ and full if $C_{i, j} \cap F_{\varepsilon}=C_{i, j}$. If $\emptyset \neq C_{i, j} \cap F_{\varepsilon} \neq C_{i, j}$, the cell $C_{i, j}$ is called partially full. A diagram $D_{\varepsilon}$ is called realizable if there exist curves $P, Q$ such that $D_{\varepsilon}(P, Q)=D_{\varepsilon}$. We assume that the exact lengths of
all cell boundaries and the equation of each component's boundary curve are part of the input. We consider the real RAM computation model throughout the paper. In Figure 1, the leftmost diagram is not realizable: Upon fixing the placement of segments corresponding to cell $C_{1,1}$, we have two options to place the remaining segments such that cell $C_{2,2}$ is realized. This either induces components in none of the remaining cells, or in both.



Figure 1 Given diagram $D_{\varepsilon}$, there are two ways to place curves $P, Q$ in $\mathbb{R}^{2}$. Neither realizes $D_{\varepsilon}$.

In the following, we denote the ball of radius $r$ centered at a point $x \in \mathbb{R}^{d}$ as $\mathcal{B}_{r}(x):=$ $\left\{p \in \mathbb{R}^{d} \mid\|x-p\| \leq r\right\}$. The $\varepsilon$-neighborhood of an object $X$ is given by $\bigcup_{x \in X} \mathcal{B}_{\varepsilon}(x)$. We denote by $s_{i}^{P}=\overline{p_{i-1} p_{i}}, i \in[n]$, the line segment connecting consecutive vertices of $P$, and define $s_{i}^{Q}$ analogously. In $\mathbb{R}^{1}$, if two consecutive segments $s_{i}^{P}, s_{i+1}^{P}$ have different orientations (segments are placed on top of each other), we say the curve folds at the common folding vertex $p_{i}$. Else, we say that the curve is straight at $p_{i}$. It is known that the free space of two lines has the shape of a cropped ellipse with axis at $\pm 45^{\circ}[5,31]$. For curves in $\mathbb{R}^{1}$, the lines are necessarily parallel, hence the ellipse degenerates to a slab bounded by lines at $\pm 45^{\circ}$ [14].

Partially full cells. We now establish a necessary condition for curves $P, Q$ to realize $D_{\varepsilon}$ that is used in Sections 3-4. Partially full cells give us information about the relative placement of the segments. We use the term relative placement of two segments to mean that we know the distances between the intersection point of the lines containing the segments and the segment endpoints. Note that after fixing the position of one segment, this still allows for two symmetric placements of the second segment.

- Lemma 1. Given a partially full free space cell, $\varepsilon>0$, and four points on the boundary of the ellipse in the cell, none of which are mirror images of another with respect to the ellipse's major and minor axes, we can compute the corresponding segments' relative placement.

The proof (see Lemma 5.5 in [32]) relies on knowing that a cell is an ellipse at $45^{\circ}$. Note that we obtain much less information from full or empty cells, namely only that the segments do or do not lie within or not within distance $\varepsilon$ from each other.

Definitions: Discrete case. For discrete polygonal curves (i.e., point sequences) $P, Q$ with $n$ and $m$ points, resp., the free space is defined as $F_{\varepsilon}(P, Q)=\left\{(i, j) \in[n] \times[m] \mid\left\|p_{i}-q_{j}\right\| \leq \varepsilon\right\}$. We define the free space matrix $M_{\varepsilon}(P, Q)$ as the $n \times m$ matrix featuring entries $a_{i, j} \in\{0,1\}$, $i \in[n], j \in[m]$ where $a_{i, j}=1$ if and only if $(i, j) \in F_{\varepsilon}(P, Q)$. For a given matrix $M_{\varepsilon}$ we ask whether there exist curves $P, Q$ such that $M_{\varepsilon}=M_{\varepsilon}(P, Q)$.

## $3 \quad \exists \mathbb{R}$-Completeness for Continuous Curves

We first show that given a diagram $D_{\varepsilon}$, the problem of finding two curves in $\mathbb{R}^{2}$ that realize $D_{\varepsilon}$ is $\exists \mathbb{R}$-complete. We then generalize to higher dimensions in Section 3.1. Containment in $\exists \mathbb{R}$ is shown by expressing the problem using real inequalities, see Lemma 17, Appendix A.

We reduce from the problem of deciding whether a linkage has a planar realization which was shown $\exists \mathbb{R}$-hard by Abel et al. [1, 2]. A mechanical linkage is a mechanism made of rigid bars connected at hinges. The input is a weighted graph $G=\left(V(G), E(G), \ell_{G}\right)$, where $\ell_{G}$ is the weight function, and a function $\Pi: W \rightarrow \mathbb{R}^{2}$, where $W \subseteq V(G)$, that represents vertices whose positions are pinned. A configuration $C$ of a linkage $\mathcal{L}=(G, \Pi)$ is a straight-line drawing of $G$ where the length of each edge $e \in E(G)$ is $\ell_{G}(e)$ and the position of each vertex $w \in W$ is $\Pi(w)$. The linkage realization problem asks whether a given linkage admits a configuration. A configuration $C$ is noncrossing if $C$ is a plane drawing. Abel et al. [1, 2] showed that the linkage realization problem remains hard for a series of restrictions on the input linkage $\mathcal{L}$. We restate a direct consequence of Theorems 2.2.13 and 2.4.6 in [2]. Although not all conditions in the theorem below are explicitly stated in [2, Theorem 2.2.13], they can be directly inferred by their construction in [2, Section 2.7].

- Theorem 2 (Simplified from [2], Theorems 2.2.13 and 2.4.6). Given a linkage $\mathcal{L}=(G, \Pi)$ and a combinatorial embedding (clockwise circular order of edges around each vertex) $\sigma$ of $G$, deciding whether there exists a planar realization of $\mathcal{L}$ is $\exists \mathbb{R}$-hard even if the following constraints are enforced:

1. $G$ is connected, and the length of every edge is an integer.
2. A set of edge disjoint subgraphs $H$ of $G$ can be assigned rigid, i.e., each angle between consecutive incident edges in $H$ is prescribed from $\left\{90^{\circ}, 180^{\circ}, 270^{\circ}, 360^{\circ}\right\}$. Each subgraph $H$ is a tree, and an edge in $E(G) \backslash E(H)$ incident to $H$ must be incident to a leaf of $H$.
3. Only three vertices are pinned $(|\Pi|=3)$, all three belong to the same rigid subgraph $H$ (described in constraint (2)), and they are not collinear.
4. For every noncrossing configuration $C$ of $\mathcal{L}$ that satisfies constraints (1-3), holds:
a. $C$ agrees with $\sigma$.
b. Angles that are not prescribed by constraint (2) lie strictly between $60^{\circ}$ and $240^{\circ}$.
c. The minimum distance of a vertex and a nonincident edge is at least a constant $\phi$.

We call a vertex rigid if it is incident to at least two edges of the same rigid subgraph $H$, and nonrigid otherwise. By (2), every angle incident to a rigid vertex is prescribed while no angle in a nonrigid vertex is prescribed (which by (4b) can only vary in the interval $\left(60^{\circ}, 240^{\circ}\right)$ ). Note that distance geometry is equivalent to linkage realization with $\Pi=\emptyset$. Since (3) makes $\Pi$ irrelevant, Theorem 2 also implies hardness for distance geometry.

Reduction description. Given $\mathcal{L}$ and $\sigma$ satisfying the constraints in Theorem 2, we construct an instance $D_{\varepsilon}$ as follows. A full example can be seen in Figure 2. The idea is to build a free space such that realizing curves trace out the linkage, following the given combinatorial embedding. For this, we first transform $G$ into a tree. The angle constraints in the linkage can also be enforced in the free space using a specific gadget.

While there is a cycle in $G$, split one edge in a cycle by placing a new vertex in its midpoint and performing a vertex split, creating two copies of the new vertex, each attached to half of the original edge. We end up with a tree $T$. Let $T^{\prime}$ be the multigraph obtained by doubling each edge of $T$. Intuitively, $D_{\varepsilon}$ forces the curves $P$ and $Q$ to roughly trace a planar Eulerian circuit of $T^{\prime}$ using the combinatorial embedding $\sigma$. (Up to a reflection and


Figure 2 Example of our reduction from linkage realizability to free space diagram realizability. (a) An input linkage $\mathcal{L}=(G, \Pi)$ and a subdivision vertex $v$ in a cycle of $G$. Rigid vertices are marked with gray angles. (b) Splitting $v$ transforms $G$ into a tree $T$. (c) The curves $P$ and $Q$ in $\mathbb{R}^{2}$ obtained from $T$. (d) The obtained free space diagram.
translation since $D_{\varepsilon}$ can only specify the relative placement of $P$ and $Q$.) $Q$ is exactly a planar Eulerian circuit of $T^{\prime}$ while $P$ traces the same circuit but avoids an $\varepsilon$-neighborhood of each nonrigid vertex using our angle gadget (described later), which allows these angles to lie freely between $60^{\circ}$ and $240^{\circ}$. Both $P$ and $Q$ trace the "outline" $\sigma$ counterclockwise. W.l.o.g. assume $\phi \geq 6$, scaling the linkage by a constant factor if necessary. We chose $\varepsilon=1$ so that edges of $P$ and $Q$ that correspond to an edge $e$ of $G$ are close to each other and far from other edges. Since every partially full cell determines the relative position of the corresponding pair of edges, the four edges (two from $P$ and two from $Q$ ) that correspond to the traversal of $e$ are fixed relative to one another and lie on top of each other. They then simulate edge $e$. The angle gadget guarantees flexibility so that the angle between incident edges can vary accordingly. We add free space components to make the newly introduced subdivision vertices rigid: Their relative position is locked by Lemma 1 forming a $180^{\circ}$ angle, see the four small components on the sides of the free space diagram in Figure 2d.

The angle gadget, see Figure 3, is represented by the 12 free space cells shown in Figure 3(b). It is located at a small neighborhood of a vertex $v$ of $Q$; the figure only shows the portion of the free space relative to this neighborhood. Note that $v$ is a degree- 2 copy of a vertex $v^{*}$ of $G$. For clarity, we refer to all the copies of $v^{*}$ in $Q$ with different labels (by construction, there are $\operatorname{deg}\left(v^{*}\right)$ copies of each $v^{*} \in V(G)$, except for the starting vertex of the Eulerian circuit, which has an extra copy). Let $\overrightarrow{e_{1}}$ and $\overrightarrow{e_{2}}$ be the two edges of $Q$ incident to $v$, and


Figure 3 The angle gadget. (a) The $90^{\circ}$ configuration and (b) its free space diagram. (c) and (d) show the extremal configurations of the gadget with angles $2 \cdot \tan ^{-1}(1 / 2) \approx 53.13^{\circ}$ and $270^{\circ}$, resp.
let $\overleftarrow{e_{1}}$ and $\overleftarrow{e_{2}}$ be the corresponding copies going in the opposite direction in $Q$, respectively. Locally, $P$ has two edges $\overrightarrow{e_{1}^{\prime}}$ and $\overrightarrow{e_{2}^{\prime}}$ that overlap with $\overrightarrow{e_{1}}$ and $\overrightarrow{e_{2}}$, respectively. We enforce the overlap by making all free space cells relative to $\overrightarrow{e_{1}^{\prime}}$ (resp., $\overrightarrow{e_{2}}$ ') empty except for the ones relative to $\overrightarrow{e_{1}}$ and $\overleftarrow{e_{1}}$ (resp., $\overrightarrow{e_{2}}$ and $\overleftarrow{e_{2}}$ ) which are partially full, containing an upward and downward $45^{\circ}$ full strip. The distance between $v$ and the endpoints of ${\overrightarrow{e_{1}}}^{\prime}$ and $\overrightarrow{e_{2}}{ }^{\prime}$ closest to $v$ is 2 by Lemma 1 . We place four edges $\left(\overrightarrow{e_{1, a}}, \overrightarrow{e_{1, b}}, \overrightarrow{e_{1, c}}, \overrightarrow{e_{1, d}}\right)$ between $\overrightarrow{e_{1}^{\prime}}$ and $\overrightarrow{e_{2}^{\prime}}$ of lengths $1,3,3$, and 1 in this order. Only edges of length 1 have corresponding partially full cells: $C_{\overrightarrow{e_{1}, a}}, \overrightarrow{e_{1}}$ and $C_{\overrightarrow{e_{1}, a}}, \overleftarrow{e_{1}}$ contain half of a disk of radius 1.

- Lemma 3. Given a realization of $P$ and $Q$, assume that $\left(\overrightarrow{e_{1, a}}, \overrightarrow{e_{1, b}}, \overrightarrow{e_{1, c}}, \overrightarrow{e_{1, d}}\right)$ lie to the right of $\left(\overrightarrow{e_{1}}, \overrightarrow{e_{2}}\right)$. Then, $\overrightarrow{e_{1}}$ and $\overleftarrow{e_{1}}$ (resp., $\overrightarrow{e_{2}}$ and $\overleftarrow{e_{2}}$ ) lie exactly on top of each other, and the angle to the right of $\left(\overrightarrow{e_{1}}, \overrightarrow{e_{2}}\right)$ is strictly between $2 \cdot \tan ^{-1}(1 / 2) \approx 53.13^{\circ}$ and $270^{\circ}$.
Proof. The fact that $\overrightarrow{e_{1}}$ and $\overleftarrow{e_{1}}$ lie exactly on top of each other is a consequence of applying Lemma 1 to $\overrightarrow{e_{1}}$ and ${\overrightarrow{e_{1}}}^{\prime}$, and to ${\overrightarrow{e_{1}}}^{\prime}$ and $\overleftarrow{e_{1}}$. We now focus on the angle constraint. Note that by Lemma 1, the relative positions of $\overrightarrow{e_{1}}$ and $\overrightarrow{e_{1, a}}$ (resp., $\overrightarrow{e_{2}}$ and $\overrightarrow{e_{1, d}}$ ) is fixed. If we fix the positions of $\overrightarrow{e_{1, a}}$ and $\overrightarrow{e_{1, d}}$, then the positions of $\overrightarrow{e_{1, b}}$ and $\overrightarrow{e_{1, c}}$ are completely determined: There are two points whose distance is 3 from the endpoints of $\overrightarrow{e_{1, a}}$ and $\overrightarrow{e_{1, d}}$; one of them causes $\overrightarrow{e_{1, b}}$ and $\overrightarrow{e_{1, c}}$ to intersect with $Q$ which cannot happen since their free space cells are empty. If the angle is $2 \cdot \tan ^{-1}(1 / 2)$ or smaller, the common endpoint of $\overrightarrow{e_{1, c}}$ and $\overrightarrow{e_{1, d}}$ would lie in the closed $\varepsilon$-neighborhood of $\overrightarrow{e_{1}}$ and $C_{\overrightarrow{e_{1}}, \overrightarrow{e_{1, c}},}$ would not be empty (Figure $3(\mathrm{c})$ ), a contradiction. If the angle is $270^{\circ}$ or greater, a portion of $\overrightarrow{e_{1, b}}$ would lie in the closed $\varepsilon$-neighborhood of $\overrightarrow{e_{1}}$ and $C_{\overrightarrow{e_{1}}, \overrightarrow{e_{1}, b}}$ would not be empty (Figure $3(\mathrm{~d}$ )), a contradiction. For all values in between there is a placement for $\overrightarrow{e_{1, b}}$ and $\overrightarrow{e_{1, c}}$ away from $\overrightarrow{e_{1}}$ and $\overrightarrow{e_{2}}$, making the section of the free space diagram exactly as required.

Using Lemma 3 we can simulate a linkage $\mathcal{L}$ subject to the constraints in Theorem 2 using curves given by $D_{\varepsilon}$, obtaining the following theorem.

Lemma 4. It is $\exists \mathbb{R}$-complete to decide if a given free space diagram is realizable in $\mathbb{R}^{2}$.
Proof. The described reduction produces a free space diagram $D_{\varepsilon}$ with of size $O\left(|E(G)|^{2}\right)$ : $Q$ has length $2|E(G)|$ and each edge in $|E(G)|$ generates up to 10 segments in $P$, depending on whether the endpoints are rigid or not. The runtime is linear in the size of $D_{\varepsilon}$ : each row corresponding to an edge of $P$ has precisely two partially full cells. All other cells are empty.

Given a positive instance of linkage realization, Theorem 2(4) and Lemma 3 guarantee that we can find a placement of $P$ and $Q$ realizing $D_{\varepsilon}$ as described in the reduction. The other direction is a little more subtle. $D_{\varepsilon}$ forces $Q$ to trace $\sigma$ exactly: using Lemma 1 with


Figure 4 (a) The dimension gadget corresponding to an edge $u v$ with length $\ell(u v)$. (b) Three gadgets in $\mathbb{R}^{3}$ corresponding to a degree-3 vertex. The gadget forces all vertices to be in one of two planes. (c) The realization of an angle gadget after applying the dimension gadget. (d) The free space and its realization (perturbed for clarity).
transitivity constraints the two edges of $Q$ corresponding to an edge in $E(G)$ to lie exactly on top of each other, while the angle gadgets force the circular order around each vertex. By Lemmas 3 and $18, Q$ traces a noncrossing configuration of $\mathcal{L}$ exactly. If there is a valid placement of $P$ and $Q$ one can find a noncrossing configuration of $\mathcal{L}$ obtained by the image of $Q$. If such a configuration does not satisfy Theorem $2(4)$, that would contradict Theorem 2. Thus the promise in Theorem 2(4) must also be fulfilled by the Fréchet realization instance and the angles in each angle gadget would indeed be between $60^{\circ}$ and $240^{\circ}$.

### 3.1 Higher Dimensions

In order to show that free space realization is $\exists \mathbb{R}$-hard in higher dimensions, we show that the realizability of linkages and, thus, distance geometry are also $\exists \mathbb{R}$-hard. Here, the linkage realization is not required to be injective since we are in $\mathbb{R}^{>2}$, but the reduction will force crossings to only happen between predictable pairs of edges. This will be important in our reduction to free space realization since crossings between the curves appear in the free space diagram. We remark that, although all the ingredients of this proof were already known, the claim does not appear in the literature to the best of the authors' knowledge.

- Theorem 5. Linkage Realization and Distance Geometry are $\exists \mathbb{R}$-hard in $\mathbb{R}^{\geq 2}$.

Proof. Recall that linkage realization with no pinned vertices is equivalent to distance geometry. The main ingredient of this proof is the dimension gadget shown in Figure 4 that appears in [33]. The gadget is isomorphic to $K_{4}$ which is globally rigid in $\mathbb{R}^{2}$ [20], meaning that there is a unique embedding of the gadget in $\mathbb{R}^{2}$, and every realization of the gadget in $\mathbb{R}^{>2}$ is congruent with the planar realization. Given a linkage $\mathcal{L}$ satisfying the constraints of Theorem 2 , replace every edge of $G$ by a copy of the dimension gadget. Note that every vertex $v$ is now represented by two vertices $v_{1}$ and $v_{2}$. We call the resulting linkage $\mathcal{L}^{\prime}$. The gadgets force all vertices $v_{1}$ for all $v \in V(G)$ to be in the same ( $k-1$ )-hyperplane, perpendicular to the edges $v_{1} v_{2}$. Thus, $\mathcal{L}^{\prime}$ is realizable in $\mathbb{R}^{d}$ iff $\mathcal{L}$ is realizable in $\mathbb{R}^{(d-1)}$.

- Theorem 6. It is $\exists \mathbb{R}$-complete to decide if a given free space diagram is realizable in $\mathbb{R} \geq 2$.

Proof. We adapt the dimension gadget to the free space diagram realizability problem. We first argue for $\mathbb{R}^{3}$. Figure $4(\mathrm{~d})$ shows the adapted gadget and its free space. We use the same reduction as in Lemma 4, but replacing the edges of $Q$ and the edges of $P$ that overlap edges
of $Q$ with the modified dimension gadget as follows. Each edge of $Q$ is replaced by a path of length 7 , and each edge of $P$ that lies in the interior of an edge of $Q$ is replaced by a path of length 10. The free space diagram between the two paths force the path of $Q$ to be embedded as the dimension gadget. Two-dimension gadgets are neighbors if their corresponding edges share an endpoint. The cells between these paths and other non-neighbor dimension gadgets are empty. The two length- $\varepsilon$ edges of $P$ in the angle gadget $\left(\overrightarrow{e_{1, a}}\right.$ and $\left.\overrightarrow{e_{1, d}}\right)$ induce partially full cells in the free space of dimension gadget (first and last collumns in the free space diagram of Figure 4(d)), forcing these edges to be perpendicular to the plane of the dimension gadget. (See Figure 4(c)) The cells of the two length-3 $\varepsilon$ edges of $P$ in the angle gadget $\left(\overrightarrow{e_{1, b}}\right.$ and $\overrightarrow{e_{1, c}}$ ) remain empty and thus they must be realized far from the dimension gadget. Note that the $\varepsilon$-neighborhood of $v_{1}$ and $v_{2}$ does not intersect $P$, and that the $\varepsilon$-neighborhood of the edges of $P$ in the angle gadget still does not intersect $Q$ leaving the dihedral angle between the planes of the neighbor dimension gadgets to vary as in Lemma 3. Thus the embedding of $P$ and $Q$ corresponds to a realization of $\mathcal{L}^{\prime}$.

For dimension $d>3$, we recursively apply the dimension gadget construction in the following way. Note that in the $d$-1-dimensional construction each edge of $Q$ overlaps with at least one edge of $P$ (possibly degenerate to a vertex). We recursively replace each edge of $Q$ with the dimension gadget construction as normal. We split one edge of $P$ that overlaps with the edge of $Q$ at its midpoint and insert the length- 8 path forming a cross that contains the midpoints of the edges in the dimension gadget of $Q$ as in Figure 4(d).

## 4 NP-Hardness and Algorithmic Results for Continuous Curves in $\mathbb{R}^{1}$

We briefly consider the realizability problem for curves in $\mathbb{R}^{1}$. In this case, the curves have less space to be placed in and hence the free space diagram has limited "configurations". Cells are still empty, full or partially full cells, but now free space ellipses degenerate to slabs, and the white space is bounded by parallel line segments oriented at + or $-45^{\circ}$, see $[15,31]$. Here, we present only sketches. For details, we refer to [3]. We note that for curves in 1D the problem is weakly NP-hard by a reduction from the PARTITION problem. The reduction is similar to the hardness of ruler-folding.

- Theorem 7. Realizability of continuous curves in $\mathbb{R}^{1}$ is weakly NP-complete.

Next, we sketch an FPT-algorithm for continuous curves in $\mathbb{R}^{1}$. Inspired by computational origami [22], we observe that a given diagram $D_{\varepsilon}$ is realizable iff it can be folded at the grid lines so that the white space is aligned (overlapping only with other white space) into a single convex component. In [3], we developed an algorithm to enumerate and check the different foldings, inspired by the algorithm for simple-foldability in $\mathbb{R}^{1}$ [7]. Our algorithm runs in exponential time $O\left(m n 2^{k}\right)$, where $k$ is the total number of (vertical and horizontal) grid lines of $D_{\varepsilon}$ that do not intersect the white space (completely gray or completely white).

- Theorem 8. Given an $m \times n$ diagram $D_{\varepsilon}$, in $O\left(m n 2^{k}\right)$ time one can find curves $P$ and $Q$ in $\mathbb{R}^{1}$, if they exist, such that $D_{\varepsilon}=D_{\varepsilon}(P, Q)$.

We now describe an algorithm whose input is a diagram $D_{\varepsilon}$ where the dimensions of each cell are integers upper-bounded by $W$, and that outputs a pair of curves $P, Q$ in $\mathbb{R}^{1}$ such that $D_{\varepsilon}=D_{\varepsilon}(P, Q)$ if they exist. Otherwise, it returns false. We use the limited placement options of curves in $\mathbb{R}^{1}$; the main technical ingredient is the use of dynamic programming to decide the placement of the portions of $P$ and $Q$ for which we have no explicit information.


Figure 5 Regions defined by curves $P$ (orange) and $Q$ (blue). Certainty regions are green or pink, subdivision vertices are gray, and uncertainty regions are white (middle) or gray (left/right).

We use the following placement graph ${ }^{1} G$ : The vertices $V(G)$ are the set of segments in the bipartite graph between segments of $P$ and $Q$ where an edge $\left(v_{i}^{P}, v_{j}^{Q}\right)$ encodes that the cell $C_{i, j}$ is partially full. $G$ can be computed in $\mathcal{O}(m n)$ time. By Lemma 3.1 in [3], if $G$ has a single component, we can either compute $P$ and $Q$, or report that no such curves exist in $\mathbb{R}^{1}$ in $\mathcal{O}(m n)$ time. We now show a key property of $G$ for curves in $\mathbb{R}^{1}$. We say that a curve in $\mathbb{R}^{1}$ spans a distance $w$ if its image in $\mathbb{R}^{1}$ is an interval of length $w$. A component of $G$ is a singleton component if its size is one (i.e., a single vertex).

- Lemma 9. If $P$ and $Q$ are two curves in $\mathbb{R}^{1}$, then the placement graph $G$ computed from $D_{\varepsilon}(P, Q)$ has at most two non-singleton components. If either $P$ or $Q$ spans more than $2 \varepsilon$, then $G$ has at most one non-singleton component.

Proof. Let $p_{\ell}$ and $p_{r}$ be the leftmost and rightmost points of $P$, respectively. We first prove the claim when $P$, without loss of generality, spans more than $2 \varepsilon$. For contradiction assume there are 2 non-singleton components in $G$. Every point of $Q$ in $\left[p_{\ell}-\varepsilon, p_{r}+\varepsilon\right]$ has exactly distance $\varepsilon$ to some point in $P$ and thus defines the boundary of a free-space component and can be assigned an edge of $G$. By continuity, every maximal subcurve of $Q$ in $\left[p_{\ell}-\varepsilon, p_{r}+\varepsilon\right]$ corresponds to edges in the same component of $G$. By transitivity, any two overlapping subcurves of $Q$ in $\left[p_{\ell}-\varepsilon, p_{r}+\varepsilon\right]$ are also represented in the same component of $G$ as both have at least one point at distance exactly $\varepsilon$ from the same point in $P$. Thus the two components in $G$ correspond to nonoverlapping maximal subcurves of $Q$ in $\left[p_{\ell}-\varepsilon, p_{r}+\varepsilon\right]$ and there is no third subcurve of $Q$ that overlaps the first two. Then, $Q$ is disconnected, a contradiction.

Now, consider the case that both $P$ and $Q$ span less than $2 \varepsilon$. The points in $\mathbb{R}^{1}$ that are exactly at distance $\varepsilon$ from some point in $P$ form the intervals $\left[p_{\ell}-\varepsilon, p_{r}-\varepsilon\right]$ and $\left[p_{\ell}+\varepsilon, p_{r}+\varepsilon\right]$. The same argument as above shows that the subcurves of $Q$ in each of these intervals define a single component in $G$. Thus, there are at most 2 non-singleton components.

Algorithm description. First, we subdivide the two curves based on the orthogonal projections of the free space's boundary (see Figure 5). We introduce subdivision vertices so that each point in the interior of a segment is either:

1. farther than $\varepsilon$ from any point in the other curve (an edge whose corresponding row or column in $D_{\varepsilon}$ is completely empty);

[^0]2. within $\varepsilon$ distance from every point in the other curve (an edge whose corresponding row or column in $D_{\varepsilon}$ is completely full); or
3. at exactly $\varepsilon$ distance from a point of the other curve (an edge covered by the orthogonal projection of the boundary of the free space).
We partition the segments of both curves based on these three types. Singleton components of $G$ correspond to segments of types (1) and (2), and vertices of non-singleton components correspond to segments of type (3). The first correspond to segments of one curve that are farther than $\varepsilon$ from every point in the other curve. The presence of type (2) segments implies that one of the curves spans less than $2 \varepsilon$. Adding subdivision vertices does not asymptotically increase the complexity of the problem as each segment is subdivided at most twice.

For each of the two curves, we partition $\mathbb{R}$ into up to 5 regions used to embed the segments of each of the types based on containment in the $\varepsilon$-neighborhoods of the extreme points of the other curve. Let $p_{\ell}$ and $p_{r}$ be the leftmost and rightmost points of $P$. We note that we do not have previous knowledge of the points $p_{\ell}$ and $p_{r}$ but we later describe how to infer information about these points from $D_{\varepsilon}$. The regions serve as an abstraction that allows us to divide the problem into subproblems. If the balls $\mathcal{B}_{\varepsilon}\left(p_{\ell}\right)$ and $\mathcal{B}_{\varepsilon}\left(p_{r}\right)$ intersect, we call the interval $\left[p_{r}-\varepsilon, p_{\ell}+\varepsilon\right]$ the middle uncertainty region (colored white in Figure 5(a) and (c)). Segments of type (2) must be embedded in this region. The intervals of $\mathbb{R}^{1}$ contained in a single disk are called left and right certainty regions, respectively $\left[p_{\ell}-\varepsilon, p_{r}-\varepsilon\right]$ and $\left[p_{\ell}+\varepsilon, p_{r}+\varepsilon\right]$ (colored green or pink in Figure 5(a) and in the bottom curve in (c)). If $\mathcal{B}_{\varepsilon}\left(p_{\ell}\right)$ and $\mathcal{B}_{\varepsilon}\left(p_{r}\right)$ do not intersect, then we call the interval $\left[p_{\ell}-\varepsilon, p_{r}+\varepsilon\right]$ the middle certainty region (colored green in the top curve of Figure 5(c)). The segments of type (3) must be embedded in these regions. In both cases, we call the intervals $\left(-\infty, p_{\ell}-\varepsilon\right]$ and $\left[p_{r}+\varepsilon, \infty\right)$ the left and right uncertainty regions (colored gray in Figure 5. Note that the figure only shows a closeup view and the only visible portion of a right uncertainty region is shown for the bottom curve in (c)). The segments of type (1) must be embedded in these regions.

- Lemma 10. Given $D_{\varepsilon}$, in $O(n m)$ time we can partition the segments of $Q$ into the three types and assign each segment to a region.

Proof. The orthogonal projection of the components can be computed by a traversal of the free space's boundary. Thus, we can compute the subdivision vertices in $O(n m)$ time. The types of all segments can be inferred from $D_{\varepsilon}$ in $O(n m)$ time. We can compute $G$ in $O(n m)$ time. If there are two non-singleton components, we arbitrarily fix the orientation of one segment and use Lemma 3.1 in [3] to decide the relative placement for their respective segments. Note that the type of the segments adjacent to a segment in a certainty region determines which of the components is the left and which is the right certainty region: the left certainty region is adjacent to segments of type (2) on its right boundary.

We can use Lemma 3.1 in [3] to determine the relative embedding of $P$ and $Q$ in certainty regions. It remains to determine whether the subcurves in uncertainty regions can be embedded. We use a dynamic program (DP) to solve the problem in each uncertainty region separately. We further divide the problem into two cases depending on whether we know the relative position of the boundaries of the respective region. The input of each DP is a maximal subcurve of $P$ (resp., $Q$ ) in an uncertainty region. The DP computes the possible placements of the subcurve for a set of boundary constraints. We later describe how to combine the output of all the DPs into a single solution.

Fixed boundary subproblem. If one of the curves does not have edges of type (2), by Lemma 3.1 in [3] we know the size of the uncertainty regions. We define DP problems for each maximal subcurve in an uncertainty region whose value is true iff it is possible to
realize the subcurve in the region. We define subproblems based on a suffix of the subcurve and the coordinate of the first point of the suffix (details are left to a full version of this paper). The recursive definition tries embedding the next edge oriented towards the right or left, thus each subproblem depends on only two subproblems. The number of subproblems depends on the number of segments in the subcurve and the size of the uncertainty region.

- Lemma 11. One can compute each fixed boundary subproblem defined by a subcurve $Q^{\prime}$ with $n^{\prime}$ segments, each with an integer length of at most $W$, and an integer interval $[0, r]$, in $O\left(n^{\prime} \cdot \min \left(r, n^{\prime} W\right)\right)$ time.

Proof. Since $k \in\left\{1, \ldots, n^{\prime}\right\}$ and $s \in\{0, \ldots, r\}$ there are at most $O\left(n^{\prime} r\right)$ subproblems. We can also upper-bound $s$ by $n^{\prime} W$ since this is the maximum length of the image of $Q^{\prime}$ (which is necessary in the case when $r=\infty)$. Each subproblem can be computed in $O(1)$ time. Thus the total runtime is $O\left(n^{\prime} \cdot \min \left(r, n^{\prime} W\right)\right)$.

Variable boundary subproblem. When both curves have segments of type (2), the size of the middle uncertainty region of one curve depends on the size of the middle uncertainty region of the other. We similarly define a DP problem for each maximal subcurve in an uncertainty region. However, each subproblem is also defined by a suffix of the subcurve, the coordinate of the first point, and, additionally, the size of the uncertainty region. In this case, the size of the uncertainty region is upper-bounded by $2 \varepsilon$.

- Lemma 12. For variable boundary subproblems, in $O\left(\max (n, m) \cdot \varepsilon^{2}\right)$ time, one can compute all DP tables and, if there exist $P$ and $Q$ in $\mathbb{R}^{1}$ that realize $D_{\varepsilon}$, find $r_{P}$ and $r_{Q}$ that are compatible with a solution to all subproblems, where $r_{P}$ and $r_{Q}$ denote the sizes of the middle uncertainty regions of $P$ and $Q$ respectively.

Proof. There are $O(m+n)$ DP tables since this is the upper bound on the number of maximal subcurves in the middle uncertainty regions. Each table has $O\left(n^{\prime} \cdot \varepsilon^{2}\right)$ subproblems, each can be computed in $O(1)$ time, where $n^{\prime}$ is the size of the maximal subcurve. Thus, it takes $O\left(\max (n, m) \cdot \varepsilon^{2}\right)$ to compute all DP tables. For each table, we can keep track in a separate data structure what values of $\alpha$ have an entry $R(i, ., \alpha)=$ true. Then, given values for $r_{P}$ and $r_{Q}$, we can check whether there exist a compatible solution in each table in $O(1)$ time per table. Thus, we can try all possible $r_{P}, r_{Q} \in\{1, \ldots, 2 \varepsilon\}$ searching for values compatible with a solution for each DP problem. Then, searching for a set of compatible solutions takes $O\left(\max (n, m) \cdot \varepsilon^{2}\right)$ time.

- Theorem 13. Given an $m \times n$ free space diagram $D_{\varepsilon}$, where $n \geq m$, every cell has integer dimensions of at most $W$, and $\varepsilon$ is an integer, we can produce two curves in $\mathbb{R}^{1}$ that realize $D_{\varepsilon}$ or answer false if no such curves exist in time $O\left(\max \left(n \varepsilon^{2}, n^{2} W\right)\right)$.


## $5 \quad \exists \mathbb{R}$-Completeness for Discrete Curves in $\mathbb{R}^{2}$

We now turn to the discrete Fréchet distance, and prove that realizability by curves in $\mathbb{R}^{\geq 2}$ for a given free space matrix is also $\exists \mathbb{R}$-complete. We reduce from $d$-Stretchability, which asks whether there exists an arrangement of hyperplanes in $\mathbb{R} \geq 2$ that realizes a combinatorial description. The formal description follows in the next paragraph. We use the machinery developed by Kang and Müller [29] to show that recognizing a $d$-sphere graph (generalization of unit disk graphs in $\mathbb{R}^{d}$ ) is $\exists \mathbb{R}$-hard for $d \geq 2$. (Although only NP-hardness is claimed in [29], their proof also extends to $\exists \mathbb{R}$-hardness as noted in their conclusion.) Recall that we explain in Section 1 that, though they are similar, our problem differs from $d$-sphericity.

An instance of $d$-Stretchability is given by a set $S \subseteq\{-,+\}^{n}$ of size $1+\binom{n+1}{2}$. An arrangement of $n$ hyperplanes divides $\mathbb{R}^{d}$ into $1+\binom{n+1}{2}$ cells. Each vector in $S$ corresponds to a cell in a potential arrangement. We denote by $\mathbf{v}_{j} \in S$ the $j$ th vector in $S$ and by $\mathbf{v}_{j}[i]$ its $i$ th coordinate. Then $\mathbf{v}_{j}[i]=-$ (resp., $\mathbf{v}_{j}[i]=+$ ) if the corresponding cell is below (resp., above) the $i$ th hyperplane. Note that $(-, \ldots,-)$ and $(+, \ldots,+)$ must be in $S$, and so we assume they are respectively $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. The problem asks whether $S$ is the combinatorial description of an arrangement of $n$ hyperplanes.

Reduction. Given an instance $S$ of $d$-Stretchability of $n$ hyperplanes we construct a $2 n \times|S|$ free space matrix $M_{\varepsilon}$ as follows. We partition $P$ (whose vertices correspond to rows of $M_{\varepsilon}$ ) into two subcurves $P^{+}=\left(a_{1}, \ldots, a_{n}\right)$ and $P^{-}=\left(b_{1}, \ldots, b_{n}\right)$. Informally, $a_{i}$ (resp., $b_{i}$ ) will be a point in the upper (resp., lower) halfspace of a hyperplane $\ell_{i}$ in the arrangement. Each column $j$ of $M_{\varepsilon}$ (i.e., vertex of $Q$ ) represents a vector in $\mathbf{v}_{j} \in S$, that is, $M_{\varepsilon}[i][j]=0$ and $M_{\varepsilon}[n+i][j]=1$ (resp., $M_{\varepsilon}[i][j]=1$ and $M_{\varepsilon}[n+i][j]=0$ ) if $\mathbf{v}_{j}[i]=-\left(\right.$ resp., $\mathbf{v}_{j}[i]=+$ ).

- Theorem 14. Given a free space matrix $M_{\varepsilon}$, it is $\exists \mathbb{R}$-complete to decide whether there exists a pair of curves $P$ and $Q$ in $\mathbb{R}^{\geq 2}$ that realizes $M_{\varepsilon}$.

Proof. Containment in $\exists \mathbb{R}$ can be proven by a straightforward reduction to $\exists \mathbb{R}$ similar to the proof of Lemma 17. We now focus on the reduction defined above. It is clear that it runs in polynomial time. Assume that there exists a pair of curves $P$ and $Q$ that realizes $M_{\varepsilon}$. Refer to Figure 6(a). We use the labels of point of $P$ defined in the reduction and assume $Q=\left(q_{1}, \ldots, q_{|S|}\right)$. Recall that, informally, points $q_{1}$ and $q_{2}$ represent vectors $\mathbf{v}_{1}=(-, \ldots,-)$ and $\mathbf{v}_{2}=(+, \ldots,+)$, respectively. Rotate the solution in order to make the vector $\overrightarrow{q_{1} q_{2}}$ vertical and pointing upwards. We build a hyperplane arrangement as follows. For each $i \in[n]$, create a hyperplane $\ell_{i}$ bisecting the segment $a_{i} b_{i}$. Now, we argue that $q_{j}, j \in\{1, \ldots,|S|\}$ is in a cell in the produced arrangement with description $\mathbf{v}_{j}$. Let $C_{1}$ and $C_{2}$ be the cells in the arrangements of circles of radius $\varepsilon$ containing $q_{1}$ and $q_{2}$, respectively. By definition, if $\mathbf{v}_{j}[i]=+$, then $q_{j}$ must be within $\varepsilon$ distance from $a_{i}$ and farther than $\varepsilon$ from $b_{i}$, that is $q_{j} \in \mathcal{B}_{\varepsilon}\left(a_{i}\right) \backslash \mathcal{B}_{\varepsilon}\left(b_{i}\right)$. Thus, $C_{1}=\left(\bigcap_{i=1}^{n} \mathcal{B}_{\varepsilon}\left(b_{i}\right) \backslash \bigcup_{i=1}^{n} \mathcal{B}_{\varepsilon}\left(a_{i}\right)\right)$ and $C_{2}=\left(\bigcap_{i=1}^{n} \mathcal{B}_{\varepsilon}\left(a_{i}\right) \backslash \bigcup_{i=1}^{n} \mathcal{B}_{\varepsilon}\left(b_{i}\right)\right)$. Note that every hyperplane $\ell_{i}$ must separate $C_{1}$ and $C_{2}$ by definition. Thus every $\ell_{i}$ intersects the line segment $\overline{q_{1} q_{2}}$. We focus on a specific hyperplane $\ell_{i}$. Without loss of generality assume $\mathbf{v}_{j}[i]=+$. Then, $\mathcal{B}_{\varepsilon}\left(a_{i}\right) \backslash \mathcal{B}_{\varepsilon}\left(b_{i}\right)$ is above $\ell_{i}$ and so is $q_{j}$. Therefore, the produced hyperplane arrangement realizes $S$.

Now assume that there exists a hyperplane arrangement realizing $S$. Refer to Figure 6(b). For each cell in the arrangement described by $\mathbf{v}_{j}$, choose a point $q_{j}$ in the interior of the cell. As before, every hyperplane intersects the line segment $\overline{q_{1} q_{2}}$, since $q_{1}$ is below all the hyperplanes and $q_{2}$ is above. Let $t_{i}$ be the intersection of $\ell_{i}$ and $\overline{q_{1} q_{2}}$. Define the balls $\mathcal{B}_{r}\left(w_{i, r}^{+}\right)$and $\mathcal{B}_{r}\left(w_{i, r}^{-}\right)$respectively above and below $\ell_{i}$, tangent to $\ell_{i}$ at $t_{i}$. Note that $\mathcal{B}_{r}\left(w_{i, r}^{+}\right)$ (resp., $\left.\mathcal{B}_{r}\left(w_{i, r}^{-}\right)\right)$equals the upper (resp., lower) halfspace of $\ell_{i}$ when $r \rightarrow \infty$. Thus, for sufficiently large $r, \mathcal{B}_{r}\left(w_{i, r}^{+}\right)$contains all points $q_{j}$ above $\ell_{i}$ and $\mathcal{B}_{r}\left(w_{i, r}^{-}\right)$contains all points $q_{j}$ below $\ell_{i}$. Let $r^{*}$ be a sufficiently large $r$ such that the previous statement is true for all $i \in[n]$. Scale the entire construction to make $r^{*}=\varepsilon$. Then, we can construct $P$ by making $a_{i}=w_{i, \varepsilon}^{+}$and $b_{i}=w_{i, \varepsilon}^{-}$. Now, each $q_{j}$ is contained in the appropriate cell of the arrangement of circles of radius $\varepsilon$ centered at points of $P$. Thus, the constructed $P$ and $Q$ realize $M_{\varepsilon}$.


Figure 6 Reduction from $S=\{(-,-,-),(+,+,+),(-,-,+),(-,+,+),(-,+,-),(+,+-)$, $(+,-,-)\}$. (a) Transforming a solution to $M_{\varepsilon}$ into a line arrangement that realizes $S$. (b) Transforming a solution to $S$ into curves $P$ and $Q$ that realize $M_{\varepsilon}$. Here squares represent points of $P$ and circles represent points of $Q$.

## 6 A Polynomial Time Algorithm for Discrete Curves in $\mathbb{R}^{1}$

We now turn to realizability for discrete curves in $\mathbb{R}^{1}$ and show that this can be decided in polynomial time. We lend our main idea from the unit-interval graph recognition (UIGR) in [21]: given an abstract graph $G$ whose nodes are intervals and two intervals intersect iff there is an edge between the two corresponding nodes in $G$, the goal is to find a placement of intervals in the real line such that the intersections induced by them fulfill $G$. See Figure 7 for an example. In free space realizability, we derive a unit interval graph $G$ from the free space matrix $M_{\varepsilon}$. We then adapt the idea in [21] to handle the realizability in our case.

First, we borrow some notations from [21]. For a vertex $v \in G$ the neighboring vertices of $v$ is denoted by $N(v)$. We also define $N[v]=N(v) \cup\{v\}$. Two vertices $u$ and $v$ are indistinguishable if $N[u]=N[v]$. In order to recognize a unit-interval graph, Corneil et al. [21] propose a linear-time algorithm: (i) find the left anchor in $G$ (the left-most interval in


Figure 7 An abstract graph of intervals and its recognition in $\mathbb{R}^{1}$.
the recognition), (2) perform a BFS search starting at the left anchor to get a partial order of the intervals, meaning that some groups of intervals are ordered properly, but still intervals belonging to each group need to be re-ordered, and (3) refine the partial order, i.e., the intervals within in each group, to get the global order. If the global order exists, return "YES", and "NO", otherwise. To handle (1), they perform a BFS from an arbitrary node in $G$. Find a vertex $z$ at the last level $L_{t}$ of the BFS search such that $\operatorname{deg}(z)=\min \left\{\operatorname{deg}(w): w \in L_{t}\right\}$. In (2), they locally order the vertices in $G$ based upon the level in which they are encountered along the BFS search from $z$. Finally in (3), in each level $L_{k}$ obtained in (2) they sort each vertex $v \in L_{k}$ in an increasing order of $D(v)=|\operatorname{Next}(N(v))|-|\operatorname{Prev}(N(v))|$. Here, Next $(v)$ is the set of adjacent vertices to $v$ in $L_{k+1}$ and $\operatorname{Prev}(v)$ is the set of adjacent vertices to $v$ in $L_{k-1}$. Next, for each vertex $v$ in $G$, they compute $\alpha(v)=\min \{\operatorname{order}(u): u \in N[v]\}$ and $\omega(v)=\max \{\operatorname{order}(u): u \in N[v]\}$, where $\operatorname{order}(u)$ is the order in which $u$ is encountered on the line. In the end, if there exists a $v$ for which $\alpha(v) \neq \omega(v)$, "NO" is returned, and "YES" is returned, otherwise. We modify Step (3) to handle our case.

The problem of realizing $M_{\varepsilon}$ is more restrictive than UIGR as follows. Let $\varepsilon=1 / 2$. Similar to the $\mathbb{R}^{2}$ case, we can see the realization of $Q=\left(q_{1}, \ldots, q_{n}\right)$ as an arrangement of intervals $\mathcal{B}_{\varepsilon}\left(q_{j}\right)$ partitioning $\mathbb{R}^{1}$. Each row $i$ of $M_{\varepsilon}$ describes a "cell" in the arrangement (which is an interval in $\mathbb{R}^{1}$ ) where we place a point $p_{i}$ of $P$. Thus, $M_{\varepsilon}$ requires a unit interval realization of $P$ with not only prescribed adjacencies in $G$ but prescribed cells. Our goal is to take the partial order that we get from (2), and refine it to be closer to a global order using information from $M_{\varepsilon}$. In the following, we refer to vertices of $G$ and the interval they refer to interchangeably, and we call the maximal set of vertices that are pairwise indistinguishable an equivalence class. See Appendix B for a full algorithmic description.
DiscreteRealizabilityAlgo $\left(M_{\varepsilon}\right)$ : (1) Construct the unit-interval graph $G$ from $M_{\varepsilon}$. (2) Choose a left anchor $v_{0}$ by running a BFS search on $G$. (3) Perform a BFS on $G$ starting at $v_{0}$ to obtain a partial order of the intervals. (4) Refine the partial order by sorting the intervals at each level of the BFS under the criterion of $D(v)=|\operatorname{Next}(N(v))|-|\operatorname{Prev}(N(v))|$. (5) Refine the partial order $D$ to an order $D^{\prime}$ : For each row of $M_{\varepsilon}$, place intervals of entry 1 in the equivalence class $C$ towards those intervals that don't belong to $C$ whose entries are 1 and orders are different than intervals in $C$. (6) Extend the partial order defined by the BFS levels and $D^{\prime}$ to a global order breaking ties arbitrarily. (7) Verify whether the produced arrangement is compatible with $M_{\varepsilon}$ or not.

- Lemma 15. The algorithm returns "YES" if and only if $M_{\varepsilon}$ is realizable.

Proof. By Step (7), it is clear that when the algorithm returns "YES" the instance $M_{\varepsilon}$ is realizable. If the algorithm returns "NO", we show that there are no $P$ and $Q$ realizing $M_{\varepsilon}$. Note that the constraints in the ordering obtained from Steps (1-4) are the same as for UIGR. Thus, we must show that if $G$ is not a unit interval graph, then $M_{\varepsilon}$ is not realizable. We show the constrapositive: if $M_{\varepsilon}$ is realizable, then $G$ is a unit interval graph. As discussed before, the realization of $Q$ implies the realization of a unit interval graph $G^{*}$ whose intervals
are $\mathcal{B}_{\varepsilon}\left(q_{j}\right)$, for $\varepsilon=1 / 2$. It is clear that $G^{*}$ is a supergraph of $G$ since the required cells in the interval arrangement exist containing points of $P$. Let $q_{i} q_{j}$ be an edge that exists in $G^{*}$ and not in $G$ such that $q_{i}$ is to the left of $q_{j}$ and with shortest interval $\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$. Since $q_{i} q_{j}$ is not in $G, \mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$ contain no points of $P$ and all the cells in this interval are not necessary. By the assumption that $\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$ is shortest, there is no point $q_{k}$ of $Q$ to the right of $q_{j}$ whose interval $\mathcal{B}_{\varepsilon}\left(q_{k}\right)$ intersects $\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$. Let $S$ be the set of points including $q_{j}$ and all points $q_{k}$ of $Q$ to the right of $q_{j}$ whose interval $\mathcal{B}_{\varepsilon}\left(q_{k}\right)$ does not intersect $\mathcal{B}_{\varepsilon}\left(q_{j}\right)$. Move all points in $S$ until the intersection $\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$ disappears. By construction, ass cells previously in $\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)$ disappear. We show that no other cell does, and thus the modified $Q$ is still a solution for $M_{\varepsilon}$. A cell to the left of $q_{j}-\varepsilon$ is not affected since we only move points to the left of $q_{j}$. A cell to the right of $q_{j}+\varepsilon$ would disappear if $\mathcal{B}_{\varepsilon}\left(q_{j}\right)$ starts to intersect with an interval that it didn't before. This does not happen since $S$ contains all such intervals. A cell in $\mathcal{B}_{\varepsilon}\left(q_{j}\right) \backslash \mathcal{B}_{\varepsilon}\left(q_{i}\right)$ would disappear if an interval defined by $q_{k} \in S \backslash\left\{q_{j}\right\}$ stopped intersecting another interval. Recall that there are no intervals whose right endpoint are between $q_{j}+\varepsilon$ and $q_{j}+\varepsilon+\left|\mathcal{B}_{\varepsilon}\left(q_{i}\right) \cap \mathcal{B}_{\varepsilon}\left(q_{j}\right)\right|$ by the "shortest" assumption. Then, such cells do not exist. Thus, we produced a solution to $M_{\varepsilon}$ whose interval intersection graph has fewer edges than $G^{*}$. Applying this argument successively we conclude that there exist a solution whose intersection graph is $G$.

We now show that Step (5) is necessary. Suppose there are four intervals $\{a, b, c, d\}$ in row $r, I_{r}=\{a, c\}, C=\{b, c, d\}$, and $C^{\prime}=\{c\}$. Also by assumption $a<_{D} b={ }_{D} c={ }_{D} d$. For the sake of contradiction, suppose that there exists a positive solution that does not place the interval $c$ before $C \backslash C^{\prime}=\{b, d\}$ and after $I_{r} \backslash C=\{a\}$. Placing $c$ before $a$ implies that $c<_{D} a$ which is a contradiction. Placing $c$ after $b$ implies that the intersection $\mathcal{B}_{\varepsilon}(a) \cap \mathcal{B}_{\varepsilon}(c)$ is contained in $\mathcal{B}_{\varepsilon}(b)$. This means that the cell required by $I_{r}=\{a, c\}$ does not exist, which is again a contradiction.

Finally, we analyse Steps (6-7). The only worry is that there might exist two extensions of the partial order produced in Step (5) such that one is a positive solution and the other isn't. Let $q_{i}$ and $q_{j}$ be two incomparable vertices in the partial order. Since Step (5) refines equivalence classes, $q_{i}$ and $q_{j}$ are also in the same equivalence class $C$. Then, there exist no row containing an interval not in $C$ whose entries relative to $q_{i}$ and $q_{j}$ are different. If there is a row containing only a proper subset of $C$, the arrangement must contain a cell in which the proper subset of $C$ intersect and that does not intersect any other interval. Since intervals in $C$ intersect the same intervals by definition, including intervals that must be to the left and to the right of intervals in $C$ (note that we add $v_{0}$ and $v_{f}$ so that every equivalence class has a predecessor and successor), this cell cannot exist. Then Step (7) returns "NO". Else, the columns relative to $q_{i}$ and $q_{j}$ are identical and interchangeable.

The construction of $G$ takes $O\left(k^{2} n\right)$ time where $k \leq m$ is the maximum number of entries filled with 1 over all rows in $M_{\varepsilon}$, since $G$ might contain $n$ cliques of size $k$. The other steps can be implemented in linear time. The full algorithm description is given in Appendix B.

- Theorem 16. Given an $n \times m$ free space matrix $M_{\varepsilon}$, we can decide whether there exist curves $P$ and $Q$ in $\mathbb{R}^{1}$ that realize $M_{\varepsilon}$ in $O\left(n m+k^{2} n\right)$ time, where $m \leq n$.

Proof. Correctness is given by Lemma 15. First note that the size of $V$ derived from $M_{\varepsilon}$ is $|V|=m$, and $|E|=O\left(m^{2}\right)$ due to the size of the adjacency matrix we use in Step (1), however, we need $O\left(k^{2} n\right)$ time to add all edges in $G$ due to the size of the clique induced by the intervals with entry 1 in each row. The size of each clique is at most $k^{2}$. Thus $|E|=\min \left(m^{2}, k^{2} n\right)$. Steps $(2-3)$ takes $O(|V|+|E|)=O\left(m+\min \left(m^{2}, k^{2} n\right)\right)$ for performing the BFS on $G$. Step (4) takes $O(|V|)=O(m)$ time using a counting sort per level of the

BFS. Step (5) takes $O(m n)$ time by processing each row of $M_{\varepsilon}$ and partitioning the relevant intervals into their equivalence classes in $O(m)$ time. Step (6) takes $O(m)$ time. In step (7), the real line can be partitioned into $2 m=O(m)$ cells. Verifying that all $n$ points of $P$ fall into the induced cell takes $O(n m)$ time. Thus, the algorithm's total runtime is $O\left(m n+k^{2} n\right)$.
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## A Omitted Proofs and Details from Section 3

- Lemma 17. The problem of finding curves $P$ and $Q$ in $\mathbb{R}^{2}$ that realize an input diagram $D_{\varepsilon}$ is in $\exists \mathbb{R}$.

Proof. We reduce the problem to a system of real polynomial inequalities. The coordinate of vertices of $P$ and $Q$ are the variables. Each cell represents a constraint: The proof of Lemma 3.1 [3] gives a quadratic equation relating the endpoints of the corresponding segments.

Completely full cells require each segment to lie in the intersection of the $\varepsilon$-neighborhood of the other segment's endpoints. Completely empty cells require that each segment lies outside of the other segment's $\varepsilon$-neighborhood. All constraints can be expressed with a constant number of quadratic inequalities.

Reduction description. Here, we detail the overview shown in Section 3. Refer to Figure 2. Note that every edge in $Q$ corresponds to an edge of $T$. Every edge of $T$ has two correspondents on $Q$. Every edge in $P$ either corresponds to an edge of $T$ or is part of an angle gadget. A free space cell is empty unless it corresponds to a pair of edges of $P$ and $Q$ that (i) correspond to the same edge, (ii) correspond to adjacent edges and their shared vertex is rigid, (iii) one is part of an angle gadget and the other corresponds to one of the edges in the angle represented by the gadget, or (iv) correspond to a pair of edges in $T$ that were the result of a subdivision of an edge of $G$. In case (i), the corresponding cell has a $\pm 45^{\circ}$ slab of width $\sqrt{2}$ depending on the direction of the traversal of the edge. In case (ii), if the rigid acute angle between the corresponding edges of $G$ is $90^{\circ}$, the corresponding cell has a quarter of a unit disk centered at the corner that corresponds to the rigid vertex. Else, the rigid angle is $180^{\circ}$ the corresponding cell has a right isosceles triangle with two edges of length 1 and whose vertex incident to the right angle is at the corner of the cell that corresponds to the rigid vertex. In case (iii), as explained in the description of the angle gadget, the cells corresponding to long edges are empty. The cells between a short edge of $P$ and an edge of $Q$ incident to the angle will contain half of a unit disk so that the distance between the half-disk and the corner of the cell that correspond to the nonrigid vertex is 1. Finally, case (iv) is the same as case (ii) with a rigid angle of $180^{\circ}$.

- Lemma 18. Given a realization of $P$ and $Q$, the subcurves that correspond to a rigid subgraph $H$ exactly cover a rigid transformation of $H$.

Proof. By construction, every pair of edges from $P$ and $Q$ that either correspond to the same edge of $T$, or to two adjacent edges of $T$ that in turn correspond to edges in the same rigid subgraph $H$, define a partially full cell. Then, the claim follows by Lemma 1.

## B Omitted Details from Section 6

The full description of realizability of discrete curves in $\mathbb{R}^{1}$ is presented below:
DiscreteRealizabilityAlgo $\left(M_{\varepsilon}\right)$ :
Step (1): Construct an abstract unit-interval graph $G$ from $M_{\varepsilon}$ whose rows are vertices in $P$ and columns are vertices in $Q$ : The vertex set of $G$ represents the columns of $M_{\varepsilon}$, i.e., the interval of length $2 \varepsilon$ centered at a point $q \in Q$. For every row $(p \in P)$, the edge set of $G$ is defined by including a clique between the columns (vertices in $Q$ ) that are filled with 1 in that row. We store the edges of $G$ in an adjacency matrix. In the following we assume $G$ connected, or else, we treat each component separately.

Step (2): Choose a left anchor as follows. As in [21], we get a set of candidates for left anchor by running a BFS search on $G$ from an arbitrary vertex. The set contains the vertices with minimum degree in the deepest level of the BFS. The set of candidates must be in at most two equivalence classes, or else $G$ is not an interval graph. We augment $G$ by adding a new vertex $v_{0}$ connected to each vertex in one of the equivalence classes of candidates. We choose $v_{0}$ as a left anchor.

Step (3): Perform a BFS on $G$ starting at $v_{0}$ to obtain a partial order of the vertices.

Step (4): Refine the partial order to get the global order by sorting the intervals at each level of the BFS under the criterion of $|\operatorname{Next}(N(v))|-|\operatorname{Prev}(N(v))|$. We denote the current partial order as $D$ and use $<_{D},>_{D}$ and $=_{D}$ to denote whether intervals appear in order, in reverse order, or are incomparable in $D$, respectively. By Theorem 2.2 in [21], a pair of vertices $u$ and $v$ with $u={ }_{D} v$ are indistinguishable. Thus a set of pairwise incomparable vertices in this partial order forms an equivalence class. Add a vertex $v_{f}$ to the end of the order, connecting it to all vertices in the last equivalence class.

Step (5): Further refine the partial order as follows. We refer to such refinement as $D^{\prime}$. For each row $r$ in $M_{\varepsilon}$, let $I_{r}$ be the set of intervals with entry 1 in $r$, and let $C^{\prime}=C \cap I_{r} \neq \emptyset$ where $C$ is an equivalence class. If there are $i \in I_{r} \backslash C$ and $c^{\prime} \in C^{\prime}$ where $i<_{D} c^{\prime}$ (resp., $i>_{D} c^{\prime}$ ), make $c^{\prime}<_{D^{\prime}} c\left(\right.$ resp., $c^{\prime}>_{D^{\prime}} c$ ) for all $c \in C \backslash C^{\prime}$.

Step (6): Extend the partial order defined by the BFS levels and $D^{\prime}$ to a global order breaking ties arbitrarily. Obtain the arrangement of unit intervals based on the global order and $G$. This can be done as in Theorem 3.2 in [21].

Step (7): Verify whether the produced arrangement is compatible with $M_{\varepsilon}$. Each row $r$ specifies the existence of a cell where exactly the intervals with entry 1 intersect. If a cell specified by a row does not exist in the arrangement, return "NO". Otherwise, return "YES".

# $k$-Universality of Regular Languages 

Duncan Adamson $\square$ (당<br>Leverhulme Centre for Functional Material Design, University of Liverpool, UK<br>Pamela Fleischmann $\square$ (<br>Department of Computer Science, Kiel University, Germany<br>Annika Huch<br>Department of Computer Science, Kiel University, Germany<br>Tore Koß $\square$ (다<br>Department of Computer Science, University of Göttingen, Germany<br>Florin Manea $\square$ (<br>Department of Computer Science, University of Göttingen, Germany<br>Dirk Nowotka $\square$ (1)<br>Department of Computer Science, Kiel University, Germany


#### Abstract

A subsequence of a word $w$ is a word $u$ such that $u=w\left[i_{1}\right] w\left[i_{2}\right] \ldots w\left[i_{k}\right]$, for some set of indices $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq|w|$. A word $w$ is $k$-subsequence universal over an alphabet $\Sigma$ if every word in $\Sigma^{k}$ appears in $w$ as a subsequence. In this paper, we study the intersection between the set of $k$-subsequence universal words over some alphabet $\Sigma$ and regular languages over $\Sigma$. We call a regular language $L k$ - $\exists$-subsequence universal if there exists a $k$-subsequence universal word in $L$, and $k$ - $\forall$-subsequence universal if every word of $L$ is $k$-subsequence universal. We give algorithms solving the problems of deciding if a given regular language, represented by a finite automaton recognising it, is $k$ - $\exists$-subsequence universal and, respectively, if it is $k$ - $\forall$-subsequence universal, for a given $k$. The algorithms are FPT w.r.t. the size of the input alphabet, and their run-time does not depend on $k$; they run in polynomial time in the number $n$ of states of the input automaton when the size of the input alphabet is $O(\log n)$. Moreover, we show that the problem of deciding if a given regular language is $k-\exists$-subsequence universal is NP-complete, when the language is over a large alphabet. Further, we provide algorithms for counting the number of $k$-subsequence universal words (paths) accepted by a given deterministic (respectively, nondeterministic) finite automaton, and ranking an input word (path) within the set of $k$-subsequence universal words accepted by a given finite automaton.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Formal languages and automata theory
Keywords and phrases String Algorithms, Regular Languages, Finite Automata, Subsequences
Digital Object Identifier 10.4230/LIPIcs.ISAAC.2023.4
Related Version Full Version: http://arxiv.org/abs/2311.10658
Funding Duncan Adamson: Leverhulme Trust via the Leverhulme Research Centre for Functional Material Design
Tore Koß: partly supported by the German Research Foundation (DFG), via the project number 389613931 (research grant)
Florin Manea: partly supported by the German Research Foundation (DFG), via the project number 466789228 (Heisenberg grant)

## 1 Introduction

Words and subsequences are two fundamental combinatorial objects. Informally, a subsequence of a word $w$ is a word $u$ that can be obtained by deleting some of $w$ 's letters while preserving the order of the rest. For instance, taunt and salty are sub-
sequences of automatauniversality, while trauma is not since these letters do not occur in the correct order. Subsequences are a heavily studied object within computer science $[6,9,13,22,31,35,38,40,45,49,50,51]$ and beyond, with applications in a wide number of fields including bioinformatics [23, 47], database theory [5, 17, 32, 33], and modelling concurrency [46]. A survey of combinatorial pattern matching algorithms for subsequences has been provided by Kosche et al. [36], highlighting a series of recent results for problems on finding subsequences in words as well as their applications and connections to other areas of computer science, to which we refer the reader for further details and references.

This paper considers $k$-subsequence universal words. A word $w$ is $k$-subsequence universal over an alphabet $\Sigma=\{1, \ldots, \sigma\}$ if $w$ contains every word of length $k$ over $\Sigma$ as a subsequence. These words were first defined by Karandikar and Schnoebelen [28, 44] as $k$-rich words, however more recent work has used the term $k$-subsequence (or scattered factor) universality $[2,4,6,9,12,14,35,45]$, which we use here. The study of these words follows from the seminal work by Simon [48] where a congruence - nowadays known as Simon's congruence is introduced. Two words $w, v$ are $k$-congruent, denoted $w \sim_{k} v$, if $w$ and $v$ share the same set of subsequences up to length $k$. As such, $k$-subsequence universal words are those which are $k$-congruent to the word $(1 \cdots \sigma)^{k}$.

Simon's congruence relation is well studied $[11,13,14,49,50,51]$, with recent asymptotically optimal algorithms for testing if two words are $k$-congruent [6] and for computing the largest $k$ for which two words are $k$-congruent [18], as well as for pattern matching under Simon's congruence [31]. Indeed, besides the usage of $k$-subsequence universal words in [28, 44] in a context related to the study of the height of piecewise testable languages and the logic of subsequence, the idea of universality itself is quite important in formal languages, automata theory, but also in combinatorics. In this context, the universality problem [25] is whether a given language $L$ (over an alphabet $\Sigma$, given as an automaton) is equal to $\Sigma^{*}$. This problem for various classes of languages and language accepting/generating formalisms is studied in, e.g., $[41,37,19]$ and the references therein. The universality problem was considered for contiguous factors (substrings) of words [39, 10] and partial words [7, 21], as well. In that context, one analyses, the (partial) words $w$ over an alphabet $\Sigma$ which have exactly one occurrence of each string of length $\ell$ over $\Sigma$ as a substring. De Bruijn sequences [10] fulfil this property and have many applications in computer science or combinatorics, see [7, 21] and the references therein. While it is a perfectly valid problem to investigate (partial) words where each substring occurs exactly once, in the case of subsequence universality this is a trivial restriction, as in each long-enough word there will be subsequences occurring more than once [6].

Coming closer to the topic of this work, we recall the works by Barker et al. [6], Day et al. [9], and Schnoebelen and Veron [45], which directly address $k$-subsequence universal words. In [6], the authors show that it is possible to determine in linear time (1) whether a word is $k$-subsequence universal and (2) the shortest $k$-subsequence universal prefix of a given word. Additionally, they show that the minimal set of factors $w_{1}, w_{2}, \ldots, w_{\ell}$ of a word $w$, such that $w_{1} w_{2} \cdots w_{\ell}$ is $k$-subsequence universal and the exponent $i$ such that $w^{i}$ is $k$-subsequence universal can be determined efficiently. Further, [9] proposes a set of algorithmic results for computing the minimum number of edit operations (insertion, deletions, substitutions) to apply to a word $w$ in order to make it $k$-subsequence universal; in general, their algorithms run in $O(|w| k)$ time, for $k \leq|w|$ (the problems are trivial, otherwise). Interestingly, the problems approached in that paper can be seen as determining the minimum number $\Delta$ such that the (finite) language containing the words found at edit distance at most $\Delta$ from $w$ contains a $k$-universal word. Finally, [45] presents an algorithm computing the largest $k$ for which a word, given in a compressed form, is $k$-universal.

Another paper which is also strongly related to our work is [29] (as well as its follow-up [30]). In this paper, the authors investigate the language of words which are $k$-congruent to $u$, for a given word $u$, called the $k$-closure of $u$. They show that this language is regular, and effectively construct a finite automaton recognising it (of size exponential in $\sigma$, the size of the input alphabet). Now, testing whether another given finite (or regular) language contains a word which is $k$-congruent to $u$ can be reduced to deciding the emptiness of the intersection between the $k$-closure of $u$ and the given language.

Our work builds on [9, 29], as well as on the works whose main object is the downward closure of languages (see [51] and the references therein), and investigates the problem of efficiently detecting $k$-subsequence universal words within regular languages. In other words, we are interested in identifying the words of a given regular language $L$ which are $k$-subsequence universal, i.e., in the $k$-closure of the target word $(1 \cdots \sigma)^{k}$. There is, however, a fundamental difference between the problems considered here and those of [29, 30]. The input of the problems studied here is a regular language $L$ and a number $k$ (given in binary representation, similarly to [9]), and we want to detect the words of $L$ which are $k$-universal, without having to explicitly write those words or the target word $(1 \cdots \sigma)^{k}$ (whose length is at least $k \sigma$, so exponential in the size of the binary representation of $k$, our input). On the other hand, in the setting of $[29,30]$ we are explicitly given a target word $w$ for which we construct the finite automaton recognising its $k$-closure; applying this approach to our setting would lead to dealing explicitly with the target word $w=(1 \cdots \sigma)^{k}$, so we would directly have an exponential blow-up both at this step and when the automaton is constructed. Hence, the problem discussed in this paper extends significantly the one of [9] by looking at the intersection between the language of $k$-subsequence universal words and arbitrary regular languages, rather than a very particular class of finite languages. Moreover, it addresses a highly-relevant particular case of the theory presented in [29, 30], by considering the class of $k$-subsequence universal words, with the interesting property that this case can be succinctly specified, and with the hope that more direct and efficient algorithms can be obtained in this setting, without having to go through the general framework.

Going more into the details of our approach, we start our investigation by defining two notions for $k$-subsequence universality of regular languages. A regular language $L$ is existence $k$-subsequence universal ( $k$ - $\exists$-subsequence universal) if there exists at least one $k$-subsequence universal word in $L$, and it is universal $k$-subsequence universal ( $k$ - $\forall$-subsequence universal) if every word of $L$ is $k$-subsequence universal. We assume that regular languages are given by finite automata which recognises them, so, canonically, we will call an automaton $k$ - $\exists$ subsequence universal (respectively, $k$ - $\forall$-subsequence universal) if the language accepted by it is $k$ - $\exists$-subsequence universal (respectively, $k$ - $\forall$-subsequence universal).

Alongside the categorisation problems (given an automaton, decide whether the language it recognises is $k-\exists$-subsequence universal or $k$ - $\forall$-subsequence universal), we consider the problems of counting and ranking the number of $\ell$-length $k$-subsequence universal words accepted by a given finite automaton $\mathcal{A}$. The counting problem asks for the total number of $\ell$-length $k$-subsequence universal words accepted by $\mathcal{A}$. The ranking problem takes a word $w$ as input and asks for the number of $k$-subsequence universal words accepted by $\mathcal{A}$ that are lexicographically smaller than $w$. Both of these problems have been heavily studied for other classes of words, including cyclic words [1, 2, 3, 16, 20, 34, 43] and Gray codes [16, 34, 42].

Our Contributions. In Section 2 we introduce the novel notions of $k$ - $\exists$-subsequence universality or $k$ - $\forall$-subsequence universality for regular languages and finite automata.

In Section 3, we give algorithms solving the problems of deciding if the language accepted
by a given finite automaton with $n$ states is $k-\exists$-subsequence universal and, respectively, if it is $k$ - $\forall$-subsequence universal, for a given $k$. These algorithms are fixed parameter tractable with respect to $\sigma$, the size of the input alphabet. If we have additionally $\sigma \in O(\log n)$, they run in polynomial time, and their run-time does not depend at all on $k$. Note that one could easily devise solutions for both these problems using the framework of [29, 30], but their complexity would have been exponential both in $\log k$ (the size of the representation of $k$ in our input) and in $\sigma$. Moreover, we show that, if no bound is placed on the size of the input alphabet, the problem of deciding if a given regular language is $k-\exists$-subsequence universal is NP-complete. The NP-hardness of this problem follows from [29]; it is worth noting that, on the one hand, the problem is hard even if $k=1$, but also, on the other hand, that the hardness proof is indeed based on the fact that the input alphabet is large (equal to the number of states in the input automaton). Showing that this problem is in NP, as well as our algorithms, requires a series of combinatorial insights on the structure of $k$-universal words accepted by finite automata.

Further, in Section 4, building on the aforementioned understanding of the combinatorial properties of $k$-universal words accepted by finite automata, we provide algorithms for counting the number of $k$-subsequence universal words (respectively, paths) accepted by a given deterministic (respectively, non-deterministic) finite automaton, and ranking an input word within the set of $k$-subsequence universal words (paths) accepted by a given deterministic (respectively, non-deterministic) finite automaton. Again, this approach extends non-trivially the approach from [2], where problems related to counting and ranking subsequence universal words (unrestricted by any regular membership constraint) were approached for the first time.

## 2 Preliminaries

Let $\mathbb{N}=\{1,2, \ldots\}$ denote the natural numbers and set $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ as well as $[n]=\{1, \ldots, n\}$ and $[i, n]=\{i, i+1, \ldots, n\}$ for all $i, n \in \mathbb{N}_{0}$ with $i \leq n$.

An alphabet $\Sigma=\{1,2, \ldots, \sigma\}$ is a finite set of symbols, called letters (w.l.o.g., we can assume that the letters are integers). A word $w$ is a finite sequence of letters from a given alphabet and its length $|w|$ is the number of $w$ 's letters. For $i \in[|w|]$ let $w[i]$ denote $w$ 's $i^{\text {th }}$ letter. The set of all finite words (aka strings) over the alphabet $\Sigma$, denoted by $\Sigma^{*}$, is the free monoid generated by $\Sigma$ with concatenation as operation and the neutral element is the empty word $\varepsilon$, i.e., the word of length 0 . Let $\Sigma^{n}$ denote all words in $\Sigma^{*}$ exactly of length $n \in \mathbb{N}_{0}$ and $\Sigma^{\leq n}$ the set of all words of $\Sigma^{*}$ up to length $n \in \mathbb{N}_{0}$. Set $\operatorname{alph}(w)=\{\mathrm{a} \in \Sigma \mid \exists i \in[|w|]: w[i]=\mathrm{a}\}$ as $w^{\prime}$ 's alphabet. For $u, w \in \Sigma^{*}, u$ is called a factor of $w$, if $w=x u y$ for some words $x, y \in \Sigma^{*}$. If $x=\varepsilon$ (resp., $y=\varepsilon$ ) then $u$ is called a prefix (resp., suffix) of $w$. For $1 \leq i \leq j \leq|w|$ define the factor from $w$ 's $i^{\text {th }}$ letter to the $j^{\text {th }}$ letter by $w[i, j]=w[i] \cdots w[j]$. Futher, given a pair of indices $i<j, w[j, i]=\varepsilon$. Let $<$ be an order relation on $\Sigma$ (e.g., the natural order on integers). We extend this order relation to the lexicrographical order on $\Sigma^{*}$ in the following way: the word $u$ is lexicographically smaller than the word $w(u<w)$ iff either $u$ is a prefix of $w$ or there exists $x, y_{1}, y_{2} \in \Sigma^{*}$ and $\mathrm{a}, \mathrm{b} \in \Sigma$ with $u=x \mathrm{a} y_{1}, w=x \mathrm{~b} y_{2}$ and $\mathrm{a}<\mathrm{b}$.

As we are interested in investigating the $k$-subsequence universality of regular languages, we firstly introduce the basic concepts related to subsequences. We then present the definitions for the transformation of these notions to the domain of regular languages and finite automata.

- Definition 1. Let $w \in \Sigma^{*}$ and $n \in \mathbb{N}_{0}$. A word $u \in \Sigma^{*}$ is called subsequence of $w$ $(u \in \operatorname{SubSeq}(w))$ if there exist $v_{1}, \ldots, v_{n+1} \in \Sigma^{*}$ such that $w=v_{1} u[1] v_{2} u[2] \cdots v_{n} u[n] v_{n+1}$.

Set $\operatorname{SubSeq}_{k}(w)=\{u \in \operatorname{SubSeq}(w)| | u \mid=k\}$.

- Example 2. Subsequences of automatauniversality are auto, tomata, salty, mate, and atom while star and alien are not because their letters do not occur in the correct order.

In [6], the authors investigated words which have, for a given $k \in \mathbb{N}_{0}$, all words from $\Sigma^{k}$ as subsequence, namely $k$-subsequence universal words. Note that this notion is similar to the one of richness introduced and investigated in [27, 28]. We stick here to the notion of $k$-subsequence universality since our focus are regular languages and thus the well-known notion of the universality of automata and formal languages, i.e., $L(\mathcal{A})=\Sigma^{*}$ for a given finite automaton $\mathcal{A}$, is close to the one of subsequence universality of words.

- Definition 3. A word $w \in \Sigma^{*}$ is called $k$-subsequence universal (w.r.t. $\Sigma$ ), for $k \in \mathbb{N}_{0}$, if $\operatorname{SubSeq}_{k}(w)=\Sigma^{k}$. If the context is clear we briefly call $w$-universal. The universality-index $\iota(w)$ is the largest $k$ such that $w$ is $k$-universal.

We denote the set of $k$-universal words in a given set $\mathcal{M} \subseteq \Sigma^{*}$ by $\operatorname{Univ}_{\mathcal{M}, k}$. Thus, the set of all $k$-universal words over a given alphabet $\Sigma$ is denoted $\operatorname{Univ}_{\Sigma^{*}, k}$.

- Example 4. Consider the word $w=$ baaababb $\in\{\mathrm{a}, \mathrm{b}\}^{*}$. We have $\left|\operatorname{SubSeq}_{3}(\mathrm{baaababb})\right|=$ $\mid\{$ aaa, aab, aba, abb, baa, bab, bba, bbb $\} \mid=8=2^{3}$. Thus, baaababb $\in \operatorname{Univ}_{\{a, b\}^{*}, 3}$. Since abba $\notin \operatorname{SubSeq}_{4}($ baaababb $)$, it follows that baaababb $\notin \operatorname{Univ}_{\{a, b\}^{*}, 4}$ and $\iota($ baaababb $)=3$.

Further, we recall the arch factorisation by Hébrard [24] which factorises words uniquely.

- Definition 5. The arch factorisation of $w \in \Sigma^{*}$ is given by $w=\operatorname{ar}_{1}(w) \cdots \operatorname{ar}_{k}(w) \mathrm{r}(w)$ for $k \in \mathbb{N}_{0}$ with $\iota\left(\operatorname{ar}_{i}(w)\right)=1$ and $\operatorname{ar}_{i}(w)\left[\left|\operatorname{ar}_{i}(w)\right|\right] \notin \operatorname{alph}\left(\operatorname{ar}_{i}(w)\left[1,\left|\operatorname{ar}_{i}(w)\right|-1\right]\right)$ for all $i \in[k]$, as well as alph $(\mathrm{r}(w)) \subsetneq \Sigma$. The words $\operatorname{ar}_{i}(w)$ are the arches and $\mathrm{r}(w)$ is the rest of $w$.
- Example 6. Continuing Example 4, we have the arch factorisation $w=(\mathrm{ba}) \cdot(\mathrm{aab}) \cdot(\mathrm{ab}) \cdot \mathrm{b}$ where the parantheses denote the three arches and the rest b .

A proper subset of the $k$-universal words is given by all the words with an empty rest introduced in [12] as the set of perfect $k$-universal words.

- Definition 7. We call a word $w \in \Sigma^{*}$ perfect $k$-universal if $\iota(w)=k$ and $\mathrm{r}(w)=\varepsilon$. The set of all these words with $\operatorname{alph}(w)=\Sigma$ is denoted by $\operatorname{PUniv}_{\Sigma^{*}, k}$.
- Example 8. The word baaababb from Examples 4 and 6 is not perfect 3-universal since it has $\iota$ (baaababb $)=3$ but $\mathrm{r}(\mathrm{baaababb})=\mathrm{b} \neq \varepsilon$. To give a positive example, consider $a b c b b a c c b b a a c b \in \operatorname{PUniv}_{\{a, b, c\}^{*}, 4}$ since its arch factorisation is (abc) $\cdot(\mathrm{bbac}) \cdot(\mathrm{cbba}) \cdot(\mathrm{acb})$.
- Theorem 9 ([6]). Let $w \in \Sigma^{\geq k}$ with $\operatorname{alph}(w)=\Sigma$. Then we have $\iota(w)=k$ iff $w$ has exactly $k$ arches.

In the remainder of this section, we introduce the basic definitions we need to define the $k$-universality of regular languages. For basic notions on finite automata, we refer to [26]. A non-deterministic finite automaton (NFA) $\mathcal{A}$ is a tuple $\left(Q, \Sigma, q_{0}, \delta, F\right)$ with the finite set of states $Q$ (of cardinality $n \in \mathbb{N}$ ), an initial state $q_{0} \in Q$, the set of final states $F \subseteq Q$, an input alphabet $\Sigma$, and a transition function $\delta: Q \times \Sigma \rightarrow 2^{Q}$, where $2^{Q}$ is the powerset of $Q$. If we have $|\delta(q, a)|=1$ for all $q \in Q$, a $\in \Sigma$, then $\mathcal{A}$ is called deterministic (DFA). We call a sequence $\pi=\left(q_{0}, \mathrm{a}_{1}, q_{1}, \mathrm{a}_{2}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)$ an $\ell$-length path in $\mathcal{A}$ iff $q_{i} \in Q$ for all $i \in[0, \ell]$ and $q_{i+1} \in \delta\left(q_{i}, \mathrm{a}_{i+1}\right)$, for all $i \in[0, \ell-1]$. The word $w_{\pi}=\mathrm{a}_{1} \cdots \mathrm{a}_{\ell}$ is the word (label) associated to $\pi$. A path is simple if it does not contain the same state


Figure 1 A $2-\exists$-universal NFA $\mathcal{A}$ and a $1-\forall$-universal NFA $\mathcal{B}$.
twice. Moreover, a state $q \in Q$ is called accessible (respectively, co-accessible) in $\mathcal{A}$ if there exists a path connecting $q_{0}$ to $q$ (respectively, $q$ to a final state). A path is called accepting if $q_{\ell} \in F$ holds. Define the language of $\mathcal{A}$, i.e., the set of words accepted by $\mathcal{A}$, by $L(\mathcal{A})=\left\{w \in \Sigma^{*} \mid \exists\right.$ accepting path $\pi$ in $\left.\mathcal{A}: w=w_{\pi}\right\}$. For abbreviation, we set $\mathcal{A}_{n}=L(\mathcal{A}) \cap \Sigma^{n}$ and $\mathcal{A}_{\leq n}=L(\mathcal{A}) \cap \Sigma^{\leq n}$. Note that the class of languages accepted by NFAs is equal to the class of languages accepted by DFAs and it is equal to the class of regular languages. Moreover, for every word $w \in L(\mathcal{A})$ there exists exactly one (in the deterministic case) or a set of (in the non-deterministic case) associated path(s). For a word $w$ accepted by a finite automaton, let $\pi_{w}$ denote one accepting path labelled with $w$; in the case when there are multiple such paths, we simply choose one of them. Since we usually are interested in only one path for a word $w \in L(\mathcal{A})$, we refer to it as $\pi_{w}$.

- Definition 10. For a given NFA $\mathcal{A}$, the reverse transition function $\Delta(q, \mathrm{x})$ returns the set of states in $Q$ with a transition labelled by x to $q$, i.e, $\Delta(q, \mathrm{x})=\left\{q^{\prime} \in Q \mid \delta\left(q^{\prime}, \mathrm{x}\right)=q\right\}$.

Now, we can define the $k$-subsequence universality of a regular language $L$. Here, we distinguish whether at least one or all words of $L$ are $k$-universal w.r.t. Definition 3. Note that we always take the minimal alphabet $\Sigma$ such that $L \subseteq \Sigma^{*}$ as a reference when considering the $k$-universality of words from $L$.

- Definition 11. Let $L$ be a regular language. $L$ is called existence $k$-subsequence universal ( $k$ - ヨ-universal) for some $k \in \mathbb{N}$, if there exists a $k$-universal word $w \in L . L$ is called universal $k$-subsequence universal ( $k$ - $\forall$-universal) for some $k \in \mathbb{N}$, if all $w \in L$ are $k$-universal.

If a regular language $L$, accepted by some finite automaton $\mathcal{A}$ (NFA or DFA), is $k-\exists-$ universal (respectively, $k$ - $\forall$-universal) then we also say that the automaton $\mathcal{A}$ is $k$ - $\exists$-universal (respectively, $k$ - $\forall$-universal). Further, we also say that a path $\pi$ in $\mathcal{A}$ is $k$-universal if the label of $\pi$, namely $w_{\pi}$, is $k$-universal. As an example, a $2-\exists$-universal NFA $\mathcal{A}$, which is not $3-\exists$-universal, and a $1-\forall$-universal NFA $\mathcal{B}$ which is not $2-\forall$-universal are shown in Figure 1 (note that $\mathcal{B}$ recognises exactly every permutation of abc). Based on this definition we define two associated decision problems.

- Problem 12. The existence subsequence universality problem for regular languages ( $k$ - $E S U$ ) is to decide for a regular language, given by a finite automaton $\mathcal{A}$ recognising it, and $k \in \mathbb{N}$, given in binary representation, whether $L$ is $k$ - $\exists$-universal.
- Problem 13. The universal subsequence universality problem for finite automata ( $k$-ASU) is to decide for a regular language, given by a finite automaton $\mathcal{A}$ recognising it, and $k \in \mathbb{N}$, given in binary representation, whether $L$ is $k$ - $\forall$-universal.

We finish this section by introducing the rank of a word in order to enumerate the $k$-universal words accepted by a given finite automaton.

- Definition 14. The rank of a word $w$ within the set $\operatorname{Univ}_{\mathcal{M}, k}$ is the number of words in $\operatorname{Univ}_{\mathcal{M}, k}$ lexicographically smaller than $w$, i.e. $\operatorname{rank}(w)=\left|\left\{v \in \operatorname{Univ}_{\mathcal{M}, k} \mid v<w\right\}\right|$.
- Remark 15. By Definition 3, the set of all $k$-universal words accepted by $\mathcal{A}$ is given by $\operatorname{Univ}_{L(\mathcal{A}), k}$, the set of all $n$-length $k$-universal words accepted by $\mathcal{A}$ is given by $\operatorname{Univ}_{\mathcal{A}_{n}, k}$, and the set of all $k$-universal words of length at most $n$ accepted by $\mathcal{A}$ is given by $\operatorname{Univ}_{\mathcal{A}_{\leq n}, k}$.

The computational model we use is the standard unit-cost RAM with logarithmic word size: for an input of size $n$, each memory word can hold $\log (n)$ bits. Arithmetic and bitwise operations with numbers in $[1, n]$ are, thus, assumed to take $O(1)$ time. Numbers larger than $n$, with $\ell$ bits, are represented in $O(\ell / \log n)$ memory words, and working with them takes time proportional to the number of memory words on which they are represented. In all the problems, we assume that we are given a number $k$, binary encoded, and one finite automaton $\mathcal{A}$, specified as the set of states, set of input letters, set of transitions, and initial and final states. The size of the input is, as such, the size of the binary encoding of $k$, which is $\left\lceil\log _{2} k\right\rceil$, plus the size $S$ of the encoding of $\mathcal{A}$ (which is lower bounded by the number of edges in the graph associated to the automaton). So, one memory word can hold $\log \left(S+\log _{2}(k)\right)$ bits.

For a more detailed general discussion on this model see, e. g., [8].
Some of our algorithms run in exponential time and use exponential space w.r.t. the size $n$ of the input. Following the literature dealing with such exponential algorithms (see, e.g., [15]), we will use the $O^{*}$-notation. By definition, for functions $f$ and $g$ we write $f(n)=O^{*}(g(n))$ if $f(n)=O\left(g(n) n^{O(1)}\right)$. In other words, the $O^{*}$-notation hides polynomial factors, just as the $O$-notation hides constants. Using this notation, we can assume that our single-exponential time and single-exponential space algorithms run on a RAM model where arithmetic and bitwise operations with single exponential numbers (w.r.t. the size $n$ of the input) as well as accessing the memory-words (given their address, like in an usual RAM) are assumed to take $O^{*}(1)$ time. Working with such a computational model allows us to analyse the actual algorithms rather than the various intricacies of the computational model.

In particular, when expressing the complexity of our algorithms, we get functions which are exponential in $\sigma$ (the size of the alphabet) but polynomial in the number $n$ of states of the input NFA or, for the enumeration algorithms, in the length $m$ of the enumerated strings or in the value of the input number $k$ (the parameter of the considered problems). For clarity of the exposure, although we use the $O^{*}$-notation, we will explicitly write the dependency on $n, m$, and $k$, and only hide the polynomial dependency on $\sigma$.

## 3 Decision Problems

In this section, we consider the decision problems $k$-ESU and $k$-ASU. We begin with a series of combinatorial observations.

- Remark 16. Every path acccepted by an NFA $\mathcal{A}$ is $k$-universal iff every simple accepting path in it is $k$-universal. In one direction, if $\mathcal{A}$ accepts any path that is not $k$-universal, then not every path accepted by $\mathcal{A}$ is $k$-universal. Otherwise, the set of paths induced by every word accepted by $\mathcal{A}$ must contain, as a subsequence, some non-cyclic path. Therefore, if each non-cyclic path is $k$-universal, then every path is.


Figure 2 Note that the shortest $k$-universal word accepted by $\mathcal{A}$ has length ( $\sigma-1$ )kn.

- Lemma 17. Let $q, q^{\prime} \in Q$ be a pair of states in the NFA $\mathcal{A}$ such that there exists a path $\pi$ from $q$ to $q^{\prime}$ where the final transition in $\pi$ is labelled $\mathrm{x} \in \Sigma$. Then, there exists some path $\pi^{\prime}$ of length at most $n=|Q|$ from $q$ to $q^{\prime}$ where the final transition in the path is labelled x .

Proof. Let $\hat{q} \in Q$ be the state in $\pi$ before $q^{\prime}$, i.e., the state such that $q^{\prime} \in \delta(\hat{q}, \mathrm{x})$. As there are at most $n$ states in $\mathcal{A}$, given any pair of states $q_{1}, q_{2} \in Q$, if $q_{2}$ can be reached from $q_{1}$, then there must exist a path from $q_{1}$ to $q_{2}$ of length at most $n-1$. In particular, there exists a path of length $n-1$ from $q$ to $\hat{q}$. Extending this path by the transition from $\hat{q}$ reading x to $q^{\prime}$, we obtain a path $\pi^{\prime}$ from $q$ to $q^{\prime}$ of length at most $n$.

- Lemma 18. For an NFA $\mathcal{A}$ with $n$ states, if there is a $k$-universal word accepted by $\mathcal{A}$, then there is a $k$-universal word accepted by $\mathcal{A}$ of length at most $k n \sigma-(n-1)(k-1)$.

Proof. Let $w$ be a $k$-universal word accepted by $\mathcal{A}$ and for all $i \in[k]$ let $a_{i, 1}, \ldots a_{i, \sigma} \in \Sigma$ be the letters of $\Sigma$ in the order they occur in $\operatorname{ar}_{i}(w)$, that is $a_{i, 1}=\operatorname{ar}_{i}(w)[1]$ and $a_{i, j}=\operatorname{ar}_{i}(w)[\ell]$ such that $j-1=\left|\operatorname{alph}\left(\operatorname{ar}_{i}(w)[1, \ell-1]\right)\right|<\left|\operatorname{alph}\left(\operatorname{ar}_{i}(w)[1, \ell]\right)\right|=j$ for $1<j \leq \sigma$. Then $\operatorname{ar}_{i}(w)=a_{i, 1} u_{i, 1} a_{i, 2} \cdots u_{i, \sigma-1} a_{i, \sigma}$ where $u_{i, j} \in \Sigma^{*}$ is a word such that there is a path $\pi_{u_{i, j}}$ in $\mathcal{A}$ labeled with $u_{i, j}$. For the sake of readability we denote the suffix of $w$ starting after $\operatorname{ar}_{k}(w)$ by $u_{k+1,1}$ in this proof. By Lemma 17, $u_{i, j}$ is accepted by an automaton with at most $n$ states obtainable from $\mathcal{A}$ by changing the initial (respectively, final) state of $\mathcal{A}$ to the starting (respectively, end) state of $\pi_{u_{i, j}}$. Hence we can find a word $v_{i, j}$ of length at most $n-1$ which is the label of a path starting and ending in the same state as $\pi_{u_{i, j}}$. Let $w^{\prime}$ be the word obtained from $w$ by replacing every $u_{i, j}$ by $v_{i, j}$. Then $w^{\prime}$ is a $k$-universal word accepted by $\mathcal{A}$ of length $\left|w^{\prime}\right|=\sum_{i=1}^{k}\left(\sum_{j=1}^{\sigma}\left|a_{i, j}\right|+\sum_{j=1}^{\sigma-1}\left|v_{i, j}\right|\right)+\left|v_{k+1,1}\right| \leq k(\sigma+(\sigma-1)(n-1))+n-1=$ $k n \sigma-(k-1)(n-1)$ (cf. Figure 2).

We now move to the main results of this section and give fixed parameter tractable (FPT) algorithms w.r.t. $\sigma$. The time complexity of these algorithms is polynomial for $\sigma \in O(\log n)$ and does not depend at all on $k$.

- Lemma 19. For a given NFA $\mathcal{A}$ with $n$ states and $|\Sigma|=\sigma$, we can decide in $O^{*}\left(n^{3} 2^{\sigma}\right)$ time whether $\mathcal{A}$ accepts words whose universality index is arbitrarily large. If the answer is negative, then we can compute the largest universality index of a word accepted by $\mathcal{A}$.

Proof. Assume that $\mathcal{A}=\left(Q, \Sigma, q_{0}, \delta, F\right)$, as defined in Section 2. Let us assume w.l.o.g. that $\mathcal{A}$ contains only accessible and co-accessible states.

Our approach is based on a series of observations. We first make these observations, and then provide an algorithm proving the statement of the lemma.

Note first that if there exists a state $q \in Q$ (which is both accessible and co-accessible, by assumption) such that there is a path in $\mathcal{A}$ from $q$ to $q$ labelled with a word which contains all letters of $\Sigma$, then we can immediately decide that $\mathcal{A}$ accepts words whose universality index is arbitrarily large. Indeed, to obtain an accepted word (accepting path), whose universality index is at least $\ell$, we follow the path from $q_{0}$ to $q$, then follow $\ell$ times the path which
contains all letters of $\Sigma$ going from $q$ to $q$, and finally follow a path connecting $q$ to a final state.

Secondly, assume that there exists no state $q \in Q$ such that there is a path in $\mathcal{A}$ from $q$ to $q$ labelled with a word which contains all letters of $\Sigma$. In this setting we note that, for each state $q \in Q$, there exists a unique maximal (w.r.t. inclusion) subset $V_{q} \subsetneq \Sigma$ such that there exists a path from $q$ to $q$ labelled with a word $\beta_{q}$ with alph $\left(\beta_{q}\right)=V_{q}$. Indeed, if two such different maximal sets $V_{q}^{\prime}$ and $V_{q}^{\prime \prime}$ would exist, witnessed by the words $w^{\prime}$ and $w^{\prime \prime}$, then we can follow the path labelled with $w^{\prime} w^{\prime \prime}$, which goes from $q$ to $q$, and $\operatorname{alph}\left(w^{\prime} w^{\prime \prime}\right)=V_{q}^{\prime} \cup V_{q}^{\prime \prime}$ (and this includes both $V_{q}^{\prime}$ and $V_{q}^{\prime \prime}$ ).

Finally, consider an accepting path $\pi=\left(q_{0}, \mathrm{a}_{1}, q_{1}, \mathrm{a}_{2}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)$ of $\mathcal{A}$. We can rewrite the path $\pi$ as follows:

- Find the rightmost occurrence of $q_{0}$ in $\pi$; let us assume that this is the $h^{\text {th }}$ state on this path, namely $q_{h}$. Replace the subpath connecting the initial occurrence of $q_{0}$ to $q_{h}$ with the loop $\left(q_{0}, \mathrm{a}_{1} \cdots \mathrm{a}_{h}\right)^{\circ}$ (where we use $\circ$ to emphasise this is a loop). Now the path is rewritten as $\left(\left(q_{0}, \mathrm{a}_{1} \cdots \mathrm{a}_{h}\right)^{\circ}, \mathrm{a}_{h+1}, q_{h+1}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)$. If $q_{0}$ appears only once in $\pi$, then the path is rewritten as $\left(\left(q_{0}, \varepsilon\right)^{\circ}, \mathrm{a}_{1}, q_{1}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)$.
- Now, we repeat the procedure for the path $\left(q_{h+1}, \mathrm{a}_{h+2}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)$ (respectively, if $q_{0}$ appeared only once on $\pi$, for the path $\left.\left(q_{1}, \ldots, \mathrm{a}_{\ell}, q_{\ell}\right)\right)$.
After completing this process, one obtains a normal-form representation of the path $\pi$ as $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \alpha_{r+1}\right)^{\circ}\right)$, with $r \leq n$, as the states $q_{0}^{\prime}=q_{0}, q_{1}^{\prime}, \ldots, q_{r}^{\prime}$ are pairwise distinct; moreover, $\alpha_{i} \in \Sigma^{*}$ for all $i \in[r]$.

Let us come back now to the case when there exists no state $q \in Q$ such that there is a path in $\mathcal{A}$ from $q$ to $q$ labelled with a word which contains all letters of $\Sigma$. Consider now all accepting paths $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \alpha_{r+1}\right)^{\circ}\right)$ (given in normal-form representation) where the states $q_{0}^{\prime}, \ldots, q_{r}^{\prime}$ and the letters $\mathrm{a}_{1}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime}$ are fixed, and the loops $\alpha_{1}, \ldots, \alpha_{r}$ are variable. We are interested in how we can, for $i \in[r+1]$, choose $\alpha_{i} \in V_{q_{i-1}}^{*}$ in order to maximise the universality index of the resulting word. We claim that it is enough to take $\alpha_{i}=\beta_{q_{i-1}}^{2}$ (where the words $\beta_{q}$ were defined above). Indeed, this holds because the arch decomposition of the word labelling the path $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \alpha_{r+1}\right)^{\circ}\right)$ is done greedily from left to right, and we are thus interested in packing as many arches as possible in each of the prefixes $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{i}^{\prime},\left(q_{i}^{\prime}, \alpha_{i+1}\right)^{\circ}\right)$, for all $i$. So, we begin by noting that the alphabet of the word labelling $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}\right)$ is always included in $V_{q_{0}^{\prime}}$, and is indeed equal to $V_{q_{0}^{\prime}}$ for, e.g., $\alpha_{1}=\beta_{q_{0}^{\prime}}^{2}$. Now, let us consider $i \geq 1$ and the path $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{i}^{\prime},\left(q_{i}^{\prime}, \alpha_{i+1}\right)^{\circ}\right)$. We note that, as we do not have 1-universal loops, the loop $\left(q_{i}^{\prime}, \alpha_{i+1}\right)^{\circ}$ can at most complete the final (and previously incomplete) arch of $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{i-1}^{\prime},\left(q_{i-1}^{\prime}, \alpha_{i}\right)^{\circ}\right)$; after this potential completion, we can only try to add as many new letters as we can in the last arch. So, we will define $\alpha_{i+1}$ as a power of the word $\beta_{q_{i}^{\prime}}$, that labels the loop containing $q_{i}^{\prime}$ which adds the most new letters to the constructed word, and moreover it is enough to only use $\beta_{q_{i}^{\prime}}$ twice in this power (i.e., $\alpha_{i+1}=\beta_{q_{i}}^{2}$ ). To see that this holds, note that if the rest of the word labelling the path $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{i-1}^{\prime},\left(q_{i-1}^{\prime}, \alpha_{i}\right)^{\circ}\right)$ is completed to a new arch by a repetition $\beta_{q_{i}^{\prime}}^{f}$ for some $f>2$, then this is done by the first $\beta_{q_{i}^{\prime}}$ from this repetition. Then, the suffix $\beta_{q_{i}^{\prime}}^{f-1}$ adds as many new letters to the alphabet of the rest of the resulting word as a single occurrence of $\beta_{q_{i}^{\prime}}$. This completes the proof of our claim.

In conclusion: among all accepting paths $\left(\left(q_{0}^{\prime}, \alpha_{1}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \alpha_{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \alpha_{r+1}\right)^{\circ}\right)$ (given in normal-form representation) the path $\left(\left(q_{0}^{\prime}, \beta_{q_{0}^{\prime}}^{2}{ }^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \beta_{q_{1}^{\prime}}^{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \beta_{q_{r}^{\prime}}^{2}\right)^{\circ}\right)\right.$ has the highest universality index.

Based on these observations, we can now state the main idea of our algorithm. We first
preprocess the input automaton to get rid of the states which are not accessible and of the states which are not co-accessible. Then, we check whether there exists a state $q \in Q$ such that there is a path in $\mathcal{A}$ from $q$ to $q$ labelled with a word which contains all letters of $\Sigma$; if yes, we simply decide that there exists $k$-universal accepted words, for any $k$. If no such state exists, we compute, by dynamic programming, the path $\left(\left(q_{0}^{\prime}, \beta_{q_{0}^{\prime}}^{2}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \beta_{q_{1}^{\prime}}^{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \beta_{q_{r}^{\prime}}^{2}\right)^{\circ}\right)$ with the highest universality index, for all states $q_{r} \in Q$.

In the following we describe this algorithm in more details, by highlighting its main phases.

Preprocessing: We determine the accessible states of $\mathcal{A}$ by running a graph traversal algorithm on $\mathcal{A}$ starting from the state $q_{0}$. The not-accessible states are removed. We determine the co-accessible states of $\mathcal{A}$ by running a graph traversal algorithm on the graph of $\mathcal{A}$, with the direction of all edges inverted, starting from the final states. The not-coaccessible states of $\mathcal{A}$ are removed. The complexity of this step is $O\left(n^{3}\right)$ in the worst case. Note that for this step it is enough to consider a simplified form of the graph associated to $\mathcal{A}$, where we only see, for each two states, if there is at least one edge between them or not; as such, the total size of the graph $\mathcal{A}$ is $O\left(n^{2}\right)$ ). From now on, we assume that all states of $\mathcal{A}$ are both accessible and co-accessible.

Universal Loops: In this step, we determine whether there exists a state $q$ of $\mathcal{A}$ such that there is a path in $\mathcal{A}$ from $q$ to $q$ labelled with a word which contains all letters of $\Sigma$. This is done as follows. For each state $q \in Q$, we run the following process. We define $L$ to be a queue, initially containing the element $(q, \emptyset)$, and $S$ be a set which is initially empty. As long as $L$ is not empty, we pop the first element from $L$, let it be ( $q^{\prime}, R^{\prime}$ ), and update $S$ to $S \cup\left\{\left(q^{\prime}, R^{\prime}\right)\right\}$. Now, for all transitions leaving $q$ of the form $q^{\prime \prime} \in \delta\left(q^{\prime}, \mathrm{a}\right)$, if $\left(q^{\prime \prime}, R^{\prime} \cup\{\mathrm{a}\}\right) \notin S$, we insert $\left(q^{\prime \prime}, R^{\prime} \cup\{\mathrm{a}\}\right)$ into $L$. When $L$ is empty, we are done, and we simply check if $(q, \Sigma)$ is contained in $S$. If $(q, \Sigma)$ is contained in $S$ then there exists a path from $q$ to $q$ which is 1-universal. Otherwise, there is no such path. Moreover, we also compute and store the set $V_{q}$ of maximal cardinality for which $\left(q, V_{q}\right)$ belongs to $S$.

After running the above process for all states in $Q$, if we have identified a state $q$ for which there exists a path from $q$ to $q$ which is 1-universal, then we simply conclude that $\mathcal{A}$ accepts words whose universality index is arbitrarily large. Otherwise, we continue with the next phase.

The complexity of this phase is $O^{*}\left(n^{3} 2^{\sigma}\right)$, as the numbers of transitions leaving a state $q$ is upper bounded by $n \sigma$.

No Universal Loop: In this case, we will use a $n \times 2^{\sigma}$ matrix $M[\cdot][\cdot]$ (and an auxiliary matrix $M^{\prime}$ of the same size). Our algorithm has at most $n$ iterations, and we will maintain the property that, before iteration $\ell+1$ (for $\ell \geq 0$ ), $M\left[q_{r}^{\prime}\right][V]$ is the maximum among the number of arches of some path with the normal-form $\left(\left(q_{0}^{\prime}, \beta_{q_{0}^{\prime}}^{2}\right)^{\circ}, \mathrm{a}_{1}^{\prime},\left(q_{1}^{\prime}, \beta_{q_{1}^{\prime}}^{2}\right)^{\circ}, \mathrm{a}_{2}^{\prime}, \ldots, \mathrm{a}_{r}^{\prime},\left(q_{r}^{\prime}, \beta_{q_{r}^{\prime}}^{2}\right)^{\circ}\right)$, with $q_{0}^{\prime}=q_{0}$ and $r \leq \ell$, such that the rest $\mathrm{r}(u)$ of the word $u$ labelling this path has the alphabet $V$, or $M\left[q_{r}^{\prime}\right][V]=-1$ if no such path exists.

To begin with, before the first iteration of the loop, we initialize $M[q][V]=-1$ for all $q$ and $V$. Then we set $M\left[q_{0}\right]\left[V_{q_{0}}\right]=0$.

In the $\ell^{\text {th }}$ iteration, we copy $M$ into the matrix $M^{\prime}$. We then go through all $q$ and $V$ and, if $M[q][V] \neq-1$, we do the following: for all letters $a \in \Sigma$, for all $q^{\prime} \in \delta(q, a)$, set $V^{\prime}=V \cup\{a\}$ and $\delta=0$. If $V^{\prime}=\Sigma$, we reset $V^{\prime}=\emptyset$ and set $\delta=1$. Then, we compute $V^{\prime \prime}=V^{\prime} \cup V_{q^{\prime}}$. If $V^{\prime \prime}=\Sigma$ (note that this can only happen when $V^{\prime} \neq \emptyset$ ) we reset $V^{\prime \prime}=\emptyset$ and set $\delta=1$. Finally, we compute $V^{\prime \prime \prime}=V^{\prime \prime} \cup V_{q^{\prime}}$ and set $M^{\prime}[q]\left[V^{\prime \prime \prime}\right]=\max \left\{M^{\prime}\left[q^{\prime}\right]\left[V^{\prime \prime}\right], M[q][V]+\delta\right\}$.

We stop this process after $n$ iterations.

Clearly, before the first iteration of our algorithm, the property we intend to maintain holds. Then, in the $i^{\text {th }}$ iteration, we try to extend the already constructed path ending in state $q$, with rest $V$, by reading first one letter and reaching state $q^{\prime}$, and then by reading $\beta_{q^{\prime}}^{2}$, and compute the universality index of this resulting path. So, the property is maintained in the $\ell^{\text {th }}$ iteration.

The complexity of this phase is $O^{*}\left(n^{3} 2^{\sigma}\right)$, if all the above steps are implemented naïvely.
Now, the highest universality index of a word accepted by $\mathcal{A}$ is the largest value $M[q][V]$ for $q \in F, V \subseteq \Sigma$.

Conclusion: The algorithm consisting of the three phases above decides whether $\mathcal{A}$ accepts words whose universality index is arbitrarily large, or, if this is not the case, computes the largest universality index of a word accepted by $\mathcal{A}$. Its time complexity is $O^{*}\left(n^{3} 2^{\sigma}\right)$.

As a corollary of Lemma 19, we get the following theorem.

- Theorem 20. For a given NFA $\mathcal{A}$ with $n$ states and $|\Sigma|=\sigma$ and a natural number $k \in \mathbb{N}$, we can decide $k$-ESU in $O^{*}\left(n^{3} 2^{\sigma}\right)$ time.

Proof. We first use Lemma 19 to test whether $\mathcal{A}$ accepts words whose universality index is arbitrarily large. If yes, then the answer for the given instance of $k$-ESU is positive. If $\mathcal{A}$ does not accept words whose universality index is arbitrarily large, we compute the largest universality index $\ell$ of a word accepted by $\mathcal{A}$. If $\ell \geq k$, then the answer for the given instance of $k$-ESU is positive. Otherwise, the answer for the given instance of $k$-ESU is negative.

Next, we approach the $k$-ASU problem. Once again, we show a preliminary lemma.

- Lemma 21. For a given NFA $\mathcal{A}$ with $n$ states and $|\Sigma|=\sigma$, we can compute in $O^{*}\left(n^{3} 2^{\sigma}\right)$ time the smallest universality index of a word accepted by $\mathcal{A}$.

Proof. Clearly, the set of words accepted by $\mathcal{A}$ which have the smallest universality index (among all words accepted by $\mathcal{A}$ ) includes a word which is the label of a simple path in $\mathcal{A}$. So, to solve the problem stated in this lemma it is enough to consider only words which are the label of simple paths in $\mathcal{A}$. The length of these words is upper bounded by $n$. This also shows that their universality index is upper bound by $n$ (so, as a consequence, this universality index and the numbers smaller than it fit in one memory word).

The solution of our problem is done by a dynamic programming algorithm. We define two $n \times 2^{\sigma}$ matrices $M, M^{\prime}$ where initially $M[q][V]=M^{\prime}[q][V]=\infty$ for $V \subseteq \Sigma$. Also, we use a set $L=\emptyset$. Further, set $M\left[q_{0}\right][\emptyset]=0$ and insert $\left(q_{0}, \emptyset\right)$ in $L$.

We will maintain the property that before the $(r+1)^{\text {th }}$ iteration of our algorithm (for $r \geq 0) M[q][S]$ stores the minimal number of arches of the word $w_{r, q}$ of length at most $r$ which connects $q_{0}$ and $q$ such that alph $\left(\mathrm{r}\left(w_{r, q}\right)\right)=S$. This property clearly holds before the first iteration of the algorithm. Now, we perform the following steps

```
for }\ell=1\mathrm{ to n
    for all (q,S)\inL
        for all }a\in\Sigma\mathrm{ and q}\mp@subsup{q}{}{\prime}\in\delta(q,a
            if S\cup{a}=\Sigma
                set }\mp@subsup{M}{}{\prime}[\mp@subsup{q}{}{\prime}][\emptyset]=M[q][S]+1 and insert ( (q, \emptyset) in L
            else
                set }\mp@subsup{M}{}{\prime}[\mp@subsup{q}{}{\prime}][S\cup{\textrm{a}}]=M[q][S] and insert (\mp@subsup{q}{}{\prime},S\cup{\textrm{a}}) in 
for all q\inQ and V\subseteq\Sigma
    set M[q][V]= min{M[q][V], M'[q][V]}
```

In the iteration of the outmost for-loop for $\ell=r$ we actually consider, for each pair $(q, S)$, the word $v$ of length at most $r-1$ which connects $q_{0}$ and $q$, such that $v$ has a minimum number of arches and $\operatorname{alph}(\mathrm{r}(v))=S$ (the relevant information about this path, i.e., its rest and the number of arches is stored in $M$ ), and try to extend this path by one letter a. This leads to another pair $\left(q^{\prime}, S \cup\{\mathrm{a}\}\right)$, and we simply check if this is the word $v^{\prime}$ with a minimum number of arches, of length at most $r$ which connects $q_{0}$ and $q^{\prime}$, such that alph $\left(\mathrm{r}\left(v^{\prime}\right)\right)$ is either $\emptyset$, when $\Sigma=S \cup\{\mathrm{a}\}$, or $S \cup\{\mathrm{a}\}$ otherwise (see also Lemma 25, which explains how a path is extended). This implies that the property which we wanted to maintain holds before the iteration of the loop for $\ell=r+1$.

The time complexity of this algorithm is $O^{*}\left(n^{3} 2^{\sigma}\right)$.
Now, the smallest universality index of a word accepted by $\mathcal{A}$ is simply the minimum entry $M[q][V]$, for a final state $q$.

- Theorem 22. For a given NFA $\mathcal{A}$ with $n$ states, and input alphabet of size $\sigma$, and a natural number $k$, $k-A S U$ is decidable in $O^{*}\left(n^{3} 2^{\sigma}\right)$ time.

Proof. We first use Lemma 21 to compute $\ell$, the smallest universality index of a word accepted by $A$. If $\ell<k$, then the answer for the given instance of $k$-ASU is negative. Otherwise, the answer is positive.

After the submission of this conference paper, we realized that the algorithmic problems solved in Lemma 21 and Theorem 22 can actually be solved, in fact, in polynomial time. These results will be included in an extended version of this paper.

We conclude this section by showing that $k$-ESU is actually NP-complete, and it is NP-hard even for $k=1$. Clearly, in the light of our previous results from Theorem 20, for this problem to be NP-hard we need to consider the case of an input alphabet $\sigma \in \Omega(\log n)$.

- Remark 23. Note that an automaton accepts a word $w$ which is $k$-universal for $k>n=|Q|$ iff there exists a state $q$, which is both accessible and co-accessible, and a loop from $q$ to $q$ labelled with a $\ell$-universal word, for some $\ell \geq 1$. Indeed, for the left-to-right implication, we look at the states $q_{i}$ reached by reading the first $i$ arches of the word $w$, for $i \in[k]$. Clearly, there will be some $i<j$ such that $q_{i}=q_{j}$, and the subpath between $q_{i}$ and $q_{j}$ on the path labelled with $w$ is $\ell$-universal for some $\ell \geq 1$. The other implication is immediate.
- Theorem 24. $k$-ESU is NP-complete.

Proof. We begin by showing that this problem is in NP.
To solve $k$-ESU in NP-time, we first check if the automaton $\mathcal{A}$ contains a state $q$, which is both accessible and co-accessible, and a path from $q$ to $q$ labelled with a $x$-universal word. First, we traverse (deterministically) the graph of $\mathcal{A}$ from $q_{0}$ to determine the accessible states, and also from the final states using the inverted edges to determine the co-accessible states. For each of these states, we non-deterministically guess a 1 -universal word of length at most $n \sigma$ and see if this takes us from $q$ to $q$ (by Lemma 18 we have that, if there exists a 1-universal word accepted by an altered version of the automaton $\mathcal{A}$, where $q$ is the unique initial and final state, then there exists one such word of length at most $n \sigma$ ). If we successfully guessed this word, and $k>n$, then we simply accept the input automaton; otherwise, we reject. If $k \leq n$ and no such altered autonaton exists, then follwoing Lemma 18 any $k$-subsequence universal word must have length at most $k n \sigma$. Therefore, we can check every word in $\Sigma^{k n \sigma}$ to determine if any word is both $k$-subsequence universal and accepted by $\mathcal{A}$. If such a word is found we accept the input automaton, otherwise we reject.

The fact that the problem is NP-hard follows from the proof of Theorem 3 from [29]. For completeness (as the respective proof is not given in the accessible version of the paper), we sketch here a reduction from the Hamiltonian Path Problem. The high level idea behind this
reduction is to take a graph $G=(V, E)$ containing $n$ vertices $v_{1}, \ldots, v_{n}$ and construct an automaton $\mathcal{A}$ containing $n^{2}+2$ states, with a unique starting state $q_{0}$, a unique failure state $q_{f}$, and a set of $n^{2}$ states labeled $q_{i, j}$ for every $i, j \in[1, n]$. The state $q_{i, j}$ is used to represent visiting the vertex $v_{j}$ at the $i^{t h}$ step of some path in $G$. With this in mind, a transition exists from $q_{i, j}$ to $q_{\ell, k}$ if and only if $\ell=i+1$, and $(j, k)$ is an edge in $G$. In order to map the paths accepted by this automaton directly to the paths in $G$, each transition is labelled by the index $k$ corresponding to the end state of the edge, i.e., the transition between $q_{i, j}$ and $q_{i+1, k}$ is labelled by $k$. With this construction, the path in $\mathcal{A}$ labelled by the word $w$ corresponds directly to some path of length $|w|$ in $G$.

As a Hamiltonian path must have length exactly $n$, for every $j \in[1, n]$ the state $q_{n, j}$ is marked as an accepting state, and every transition from $q_{n, j}$ leads to the failure state $q_{f}$. From this construction, any 1-universal word must correspond exactly to some permutation of the alphabet [ $n$ ], representing a Hamiltonian path in $G$. In the other direction if no such word exists, then there does not exist any such path.

As far as $k$-ASU is concerned, from Lemma 16 , and the other results presented here, we can only infer that this problem is in coNP. However, as mentioned above, more recent results show that it can actually be solved in polynomial time.

## 4 Counting and Ranking

In this section we discuss the problems of counting and ranking efficiently $k$-universal words from a regular language, given as a DFA, or $k$-universal paths in the case when the respective language is given as an NFA. Note, that there is a one-to-one correspondence between paths and words in the case of DFAs, so, for the sake of simplicity, from now on we will simply talk about counting and ranking paths accepted by the finite automata we are given as input.

Here, we define the problem of counting and ranking problems, for a given automaton $\mathcal{A}$, and universality index $k$. The counting problem is defined as the problem of determining the number of $k$-universal words accepted by $\mathcal{A}$, equivalent to determining the size of $\operatorname{Univ}_{L(\mathcal{A}), k}$. For a given length $m \in \mathbb{N}$, the problem of counting the number of $k$-universal words of length exactly (respectively, at most) $m$ is the problem of determining the size of Univ $\mathcal{A}_{m}, k$ (respectively $\operatorname{Univ}_{\mathcal{A}_{\leq m}, k}$. The rank of a word $w \in \mathcal{A}_{n}$ is the number of $k$-universal words accepted by $\mathcal{A}$ that are smaller than $w$, i.e. the size of $\left\{v<w \mid v \in \operatorname{Univ}_{L(\mathcal{A}), k}\right\}$. For a given length $m$, the rank of $w$ within the set of $k$-universal words of length exactly (respectively, at most) $m$ is the problem of determining the size of the set $\left|\left\{v<w \mid v \in \operatorname{Univ}_{\mathcal{A}_{m}, k}\right\}\right|$ (respectively, $\left|\left\{v<w \mid v \in \operatorname{Univ}_{\mathcal{A}_{\leq m}, k}\right\}\right|$ ).

Recall that we are operating on a DFA or NFA $\mathcal{A}$ with $n$ states and an alphabet of size $\sigma>1$ (the case $\sigma=1$ is trivial). We are also given as input the natural numbers $k$ and $m$ in binary representation: we are interested in counting (ranking) the $k$-universal words of length $m$ contained in $L(\mathcal{A})$. It is important to know that these problems are only interesting for $k \leq m / \sigma$; otherwise, there are no $m$-length $k$-universal words. However, an additional difficulty related to this problem, compared to the case of the decision problems discussed in Section 3, is that we need to do arithmetics with large numbers. In general, if $M$ is an upper bound on the value of the numbers that we need to process and $\omega$ is the size of the memory word of our model, then each arithmetic operation requires at most $O\left(\frac{\log M}{\omega}\right)$ time to complete. In the cases we approach here, $M \leq(n \sigma)^{m+1}$ (a crude upper bound on the total number of paths of length at most $m$ in $\mathcal{A}$ ), so each arithmetic operation requires at most $O\left(\frac{(m+1) \log (n \sigma)}{\omega}\right)$, that is $O^{*}(m)$ time.

This section is laid out as follows. First, we consider the problems of counting the number of $k$-universal accepting paths of the finite automaton $\mathcal{A}$. For a given $m \in \mathbb{N}$ this is split into two cases, counting the number of $k$-universal accepting paths of $\mathcal{A}$ of length exactly $m$, and counting the number of $k$-universal accepting paths of $\mathcal{A}$ of length at most $m$. We show that both can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time. Additionally, we show that the number of $k$-universal accepting paths of $\mathcal{A}$ can be computed in $O^{*}\left(n^{4} k^{2} 2^{\sigma}\right)$ time.

We extend our counting results to the ranking setting, showing that a path $\pi$ (respectively, word $w$ ) can be ranked within the set of $k$-universal paths (respectively, words) of length exactly $m$ accepted by the NFA (respectively, DFA) $\mathcal{A}$ in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time, of length at most $m$ in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time, and of any length in $O^{*}\left(n^{4} k^{2} 2^{\sigma}\right)$ time.

The main tool used in this section is the $n \times(m+1) \times k \times 2^{\sigma}$ size table $T$, which we refer to as the path table of length $m$ for a given $m \in \mathbb{N}_{0}$. Each entry in the table $T$ is indexed by a state $q \in Q$, a length $\ell \in[0, m]$, the number of arches $c \in[0, k-1]$, and a subset of symbols $\mathcal{R} \subset \Sigma$. The entry $T[q, \ell, c, \mathcal{R}]$ contains the number of $\ell$-length paths starting at the state $q_{0}$ and ending in the state $q$ such that the words induced by the paths contain each $c$ arches, and the alphabet of the rest is $\mathcal{R}$. Thus, in the context of the arch factorisation, we are interested in all words belonging to paths in $\mathcal{A}$ which are not yet $k$-universal. Formally, we have $T[q, \ell, c, \mathcal{R}]=\sum_{w \in \Sigma^{\ell}, \operatorname{alph}(\mathrm{r}(w))=\mathcal{R}, \iota(w)=c}|\mathcal{P}(w, q)|$, where $\mathcal{P}(w, q)$ is the set of paths from $q_{0}$ to $q$ in $\mathcal{A}$ labelled by $w$. Note, that for DFAs, we have $|\mathcal{P}(w, q)|=1$. The words which have at least $k$ arches in their arch factorisation are captured in the auxiliary $n \times m+1$ size table $U[q, \ell]$, which we refer to as the universal words table. Each entry in $U$ is indexed by a state $q \in Q$ and length $\ell \in[0, m]$ with the entry $U[q, \ell]$ containing the number of $\ell$-length paths ending at $q$ which are $k$-universal, i.e., $\iota(w) \geq k$.

The remainder of this section provides the combinatorial and technical tools needed to construct the tables $T$ and $U$. Theorems 29 and 34, and Corollary 31 summarise the main complexity results of this section.

- Lemma 25. Let $\pi$ be an $(\ell-1)$-length path in the NFA $\mathcal{A}$ ending at $q$ and corresponding to the word $w_{\pi}$, such that $\iota\left(w_{\pi}\right)=c$ and $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}\right)\right)=\mathcal{R}$. Then the word $w_{\pi^{\prime}}$ corresponding to the path $\pi^{\prime}$ formed by following a transition labelled $\mathrm{x} \in \Sigma$ from $q$ either:
- has an empty rest $\left(\mathrm{r}\left(w_{\pi^{\prime}}\right)=\varepsilon\right)$ if $\mathcal{R} \cup\{\mathbf{x}\}=\Sigma$ and hence $\iota\left(w_{\pi^{\prime}}\right)=c+1$, or
- has a rest equal to $\mathcal{R} \cup\{\mathrm{x}\}\left(\operatorname{alph}\left(\mathrm{r}\left(w_{\pi^{\prime}}\right)\right)=\mathcal{R} \cup\{\mathrm{x}\}\right)$ if $\mathcal{R} \cup\{\mathrm{x}\} \subsetneq \Sigma$ and hence $\iota\left(w_{\pi^{\prime}}\right)=c$.

Proof. In the first case, if $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}\right)\right)=\Sigma \backslash\{\mathbf{x}\}$ then $\mathrm{r}\left(w_{\pi}\right) \mathrm{x}$ is an arch, as it contains every symbol from $\Sigma$ at least once, and hence the arch factorisation of $w_{\pi^{\prime}}$ contains $c+1$ arches, and an empty rest, i.e. $\iota\left(w_{\pi^{\prime}}\right)=c+1$ and $\mathrm{r}\left(w_{\pi^{\prime}}\right)=\varepsilon$. Otherwise, $\mathrm{r}\left(w_{\pi}\right) \mathrm{x}$ contains the set of letters $\mathcal{R} \cup\{x\}$, and does not complete a new arch. Hence the arch factorisation of $w_{\pi^{\prime}}$ contains $c$ arches and the rest contains the letters $\mathcal{R} \cup\{\mathbf{x}\}$, i.e., $\iota\left(w_{\pi^{\prime}}\right)=c$ and $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi^{\prime}}\right)\right)=\operatorname{alph}\left(w_{\pi}\right) \cup\{\mathbf{x}\}$.

Lemma 25 provides the outline of the dynamic programming approach used to compute the table $T$. Starting with the 0 -length path corresponding to the empty word $\varepsilon$, the value of $T[q, \ell, c, \mathcal{R}]$ is computed from the values of $T\left[q^{\prime}, \ell-1, c^{\prime}, \mathcal{R}^{\prime}\right]$, allowing an efficient computation of the table. Corollary 26 rewrites this in terms of computing the number of paths of length $\ell$ ending at state $q$ corresponding to words with $c$ arches and the set of symbols $\mathcal{R}$ of $w$ 's rest. The proof is analogous to the one of Lemma 25.

- Corollary 26. Let $\pi$ be an $\ell$-length path in the NFA $\mathcal{A}$ with $\iota\left(w_{\pi}\right)=c$, and $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}\right)\right)=\mathcal{R}$. Now, we distinguish the cases whether $\mathcal{R}$ is empty:
$\mathcal{R}=\emptyset: \iota\left(w_{\pi}[1, \ell-1]\right)=c-1$ and $\operatorname{alph}\left(r\left(w_{\pi}[1, \ell-1]\right)\right)=\Sigma \backslash\left\{w_{\pi}[\ell]\right\}$,
$\mathcal{R} \neq \emptyset: \iota\left(w_{\pi}[1, \ell-1]\right)=c$ and either $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}[1, \ell-1]\right)\right)=\operatorname{alph}\left(r\left(w_{\pi}\right)\right) \backslash\left\{w_{\pi}[\ell]\right\}$ or $\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}[1, \ell-1]\right)\right)=\operatorname{alph}\left(\mathrm{r}\left(w_{\pi}\right)\right)$. In this case we also have $\mathcal{R}=\operatorname{alph}\left(r\left(w_{\pi}[1, \ell-1]\right)\right) \cup$ $\left\{w_{\pi}[\ell]\right\}$.

Now, we formally establish the dynamic programming approach to calculate the value of $T[q, \ell, c, \mathcal{R}]$ from the already computed cells of the table. For better readability, we use $\mathcal{P}[q, \ell, c, \mathcal{R}]$ as the set of all $\ell$-length paths from $q_{0}$ to $q$ where the associated word has $c$ arches and the alphabet of its rest is $\mathcal{R}$. Notice that we have $|\mathcal{P}[q, \ell, c, \mathcal{R}]|=T[q, \ell, c, \mathcal{R}]$.

Lemma 27. Let $\mathcal{A}$ be an NFA and assume that $T\left[q_{0}, 0,0, \emptyset\right]$ is given. Notice that given $q \in Q$, the combination $\left(q^{\prime}, \mathrm{x}\right) \in Q \times \Sigma$ only contributes to $T[q, \ell, c, \mathcal{R}]$ if we have $q^{\prime} \in \Delta(q, \mathrm{x})$. Thus, we have for all $\ell \geq 1$

$$
T[q, \ell, c, \mathcal{R}]=\sum_{\substack{x \in \Sigma, q^{\prime} \in \Delta(q, \mathbf{x})}} \begin{cases}0 & \text { if } \mathrm{x} \notin \mathcal{R} \text { and } \mathcal{R} \neq \emptyset \\ 0 & \text { if } \mathcal{R}=\emptyset, c=0 \\ T\left[q^{\prime}, \ell-1, c-1, \Sigma \backslash\{\mathrm{x}\}\right] & \text { if } \mathcal{R}=\emptyset, c>0 \\ T\left[q^{\prime}, \ell-1, c, \mathcal{R} \backslash\{\mathrm{x}\}\right]+T\left[q^{\prime}, \ell-1, c, \mathcal{R}\right] & \text { if } \mathcal{R} \neq \emptyset, x \in \mathcal{R}\end{cases}
$$

Proof. From Lemma 25, for every path $\pi \in \mathcal{P}[q, \ell-1, c, \mathcal{R}]$, corresponding to the word $w_{\pi}$, and symbol x , there exists some $\ell$-length path $\pi^{\prime}$ ending at some state $q^{\prime} \in \delta(q, x)$ corresponding to the word $w_{\pi^{\prime}}=w_{\pi} \mathrm{x}$ such that:

- $\pi^{\prime} \in \mathcal{P}\left[q^{\prime}, \ell, c+1, \emptyset\right]$, if $\mathcal{R}=\Sigma \backslash\{\mathrm{x}\}$, or
- $\pi^{\prime} \in \mathcal{P}\left[q^{\prime}, \ell, c, \mathcal{R} \cup\{x\}\right]$ if $\mathcal{R} \neq \Sigma \backslash\{\mathrm{x}\}$.

In the other direction, from Lemma 26 , every path $\pi^{\prime} \in \mathcal{P}[q, \ell, c, \mathcal{R}]$ corresponding to the word $w_{\pi^{\prime}}$ must contain an $(\ell-1)$-length prefix corresponding to a word with either: - $c-1$ arches, and the set of symbols $\Sigma \backslash\{\mathrm{x}\}$ in the rest of the word, if $\mathcal{R}=\emptyset$, or - $c$ arches, and rest of the word containing the set of symbols $\mathcal{R}$ or $\mathcal{R} \backslash\{\mathrm{x}\}$, if $\mathcal{R} \neq \emptyset$.

Therefore, if $\mathcal{R}=\emptyset$, the size of $\mathcal{P}[q, \ell, c, \mathcal{R}]$ is equal to $\sum_{x \in \Sigma} \sum_{q^{\prime} \in \Delta(q, \mathrm{x})} T\left[q^{\prime}, \ell-1, c-1, \Sigma \backslash\{\mathrm{x}\}\right]$. Similarly, if $\mathcal{R} \neq \emptyset$, the size of $\mathcal{P}[q, \ell, c, \mathcal{R}]$ is equal to $\sum_{x \in \mathcal{R}} \sum_{q^{\prime} \in \Delta(q, \mathrm{x})} T\left[q^{\prime}, \ell-1, c, \mathcal{R} \backslash\right.$ $\{x\}]+T\left[q^{\prime}, \ell-1, c, \mathcal{R}\right]$.

Note that if $\mathcal{R} \neq \emptyset$, and $\mathrm{x} \notin \mathcal{R}$ for some $\mathrm{x} \in \Sigma$, there is no path in $\mathcal{P}[q, \ell, c, \mathcal{R}]$ where the final transition is labelled x. Similarly, $\mathcal{P}[q, \ell, 0, \emptyset]=\emptyset$ for any $\ell \geq 1$. Otherwise, one of the two above cases must apply, depending on the value of $\mathcal{R}$. This concludes the proof.

Following Lemma 27, the table $T$ can be constructed via dynamic programming. As a base case, note that the only length 0 path in this automaton starting at $q_{0}$ is the empty path, which must also end at state $q_{0}$ and contains 0 arches and no symbols in the alphabet of the rest. Therefore, $T[q, 0, c, \mathcal{R}]$ is set to 0 for every $q \in Q, \mathcal{R} \subsetneq \Sigma$ and $c \in[0, k-1]$ other than $T\left[q_{0}, 0,0, \emptyset\right]$, which is set to 1 . We now use $T$ to construct $U$.

- Corollary 28. We have $U[q, \ell]=\sum_{\mathbf{x} \in \Sigma, q^{\prime} \in \Delta(q, \mathbf{x})} U\left[q^{\prime}, \ell-1\right]+T\left[q^{\prime}, \ell-1, k-1, \Sigma \backslash\{\mathbf{x}\}\right]$.

Proof. The correctness of this construction follows from Lemma 27.
Note that the total number of $k$-universal accepting paths of the automaton $\mathcal{A}$ is given by $\sum_{q \in F} U[q, m]$. Using the tables $T$ and $U$, the total number of $k$-universal paths and words of length $m$ can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$.

Theorem 29. The number of $k$-universal accepting paths of length $m$ of an NFA $\mathcal{A}$, for $k \leq m / \sigma$, can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time. For $k>m / \sigma$, this number is 0 .

Proof. Note that, as explained before, all arithmetic operations require $O(m)$ time in our computational model (we operate with numbers of value at most $\left.(n \sigma)^{m}\right)$. Using the table $U$, the number of $k$-universal words of length $m$ can be counted by computing the sum $\sum_{q \in F} U[q, m]$, which takes $O^{*}(m n)$ time. To construct the table $U$, it is nessesary first to construct the table $T$. Assuming that the value of $T\left[q^{\prime}, \ell-1, c^{\prime}, \mathcal{R}^{\prime}\right]$ has been precomputed for every $q^{\prime} \in Q, c^{\prime} \in[1, k-1]$ and $\mathcal{R}^{\prime} \subsetneq \Sigma$, the value of $T[q, \ell, c, \mathcal{R}]$ can be computed in $O^{*}(m n)$ time. As there are $n$ values of $q \in Q, 2^{\sigma}$ values of $\mathcal{R} \subset \Sigma$, and $k$ values of $c \in[0, k-1]$, the value of $T[q, \ell, c, \mathcal{R}]$ can be computed for every $q \in Q, c \in[0, k-1]$, and $\mathcal{R} \subset \Sigma$ in $O^{*}\left(m n^{2} k 2^{\sigma}\right)$ time. As there are $m+1$ values of $\ell \in[0, m]$, the total time of constructing $T$ is $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$.

Analogously, the value of $U[q, \ell]$ can be computed in $O^{*}(m n)$ time, assuming the values of $U\left[q^{\prime}, \ell-1\right]$ and $T\left[q^{\prime}, \ell-1, k-1, \Sigma \backslash\{\mathrm{x}\}\right]$ have be precomputed from every $q^{\prime} \in Q$ and $\mathrm{x} \in \Sigma$. Hence $U$ can be constructed from the table $T$ in $O^{*}\left(m^{2} n^{2}\right)$ time. By extension the number of $k$-universal paths of length $m$ accepted by $\mathcal{A}$ computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.

- Corollary 30. The number of $k$-universal accepting paths of length at most $m$ of an NFA $\mathcal{A}$, for $k \leq m / \sigma$, can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time. For $k>m / \sigma$, this number is 0 .

Proof. Observe that the number of $k$-universal paths of length at most $\ell$ is equal to $\sum_{q \in F} \sum_{\ell \in[1, m]} U[q, \ell]$. As this summation can be computed in $O^{*}(m n)$ time once $U$ has been constructed, the total complexity follows from the cost of constructing tables $T$ and $U$.

Since in a DFA each word is associated with exactly one path, the following holds.

- Corollary 31. The number of $k$-universal words of length either exactly or at most $m$ accepted by a DFA $\mathcal{A}$, for $k \leq m / \sigma$, can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time. For $k>m / \sigma$, this number is 0 .

We may further generalise this to the problem of finding the number of perfect $k$-universal words and paths by discarding any $k$-universal paths with a non-empty rest.

- Corollary 32. The number of perfect $k$-universal accepting paths of length either exactly or at most $m$ of an NFA $\mathcal{A}$, for $k \leq m / \sigma$, can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.
- Corollary 33. The number of perfect $k$-universal words of length either exactly or at most $m$ accepted by a DFA $\mathcal{A}$, for $k \leq m / \sigma$, can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.

We now generalise these tools to the problem of counting the total number of $k$-universal paths accepted by a finite automaton $\mathcal{A}$. The primary challenge of counting the total number of such paths comes from determining if there exists either a finite or an infinite number of $k$-universal paths accepted by $\mathcal{A}$. By the pumping lemma [26], we have that an automaton $\mathcal{A}$ accepts an infinite number of $k$-universal words (paths) if and only if $\mathcal{A}$ accepts some $k$-universal word (path) of length at least $n+1$. Clearly, if $k>n$ we have that $\mathcal{A}$ either accepts an infinite number of $k$-universal words (paths) or none (and this can be tested as in Lemma 19, in time that does not depend on $k$ ). Therefore, using the upper bound on the maximum length of the shortest $k$-universal word accepted by the automaton $\mathcal{A}$ from Lemma 18, combined with Corollary 31, we now count the total number of $k$-subsequence universal words accepted by $\mathcal{A}$.

- Theorem 34. The total number of $k$-universal words (resp., paths) accepted by a DFA (resp., NFA) $\mathcal{A}$ can be determined in $O^{*}\left(n^{4} k^{2} 2^{\sigma}\right)$ time (resp., $O^{*}\left(n^{4} k^{3} 2^{\sigma}\right)$ time), for $k \leq n$. For $k>n$, this number is either 0 or $\infty$, and can be determined in $O^{*}\left(n^{3} 2^{\sigma}\right)$ time.

Proof. We only show this for NFAs, as the argument for DFAs is similar (and uses the previous results corresponding to this class of automata).

Note first that if an automaton accepts some $k$-universal paths $w$ of length at least $n+1$, then it must accept an infinite number of such words, as the path induced by $w$ in $\mathcal{A}$ must visit some state twice and thus contain a cycle. Therefore, if $\mathcal{A}$ accepts only a finite number of $k$-universal paths, the total number of paths accepted by $\mathcal{A}$ can be computed in $O^{*}\left(n^{4} k 2^{\sigma}\right)$ time via Theorem 29 and Corollary 30.

Following the same arguments as in Lemma 18, a $k$-universal path of length of at least $n+1$ exists if and only if there exists some $k$-universal word of length between $n+1$ and $k n \sigma$, hence it is sufficient to check if $\mathcal{A}$ accepts some word of length between $n+1$ and $k n \sigma$, which can be achieved in $O^{*}\left(n^{4} k^{3} 2^{\sigma}\right)$ time. If no $k$-universal word accepted by $\mathcal{A}$ of length at least $n+1$ exists, then total number of $k$-universal words accepted by $\mathcal{A}$ is determined by counting the number of $k$-universal words accepted by $\mathcal{A}$ of length at most $n$.

We now extend our results of counting to the problem of ranking $k$-universal words. Note, that these results can be generalised to ranking the $k$-universal accepted paths, but one needs to define an ordering on the transitions from each state in the automaton. To keep the presentation simple, we will therefore only discuss here about DFAs and words. The main idea is to count the number of $k$-universal words with a prefix strictly smaller than the prefix of $w$ of the same length; again, each arithmetic operation takes $O(m)$ time in our computational model. This section is laid out as follows. First, we show how to compute the rank of $w$ efficiently within the set $\operatorname{Univ}_{\mathcal{A}_{\leq m}, k}$ in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time. Secondly, we show that the rank of $w$ can be computed within the set $\operatorname{Univ}_{L(\mathcal{A}), k}$ in $O^{*}\left(n^{4} k^{3} 2^{\sigma}\right)$ time. As noted above, when discussing counting, these problems only make sense for $k \leq m / \sigma$. This follows from the same arguments used to count the total number of $k$-universal words accepted by $\mathcal{A}$ laid out in Theorem 34.

The primary tool used in this section is a generalisation of the path table: the fixed prefix path table of length $m$ is an $n \times(m+1) \times k \times 2^{\sigma}$ sized table, defined for a set of prefixes $\mathcal{P} \mathcal{R}$ and denoted $T(\mathcal{P} \mathcal{R})$. Informally, the table $T(\mathcal{P} \mathcal{R})$ is used to count the number of paths with some prefix from the given set $\mathcal{P} \mathcal{R}$. Thus, $T(\mathcal{P} \mathcal{R})[q, \ell, c, \mathcal{R}]$ stores the number of words $w \in \Sigma^{\ell}$ associated to a path from $q_{0}$ to $q$, with $\iota(w)=c, \operatorname{alph}(r(w))=\mathcal{R}$, and there exists a $p \in \mathcal{P} \mathcal{R}$ such that $p=w[1,|p|]$. The table $U(\mathcal{P R})$ is defined analogously to the table $U$ but again with the additional condition as in $T(\mathcal{P} \mathcal{R})$. These tables can be constructed directly using the same techniques introduced for $T$ and $U$, by initially setting $T(\mathcal{P} \mathcal{R})\left[q_{0}, 0,0, \emptyset\right]$ to 0 and $T(\mathcal{P} \mathcal{R})\left[\delta\left(q_{0}, p\right),|p|, \iota(p), \operatorname{alph}(\mathrm{r}(p))\right]$ to 1 for every $p \in \mathcal{P} \mathcal{R}$. Similarly, in the special case where there exists some $p \in \mathcal{P} \mathcal{R}$ such that $\iota(p) \geq k$, then the value of $U\left[\delta\left(q_{0}, p\right),|p|\right]$ is set to 1 . We assume, without loss of generality, that no prefix in $\mathcal{P} \mathcal{R}$ is also the prefix of some other word $p^{\prime} \in \mathcal{P} \mathcal{R}$. The remaining entries are computed as before. In the following results, we use $\mathcal{P} \mathcal{R}(w)=\{w[1, i] \mathbf{x} \mid i \in[0,|w|], \mathbf{x} \in[1, w[i+1]-1]\}$. Note, that the following results hold for both counting words accepted by deterministic automata, and accepting paths in non-deterministic automata.

- Corollary 35. $T(\mathcal{P R}), U(\mathcal{P} \mathcal{R})$ are constructible for m-length paths in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.
- Theorem 36. The rank of $w \in \operatorname{Univ}_{\mathcal{A}_{m}, k}$ can be determined in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.

Proof. Note that a word $v$ is smaller than $w$ (w.r.t. the lexicographical ordering) if and only if $v$ is a prefix of $w$ or they share a common prefix $u$ and $v[|u|+1]<w[|u|+1]$. Therefore, the number of $m$-length $k$-universal words starting with some prefix in $\mathcal{P} \mathcal{R}(w)$ is given by either $\sum_{q \in F} U(\mathcal{P} \mathcal{R}(w))[q, m]$, if $w$ has length at most $m$, or $1+\sum_{q \in F} U(\mathcal{P} \mathcal{R}(w))[q, m]$
if the $w[1, m]^{\text {th }}$ state of the path associated with $w$ is an accepting state, $|w|>m$, and $\iota(w[1, m])=k$. As $T(\mathcal{P} \mathcal{R}(w))$ can be computed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time, and the above summation completed in $O^{*}(m n)$ time, the total time complexity of finding the $m$-length rank of $w$ is $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$.

- Corollary 37. The rank of $w \in \operatorname{Univ}_{\mathcal{A}_{\leq m}, k}$ can be determined in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time.

Proof. Using the table $T(\mathcal{P} \mathcal{R}(w))$ as above, the number of words $k$-universal words of length at most $m$ smaller than $w$ is given by

$$
\sum_{i \in[1, m]} \sum_{q \in F} U(\mathcal{P R}(w))[q, i]+\sum_{i \in[1, m]} \begin{cases}1, & q_{w[1, i]} \in F, \\ 0, & q_{w[1, i]} \notin F .\end{cases}
$$

As the table can be constructed in $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$ time, and the summation requires at most $O^{*}\left(m^{2} n\right)$ time, the total complexity of finding the at-most- $m$-length rank of a word $w$ in Univ $_{\mathcal{A}_{m}, k}$ is $O^{*}\left(m^{2} n^{2} k 2^{\sigma}\right)$.

- Corollary 38. The rank of $w \in \operatorname{Univ}_{L(\mathcal{A}), k}$ can be determined in $O^{*}\left(n^{4} k^{3} 2^{\sigma}\right)$ time.

Proof. Following the same arguments as given in Theorem 34, note that there is an infinite number of words smaller than $w$ if and only if there exists some word of length at least $n+1$ with a prefix in $\mathcal{P} \mathcal{R}$. The existence of such a word can be determined from the tables $T(\mathcal{P} \mathcal{R}(w))$ and $U(\mathcal{P} \mathcal{R}(w))$ for paths of length at most $k m \sigma$ in $O^{*}\left(k^{2} n^{3}\right)$ time. As the tables $T(\mathcal{P} \mathcal{R}(w))$ and $U(\mathcal{P} \mathcal{R}(w))$ can be constructed for paths of length at most $k n \sigma$ in $O^{*}\left(n^{4} k^{3} 2^{\sigma}\right)$ time, the total rank of $w$ within $\operatorname{Univ}_{L(\mathcal{A}), k}$ can be computed in $O^{*}\left(n^{4} k^{2}\right)$ time.

## 5 Conclusions

This paper proposed a series of novel algorithmic results and insights regarding the analysis of the sets which can be expressed as the intersection of regular languages and the language of $k$-universal words over some alphabet. We have introduced two natural notions of $k$ universality in regular languages, namely existence $k$-universal languages and universal $k$-universal languages, and have proposed algorithms for testing whether a regular language is in one of these two classes. While we have a good understanding of the problem of deciding whether a language is defined by an existence $k$-universal automaton, the exact complexity of the problem of deciding whether a language is universal $k$-universal remains open. As well as the introduction of these notions, and the study of some decisions problems related to them, we have provided a toolbox for counting and ranking $k$-universal paths (respectively, words) accepted by a given NFA (respectively, DFA).

We note that using a divide and conquer approach to count paths (with a certain amount of arches, at most $m$ ) of length $2^{\ell}$ by combining paths of length $2^{\ell-1}$ (with less arches), one factor $m$ can be reduced to $\log m$ for counting and ranking words of (or of at most) given length $m$, at the cost of additional complexity in terms of $n, k$ and $\sigma$ (as, in that case, one would have to allow the existence of prefixes of such paths which are not part of arches, as well as consider the fact that these paths connect arbitrary pairs of states, and may have different counts of arches). This has been left out of the current version to provide a clearer understanding of our main results, and avoid over-complicating the presentation of the paper.
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#### Abstract

Let $\mathcal{F}$ be a family of graphs, and let $p, r$ be nonnegative integers. For a graph $G$ and an integer $k$, the $(p, r, \mathcal{F})$-Covering problem asks whether there is a set $D \subseteq V(G)$ of size at most $k$ such that if the $p$-th power of $G$ has an induced subgraph isomorphic to a graph in $\mathcal{F}$, then it is at distance at most $r$ from $D$. The $(p, r, \mathcal{F})$-Packing problem asks whether $G^{p}$ has $k$ induced subgraphs $H_{1}, \ldots, H_{k}$ such that each $H_{i}$ is isomorphic to a graph in $\mathcal{F}$, and for $i, j \in\{1, \ldots, k\}$, the distance between $V\left(H_{i}\right)$ and $V\left(H_{j}\right)$ in $G$ is larger than $r$.

We show that for every fixed nonnegative integers $p, r$ and every fixed nonempty finite family $\mathcal{F}$ of connected graphs, $(p, r, \mathcal{F})$-Covering with $p \leqslant 2 r+1$ and $(p, r, \mathcal{F})$-Packing with $p \leqslant 2\lfloor r / 2\rfloor+1$ admit almost linear kernels on every nowhere dense class of graphs, parameterized by the solution size $k$. As corollaries, we prove that Distance- $r$ Vertex Cover, Distance- $r$ Matching, $\mathcal{F}$-Free Vertex Deletion, and Induced- $\mathcal{F}$-Packing for any fixed finite family $\mathcal{F}$ of connected graphs admit almost linear kernels on every nowhere dense class of graphs. Our results extend the results for Distance- $r$ Dominating Set by Drange et al. (STACS 2016) and Eickmeyer et al. (ICALP 2017), and for Distance-r Independent Set by Pilipczuk and Siebertz (EJC 2021).
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## 1 Introduction

The Dominating Set problem is one of the classical NP-hard problems which asks whether a graph $G$ contains a set of at most $k$ vertices whose closed neighborhood contains all the vertices of $G$. A natural variant of it is the Distance-r Dominating Set problem which asks whether $G$ contains a set of at most $k$ vertices such that every vertex of $G$ is at distance at most $r$ from one of these vertices. Dominating Set has been intensively studied in the context of fixed-parameter algorithms. In a parameterized problem $\Pi$, we are given an
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instance $(x, k)$ where $k$ is a parameter, and the central question is whether the parameterized problem admits an algorithm, called fixed-parameter algorithm, that runs in time $f(k) \cdot|x|^{c}$ for some computable function $f$ and a constant $c$. We say that $\Pi$ is fixed-parameter tractable, or FPT for short if it admits a fixed-parameter algorithm. It is known that Dominating SET is W[2]-complete parameterized by $k[14,15]$, meaning that it is not FPT unless an unexpected collapse occurs in the parameterized complexity hierarchy. Thus, it is natural to restrict graph classes and see whether a fixed-parameter algorithm exists. Dominating SET admits a fixed-parameter algorithm on planar graphs [13, 27], and the project of finding larger sparse graph classes on which fixed-parameter algorithms for Dominating Set exist has been studied intensively, see $[11,4,30,38,29,24,40]$.

A kernelization algorithm for a parameterized problem takes an instance $(x, k)$ and outputs an equivalent instance ( $x^{\prime}, k^{\prime}$ ) in time polynomial in $|x|+k$, where $\left|x^{\prime}\right|+k^{\prime} \leqslant g(k)$ for some computable function $g$. We call the function $g$ the size of the kernel. If $g$ is a polynomial (resp. linear), then such an algorithm is called a polynomial (resp. linear) kernel. It is well known that a parameterized decision problem is FPT if and only if it admits a kernelization; see [16]. Furthermore, with a polynomial kernel, we can compress inputs to instances of polynomial size, which lead to boost up the running time of exact algorithms solving the problem, like the brute-force search algorithm. Therefore, it is natural and applicable to investigate the existence of a polynomial kernel or a linear kernel. In particular, the existence of linear kernels for Dominating Set on sparse graph classes have been investigated.

One of the first results is a linear kernel for Dominating Set on planar graphs due to Alber, Fellows, and Niedermeier [3]. It has been generalized to classes of bounded genus graphs [26], $H$-minor free graphs [23], and $H$-topological minor free graphs [24]. Drange et al. [17] extended the previous results to classes of graphs with bounded expansion for Distance- $r$ Dominating Set, and Eickmeyer et al. [20] obtained almost linear kernels for Distance-r Dominating Set on nowhere dense classes of graphs. Classes of graphs with bounded expansion and nowhere dense classes of graphs were introduced by Nešetřil and Ossona de Mendez [37], which are defined in terms of shallow minors and capture most of well-studied sparse graph classes.

Independent Set is another classic NP-hard problem which asks to find a set of $k$ vertices in a given graph whose pairwise distance is more than 1 , and Distance- $r$ Independent Set is the problem obtained by replacing 1 with $r$. It is known that Independent Set is $\mathrm{W}[1]$-complete parameterized by $k$ [15]. The distance variations of Dominating Set and Independent Set are closely related, in a sense that the size of a distance- $2 r$ independent set is a lower bound for the minimum size of a distance- $r$ dominating set. Dvořák [18] presented an approximation algorithm for Distance-r Dominating Set, which outputs a set of size bounded by a function of the $2 r$-weak coloring number and the maximum size of a distance- $2 r$ independent set. Pilipczuk and Siebertz [39] recently presented an almost linear kernel for Distance- $r$ Independent Set on nowhere dense classes of graphs.

For a fixed $r$, both Distance- $r$ Dominating Set and Distance- $r$ Independent Set can be expressed in first-order logic. Thus, by the meta-theorem of Grohe, Kreutzer, and Siebertz [29], there are almost-linear-time fixed-parameter tractable on every nowhere dense class of graphs. Fabiański, Pilipczuk, Siebertz, and Toruńczyk [22] presented linear-time fixed-parameter algorithms for Distance-r Dominating Set on various graph classes, including powers of nowhere dense classes and map graphs, and a linear-time fixed-parameter algorithm for Distance- $r$ Independent Set on every nowhere dense class of graphs.

A natural question is whether there are linear/polynomial kernels for other problems on classes of graphs with bounded expansion and nowhere dense classes of graphs. Metatype kernelization results have been studied for graphs on bounded genus [6], $H$-minor free
graphs [25], $H$-topological minor free graphs [32], classes of graphs with bounded expansion, and nowhere dense classes of graphs [28]. Note that the last result by Gajarsky et al. [28] is to obtain kernelizations parameterized by the size of a modulator to constant tree-depth, and not by the solution size. Currently, limited investigations have been conducted on variations of Distance- $r$ Dominating Set and Distance- $r$ Independent Set. In this paper, we consider generic problems to hit finite graphs by the $r$-th neighborhood of a set of vertices.

Let $\mathcal{F}$ be a family of graphs, and let $p$ and $r$ be nonnegative integers. For a graph $G$, let $G^{p}$ be the graph with vertex set $V(G)$ such that distinct vertices $v$ and $w$ are adjacent in $G^{p}$ if and only if the distance between $v$ and $w$ in $G$ is at most $p$, and let $N_{G}^{r}[D]$ be the set of all vertices in $G$ at distance at most $r$ from $D$ in $G$. For a graph $G$, a set $D \subseteq V(G)$ is a $(p, r, \mathcal{F})$-cover of $G$ if there is no set $X \subseteq V(G) \backslash N_{G}^{r}[D]$ such that $G^{p}[X]$ is isomorphic to a graph in $\mathcal{F}$. We denote by the $\gamma_{p, r}^{\mathcal{F}}(G)$ the minimum size of a $(p, r, \mathcal{F})$-cover of $G$. For a graph $G$ and an integer $k$, the $(p, r, \mathcal{F})$-Covering problem asks whether $\gamma_{p, r}^{\mathcal{F}}(G) \leqslant k$. Note that Distance- $r$ Dominating Set is equal to $\left(1, r,\left\{K_{1}\right\}\right)$-Covering.

Our main results are the following. For classes of graphs with bounded expansion, we can obtain linear kernels. Let $\mathbb{N}$ be the set of nonnegative integers and $\mathbb{R}_{+}$be the set of positives.

- Theorem 1.1. For every nowhere dense class $\mathcal{C}$ of graphs, there is $g_{\text {cov }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2 r+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$ and $k \in \mathbb{N}$, either correctly decides that $\gamma_{p, r}^{\mathcal{F}}(G)>k$, or outputs a graph $G^{\prime}$ with $\left|V\left(G^{\prime}\right)\right| \leqslant g_{\mathrm{cov}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$ such that $\gamma_{p, r}^{\mathcal{F}}(G) \leqslant k$ if and only if $\gamma_{p, r}^{\mathcal{F}}\left(G^{\prime}\right) \leqslant k+1$.

A $(p, r, \mathcal{F})$-packing of $G$ is a family of sets $A_{1}, \ldots, A_{\ell} \subseteq V(G)$ such that each $G^{p}\left[A_{i}\right]$ is isomorphic to a graph in $\mathcal{F}$, and for all $1 \leqslant i<j \leqslant \ell$, the distance between $A_{i}$ and $A_{j}$ in $G$ is more than $r$. We denote by $\alpha_{p, r}^{\mathcal{F}}(G)$ the maximum size of a $(p, r, \mathcal{F})$-packing of $G$. For a graph $G$ and an integer $k$, the $(p, r, \mathcal{F})$-Packing problem asks whether $\alpha_{p, r}^{\mathcal{F}}(G) \geqslant k$. Note that Distance- $r$ Independent Set is equal to $\left(1, r,\left\{K_{1}\right\}\right)$-Packing.

- Theorem 1.2. For every nowhere dense class $\mathcal{C}$ of graphs, there is $g_{\text {pack }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2\lfloor r / 2\rfloor+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$ and $k \in \mathbb{N}$, either correctly decides that $\alpha_{p, r}^{\mathcal{F}}(G)=0$, or correctly decides that $\alpha_{p, r}^{\mathcal{F}}(G)>k$, or outputs a graph $G^{\prime}$ with $\left|V\left(G^{\prime}\right)\right| \leqslant g_{\mathrm{pack}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$ such that $\alpha_{p, r}^{\mathcal{F}}(G) \geqslant k$ if and only if $\alpha_{p, r}^{\mathcal{F}}\left(G^{\prime}\right) \geqslant k+1$.

Applications. Our kernels for the covering problems have the following applications. Canales, Hernández, Martins, and Matos [9] introduced a distance- $r$ vertex cover and a distance- $r$ guarding set. For a graph $G$ and a positive integer $r$, a set $D \subseteq V(G)$ is a distance- $r$ vertex cover if $G-N_{G}^{r}[D]$ has no edge, and a distance-r guarding set if $G-N_{G}^{r-1}[D]$ has no triangle. For a positive integer $k$, the Distance- $r$ Vertex Cover problem asks whether a graph $G$ has a distance- $r$ vertex cover of size at most $k$. Similarly, the Distance- $r$ Guarding Set problem asks whether a graph $G$ has a distance- $r$ guarding set of size at most $k$. Distance- $r$ Vertex Cover and Distance- $r$ Guarding Set for $r \geqslant 1$ can be formulated as $\left(1, r,\left\{K_{2}\right\}\right)$-Covering and $\left(1, r-1,\left\{K_{3}\right\}\right)$-Covering, respectively. By Theorem 1.1, both problems admit almost linear kernels on every nowhere dense class of graphs, and these kernels also can be translated to fixed-parameter algorithms solving those problems on every nowhere dense class of graphs.

For a family $\mathcal{F}$ of graphs, a graph $G$, and an integer $k$, the $\mathcal{F}$-Free Vertex Deletion problem asks whether there is a set $S$ of at most $k$ vertices in $G$ such that $G-S$ has no induced subgraph isomorphic to $\mathcal{F}$. If all graphs in $\mathcal{F}$ have at most $d$ vertices, then this problem is related to the $d$-Hitting Set problem, and has a kernel of size $\mathcal{O}\left(k^{d-1}\right)$ [1]. Our results imply that if $\mathcal{F}$ is a finite set of connected graphs, then $\mathcal{F}$-Free Vertex Deletion admits an almost linear kernel on every nowhere dense class of graphs. This can be applied to Cograph Vertex Deletion [36], to Cluster Vertex Deletion [5, 41], and to Claw-Free Vertex Deletion [7].

Our kernels for the packing problems have the following applications. A matching of a graph $G$ is a set $M$ of edges of $G$ such that no two edges in $M$ share an end. For a positive integer $r$, a distance-r matching of $G$ is a matching $M$ of $G$ such that for distinct edges $u_{1} u_{2}, v_{1} v_{2} \in M, \min \left\{\operatorname{dist}_{G}\left(u_{i}, v_{j}\right): i, j \in[2]\right\} \geqslant r$. For an integer $k$, the Distance- $r$ Matching problem asks whether $G$ has a distance- $r$ matching of size at least $k$. Distance-1 Matching is nothing but finding a matching of size at least $k$, so can be solved in polynomial time [19]. Distance- $r$ Matching for $r \geqslant 2$ is equal to ( $1, r-1,\left\{K_{2}\right\}$ )-Packing. Moser and Sikdar [35] presented linear kernels for Distance-2 Matching on planar graphs and graphs of bounded degree, and a cubic kernel for the same problem on graphs of girth at least 6. Later, Kanj, Pelsmajer, Schaefer, and Xia [31] presented a kernel of size $40 k$ for Distance-2 Matching on planar graphs. By Theorem 1.2, Distance- $r$ Matching for every $r \geqslant 2$ admits an almost linear kernel on every nowhere dense class of graphs.

We can further generalize the matching problem. For a graph $H$ and an integer $k$, the $H$-Matching problem asks whether a graph $G$ has $k$ vertex-disjoint subgraphs isomorphic to $H$. For every integer $d \geqslant 1$, let $P_{d}$ be a path on $d$ vertices. Dell and Marx [10] presented a kernel for $P_{3}$-Matching with $O\left(k^{2.5}\right)$ edges, and a unified kernel for $P_{d}$-Matching with $O\left(d^{d^{2}} d^{7} k^{3}\right)$ vertices. They also showed that for every integer $d \geqslant 3$ and every $\varepsilon>0$, under some complexity hypothesis, $K_{d}$-Matching does not have kernels with $O\left(k^{d-1-\varepsilon}\right)$ edges. By taking $\mathcal{F}$ as the set of all graphs on $|V(H)|$ vertices that contain $H$ as a subgraph, we can formulate $H$-Matching as $(1,0, \mathcal{F})$-Packing. Generally, we may consider Induced- $\mathcal{F}$ Packing which asks whether a graph has $k$ vertex-disjoint induced subgraphs each isomorphic to some graph in $\mathcal{F}$. By Theorem 1.2, Induced- $\mathcal{F}$-Packing for every fixed finite family $\mathcal{F}$ of connected graphs admits almost linear kernel on every nowhere dense class of graphs.

We may formulate $(p, r, \mathcal{F})$-Covering and $(p, r, \mathcal{F})$-Packing on fixed powers of a given graph. Formally, for a fixed positive integer $t,(p t, r t, \mathcal{F})$-Covering on a graph $G$ is exactly same as $(p, r, \mathcal{F})$-Covering on its $t$-th power $G^{t}$. Therefore, our result provides the existence of almost linear kernels for both problems on $t$-th powers $G^{t}$ of graphs from a nowhere dense class of graphs, assuming that the original graph $G$ is given. However, if the power $G^{t}$ is only given, then we need to find the graph $G$ to apply our kernelization algorithm.

Organization. We organize this paper as follows. In Section 2, we present some terminology from graph theory, especially lemmas on nowhere dense classes of graphs. In Sections 3 and 4 , we present almost linear kernels for $(p, r, \mathcal{F})$-Covering and $(p, r, \mathcal{F})$-Packing on every nowhere dense class of graphs, respectively.

## 2 Preliminaries

In this paper, all graphs are simple and finite and have at least one vertex. For an equivalence relation $\sim$ on a set $X$, we denote by index $(\sim)$ the number of equivalence classes of $\sim$ in $X$. For every integer $n$, let $[n]$ be the set of positive integers at most $n$. Throughout this section,
we let $p, r$ be nonnegative integers, let $G$ be a graph, and let $A, B$ be subsets of $V(G)$. We follow the notations from the textbook of Diestel [12]. We denote by $\operatorname{dist}_{G}(v, w)$ the distance between vertices $v$ and $w$ in $G$ and by $\operatorname{dist}_{G}(A, B)$ be the shortest distance between a vertex in $A$ and a vertex in $B$. The $p$-th power of $G$, denoted by $G^{p}$, is the graph with vertex set $V(G)$ such that distinct vertices $v$ and $w$ are adjacent in $G^{p}$ if and only if $\operatorname{dist}_{G}(v, w) \leqslant p$. For a vertex $v$ of $G$, let $N_{G}^{r}[v]$ be the set of vertices of $G$ which are at distance at most $r$ from $v$ in $G$, and $N_{G}^{r}(v):=N_{G}^{r}[v] \backslash\{v\}$. Let $N_{G}^{r}[A]:=\bigcup_{v \in A} N_{G}^{r}[v]$ and $N_{G}^{r}(A):=N_{G}^{r}[A] \backslash A$.

A set $X \subseteq V(G)$ is a distance-r independent set in $G$ if the vertices in $X$ are pairwise at distance larger than $r$ in $G$. We denote by $\alpha_{r}(G)$ the maximum size of a distance- $r$ independent in $G$. A set $D \subseteq V(G)$ is a distance-r dominating set of $G$ if every vertex of $G$ lies in $N_{G}^{r}[D]$. We denote by $\gamma_{r}(G)$ the minimum size of a distance- $r$ dominating set of $G$.

Sparse graphs. A graph $H$ with vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ is an $r$-shallow minor of $G$ if there exist pairwise disjoint subsets $V_{1}, \ldots, V_{n}$ of $V(G)$ such that each $G\left[V_{i}\right]$ has radius at most $r$ and for all edges $v_{i} v_{j} \in E(H), \operatorname{dist}_{G}\left(V_{i}, V_{j}\right)=1$. A class $\mathcal{C}$ of graphs has bounded expansion if there is $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $r \in \mathbb{N}, G \in \mathcal{C}$, and an $r$-shallow minor $H$ of $G$, $|E(H)| /|V(H)| \leqslant f(r)$. A class $\mathcal{C}$ of graphs is nowhere dense if there is $g: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $r \in \mathbb{N}$ and $G \in \mathcal{C}, K_{g(r)}$ is not an $r$-shallow minor of $G$.

For vertices $v \in A$ and $u \in V(G) \backslash A$, a path $P$ from $u$ to $v$ is $A$-avoiding if $V(P) \cap A=\{v\}$. For a vertex $u \in V(G) \backslash A$, the $r$-projection of $u$ on $A$, denoted by $M_{r}^{G}(u, A)$, is the set of all vertices $v \in A$ connected to $u$ by an $A$-avoiding path of length at most $r$ in $G$. The $r$-projection profile of $u$ on $A$ is a function $\rho_{r}^{G}[u, A]: A \rightarrow[r] \cup\{\infty\}$ such that for each vertex $v \in A, \rho_{r}^{G}[u, A](v)$ is $\infty$ if there is no $A$-avoiding path of length at most $r$ from $u$ to $v$, and otherwise the length of a shortest $A$-avoiding path from $u$ to $v$. Let $\mu_{r}(G, A):=\left|\left\{\rho_{r}^{G}[u, A]: u \in V(G) \backslash A\right\}\right|$. We will use the following lemmas.

- Lemma 2.1 (Eickmeyer et al. [20]). For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\text {proj }}: \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for all $r \in \mathbb{N}, \varepsilon>0, G \in \mathcal{C}$, and $X \subseteq V(G), \mu_{r}(G, X) \leqslant$ $f_{\text {proj }}(r, \varepsilon) \cdot|X|^{1+\varepsilon}$.

For $t \geqslant 0$, a set $X \subseteq V(G)$ is $(r, t)$-close if $\left|M_{r}^{G}(u, X)\right| \leqslant t$ for every $u \in V(G) \backslash X$.

- Lemma 2.2 (Eickmeyer et al. [20]). For every nowhere dense class $\mathcal{C}$ of graphs, there exist $f_{\mathrm{cl}}: \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ and a polynomial-time algorithm that for all $r \in \mathbb{N}, \varepsilon>0, G \in \mathcal{C}$, and $X \subseteq V(G)$, outputs an $\left(r, f_{\mathrm{cl}}(r, \varepsilon) \cdot|X|^{\varepsilon}\right)$-close set $X_{\mathrm{cl}} \supseteq X$ of size at most $f_{\mathrm{cl}}(r, \varepsilon) \cdot|X|^{1+\varepsilon}$.

For a set $X \subseteq V(G)$, an $r$-path closure of $X$ is a set $X_{\text {pth }} \supseteq X$ such that for $u, v \in X$, if $\operatorname{dist}_{G}(u, v) \leqslant r$, then $\operatorname{dist}_{G\left[X_{\mathrm{pth}}\right]}(u, v)=\operatorname{dist}_{G}(u, v)$.
Lemma 2.3 (Eickmeyer et al. [20]). For every nowhere dense class $\mathcal{C}$ of graphs, there exist $f_{\mathrm{pth}}: \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ and a polynomial-time algorithm that for all $r \in \mathbb{N}, \varepsilon>0, G \in \mathcal{C}$, and $X \subseteq V(G)$, outputs an r-path closure of $X$ having size at most $f_{\mathrm{pth}}(r, \varepsilon) \cdot|X|^{1+\varepsilon}$.

Drange et al. [17] showed analogues of these three lemmas on classes of graphs with bounded expansion. By substituting Lemmas 2.1, 2.2, and 2.3 with their analogues, we can easily obtain linear kernels for $(p, r, \mathcal{F})$-Covering and $(p, r, \mathcal{F})$-Packing on classes of graphs with bounded expansion. Thus, we mainly focus on constructing almost linear kernels for the problems on nowhere dense classes of graphs.

A class $\mathcal{C}$ of graphs is uniformly quasi-wide if there exist $N: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ and $s: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $G \in \mathcal{C}$ and $A \subseteq V(G)$ with $|A| \geqslant N(r, m)$, there exist sets $S \subseteq V(G)$ and $B \subseteq A \backslash S$ such that $|S| \leqslant s(r),|B| \geqslant m$, and $B$ is distance- $r$ independent in $G-S$.

- Theorem 2.4 (Kreutzer, Rabinovich, and Siebertz [33]). Let $\mathcal{C}$ be a nowhere dense class of graphs. For every $r \geqslant 0$, there are $p(r), s(r)$ such that for all $G \in \mathcal{C}, m \in \mathbb{N}$, and $A \subseteq V(G)$ with $|A| \geqslant m^{p(r)}$, there are sets $S \subseteq V(G)$ and $B \subseteq A \backslash S$ such that $|S| \leqslant s(r),|B| \geqslant m$, and $B$ is distance-r independent in $G-S$. Moreover, if $K_{c}$ is not an r-shallow minor of $G$, then $s(r) \leqslant c \cdot r$ and one can find desired sets $S$ and $B$ in $O\left(r \cdot c \cdot|A|^{c+6} \cdot|V(G)|^{2}\right)$ time.

VC-dimension. A set-system is a family of subsets of a set, called the ground set. Let $\mathcal{S}$ be a set-system with the ground set $S$. A set $S^{\prime} \subseteq S$ is shattered by $\mathcal{S}$ if $\left|\left\{S^{\prime} \cap T: T \in \mathcal{S}\right\}\right|=2^{\left|S^{\prime}\right|}$. The Vapnik-Chervonenkis dimension, or VC-dimension for short, of $\mathcal{S}$ is the largest cardinality of a shattered subset of $S$ by $\mathcal{S}$. Observe that if a set $S^{\prime} \subseteq S$ is shattered by $\mathcal{S}$, then every subset of $S^{\prime}$ is also shattered by $\mathcal{S}$. In addition, for every $\mathcal{S}^{\prime} \subseteq \mathcal{S}$, the VC-dimension of $\mathcal{S}^{\prime}$ is at most that of $\mathcal{S}$.

Proposition 2.5 (See [34, Proposition 10.3.3]). Let $F\left(X_{1}, \ldots, X_{d}\right)$ be a set-theoretic expression using set variables $X_{1}, \ldots, X_{d}$ and the operations of union, intersection, and difference. Let $\mathcal{S}$ be a set-system with the ground set $S$, and $\mathcal{T}:=\left\{F\left(S_{1}, \ldots, S_{d}\right): S_{1}, \ldots, S_{d} \in \mathcal{S}\right\}$. If $\mathcal{S}$ has $V C$-dimension $c<\infty$, then $\mathcal{T}$ has $V C$-dimension $O(c d \log d)$.

A hitting set of $\mathcal{S}$ is a set $X \subseteq S$ such that for every $T \in \mathcal{S}, T \cap X \neq \varnothing$. Let $\tau(\mathcal{S})$ be the minimum size of a hitting set of $\mathcal{S}$.

Brönnimann and Goodrich [8] and Even, Rawitz, and Shahar [21] presented polynomialtime algorithms finding a hitting set $X$ of a nonempty set-system $\mathcal{S}$ having VC-dimension at most $c$ with $|X|=O(c \cdot \tau(\mathcal{S}) \cdot \ln \tau(\mathcal{S}))$.

- Theorem $2.6([8,21])$. There exist a constant $C_{\tau}$ and a polynomial-time algorithm that for every nonempty set-system $\mathcal{S}$ having $V C$-dimension at most $c$, outputs a hitting set of $\mathcal{S}$ having size at most $C_{\tau} \cdot c \cdot \tau(\mathcal{S}) \cdot \ln \tau(\mathcal{S})+1$.

The VC-dimension of $G$ is defined by the VC-dimension of $\left\{N_{G}[v]: v \in V(G)\right\}$.

- Theorem 2.7 (Adler and Adler [2]). Let $\mathcal{C}$ be a nowhere dense class of graphs and $\phi(x, y)$ be a first-order formula such that for all $G \in \mathcal{C}$ and vertices $v$ and $w$ of $G, G \models \phi(v, w)$ if and only if $G \models \phi(w, v)$. For a graph $G \in \mathcal{C}$, let $G_{\phi}:=(V(G),\{v w: G \models \phi(v, w)\})$. Then there exists a nonnegative integer $c$ depending on $\mathcal{C}$ and $\phi$ such that every graph in $\left\{G_{\phi}: G \in \mathcal{C}\right\}$ has VC-dimension at most $c$.

For every $p \in \mathbb{N}$, the property that the distance between two vertices is at most $p$ can be expressed in a first-order formula, so Theorem 2.7 has the following corollary.

- Corollary 2.8. For every nowhere dense class $\mathcal{C}$ of graphs, there exists a function $f_{\mathrm{vc}}$ : $\mathbb{N} \rightarrow \mathbb{N}$ such that for all $p \in \mathbb{N}$ and $G \in \mathcal{C}, G^{p}$ has VC-dimension at most $f_{\mathrm{vc}}(p)$.


## 3 Kernels for the $(p, r, \mathcal{F})$-Covering problems

Let $p, r$ be nonnegative integers with $p \leqslant 2 r+1$ and let $\mathcal{F}$ be a nonempty finite family of connected graphs. In this section, we present an almost linear kernel for $(p, r, \mathcal{F})$-Covering on every nowhere dense class of graphs. To do this, we divert to an annotated variant of $(p, r, \mathcal{F})$-Covering. For a graph $G$ and a set $A \subseteq V(G)$, a set $D \subseteq V(G)$ is a $(p, r, \mathcal{F})$-cover of $A$ in $G$ if there is no set $X \subseteq A \backslash N_{G}^{r}[D]$ such that $G^{p}[X]$ is isomorphic to a graph in $\mathcal{F}$. We denote by $\gamma_{p, r}^{\mathcal{F}}(G, A)$ the minimum size of a $(p, r, \mathcal{F})$-cover of $A$ in $G$. For a graph $G$, a set $A \subseteq V(G)$, and an integer $k$, the Annotated $(p, r, \mathcal{F})$-Covering problem asks whether $\gamma_{p, r}^{\mathcal{F}}(G, A) \leqslant k$.

We first construct an almost linear kernel for Annotated ( $p, r, \mathcal{F}$ )-Covering on every nowhere dense class of graphs. Every instance of $(p, r, \mathcal{F})$-Covering can be seen as an instance of an annotated variant, so we apply the almost linear kernel to the input instance. Afterwards, we construct an equivalent instance of ( $p, r, \mathcal{F}$ )-Covering by attaching a small graph, which will be called a $(p, \mathcal{F})$-critical graph, to the resulting instance obtained from the almost linear kernel.

For a graph $G$ and a set $A \subseteq V(G)$, a $(p, r, \mathcal{F})$-core of $A$ in $G$ is a set $Z \subseteq A$ such that every minimum-size $(p, r, \mathcal{F})$-cover of $Z$ in $G$ is a $(p, r, \mathcal{F})$-cover of $A$ in $G$. Observe that $\gamma_{p, r}^{\mathcal{F}}(G, A)=\gamma_{p, r}^{\mathcal{F}}(G, Z)$ and $A$ is a $(p, r, \mathcal{F})$-core of $A$ in $G$. We derive an almost linear kernel for Annotated $(p, r, \mathcal{F})$-Covering from Proposition 3.1 saying that we can either confirm that the given instance is a no-instance, or reduce the size of a $(p, r, \mathcal{F})$-core of $A$ in $G$.

- Proposition 3.1. For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\text {core }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most d vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2 r+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}, A \subseteq V(G), k \in \mathbb{N}$, and a $(p, r, \mathcal{F})$-core $Z$ of $A$ in $G$ with $|Z|>f_{\text {core }}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$, either correctly decides that $\gamma_{p, r}^{\mathcal{F}}(G, A)>k$, or outputs a vertex $z \in Z$ such that $Z \backslash\{z\}$ is a $(p, r, \mathcal{F})$-core of $A$ in $G$.

We will use the following proposition to prove Proposition 3.1.

- Proposition 3.2. For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\text {apx }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most d vertices, $p, r \in \mathbb{N}$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$ and $A \subseteq V(G)$, outputs a $(p, r, \mathcal{F})$-cover of $A$ in $G$ having size at most $f_{\mathrm{apx}}(r, d, \varepsilon) \cdot \gamma_{p, r}^{\mathcal{F}}(G, A)^{1+\varepsilon}$.
Proof. Let $\mathcal{N}:=\left\{N_{G}^{r}[v]: v \in V(G)\right\}$ and $\mathcal{N}_{A}:=\left\{N_{G}^{r}[v]: v \in A\right\}$. By Corollary 2.8, $\mathcal{N}$ has VC-dimension at most $f_{\mathrm{vc}}(r)$. Since $\mathcal{N}_{A} \subseteq \mathcal{N}, \mathcal{N}_{A}$ has VC-dimension at most $f_{\mathrm{vc}}(r)$. Let $\mathcal{H}_{0}:=\left\{N_{G}^{r}[B]: B \subseteq A,|B| \leqslant d\right\}$. Let $\mathcal{H}_{1}$ be the family of sets $B \subseteq A$ such that $G^{p}[B]$ is isomorphic to a graph in $\mathcal{F}$, and $\mathcal{H}_{2}:=\left\{N_{G}^{r}[B]: B \in \mathcal{H}_{1}\right\}$. Since $\mathcal{N}$ has VC-dimension at most $f_{\mathrm{vc}}(r)$, by Proposition 2.5, $\mathcal{H}_{0}$ has VC-dimension at most $O\left(f_{\mathrm{vc}}(r) \cdot d \log d\right)$. Since $\mathcal{H}_{2} \subseteq \mathcal{H}_{0}, \mathcal{H}_{2}$ has VC-dimension at most $O\left(f_{\mathrm{vc}}(r) \cdot d \log d\right)$.

Let $\gamma:=\gamma_{p, r}^{\mathcal{F}}(G, A)$ and $\delta$ be the VC-dimension of $\mathcal{H}_{2}$. Observe that $(p, r, \mathcal{F})$-covers of $A$ in $G$ correspond to hitting sets of $\mathcal{H}_{2}$, and vice versa. By Theorem 2.6, one can find in polynomial time a hitting set $X$ of $\mathcal{H}_{2}$ having size at most $C_{\tau} \cdot \delta \cdot \gamma \cdot \ln \gamma+1$. Thus, one can choose the function $f_{\text {apx }}(r, d, \varepsilon)$ with $|X| \leqslant f_{\text {apx }}(r, d, \varepsilon) \cdot \gamma^{1+\varepsilon}$.

Proof of Proposition 3.1. The function $f_{\text {core }}(r, d, \varepsilon)$ will be defined later. At the beginning, we assume that $|Z|>f_{\text {core }}(r, d, \varepsilon) \cdot k^{1+C \varepsilon}$ for some constant $C$, and at the end, we scale $\varepsilon$ accordingly. If $Z$ contains a vertex $v$ such that for every set $B \subseteq Z \backslash\{v\}$ with $|B| \leqslant d-1$, $G^{p}[B \cup\{v\}]$ is isomorphic to no graph in $\mathcal{F}$, then the statement holds by taking $v$ as $z$. Thus, we may assume that for every $v \in Z$, there is a set $B \subseteq Z \backslash\{v\}$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}$.

By Proposition 3.2, one can find in polynomial time a $(p, r, \mathcal{F})$-cover $X$ of $Z$ in $G$ having size at most $f_{\mathrm{apx}}(r, d, \varepsilon) \cdot \gamma_{p, r}^{\mathcal{F}}(G, Z)^{1+\varepsilon}$. If $|X|>f_{\mathrm{apx}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$, then $\gamma_{p, r}^{\mathcal{F}}(G, A)=$ $\gamma_{p, r}^{\mathcal{F}}(G, Z)>k$. Thus, we may assume that $|X| \leqslant f_{\text {apx }}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$. Let $r^{\prime}:=2 p d+3 r$. By Lemma 2.2, one can find in polynomial time an $\left(r^{\prime}, f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot|X|^{\varepsilon}\right)$-close set $X_{\mathrm{cl}} \supseteq X$ of size at most $f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot|X|^{1+\varepsilon} \leqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{1+\varepsilon} \cdot k^{1+3 \varepsilon}$.

Let $\sim$ be an equivalence relation on $Z \backslash X_{\mathrm{cl}}$ such that for vertices $u, v \in Z \backslash X_{\mathrm{cl}}, u \sim v$ if and only if $\rho_{r^{\prime}}^{G}\left[u, X_{\mathrm{cl}}\right]=\rho_{r^{\prime}}^{G}\left[v, X_{\mathrm{cl}}\right]$. By Lemma 2.1,

$$
\operatorname{index}(\sim) \leqslant f_{\mathrm{proj}}\left(r^{\prime}, \varepsilon\right) \cdot\left|X_{\mathrm{cl}}\right|^{1+\varepsilon} \leqslant f_{\mathrm{proj}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right)^{1+\varepsilon} \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{1+3 \varepsilon} \cdot k^{1+7 \varepsilon}
$$

Let $p\left(r^{\prime}\right)$ and $s:=s\left(r^{\prime}\right)$ be the constants in Theorem 2.4. Let

$$
\xi:=2 \cdot f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+d^{2} / 4+s+1 \quad \text { and } \quad m:=2^{2^{d^{2} / 2+s d} \cdot(r+1)^{s d}} \cdot \xi+1
$$

By setting $C=7+2 \cdot p\left(r^{\prime}\right)$, one can choose $f_{\text {core }}(r, d, \varepsilon)$ with $f_{\text {core }}(r, d, \varepsilon) \cdot k^{1+C \varepsilon} \geqslant\left|X_{\mathrm{cl}}\right|+$ $\operatorname{index}(\sim) \cdot m^{p\left(r^{\prime}\right)}$. Since $|Z|>f_{\text {core }}(r, d, \varepsilon) \cdot k^{1+C \varepsilon}$, we have that $\left|Z \backslash X_{\text {cl }}\right|>\operatorname{index}(\sim) \cdot m^{p\left(r^{\prime}\right)}$. Thus, by the pigeonhole principle, there is an equivalence class $\lambda$ of $\sim$ with $|\lambda|>m^{p\left(r^{\prime}\right)}$. By Theorem 2.4, one can find in polynomial time sets $S \subseteq V(G)$ and $L \subseteq \lambda \backslash S$ such that $|S| \leqslant s$, $|L| \geqslant m$, and $L$ is distance- $r^{\prime}$ independent in $G-S$.

We are going to find a desired vertex $z$ from $L$. To do this, we define the following. For each $i \in[d]$, let $\mathcal{G}_{i}$ be the set of all graphs whose vertex sets are $[i]$. Note that $\left|\mathcal{G}_{i}\right|=2^{i(i-1) / 2}$ for each $i \in[d]$. Let $\mathcal{H}$ be the set of functions $\rho: S \rightarrow[2 r+1] \cup\{\infty\}$. Since $|S| \leqslant s$, we have that $|\mathcal{H}| \leqslant(2 r+2)^{s}$. For each $i \in[d]$, let $\mathcal{H}_{i}$ be the set of all vectors $\left(h_{1}, \ldots, h_{i}, g\right)$ of length $i+1$ where $h_{j} \in \mathcal{H}$ for each $j \in[i]$ and $g \in \mathcal{G}_{i}$. Let $\overline{\mathcal{H}}:=\bigcup_{i=1}^{d} \mathcal{H}_{i}$. Note that

$$
|\overline{\mathcal{H}}|=\sum_{i=1}^{d}\left|\mathcal{H}_{i}\right|=\sum_{i=1}^{d}\left(|\mathcal{H}|^{i} \cdot\left|\mathcal{G}_{i}\right|\right) \leqslant \sum_{i=1}^{d}\left((2 r+2)^{s i} \cdot 2^{i(i-1) / 2}\right) \leqslant 2^{d^{2} / 2+s d} \cdot(r+1)^{s d} .
$$

Let $\ell:=|\overline{\mathcal{H}}|$. We take an arbitrary ordering $\sigma_{1}, \ldots, \sigma_{\ell}$ of $\overline{\mathcal{H}}$. For each $v \in L$, let $\mathcal{A}_{v}:=\varnothing$ and $\mathbf{x}(v)$ be a zero vector of length $\ell$. One can enumerate in polynomial time the sets $B \subseteq Z \backslash\{v\}$ of size at most $d-1$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}$. For each such $B$, we do the following. If there is an index $i \in[\ell]$ such that the $i$-th entry of $\mathbf{x}(v)$ is 0 and for $\sigma_{i}=\left(h_{1}^{i}, \ldots, h_{t}^{i}, g_{i}\right) \in \overline{\mathcal{H}}$, there is an isomorphism $\phi_{i}:(B \backslash S) \cup\{v\} \rightarrow[t]$ between $(G-S)^{p}[(B \backslash S) \cup\{v\}]$ and $g_{i}$ where $\phi_{i}(v)=1$ and $\rho_{2 r+1}^{G}\left[\phi_{i}^{-1}(j), S\right]=h_{j}^{i}$ for each $j \in[t]$, then we put $B$ into $\mathcal{A}_{v}$ and convert the $i$-th entry of $\mathbf{x}(v)$ to 1 . Otherwise, we do nothing for the chosen $B$. Since $|B| \leqslant d-1$, one can check in polynomial time whether $B$ satisfies the conditions. Thus, the resulting $\mathcal{A}_{v}$ and $\mathbf{x}(v)$ can be computed in polynomial time.

For each $v \in L$, since $Z \backslash\{v\}$ has a subset $B$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}, \mathcal{A}_{v} \neq \varnothing$ and $\mathbf{x}(v)$ has a nonzero entry. For each set $B \in \mathcal{A}_{v}$, let $B^{*}$ be the vertex set of the component of $(G-S)^{p}[(B \backslash S) \cup\{v\}]$ having $v$, and $\mathcal{B}_{v}:=\bigcup_{B \in \mathcal{A}_{v}} B^{*}$.

Since $|L| \geqslant m=2^{2^{d^{2} / 2+s d} \cdot(r+1)^{s d}} \cdot \xi+1$ and $\ell \leqslant 2^{d^{2} / 2+s d} \cdot(r+1)^{s d}$, by the pigeonhole principle, $L$ has a subset $\kappa_{1}$ such that $\left|\kappa_{1}\right| \geqslant \xi+1$ and $\mathbf{x}(v)=\mathbf{x}(w)$ for all $v, w \in \kappa_{1}$. Let $z$ be a vertex in $\kappa_{1}$ such that $\operatorname{dist}_{G-S}\left(\mathcal{B}_{z}, X_{\mathrm{cl}}\right) \geqslant \operatorname{dist}_{G-S}\left(\mathcal{B}_{v}, X_{\mathrm{cl}}\right)$ for every $v \in \kappa_{1}$.

We show that $Z \backslash\{z\}$ is a $(p, r, \mathcal{F})$-core of $A$ in $G$. To do this, for a minimum-size $(p, r, \mathcal{F})$ cover $D$ of $Z \backslash\{z\}$ in $G$, we need to show that $D$ is a $(p, r, \mathcal{F})$-cover of $A$ in $G$. Since $Z$ is a $(p, r, \mathcal{F})$-core of $A$ in $G$, it suffices to show that $D$ is a $(p, r, \mathcal{F})$-cover of $Z$ in $G$.

Suppose for contradiction that $D$ is not a $(p, r, \mathcal{F})$-cover of $Z$ in $G$. Since $D$ is a $(p, r, \mathcal{F})$ cover of $Z \backslash\{z\}$ in $G$, there is a set $B_{z} \subseteq Z \backslash\left(N_{G}^{r}[D] \cup\{z\}\right)$ such that $G^{p}\left[B_{z} \cup\{z\}\right]$ is isomorphic to a graph in $\mathcal{F}$. In particular, there exist a graph $H \in \mathcal{G}_{t}$ for some $t \leqslant d$ and an isomorphism $\psi_{z}:\left(B_{z} \backslash S\right) \cup\{z\} \rightarrow[t]$ between $(G-S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ and $H$ where $\psi_{z}(z)=1$. For each $v \in \kappa_{1} \backslash\{z\}$, there exist $B_{v} \in \mathcal{A}_{v}$ and an isomorphism $\psi_{v}:\left(B_{v} \backslash S\right) \cup\{v\} \rightarrow[t]$ between $(G-S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ and $H$ where $\psi_{v}(v)=1$ and for each $j \in[t], \rho_{2 r+1}^{G}\left[\psi_{v}^{-1}(j), S\right]=$ $\rho_{2 r+1}^{G}\left[\psi_{z}^{-1}(j), S\right]$. To derive a contradiction, we do the following steps.
(1) Find a set $\kappa_{3} \subseteq \kappa_{1} \backslash\{z\}$ such that for each $u \in \kappa_{3}$, $\operatorname{dist}_{G-S}\left(\mathcal{B}_{u}, X_{\mathrm{cl}}\right)>r$ and $G^{p}\left[B_{u}^{*} \cup\right.$ $\left.\left(B_{z} \backslash B_{z}^{*}\right)\right]$ is isomorphic to $G^{p}\left[B_{z} \cup\{z\}\right]$.
(2) Show that $|D| \geqslant\left|\kappa_{3}\right|$.
(3) Construct a $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$ having size less than $|D|$.

Since $D$ is a minimum-size $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$, these steps derive a contradiction.

Let $\kappa_{1}^{\prime}$ be the set of vertices $v \in \kappa_{1}$ with $\operatorname{dist}_{G-S}\left(\mathcal{B}_{v}, X_{\mathrm{cl}}\right) \leqslant r$ and let $\kappa_{2}:=\kappa_{1} \backslash \kappa_{1}^{\prime}$. We can show that $\left|\kappa_{1}^{\prime}\right| \leqslant\left|M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)\right|$. Thus, $\left|\kappa_{2}\right| \geqslant \xi+1-\left|M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)\right| \geqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right)$. $f_{\text {apx }}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+d^{2} / 4+s+2$. Since $\kappa_{2}$ is nonempty, by the choice of $z, \kappa_{2}$ contains $z$. Let $B_{z}^{*}$ be the vertex set of the component of $(G-S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ having $z$. Note that for vertices $v, w \in \kappa_{2}, \psi_{v}^{-1} \circ \psi_{w}$ is an isomorphism between $(G-S)^{p}\left[\left(B_{w} \backslash S\right) \cup\{w\}\right]$ and $(G-S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ assigning $w$ to $v$. Thus, $\psi_{v}^{-1} \circ \psi_{z}\left(B_{z}^{*}\right)=B_{v}^{*}$. The following claim shows that the isomorphism is indeed an isomorphism between induced subgraphs of $G^{p}$.
$\triangleright$ Claim 1. For vertices $v, w \in \kappa_{2}, \psi_{w}^{-1} \circ \psi_{v}$ is an isomorphism between $G^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ and $G^{p}\left[\left(B_{w} \backslash S\right) \cup\{w\}\right]$.
Proof. It suffices to show that for $i, j \in[t], \psi_{v}^{-1}(i)$ is adjacent to $\psi_{v}^{-1}(j)$ in $G^{p}$ if and only if $\psi_{w}^{-1}(i)$ is adjacent to $\psi_{w}^{-1}(j)$ in $G^{p}$. Suppose that $\psi_{v}^{-1}(i)$ is adjacent to $\psi_{v}^{-1}(j)$ in $G^{p}$. Since $\psi_{w}^{-1} \circ \psi_{v}$ is an isomorphism between $(G \backslash S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ and $(G \backslash S)^{p}\left[\left(B_{w} \backslash S\right) \cup\{w\}\right]$, we may assume that $\psi_{v}^{-1}(i)$ and $\psi_{v}^{-1}(j)$ are nonadjacent in $(G \backslash S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$. Thus, every path of length at most $p$ in $G$ between $\psi_{v}^{-1}(i)$ and $\psi_{v}^{-1}(j)$ has a vertex in $S$.

We take an arbitrary path $Q$ of $G$ between $\psi_{v}^{-1}(i)$ and $\psi_{v}^{-1}(j)$ having length at most $p$. Let $q_{i}$ and $q_{j}$ be the vertices in $V(Q) \cap S$ such that each of $\operatorname{dist}_{Q}\left(\psi_{v}^{-1}(i), q_{i}\right)$ and $\operatorname{dist}_{Q}\left(\psi_{v}^{-1}(j), q_{j}\right)$ is minimum. Such $q_{i}$ and $q_{j}$ exist, because $Q$ has a vertex in $S$. Let $Q_{i}$ be the subpath of $Q$ between $\psi_{v}^{-1}(i)$ and $q_{i}$, and $Q_{j}$ be the subpath of $Q$ between $\psi_{v}^{-1}(j)$ and $q_{j}$. Note that both $Q_{i}$ and $Q_{j}$ are $S$-avoiding paths of length at most $p \leqslant 2 r+1$.

Since $\{v, w\} \subseteq \kappa_{2} \subseteq \kappa_{1}, \rho_{2 r+1}^{G}\left[\psi_{v}^{-1}(i), S\right]$ and $\rho_{2 r+1}^{G}\left[\psi_{w}^{-1}(i), S\right]$ are same, and therefore $G$ has an $S$-avoiding path $Q_{i}^{\prime}$ between $\psi_{w}^{-1}(i)$ and $q_{i}$ whose length is at most that of $Q_{i}$. Similarly, $G$ has an $S$-avoiding path $Q_{j}^{\prime}$ between $\psi_{w}^{-1}(j)$ and $q_{j}$ whose length is at most that of $Q_{j}$. By substituting $Q_{i}$ and $Q_{j}$ with $Q_{i}^{\prime}$ and $Q_{j}^{\prime}$ from $Q$, respectively, we obtain a walk of $G$ between $\psi_{w}^{-1}(i)$ and $\psi_{w}^{-1}(j)$ whose length is at most $p$. Therefore, $\psi_{w}^{-1}(i)$ is adjacent to $\psi_{w}^{-1}(j)$ in $G^{p}$.

The following claim shows that except for at most $d^{2} / 4$ vertices in $\kappa_{2}$, for every remaining vertex $u \in \kappa_{2}$, we can build an isomorphic copy of $G^{p}\left[B_{z} \cup\{z\}\right]$ by substituting $B_{z}^{*}$ with $B_{u}^{*}$.
$\triangleright$ Claim 2. $\kappa_{2}$ has at most $d^{2} / 4$ vertices $v$ such that $G^{p}\left[B_{v}^{*} \cup\left(B_{z} \backslash B_{z}^{*}\right)\right]$ is not isomorphic to $G^{p}\left[B_{z} \cup\{z\}\right]$.

Proof. For vertices $u \in \kappa_{2} \backslash\{z\}$ and $i \in \psi_{z}\left(B_{z}^{*}\right)$, since $\{u, z\} \subseteq \kappa_{2} \subseteq \kappa_{1}, \rho_{2 r+1}^{G}\left[\psi_{u}^{-1}(i), S\right]$ and $\rho_{2 r+1}^{G}\left[\psi_{z}^{-1}(i), S\right]$ are same. Therefore, for each $w \in S, \psi_{u}^{-1}(i)$ is adjacent to $w$ in $G^{p}$ if and only if $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. By Claim 1, the restriction of $\psi_{u}^{-1} \circ \psi_{z}$ on $B_{z}^{*}$ is an isomorphism between $G^{p}\left[B_{z}^{*}\right]$ and $G^{p}\left[B_{u}^{*}\right]$.

We first show that for all vertices $v \in \kappa_{2}, i \in \psi_{z}\left(B_{z}^{*}\right)$, and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$, if $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$, then $\psi_{v}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. Suppose that $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. Let $Q^{\prime}$ be a path of $G$ between $\psi_{z}^{-1}(i)$ and $w$ of length at most $p$. Since $(G-S)^{p}\left[B_{z}^{*}\right]$ is a component of $(G-S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ having $z$ and $w \notin B_{z}^{*}, Q^{\prime} \cap S \neq \varnothing$.

Let $q$ be the the vertex in $V\left(Q^{\prime}\right) \cap S$ such that $\operatorname{dist}_{Q^{\prime}}\left(\psi_{z}^{-1}(i), q\right)$ is minimum. Such $q$ exists, because $Q^{\prime}$ has a vertex in $S$. Let $Q_{1}^{\prime}$ be the subpath of $Q^{\prime}$ between $\psi_{z}^{-1}(i)$ and $q$. Note that $Q_{1}^{\prime}$ is an $S$-avoiding path of length at most $p \leqslant 2 r+1$. Since $\rho_{2 r+1}^{G}\left[\psi_{v}^{-1}(i), S\right]=\rho_{2 r+1}^{G}\left[\psi_{z}^{-1}(i), S\right]$, there is an $S$-avoiding path $Q_{2}^{\prime}$ in $G$ between $\psi_{v}^{-1}(i)$ and $q$ having length at most that of $Q_{1}^{\prime}$. By substituting $Q_{1}^{\prime}$ with $Q_{2}^{\prime}$ from $Q^{\prime}$, we obtain a walk of $G$ between $\psi_{v}^{-1}(i)$ and $w$ having length at most $p$. Thus, $\psi_{v}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. So, there is no pair of $i \in \psi_{z}\left(B_{z}^{*}\right)$ and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$ so that in $G^{p}, \psi_{z}^{-1}(i)$ is adjacent to $w$ and $\psi_{u}^{-1}(i)$ is nonadjacent to $w$.

We now show that if there exist vertices $i \in \psi_{z}\left(B_{z}^{*}\right)$ and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$ such that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$, then $\kappa_{2}$ contains at most one vertex $x$ such that $\psi_{x}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. To prove the claim, it suffices to show this statement, because $\left|B_{z}^{*}\right| \cdot\left|B_{z} \backslash\left(B_{z}^{*} \cup S\right)\right| \leqslant d^{2} / 4$.

Suppose for contradiction that there exist vertices $i \in \psi_{z}\left(B_{z}^{*}\right), w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$, and distinct $x, x^{\prime} \in \kappa_{2}$ such that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$ and both $\psi_{x}^{-1}(i)$ and $\psi_{x^{\prime}}^{-1}(i)$ are adjacent to $w$ in $G^{p}$. Then $G$ has paths $R$ and $R^{\prime}$ of length at most $p$ from $w$ to $\psi_{x}^{-1}(i)$ and $\psi_{x^{\prime}}^{-1}(i)$, respectively. We can verify that $R$ or $R^{\prime}$ has a vertex in $S$, as otherwise $L$ is not distance- $r^{\prime}$ independent in $G-S$. By symmetry, we may assume that $R$ has a vertex in $S$. Let $t$ be the vertex in $V(R) \cap S$ such that $\operatorname{dist}_{R}\left(\psi_{x}^{-1}(i), t\right)$ is minimum. Let $R_{0}$ be the subpath of $R$ between $\psi_{x}^{-1}(i)$ and $t$. Note that $R_{0}$ is an $S$-avoiding path of length at most $p \leqslant 2 r+1$. Since $\rho_{2 r+1}^{G}\left[\psi_{x}^{-1}(i), S\right]=\rho_{2 r+1}^{G}\left[\psi_{z}^{-1}(i), S\right], G$ has an $S$-avoiding path $R_{0}^{\prime}$ between $\psi_{z}^{-1}(i)$ and $t$ having length at most that of $R_{0}$. By substituting $R_{0}$ with $R_{0}^{\prime}$ from $R$, we obtain a walk of $G$ between $\psi_{z}^{-1}(i)$ and $w$ having length at most $p$, contradicting the assumption that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$, and this proves the claim.

Since $\left|\kappa_{2}\right| \geqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {apx }}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+d^{2} / 4+s+2$, by Claim $2, \kappa_{2} \backslash\{z\}$ has a subset $\kappa_{3}$ of size at least $f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+1$ such that for each vertex $u \in \kappa_{3}$, $G^{p}\left[B_{u}^{*} \cup\left(B_{z} \backslash B_{z}^{*}\right)\right]$ is isomorphic to $G^{p}\left[B_{z} \cup\{z\}\right]$, which is isomorphic to a graph in $\mathcal{F}$. This is the end of the first step.

We now show that $|D| \geqslant\left|\kappa_{3}\right|$. For each vertex $u \in \kappa_{3}$, since $B_{u}^{*} \cup\left(B_{z} \backslash B_{z}^{*}\right) \subseteq Z \backslash\{z\}$ and $D$ is a $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$, there exist vertices $x_{u} \in B_{u}^{*} \cup\left(B_{z} \backslash B_{z}^{*}\right)$ and $d_{u} \in D$ with $\operatorname{dist}_{G}\left(x_{u}, d_{u}\right) \leqslant r$. Observe that $x_{u} \in \psi_{u}^{-1} \circ \psi_{z}\left(B_{z}^{*}\right)$, because $B_{z} \backslash B_{z}^{*} \subseteq B_{z} \subseteq Z \backslash\left(N_{G}^{r}[D] \cup\{z\}\right)$. Let $P_{u}$ be an arbitrary path in $G$ between $x_{u}$ and $d_{u}$ of length at most $r$.
$\triangleright$ Claim 3. For each $u \in \kappa_{3}, V\left(P_{u}\right) \cap\left(S \cup X_{\mathrm{cl}}\right)=\varnothing$.
Proof. Let $u$ be a vertex in $\kappa_{3}$. Suppose for contradiction that $V\left(P_{u}\right) \cap S \neq \varnothing$. Let $q$ be the vertex in $V\left(P_{u}\right) \cap S$ such that $\operatorname{dist}_{P_{u}}\left(x_{u}, q\right)$ is minimum. Let $P_{1}$ be the subpath of $P_{u}$ between $x_{u}$ and $q$. Note that $P_{1}$ is an $S$-avoiding path of length at most $r$. Since $\{u, z\} \subseteq \kappa_{2} \subseteq \kappa_{1}, G$ has an $S$-avoiding path $P_{2}$ between $\psi_{z}^{-1} \circ \psi_{u}\left(x_{u}\right)$ and $q$ having length at most that of $P_{1}$. By substituting $P_{1}$ with $P_{2}$ from $P_{u}$, we obtain a walk of $G$ between $\psi_{z}^{-1} \circ \psi_{u}\left(x_{u}\right) \in B_{z}^{*} \subseteq B_{z} \cup\{z\}$ and $d_{u}$ having length at most $r$, contradicting the assumption that $B_{z} \cap N_{G}^{r}[D]=\varnothing$. Hence, $V\left(P_{u}\right) \cap S=\varnothing$.

Since $u \notin \kappa_{1}^{\prime}$ and $B_{u} \in \mathcal{A}_{u}$, we have that

$$
\operatorname{dist}_{G \backslash S}\left(x_{u}, X_{\mathrm{cl}}\right) \geqslant \operatorname{dist}_{G \backslash S}\left(B_{u}^{*}, X_{\mathrm{cl}}\right) \geqslant \operatorname{dist}_{G \backslash S}\left(\mathcal{B}_{u}, X_{\mathrm{cl}}\right)>r .
$$

Since $P_{u}$ is a path of $G \backslash S$ having length at most $r, V\left(P_{u}\right) \cap X_{\mathrm{cl}}=\varnothing$.
We now derive $|D| \geqslant\left|\kappa_{3}\right|$ from the following.
$\triangleright$ Claim 4. For distinct $u, u^{\prime} \in \kappa_{3}$, the vertices $d_{u}$ and $d_{u^{\prime}}$ are distinct.
As the last step, we now construct a $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$ having size less than $|D|$. Let $D_{\text {sell }}:=\left\{d_{u}: u \in \kappa_{3}\right\}, D_{\text {buy }}:=M_{r^{\prime}}^{G}\left(z, X_{\text {cl }}\right) \cup S$, and $D^{\prime}:=\left(D \backslash D_{\text {sell }}\right) \cup D_{\text {buy }}$. By Claim 4,

$$
\begin{aligned}
&\left|D_{\mathrm{sell}}\right|=\left|\kappa_{3}\right| \geqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+1 \\
&\left|D_{\mathrm{buy}}\right| \leqslant\left|M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)\right|+|S| \leqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\mathrm{apx}}(r, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s
\end{aligned}
$$

Since $D_{\text {sell }} \subseteq D$, we have that $\left|D^{\prime}\right|<|D|$. For a contradiction, we show the following claim.
$\triangleright$ Claim 5. $\quad D^{\prime}$ is a $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$.
Proof. Suppose not. Then there is a set $B^{\prime} \subseteq Z \backslash\left(N_{G}^{r}\left[D^{\prime}\right] \cup\{z\}\right)$ such that $G^{p}\left[B^{\prime}\right]$ is isomorphic to a graph in $\mathcal{F}$. Since $D$ is a $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$ and $D \backslash D^{\prime} \subseteq D_{\text {sell }}$, $D_{\text {sell }}$ contains a vertex $d_{u}$ for some $u \in \kappa_{3}$ with $\operatorname{dist}_{G}\left(d_{u}, B^{\prime}\right) \leqslant r$.

Since $(G \backslash S)^{p}\left[B_{u}^{*}\right]$ is connected and $\left|B_{u}^{*}\right| \leqslant d, G \backslash S$ has a path $Q_{0}$ of length at most $p(d-1)$ between $u$ and $x_{u}$. More specifically, $Q_{0}$ is a concatenation of paths $Q_{0}^{1}, \ldots, Q_{0}^{t_{1}}$ for $t_{1} \leqslant d-1$ such that for each $i \in\left[t_{1}\right]$, the length of $Q_{0}^{i}$ is at most $p$ and the ends of $Q_{0}^{i}$ are in $B_{u}^{*}$. Since $\operatorname{dist}_{G}\left(d_{u}, B^{\prime}\right) \leqslant r, G$ has a path $Q_{1}$ of length at most $r$ between $d_{u}$ and $w_{1} \in B^{\prime}$. Since $X_{\mathrm{cl}}$ is a $(p, r, \mathcal{F})$-cover of $Z$ in $G, G$ has a path $Q_{2}$ of length at most $r$ between $w_{2} \in B^{\prime}$ and $x \in X_{\mathrm{cl}}$. Since $G^{p}\left[B^{\prime}\right]$ is isomorphic to a connected graph in $\mathcal{F}$ and $\left|B^{\prime}\right| \leqslant d$, $G$ has a path $R$ of length at most $p(d-1)$ between $w_{1}$ and $w_{2}$. More specifically, $R$ is a concatenation of paths $R_{1}, \ldots, R_{t_{2}}$ for $t_{2} \leqslant d-1$ such that for each $i \in\left[t_{2}\right]$, the length of $R_{i}$ is at most $p$ and the ends of $R_{i}$ are in $B^{\prime}$. By concatenating $Q_{0}, P_{u}, Q_{1}, R$, and $Q_{2}$, we obtain a walk of $G$ between $u$ and $x$ having length at most

$$
\begin{aligned}
& \left|E\left(Q_{0}\right)\right|+\left|E\left(P_{u}\right)\right|+\left|E\left(Q_{1}\right)\right|+|E(R)|+\left|E\left(Q_{2}\right)\right| \\
& \leqslant p(d-1)+r+r+p(d-1)+r=2 p(d-1)+3 r \leqslant r^{\prime}
\end{aligned}
$$

Let $P$ be a path of $G$ between $u$ and $x$ consisting of edges of the walk. Let $b$ be the vertex in $V(P) \cap\left(S \cup X_{\mathrm{cl}}\right)$ such that $\operatorname{dist}_{P}(u, b)$ is minimum. Such $b$ exists, because $x \in X_{\mathrm{cl}}$.

We first show that $\operatorname{dist}_{G}\left(b, B^{\prime}\right) \leqslant r$. Note that $Q_{0}$ has no vertex in $S$. Since $u \notin \kappa_{1}^{\prime}$, $\operatorname{dist}_{G \backslash S}\left(\mathcal{B}_{u}, X_{\mathrm{cl}}\right)>r$. Since $p \leqslant 2 r+1$, for some $j \in\left[t_{1}\right]$, if $Q_{0}^{j}$ has a vertex in $X_{\mathrm{cl}}$, then $\operatorname{dist}_{G \backslash S}\left(\mathcal{B}_{u}, X_{\mathrm{cl}}\right) \leqslant \operatorname{dist}_{G \backslash S}\left(B_{u}^{*}, X_{\mathrm{cl}}\right) \leqslant r$, a contradiction. Therefore, $Q_{0}$ has no vertex in $X_{\mathrm{cl}}$. By Claim 3, $V\left(P_{u}\right) \cap\left(S \cup X_{\mathrm{cl}}\right)=\varnothing$. These imply that $b \in V\left(Q_{1}\right) \cup V(R) \cup V\left(Q_{2}\right)$. If $b \in V\left(Q_{1}\right) \cup V\left(Q_{2}\right)$, then $\operatorname{dist}_{G}\left(b, B^{\prime}\right) \leqslant r$ clearly. Since $p \leqslant 2 r+1$, for some $j \in\left[t_{2}\right]$, if $b \in R_{j}$, then $\operatorname{dist}_{G}\left(b, B^{\prime}\right) \leqslant r$. Therefore, $\operatorname{dist}_{G}\left(b, B^{\prime}\right) \leqslant r$.

Since $B^{\prime} \subseteq Z \backslash\left(N_{G}^{r}\left[D^{\prime}\right] \cup\{z\}\right), b$ is not contained in $D^{\prime}$. Since $S \subseteq D_{\text {buy }} \subseteq D^{\prime}, b$ is contained in $X_{\mathrm{cl}} \backslash S$. Since the subpath of $P$ between $u$ and $b$ is an $X_{\mathrm{cl}}$-avoiding path of length at most $r^{\prime}, b$ is contained in $M_{r^{\prime}}^{G}\left(u, X_{\mathrm{cl}}\right)$. Since $\{u, z\} \subseteq \kappa_{2} \subseteq \lambda$ where $\lambda$ is an equivalence class of $\sim, M_{r^{\prime}}^{G}\left(u, X_{\mathrm{cl}}\right)$ and $M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)$ are same. Therefore, $b \in M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right) \subseteq D^{\prime}$, a contradiction.

Claim 5 contradicts the assumption that $D$ is a minimum-size $(p, r, \mathcal{F})$-cover of $Z \backslash\{z\}$ in $G$. Thus, $Z \backslash\{z\}$ is a $(p, r, \mathcal{F})$-core of $A$ in $G$. We conclude the proof by scaling $\varepsilon$ to $\varepsilon / C$.

After recursively applying Proposition 3.1, started from $A$, we may assume that we are given a small $(p, r, \mathcal{F})$-core $Z$. By taking a $(2 r+1)$-path closure $Y$ of some superset of $Z$ with Lemma 2.3, we can derive an almost linear kernel for Annotated ( $p, r, \mathcal{F}$ )-Covering as follows.

- Theorem 3.3. For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\text {cov }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2 r+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$, $A \subseteq V(G)$, and $k \in \mathbb{N}$, either correctly decides that $\gamma_{p, r}^{\mathcal{F}}(G, A)>k$, or outputs sets $Y \subseteq V(G)$ of size at most $f_{\operatorname{cov}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$ and $Z \subseteq A \cap Y$ such that $\gamma_{p, r}^{\mathcal{F}}(G[Y], Z)=\gamma_{p, r}^{\mathcal{F}}(G, A)$.

We now convert the resulting instance of Theorem 3.3 to an equivalent instance of $(p, r, \mathcal{F})$-Covering. To do this, we will use the following definition and lemmas. For an integer $q \geqslant 0$ and a nonempty family $\mathcal{G}$ of graphs, a graph $H$ is $(q, \mathcal{G})$-critical if either

- $H$ is a 1-vertex graph and $\mathcal{G}$ contains a 1-vertex graph, or
- $H$ has at least two vertices, $H^{q}$ has an induced subgraph isomorphic to a graph in $\mathcal{G}$, and for every vertex $v$ of $H,(H-v)^{q}$ has no induced subgraph isomorphic to a graph in $\mathcal{G}$.
- Lemma 3.4. Let $\mathcal{G}$ be a nonempty family of graphs. Let $F$ be a graph in $\mathcal{G}$ and $d$ be the order of $F$. For every positive integer $q$, there is a $(q, \mathcal{G})$-critical graph of order at most $d(d q+1) / 2$. Moreover, if every graph in $\mathcal{G}$ has order at most $d$, then one can construct the $(q, \mathcal{G})$-critical graph in time polynomial in $d$.

Proof. Let $F_{0}$ be the $q$-subdivision of $F$. Since $F$ has at most $d(d-1) / 2$ edges,

$$
\left|V\left(F_{0}\right)\right| \leqslant d+\frac{d(d-1)(q-1)}{2}=d \cdot \frac{d q-d-q+3}{2} \leqslant \frac{d(d q+1)}{2}
$$

Let $H$ be a graph which is initially set as $F_{0}$. Note that $H^{q}$ has an induced subgraph isomorphic to $F \in \mathcal{G}$. If $|V(H)|=1$, then $H$ is $(q, \mathcal{G})$-critical. Otherwise, for each vertex $v$ of $H$, we check whether $(H \backslash v)^{q}$ has an induced subgraph isomorphic to a graph in $\mathcal{G}$. If $H$ has no such vertex, then $H$ is $(q, \mathcal{G})$-critical. Otherwise, we set $H$ by $H \backslash v$ and do the above process until either $|V(H)|=1$ or $H$ has no such a vertex. It is readily seen that the resulting graph is $(q, \mathcal{G})$-critical graph and has at most $d(d q+1) / 2$ vertices. Whole these processes work in polynomial time when every graph in $\mathcal{G}$ has at most $d$ vertices.

The following lemma shows that every vertex of a $(q, \mathcal{G})$-critical graph is a $(q,\lfloor q / 2\rfloor, \mathcal{G})$ cover of it.

- Lemma 3.5. Let $\mathcal{G}$ be a nonempty family of graphs, and $q$ be a positive integer. If $H$ is a $(q, \mathcal{G})$-critical graph and there is a set $B \subseteq V(H)$ such that $H^{q}[B]$ is isomorphic to a graph in $\mathcal{G}$, then for every $x \in V(H), B$ contains a vertex in $N_{H}^{\lfloor q / 2\rfloor}[x]$.

Proof. Suppose for contradiction that $B$ contains no vertex in $N_{H}^{\lfloor q / 2\rfloor}[x]$. Since $H$ is $(q, \mathcal{G})-$ critical, $(H \backslash x)^{q}[B]$ is isomorphic to no graph in $\mathcal{G}$. Since $H^{q}[B]$ is isomorphic to a graph in $\mathcal{G}, B$ contains distinct vertices $v$ and $w$ such that $v$ and $w$ are adjacent in $H^{q}$ and every path of $H$ between $v$ and $w$ having length at most $q$ should contain $x$. However, since neither $v$ nor $w$ is in $N_{H}^{\lfloor q / 2\rfloor}[x]$, if $H$ has a path $P$ between $v$ and $w$ having $x$ as an internal vertex, then the length of $P$ is at least $2\lfloor q / 2\rfloor+2>q$, a contradiction.

To prove Theorem 1.1, we construct an equivalent instance of $(p, r, \mathcal{F})$-Covering by attaching a $(p, \mathcal{F})$-critical graph to the resulting instance of Theorem 3.3.

Sketch of the proof of Theorem 1.1. The cases where either $r=0$ or $p=0$ are relatively easy to deal with. Thus, in this sketch, we assume that both $r$ and $p$ are positive. Let $d$ be the maximum order of a graph in $\mathcal{F}$. By Lemma 3.4, one can find in polynomial time a $(p, \mathcal{F})$-critical graph $H$ having at most $d(d p+1) / 2$ vertices. Let $p^{\prime}:=\lfloor p / 2\rfloor$ and $x$ be a vertex of $H$. We construct the graph $G^{\prime}$ as follows: take the disjoint union of $G[Y]$ and $H$, add a new vertex $h$, and for each vertex $v \in(Y \backslash Z) \cup N_{H}^{p^{\prime}}[x]$, connect $h$ and $v$ by a path $P_{v}$ of length $r$. We can show that the resulting graph $G^{\prime}$ is the desired one by Lemma 3.5.

## 4 Kernels for the $(p, r, \mathcal{F})$-Packing problems

Let $p, r$ be nonnegative integers with $p \leqslant r+1$ and $\mathcal{F}$ be a nonempty finite family of connected graphs. We present an almost linear kernel for $(p, r, \mathcal{F})$-PACKING on every nowhere dense class of graphs. We also divert to the annotated variant of $(p, r, \mathcal{F})$-Packing. Although
the proof scheme is similar to that of the kernel for $(p, r, \mathcal{F})$-Covering, we need a more intricate approximation algorithm, and the key lemma and the main steps of its proof are quite different from those of $(p, r, \mathcal{F})$-Covering.

For a graph $G$ and a set $A \subseteq V(G)$, a $(p, r, \mathcal{F})$-packing of $A$ in $G$ is a family of subsets of $A$, say $A_{1}, \ldots, A_{\ell}$ such that each $G^{p}\left[A_{i}\right]$ is isomorphic to a graph in $\mathcal{F}$, and for all $1 \leqslant i<j \leqslant \ell$, $\operatorname{dist}_{G}\left(A_{i}, A_{j}\right)>r$. We denote by $\alpha_{p, r}^{\mathcal{F}}(G, A)$ the maximum size of a $(p, r, \mathcal{F})$-packing of $A$ in $G$. For a graph $G$, a set $A \subseteq V(G)$, and an integer $k$, Annotated ( $p, r, \mathcal{F}$ )-Packing asks whether $\alpha_{p, r}^{\mathcal{F}}(G, A) \geqslant k$. We first derive an almost linear kernel for this problem.

- Proposition 4.1. For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\mathrm{rd}}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2\lfloor r / 2\rfloor+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$, $A \subseteq V(G)$ with $|A|>f_{\mathrm{rd}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$, and $k \in \mathbb{N}$, either correctly decides that $\alpha_{p, r}^{\mathcal{F}}(G, A)>k$, or outputs a vertex $z \in A$ such that $\alpha_{p, r}^{\mathcal{F}}(G, A) \geqslant k$ if and only if $\alpha_{p, r}^{\mathcal{F}}(G, A \backslash\{z\}) \geqslant k$.
- Proposition 4.2. For every nowhere dense class $\mathcal{C}$ of graphs, there is $f_{\text {dual }}: \mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r, r_{0} \in \mathbb{N}$ with $\max \left\{p, r_{0}\right\} \leqslant 2 r+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}$ and $A \subseteq V(G)$, outputs a $(p, r, \mathcal{F})$-cover of $A$ in $G$ having size at most $f_{\text {dual }}(r, d, \varepsilon) \cdot \alpha_{p, r_{0}}^{\mathcal{F}}(G, A)^{1+\varepsilon}$.
Proof of Proposition 4.1. The function $f_{\mathrm{rd}}(r, d, \varepsilon)$ will be defined later. At the beginning, we assume that $|A|>f_{\mathrm{rd}}(r, d, \varepsilon) \cdot k^{1+C \varepsilon}$ for some constant $C$, and at the end, we scale $\varepsilon$ accordingly. We may assume that for every $v \in A$, there is $B \subseteq A \backslash\{v\}$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}$. Since $p \leqslant 2\lfloor r / 2\rfloor+1$, by Proposition 4.2, one can find a $(p,\lfloor r / 2\rfloor, \mathcal{F})$-cover $X$ of $A$ in $G$ having size at most $f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon) \cdot \alpha_{p, r}^{\mathcal{F}}(G, A)^{1+\varepsilon}$ in polynomial time. If $|X|>f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon) \cdot k^{1+\varepsilon}$, then $\alpha_{p, r}^{\mathcal{F}}(G, A)>k$. Thus, we may assume that $|X| \leqslant f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon) \cdot k^{1+\varepsilon}$. Let $r^{\prime}:=4 p d+3 r$. By Lemma 2.2, one can find an $\left(r^{\prime}, f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot|X|^{\varepsilon}\right)$-close set $X_{\mathrm{cl}} \supseteq X$ of size at most $f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot|X|^{1+\varepsilon} \leqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right)$. $f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{1+\varepsilon} \cdot k^{1+3 \varepsilon}$ in polynomial time.

We define an equivalence relation $\sim$ on $A \backslash X_{\mathrm{cl}}$ such that for $u, v \in A \backslash X_{\mathrm{cl}}, u \sim v$ if and only if $\rho_{r^{\prime}}^{G}\left[u, X_{\mathrm{cl}}\right]=\rho_{r^{\prime}}^{G}\left[v, X_{\mathrm{cl}}\right]$. Then index $(\sim) \leqslant f_{\text {proj }}\left(r^{\prime}, \varepsilon\right) f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right)^{1+\varepsilon} f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{1+3 \varepsilon} k^{1+7 \varepsilon}$ by Lemma 2.1. Let $p\left(r^{\prime}\right)$ and $s:=s\left(r^{\prime}\right)$ be the constants in Theorem 2.4. Let

$$
\xi:=d \cdot\left(f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+d^{2} / 4+1\right) \quad \text { and } \quad m:=2^{2^{d^{2} / 2} \cdot(r+2)^{s d}} \cdot \xi+1
$$

By setting $C=7+2 \cdot p\left(r^{\prime}\right)$, one can choose $f_{\mathrm{rd}}(r, d, \varepsilon)$ with $f_{\mathrm{rd}}(r, d, \varepsilon) \cdot k^{1+C \varepsilon} \geqslant\left|X_{\mathrm{cl}}\right|+$ $\operatorname{index}(\sim) \cdot m^{p\left(r^{\prime}\right)}$. Since $|A|>f_{\mathrm{rd}}(r, d, \varepsilon) \cdot k^{1+C \varepsilon}$, we have that $\left|A \backslash X_{\mathrm{cl}}\right|>\operatorname{index}(\sim) \cdot m^{p\left(r^{\prime}\right)}$. Thus, by the pigeonhole principle, there is an equivalence class $\lambda$ of $\sim$ with $|\lambda|>m^{p\left(r^{\prime}\right)}$. By Theorem 2.4, one can find in polynomial time sets $S \subseteq V(G)$ and $L \subseteq \lambda \backslash S$ such that $|S| \leqslant s$, $|L| \geqslant m$, and $L$ is distance- $r^{\prime}$ independent in $G-S$.

We are going to find a desired vertex $z$ from $L$. To do this, we define the following. For each $i \in[d]$, let $\mathcal{G}_{i}$ be the set of all graphs whose vertex sets are [i]. Note that $\left|\mathcal{G}_{i}\right|=2^{i(i-1) / 2}$ for each $i \in[d]$. Let $\mathcal{H}^{\prime}$ be the set of functions $\rho: S \rightarrow[r+1] \cup\{\infty\}$. Since $|S| \leqslant s$, we have that $\left|\mathcal{H}^{\prime}\right| \leqslant(r+2)^{s}$. For each $i \in[d]$, let $\mathcal{H}_{i}^{\prime}$ be the set of all vectors $\left(h_{1}, \ldots, h_{i}, g\right)$ of length $i+1$ where $h_{j} \in \mathcal{H}^{\prime}$ for each $j \in[i]$ and $g \in \mathcal{G}_{i}$. Let $\overline{\mathcal{H}^{\prime}}:=\bigcup_{i=1}^{d} \mathcal{H}_{i}^{\prime}$. Similar to the proof of Proposition 3.1, we can show that $\left|\overline{\mathcal{H}^{\prime}}\right| \leqslant 2^{d^{2} / 2} \cdot(r+2)^{s d}$. Let $\ell:=\left|\overline{\mathcal{H}^{\prime}}\right|$. We take an arbitrary ordering $\sigma_{1}, \ldots, \sigma_{\ell}$ of $\overline{\mathcal{H}^{\prime}}$. For each $v \in L$, let $\mathcal{A}_{v}:=\varnothing$ and $\mathbf{x}(v)$ be a zero vector of length $\ell$. One can enumerate in polynomial time the sets $B \subseteq A \backslash\{v\}$ of size at most $d-1$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}$ in polynomial time. For each
such $B$, we do the following. If there is an index $i \in[\ell]$ such that the $i$-th entry of $\mathbf{x}(v)$ is 0 and for $\sigma_{i}=\left(h_{1}^{i}, \ldots, h_{t}^{i}, g_{i}\right) \in \overline{\mathcal{H}^{\prime}}$, there is an isomorphism $\phi_{i}:(B \backslash S) \cup\{v\} \rightarrow[t]$ between $(G-S)^{p}[(B \backslash S) \cup\{v\}]$ and $g_{i}$ where $\phi_{i}(v)=1$ and for each $j \in[t], \rho_{r}^{G}\left[\phi^{-1}(j), S\right]=h_{j}^{i}$, then we put $B$ into $\mathcal{A}_{v}$ and convert the $i$-th entry of $\mathbf{x}(v)$ to 1 . Otherwise, we do nothing for the chosen $B$. Since $|B| \leqslant d-1$, one can check in polynomial time whether $B$ satisfies the conditions. Thus, the resulting $\mathcal{A}_{v}$ and $\mathbf{x}(v)$ can be computed in polynomial time.

For each $v \in L$, since $A \backslash\{v\}$ has a subset $B$ such that $G^{p}[B \cup\{v\}]$ is isomorphic to a graph in $\mathcal{F}, \mathcal{A}_{v} \neq \varnothing$ and $\mathbf{x}(v)$ has a nonzero entry. For each $B \in \mathcal{A}_{v}$, let $B^{*}$ be the vertex set of the component of $(G-S)^{p}[(B \backslash S) \cup\{v\}]$ having $v$. Since $|L| \geqslant m=2^{2^{d^{2} / 2} \cdot(r+2)^{s d}} \cdot \xi+1$ and $\ell \leqslant 2^{d^{2} / 2} \cdot(r+2)^{s d}$, by the pigeonhole principle, $L$ has a subset $\kappa_{1}$ such that $\left|\kappa_{1}\right| \geqslant \xi+1$ and $\mathbf{x}(v)=\mathbf{x}(w)$ for all $v, w \in \kappa_{1}$. Let $z$ be an arbitrary vertex in $\kappa_{1}$.

We show that $\alpha_{p, r}^{\mathcal{F}}(G, A) \geqslant k$ if and only if $\alpha_{p, r}^{\mathcal{F}}(G, A \backslash\{z\}) \geqslant k$. The backward direction is obvious. Suppose that $G$ has a $(p, r, \mathcal{F})$-packing $I$ of $A$ in $G$ having size at least $k$. We may assume that $z$ is contained in some $B_{z} \in I$, because otherwise $I$ is also a $(p, r, \mathcal{F})$-packing of $A \backslash\{z\}$. In particular, there exist a graph $H \in \mathcal{G}_{t}$ for some $t \leqslant d$ and an isomorphism $\psi_{z}:\left(B_{z} \backslash S\right) \cup\{z\} \rightarrow[t]$ between $(G-S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ and $H$ where $\psi_{z}(z)=1$. To show that $\alpha_{p, r}^{\mathcal{F}}(G, A \backslash\{z\}) \geqslant k$, it suffices to show that there exist a vertex $z^{\prime} \in \kappa_{1} \backslash\{z\}$ and a set $B_{z^{\prime}} \subseteq A \backslash\{z\}$ such that $z^{\prime} \in B_{z^{\prime}}$ and $\left(I \backslash\left\{B_{z}\right\}\right) \cup\left\{B_{z^{\prime}}\right\}$ is a $(p, r, \mathcal{F})$-packing of $A \backslash\{z\}$ in $G$ having the same size as $I$.

Suppose for contradiction that no such $z^{\prime}$ exists. It means that for each $v \in \kappa_{1} \backslash\{z\}$, if $A \backslash\{z\}$ has a subset $B$ such that $v \in B$ and $G^{p}[B]$ is isomorphic to a graph in $\mathcal{F}$, then $I \backslash\left\{B_{z}\right\}$ contains an element $B^{\prime}$ with $\operatorname{dist}_{G}\left(B, B^{\prime}\right) \leqslant r$, because otherwise we can substitute $B_{z}$ with $B$ from $I$. For each $v \in \kappa_{1} \backslash\{z\}$, there exist $B_{v} \in \mathcal{A}_{v}$ and an isomorphism $\psi_{v}$ : $\left(B_{v} \backslash S\right) \cup\{v\} \rightarrow[t]$ between $(G-S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ and $H$ where $\psi_{v}(v)=1$ and for each $j \in[t], \rho_{r+1}^{G}\left[\psi_{v}^{-1}(j), S\right]=\rho_{r+1}^{G}\left[\psi_{z}^{-1}(j), S\right]$. For each $v \in \kappa_{1} \backslash\{z\}$, let $f(v):=B_{v}^{*} \cup\left(B_{z} \backslash B_{z}^{*}\right)$.

To derive a contradiction, we do the following steps.
(1) Find a set $\kappa_{4} \subseteq \kappa_{1} \backslash\{z\}$ such that for each $u \in \kappa_{4}, G^{p}[f(u)]$ is isomorphic to $G^{p}\left[B_{z} \cup\{z\}\right]$ and $I$ contains an element $C_{u}$ with $\operatorname{dist}_{G}\left(f(u), C_{u}\right) \leqslant r$ and $\operatorname{dist}_{G}\left(C_{u}, S\right)>\lfloor r / 2\rfloor$.
(2) Show that $\kappa_{4}$ contains distinct vertices $v$ and $v^{\prime}$ with $\operatorname{dist}_{G-S}\left(v, v^{\prime}\right) \leqslant r^{\prime}$.

Since $\kappa_{4} \subseteq L$ is distance- $r^{\prime}$ independent in $G-S$, these steps derive a contradiction.
Let $B_{z}^{*}$ be the vertex set of the component of $(G-S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ having $z$. Note that for vertices $v, w \in \kappa_{1}, \psi_{v}^{-1} \circ \psi_{w}$ is an isomorphism between $(G-S)^{p}\left[\left(B_{w} \backslash S\right) \cup\{w\}\right]$ and $(G-S)^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ assigning $w$ to $v$. Thus, $\psi_{v}^{-1} \circ \psi_{z}\left(B_{z}^{*}\right)=B_{v}^{*}$.

For the first step, we will use the following three claims. The proofs of Claims 6 and 7 are similar to those of Claims 1 and 2, respectively.
$\triangleright$ Claim 6. For vertices $v, w \in \kappa_{1}, \psi_{w}^{-1} \circ \psi_{v}$ is an isomorphism between $G^{p}\left[\left(B_{v} \backslash S\right) \cup\{v\}\right]$ and $G^{p}\left[\left(B_{w} \backslash S\right) \cup\{w\}\right]$.
$\triangleright$ Claim 7. $\quad \kappa_{1}$ has at most $d^{2} / 4$ vertices $v$ where $G^{p}[f(v)]$ is not isomorphic to $G^{p}\left[B_{z}\right]$.
Proof. For vertices $u \in \kappa_{1} \backslash\{z\}$ and $i \in \psi_{z}\left(B_{z}^{*}\right)$, since $\{u, z\} \subseteq \kappa_{1}, \rho_{r+1}^{G}\left[\psi_{u}^{-1}(i), S\right]$ and $\rho_{r+1}^{G}\left[\psi_{z}^{-1}(i), S\right]$ are same. Therefore, for each $w \in S, \psi_{u}^{-1}(i)$ is adjacent to $w$ in $G^{p}$ if and only if $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. By Claim 6, the restriction of $\psi_{u}^{-1} \circ \psi_{z}$ on $B_{z}^{*}$ is an isomorphism between $G^{p}\left[B_{z}^{*}\right]$ and $G^{p}\left[B_{u}^{*}\right]$.

We first show that for all vertices $v \in \kappa_{1}, i \in \psi_{z}\left(B_{z}^{*}\right)$, and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$, if $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$, then $\psi_{v}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. Suppose that $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. We take an arbitrary path $Q^{\prime}$ of $G$ between $\psi_{z}^{-1}(i)$ and $w$ having length at most $p$. Since $(G \backslash S)^{p}\left[B_{z}^{*}\right]$ is a component of $(G \backslash S)^{p}\left[\left(B_{z} \backslash S\right) \cup\{z\}\right]$ having $z$ and $w \notin B_{z}^{*}, Q^{\prime}$ must have a vertex in $S$.

Let $q$ be the the vertex in $V\left(Q^{\prime}\right) \cap S$ such that $\operatorname{dist}_{Q^{\prime}}\left(\psi_{z}^{-1}(i), q\right)$ is minimum. Let $Q_{1}^{\prime}$ be the subpath of $Q^{\prime}$ between $\psi_{z}^{-1}(i)$ and $q$. Note that $Q_{1}^{\prime}$ is an $S$-avoiding path of length at most $p \leqslant r+1$. Since $\rho_{r+1}^{G}\left[\psi_{v}^{-1}(i), S\right]=\rho_{r+1}^{G}\left[\psi_{z}^{-1}(i), S\right], G$ has an $S$-avoiding path $Q_{2}^{\prime}$ between $\psi_{v}^{-1}(i)$ and $q$ having length at most that of $Q_{1}^{\prime}$. By substituting $Q_{1}^{\prime}$ with $Q_{2}^{\prime}$ from $Q^{\prime}$, we obtain a walk of $G$ between $\psi_{v}^{-1}(i)$ and $w$ having length at most $p$. Hence, $\psi_{v}^{-1}(i)$ is adjacent to $w$ in $G^{p}$.

Thus, there is no pair of vertices $i \in \psi_{z}\left(B_{z}^{*}\right)$ and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$ such that $\psi_{z}^{-1}(i)$ is adjacent to $w$ in $G^{p}$ and $\psi_{u}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$.

We now show that if there exist vertices $i \in \psi_{z}\left(B_{z}^{*}\right)$ and $w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$ such that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$, then $\kappa_{1}$ contains at most one vertex $x$ such that $\psi_{x}^{-1}(i)$ is adjacent to $w$ in $G^{p}$. To prove the claim, it suffices to show this statement, because $\left|B_{z}^{*}\right| \cdot\left|B_{z} \backslash\left(B_{z}^{*} \cup S\right)\right| \leqslant d^{2} / 4$.

Suppose for contradiction that there exist $i \in \psi_{z}\left(B_{z}^{*}\right), w \in B_{z} \backslash\left(B_{z}^{*} \cup S\right)$, and distinct $x, x^{\prime} \in \kappa_{1}$ such that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$ and both $\psi_{x}^{-1}(i)$ and $\psi_{x^{\prime}}^{-1}(i)$ are adjacent to $w$ in $G^{p}$. Then $G$ has paths $R$ and $R^{\prime}$ of length at most $p$ from $w$ to $\psi_{x}^{-1}(i)$ and $\psi_{x^{\prime}}^{-1}(i)$, respectively.

We first verify that $R$ or $R^{\prime}$ has a vertex in $S$. Suppose not. Since $\left|B_{x}^{*}\right| \leqslant d, G \backslash S$ has a path $R_{1}$ of length at most $p(d-1)$ between $x$ and $\psi_{x}^{-1}(i)$. Similarly, $G \backslash S$ has a path $R_{1}^{\prime}$ of length at most $p(d-1)$ between $x^{\prime}$ and $\psi_{x^{\prime}}^{-1}(i)$. Since neither $R$ nor $R^{\prime}$ has a vertex in $S$, by concatenating $R_{1}, R, R^{\prime}$, and $R_{1}^{\prime}$, we obtain a walk of $G \backslash S$ of length at most $2 p d \leqslant r^{\prime}$ between $x$ and $x^{\prime}$, contradicting the assumption that $L$ is distance- $r^{\prime}$ independent in $G \backslash S$. Hence, $R$ or $R^{\prime}$ has a vertex in $S$. By symmetry, we may assume that $R$ has a vertex in $S$.

Let $t$ be the vertex in $V(R) \cap S$ such that $\operatorname{dist}_{R}\left(\psi_{x}^{-1}(i), t\right)$ is minimum. Let $R_{0}$ be the subpath of $R$ between $\psi_{x}^{-1}(i)$ and $t$. Note that $R_{0}$ is an $S$-avoiding path of length at most $p \leqslant r+1$. Since $\rho_{r+1}^{G}\left[\psi_{x}^{-1}(i), S\right]=\rho_{r+1}^{G}\left[\psi_{z}^{-1}(i), S\right], G$ has an $S$-avoiding path $R_{0}^{\prime}$ between $\psi_{z}^{-1}(i)$ and $t$ having length at most that of $R_{0}$. By substituting $R_{0}$ with $R_{0}^{\prime}$ from $R$, we obtain a walk of $G$ between $\psi_{z}^{-1}(i)$ and $w$ having length at most $p$, contradicting the assumption that $\psi_{z}^{-1}(i)$ is nonadjacent to $w$ in $G^{p}$, and this proves the claim.

Since $\left|\kappa_{1}\right| \geqslant d \cdot\left(f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+d^{2} / 4+1\right)+1$, by Claim $7, \kappa_{1} \backslash\{z\}$ has a subset $\kappa_{2}$ of size at least $d \cdot\left(f_{\text {cl }}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+1\right)$ such that for each vertex $u \in \kappa_{2}, G^{p}[f(u)]$ is isomorphic to $G^{p}\left[B_{z}\right]$, which is isomorphic to a graph in $\mathcal{F}$.

For each $u \in \kappa_{2}$, since $f(u) \subseteq A \backslash\{z\}$, by assumption, $I \backslash\left\{B_{z}\right\}$ contains an element $C_{u}$ with $\operatorname{dist}_{G}\left(f(u), C_{u}\right) \leqslant r$. We take an arbitrary path $P_{u}$ of $G$ between $b_{u} \in f(u)$ and $c_{u} \in C_{u}$ having length at most $r$. Since $\left\{B_{z}, C_{u}\right\} \subseteq I$ which is a $(p, r, \mathcal{F})$-packing of $A$ in $G$, $\operatorname{dist}_{G}\left(B_{z} \backslash B_{z}^{*}, C_{u}\right) \geqslant \operatorname{dist}_{G}\left(B_{z}, C_{u}\right)>r$. Thus, $b_{u} \in f(u) \backslash\left(B_{z} \backslash B_{z}^{*}\right)=B_{u}^{*}$.
$\triangleright$ Claim 8. For each $u \in \kappa_{2}, V\left(P_{u}\right) \cap S=\varnothing$.
Proof. Suppose for contradiction that for some $u \in \kappa_{2}, V\left(P_{u}\right) \cap S \neq \varnothing$. Let $q$ be the vertex in $V\left(P_{u}\right) \cap S$ such that $\operatorname{dist}_{P_{u}}\left(b_{u}, q\right)$ is minimum. Let $P_{1}$ be the subpath of $P_{u}$ between $b_{u}$ and $q$. Note that $P_{1}$ is an $S$-avoiding path of length at most $r$. Since $\{u, z\} \subseteq \kappa_{1}, G$ has an $S$-avoiding path $P_{2}$ between $\psi_{z}^{-1} \circ \psi_{u}\left(b_{u}\right)$ and $q$ having length at most that of $P_{1}$. By substituting $P_{1}$ with $P_{2}$ from $P_{u}$, we obtain a walk of $G$ between $\psi_{z}^{-1} \circ \psi_{u}\left(b_{u}\right) \in B_{z}$ and $c_{u}$ having length at most $r$, contradicting the assumption that $\operatorname{dist}_{G}\left(B_{z}, C_{u}\right)>r$.

Since $L$ is distance- $r^{\prime}$ independent in $G-S$ and $2 r \leqslant r^{\prime}$, by Claim $8, c_{u} \neq c_{u^{\prime}}$ for distinct $u, u^{\prime} \in \kappa_{2}$. Since $\left|\kappa_{2}\right| \geqslant d \cdot\left(f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+s+1\right)$ and every element in $I$ contains at most $d$ vertices, there is a set $\kappa_{3} \subseteq \kappa_{2}$ of size at least $f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon}$. $k^{2 \varepsilon}+s+1$ such that $C_{u} \neq C_{u^{\prime}}$ for all distinct $u, u^{\prime} \in \kappa_{3}$.

Let $\kappa_{3}^{\prime}$ be the set of vertices $u \in \kappa_{3}$ with $\operatorname{dist}_{G}\left(C_{u}, S\right) \leqslant\lfloor r / 2\rfloor$. Since $I$ is a $(p, r, \mathcal{F})$-packing of $A$ in $G$, for all distinct $u, u^{\prime} \in \kappa_{3}, \operatorname{dist}_{G}\left(C_{u}, C_{u^{\prime}}\right)>r$. Thus, we deduce that $\left|\kappa_{3}^{\prime}\right| \leqslant|S| \leqslant s$. Let $\kappa_{4}:=\kappa_{3} \backslash \kappa_{3}^{\prime}$. Note that $\left|\kappa_{4}\right| \geqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+1$.

We now show that $\kappa_{4}$ contains distinct vertices $v$ and $v^{\prime}$ with $\operatorname{dist}_{G-S}\left(v, v^{\prime}\right) \leqslant r^{\prime}$. For each $u \in \kappa_{4}$, since $G^{p}\left[C_{u}\right]$ is isomorphic to a graph in $\mathcal{F}$ and $X_{\text {cl }}$ is a $(p,\lfloor r / 2\rfloor, \mathcal{F})$-cover of $A$ in $G, G$ has a path $R_{u}$ of length at most $\lfloor r / 2\rfloor$ between some $y_{u} \in C_{u}$ and $x_{u} \in X_{\mathrm{cl}}$. Since $u \notin \kappa_{3}^{\prime}, V\left(R_{u}\right) \cap S=\varnothing$. Since $G^{p}\left[C_{u}\right]$ is isomorphic to a connected graph in $\mathcal{F}, G$ has a path $Q_{u}$ of length at most $p(d-1)$ between $c_{u}$ and $y_{u}$. More specifically, $Q_{u}$ is a concatenation of $Q_{u}^{1}, \ldots, Q_{u}^{t^{\prime}}$ for $t^{\prime} \leqslant d-1$ such that for each $i \in\left[t^{\prime}\right]$, the length of $Q_{u}^{i}$ is at most $p$ and the ends of $Q_{u}^{i}$ are in $C_{u}$. Since $p \leqslant 2\lfloor r / 2\rfloor+1$, for some $j \in\left[t^{\prime}\right]$, if $V\left(Q_{u}^{j}\right) \cap S \neq \varnothing$, then $\operatorname{dist}_{G}\left(C_{u}, S\right) \leqslant\lfloor r / 2\rfloor$, contradicting that $u \notin \kappa_{3}^{\prime}$. Thus, $V\left(Q_{u}\right) \cap S=\varnothing$. By Claim 8, $V\left(P_{u}\right) \cap S=\varnothing$. Since $(G-S)^{p}\left[B_{u}^{*}\right]$ is connected and $\left|B_{u}^{*}\right| \leqslant d, G-S$ has a path $O_{u}$ of length at most $p(d-1)$ between $u$ and $b_{u}$. By concatenating $O_{u}, P_{u}, Q_{u}$, and $R_{u}$, we obtain a walk of $G-S$ between $u$ and $x_{u}$ having length at most

$$
\left|E\left(O_{u}\right)\right|+\left|E\left(P_{u}\right)\right|+\left|E\left(Q_{u}\right)\right|+\left|E\left(R_{u}\right)\right| \leqslant p(d-1)+r+p(d-1)+\lfloor r / 2\rfloor \leqslant\left\lfloor r^{\prime} / 2\right\rfloor .
$$

Let $W_{u}$ be a path of $G-S$ between $u$ and $x_{u}$ consisting of edges of the walk. Let $w_{u}$ be the vertex in $V\left(W_{u}\right) \cap X_{\text {cl }}$ such that $\operatorname{dist}_{W_{u}}\left(u, w_{u}\right)$ is minimum. Such $w_{u}$ exists, because $x_{u} \in X_{\mathrm{cl}}$. Note that the subpath of $W_{u}$ between $u$ and $w_{u}$ is an $X_{\mathrm{cl}}$-avoiding path of length at most $\left\lfloor r^{\prime} / 2\right\rfloor$. Thus, $w_{u}$ is contained in $M_{r^{\prime}}^{G}\left(u, X_{\mathrm{cl}}\right)$. Since $\{u, z\} \subseteq \kappa_{1} \subseteq \lambda$ where $\lambda$ is an equivalence class of $\sim, M_{r^{\prime}}^{G}\left(u, X_{\mathrm{cl}}\right)$ and $M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)$ are same. Therefore, $w_{u} \in M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)$.

Since $\left|\kappa_{4}\right| \geqslant f_{\mathrm{cl}}\left(r^{\prime}, \varepsilon\right) \cdot f_{\text {dual }}(\lfloor r / 2\rfloor, d, \varepsilon)^{\varepsilon} \cdot k^{2 \varepsilon}+1 \geqslant\left|M_{r^{\prime}}^{G}\left(z, X_{\mathrm{cl}}\right)\right|+1$, by the pigeonhole principle, there are distinct $v, v^{\prime} \in \kappa_{4}$ with $w_{v}=w_{v^{\prime}}$. By concatenating $W_{v}$ and $W_{v^{\prime}}$, we obtain a walk of $G-S$ between $v$ and $v^{\prime}$ having length at most $r^{\prime}$, contradicting the assumption that $L$ is distance- $r^{\prime}$ independent in $G-S$. Therefore, there are a vertex $z^{\prime} \in \kappa_{1} \backslash\{z\}$ and a set $B_{z^{\prime}} \subseteq A \backslash\{z\}$ such that $z^{\prime} \in B_{z^{\prime}}$ and $\left(I \backslash\left\{B_{z}\right\}\right) \cup\left\{B_{z^{\prime}}\right\}$ is a $(p, r, \mathcal{F})$-packing of $A \backslash\{z\}$ in $G$ having the same size as $I$. We conclude the proof by scaling $\varepsilon$ to $\varepsilon / C$.

By recursively applying Proposition 4.1 and taking an $(r+1)$-path closure of the resulting set $Z$, we can construct an almost linear kernel for Annotated ( $p, r, \mathcal{F}$ )-Packing as follows.

- Theorem 4.3. For every nowhere dense class $\mathcal{C}$ of graphs, there is a function $f_{\text {pck }}$ : $\mathbb{N} \times \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{N}$ such that for every nonempty family $\mathcal{F}$ of connected graphs with at most $d$ vertices, $p, r \in \mathbb{N}$ with $p \leqslant 2\lfloor r / 2\rfloor+1$, and $\varepsilon>0$, there is a polynomial-time algorithm that given a graph $G \in \mathcal{C}, A \subseteq V(G)$, and $k \in \mathbb{N}$, either correctly decides that $\alpha_{p, r}^{\mathcal{F}}(G, A)>k$, or outputs sets $Y \subseteq V(G)$ of size at most $f_{\mathrm{pck}}(r, d, \varepsilon) \cdot k^{1+\varepsilon}$ and $Z \subseteq A \cap Y$ such that $\alpha_{p, r}^{\mathcal{F}}(G, A) \geqslant k$ if and only if $\alpha_{p, r}^{\mathcal{F}}(G[Y], Z) \geqslant k$.

To prove Theorem 1.2, we first apply the kernel in Theorem 4.3 and attach a $(p, \mathcal{F})$-critical graph to the resulting instance of this kernel. The way is similar to that of the proof of Theorem 1.1, but slightly different.

Sketch of the proof of Theorem 1.2. The cases where either $r \leqslant 1$ or $p=0$ are relatively easy to deal with. Thus, in this sketch, we assume that $r \geqslant 2$ and $p \geqslant 1$. Let $d$ be the maximum order of a graph in $\mathcal{F}$. By Lemma 3.4, one can find in polynomial time a $(p, \mathcal{F})$ critical graph $H$ having at most $d(d p+1) / 2$ vertices. Let $p^{\prime}:=\lfloor p / 2\rfloor$ and $x$ be a vertex of $H$. We construct a graph $G^{\prime}$ as follows: take the disjoint union of $G[Y]$ and $H$, add a new vertex $h$, for each $v \in Y \backslash Z$, connect $h$ and $v$ by a path of length $\lfloor r / 2\rfloor$, and for each $v \in N_{H}^{p^{\prime}}[x]$, connect $h$ and $v$ by a path of length $\lceil r / 2\rceil$. We can show that the resulting graph $G^{\prime}$ is the desired one by Lemma 3.5.
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## Geometric TSP on Sets
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#### Abstract

In One-of-A-Set TSP, also known as the Generalised TSP, the input is a collection $\mathcal{P}:=$ $\left\{P_{1}, \ldots, P_{r}\right\}$ of sets in a metric space and the goal is to compute a minimum-length tour that visits one element from each set.

In the Euclidean variant of this problem, each $P_{i}$ is a set of points in $\mathbb{R}^{d}$ that is contained in a given hypercube $H_{i}$. We investigate how the complexity of Euclidean One-of-a-Set TSP depends on $\lambda$, the ply of the set $\mathcal{H}:=\left\{H_{1}, \ldots, H_{r}\right\}$ of hypercubes (The ply is the smallest $\lambda$ such that every point in $\mathbb{R}^{d}$ is in at most $\lambda$ of the hypercubes). Furthermore, we show that the problem can be solved in $2^{O\left(\lambda^{1 / d} n^{1-1 / d}\right)}$ time, where $n:=\sum_{i=1}^{r}\left|P_{i}\right|$ is the total number of points. Finally, we show that the problem cannot be solved in $2^{o(n)}$ time when $\lambda=\Theta(n)$, unless the Exponential Time Hypothesis (ETH) fails.

In Rectilinear One-of-a-Cube TSP, the input is a set $\mathcal{H}$ of hypercubes in $\mathbb{R}^{d}$ and the goal is to compute a minimum-length rectilinear tour that visits every hypercube. We show that the problem can be solved in $2^{O\left(\lambda^{1 / d} n^{1-1 / d} \log n\right)}$ time, where $n$ is the number of hypercubes.
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## 1 Introduction

In the Traveling Salesman Problem we are given an edge-weighted complete graph and the goal is to compute a tour, i.e., a simple cycle visiting all nodes, of minimum total weight. The Traveling Salesman Problem is among the most famous problems in computer science and combinatorial optimization. One variation is the Euclidean TSP. In Euclidean TSP the input is a set $P$ of $n$ points in $\mathbb{R}^{d}$, and the goal is to compute a minimum-length tour visiting each point. This problem was proven to be NP-hard in the 1970s [6, 15]. However, unlike the general (metric) version, Euclidean TSP in the plane can be solved in subexponential time, i.e., in time $2^{o(n)}$. Both Kann [10] and Hwang et al. [8] have given algorithms with $n^{O(\sqrt{n})}$ running time. Smith and Wormald [16] gave a subexponential algorithm that works in any (fixed) dimension $d$, taking $n^{O\left(n^{1-1 / d}\right)}$ time. Recently De Berg et al. [3] improved this to $2^{O\left(n^{1-1 / d}\right)}$, which is tight up to constant factors in the exponent, under the Exponential-Time Hypothesis (ETH) [9].

Meanwhile, generalised versions of the Traveling Salesman Problem have also been studied. One popular example is the One-of-A-Set TSP, also known as Generalised TSP or Group TSP. Here, the $n$ nodes of the graph are partitioned into sets $V_{i}$ and the goal is to compute a tour of minimal weight visiting at least (or exactly) one node of every set. The One-of-A-SEt TSP has been studied extensively, see for example the survey by Gutin and Punnen [7]. In 2008, Dror and Orlin showed that even if the vertices and their distances correspond to locations in $\mathbb{R}^{d}$ and their Euclidean distances, and every set $V_{i}$ contains only two vertices, the problem is still APX-hard, i.e., there exists no PTAS unless $\mathrm{P}=\mathrm{NP}[5]$.
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One generalisation of Euclidean TSP is TSP with Neighbourhoods. Here, we are given a set of neighbourhoods in $\mathbb{R}^{d}$ - the shape of these neighbourhoods depends on the variant studied - and the goal is to find a shortest Euclidean tour visiting all neighbourhoods. As it is a generalised version of an APX-hard problem it is APX-hard itself [4]. Since then, many variants which place restrictions on the shape of the neighbourhoods have been shown to have a PTAS. This includes disjoint fat convex regions [4], pairwise-disjoint connected regions of any shape [14], arbitrary disjoint fat regions [13], and weakly disjoint neighbourhoods [2].

In this paper, we focus on two geometric variations of One-of-a-Set TSP. For the first variation, Euclidean One-of-a-Set TSP, most research has been focused on the so-called grid cluster variant, introduced by Bhattacharya et al. [1]. In this variant, a partition is specified by the cells of the integer $1 \times 1$ grid (on the Euclidean plane); from every non-empty cell, exactly one point needs to be visited. Khachay and Neznakhina showed that a PTAS exists if there are many $(O(\log n))$ or few $(n-O(\log n))$ non-empty cells [11], and that if the grid has fixed height or width, a solution can be found in polynomial time [12].

For the second variation, Rectilinear One-of-a-Cube TSP, instead of discrete sets $V_{i}$ we are given a set of (hyper)cubes $H_{i}$. The goal is to find the shortest rectilinear tour which visits at least one point of every $H_{i}$. Thus this is a variant of TSP with Neighbourhoods where the neighborhoods are hypercubes.

Our contribution. We investigate the complexity of Euclidean One-of-a-Set TSP and Rectilinear One-of-a-Cube TSP. For Euclidean One-of-a-Set TSP, let $\mathcal{H}$ be a set of hypercubes $H_{1}, \ldots, H_{r}$. Let $\mathcal{P}$ be a family of sets of points $P_{1}, \ldots, P_{r}$ with $P_{i} \subset H_{i}$ and $\left|P_{i}\right| \leq k$ for all $i$. We will use $P$ to denote $\cup_{i} P_{i}$. Our objective is to find a shortest tour $T=\left(p_{1}, \ldots, p_{n}\right)$ such that for every $P_{i}$ there exists a $p \in P_{i}$ such that $p \in T$. Let $\lambda$ be the ply of the given hypercubes, i.e., the smallest number such that every point in $\mathbb{R}^{d}$ is in at most $\lambda$ of the hypercubes.

Intuitively, one would expect that the complexity of Euclidean One-of-a-Set TSP depends on how well separated the sets $P_{i}$ are. To formalize this intuition, we investigate the dependency of its complexity on the ply of $\mathcal{H}$. We present an algorithm that runs in $2^{O\left(\lambda^{1 / d} n^{1-1 / d}\right)}$ time, which is based on a recent algorithm by De Berg et al. [3]. Note that for $\lambda=1$ this matches the ETH-tight running time for Euclidean TSP. For $\lambda=n$, however, the running time becomes $2^{O(n)}$, so it is no longer sub-exponential. We show this is unavoidable (assuming ETH) by proving that Euclidean One-of-a-Set TSP in $\mathbb{R}^{2}$ cannot be solved in $2^{o(n)}$ for $\lambda=n$. Finally, we show that we instead of using the ply of a set of hypercubes covering the $P_{i}$, one can use the ply of a set of more generic objects covering the $P_{i}$.

For Rectilinear One-of-a-Cube TSP, let $\mathcal{H}$ be a set $\left\{H_{1}, \ldots, H_{n}\right\}$ of hypercubes in $\mathbb{R}^{d}$. Let $\lambda$ be the ply of these hypercubes. Our objective is to find a shortest rectilinear tour $T=\left(p_{1}, \ldots, p_{n}\right)$ such that for every $H_{i}$ there exists a $p \in H_{i}$ such that $p \in T$. For this case we present an algorithm running in $2^{O\left(\lambda^{1 / d} n^{1-1 / d}\right) \log n}$ time.

## 2 A subexponential algorithm for Euclidean One-of-a-Set TSP

We start by giving an overview of our algorithm. The problem it solves is the more generic Euclidean One-of-a-Set Path Cover problem. In this problem, we are given a collection of point sets $P_{i}$ and a set of boundary points $B$, where $|B| \geq 2$ is even. The goal is for every possible matching on $B$ to find the shortest collection of paths that (i) have the so-called Packing Property, (ii) adhere to the matching and (iii) visit one point of every $P_{i}$. The Packing Property, which is known to hold for the set of edges of an optimal TSP tour, intuitively states that an optimal tour cannot contain many long edges close together; the precise definition is not important for this paper. Note that this property also holds for an


Figure 1 An example of the Euclidean One-of-A-Set TSP algorithm. (a) The given problem. In red and blue, the four boundary points, and the corresponding matching we will be using. In black, the five given point sets (circles, disks, squares, filled squares, and crosses). (b) We find a good separator $\sigma$, and guess how it is crossed. (c) The resulting subproblem for the points inside $\sigma$, and one possible matching. Note that the circle inside $\sigma$ has been removed, as we guessed we visit a circle outside $\sigma$. (d) The answer after combining two answers of the subproblems. (e) Note that not every combination of matchings leads to a valid answer.
optimal Euclidean One-of-a-Set TSP tour $T_{\text {opt }}$, as it is obviously also an optimal tour for the Euclidean TSP instance obtained by taking only a single point from each $P_{i}$ into account, namely the point visited by $T_{\mathrm{opt}}$.

Our algorithm broadly works in the following way; see Figure 1. We define a separator to be the boundary of an axis-aligned hypercube. First, we find a separator $\sigma$ that is crossed only a few times by the optimal collection of paths, and splits only few of the point sets $P_{i}$. Then, we "guess" how the solution crosses $\sigma$, by iterating over all possibilities. By doing so, we create two subproblems: one for the points inside $\sigma$, and one for the points outside $\sigma$. However, these two subproblems are not completely independent yet: first, for every point set $P_{i}$ which contains at least one point inside $\sigma$ and one outside $\sigma$, we need to "guess" on which side of $\sigma$ we visit a point of $P_{i}$. After solving all versions of both subproblems recursively, the so-called rank-based approach is used to efficiently find the correct combination of matchings on both sides resulting in the shortest overall valid answer.

A good separator. Our algorithm will need a so-called distance-based separator, similar to the distance-based separator introduced by De Berg et al. [3]. The properties they proved for their separator are not quite sufficient for us, though, so below we present a stronger version of their separator result. Before we can state our result, we need to introduce some terminology and notation from their paper. We denote the region of all points in $\mathbb{R}^{d}$ inside or on a separator $\sigma$ by $\sigma_{\text {in }}$, and the region of all points in $\mathbb{R}^{d}$ strictly outside $\sigma$ by $\sigma_{\text {out }}$. The size of a separator $\sigma$, denoted by $\operatorname{size}(\sigma)$, is defined to be its edge length. For a separator $\sigma$ and a scaling factor $t>0$, we define $t \sigma$ to be the separator obtained by scaling $\sigma$ by a factor $t$ with respect to its center. In other words, $t \sigma$ is the separator whose center is the same as the center of $\sigma$ and with $\operatorname{size}(t \sigma)=t \cdot \operatorname{size}(\sigma)$. Note that a separator $\sigma$ induces a partition of the given point set $P$ into two subsets, namely $P \cap \sigma_{\text {in }}$ and $P \cap \sigma_{\text {out }}$. A separator is balanced with respect to a set $Q \subseteq P$ if $\max \left(\left|Q \cap \sigma_{\text {in }}\right|,\left|Q \cap \sigma_{\text {out }}\right|\right) \leq \frac{4^{d}}{4^{d}+1} n$. If a separator is balanced with respect to $P$ itself, we call it a balanced separator.

Our separator is chosen such that there are only few points close to it. To quantify this, let the relative distance from a point $p$ to $\sigma$, denoted by $\operatorname{rdist}(p, \sigma)$, be defined as follows:

$$
\operatorname{rdist}(p, \sigma):=d_{\infty}(p, \sigma) / \operatorname{size}(\sigma)
$$

where $d_{\infty}(p, \sigma)$ denotes the shortest $\ell_{\infty}$-distance between $p$ and any point on $\sigma$. Recall that $\sigma$ is the boundary of a hypercube; hence, all points in the interior of $\sigma_{\text {in }}$ have a nonzero relative distance to $\sigma$. Note that if $t$ is the scaling factor such that $p \in t \sigma$, then $\operatorname{rdist}(p, \sigma)=|1-t| / 2$. For integers $i$ define

$$
P(i, \sigma):=\left\{p \in P: r \operatorname{dist}(p, \sigma) \leq 2^{i} / n^{1 / d}\right\} .
$$

Note that the smaller $i$ is, the closer to $\sigma$ the points in $P(i, \sigma)$ are required to be. De Berg et al. choose $\sigma$ such that the size of the sets $P(i, \sigma)$ decrease rapidly as $i$ decreases. Our generalised theorem also allows for some control over the number of $P_{i}$ which are split by $\sigma$, i.e., the $P_{i}$ of which at least one point of $P_{i}$ is in $\sigma_{\text {in }}$ and at least one point of $P_{i}$ is in $\sigma_{\text {out }}$.

- Theorem 1. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{r}\right\}$ be a collection of point sets in $\mathbb{R}^{d}$, and let $Q \subseteq P$. Let $n$ be the total number of points in $P$. Then there is a separator $\sigma$ that is balanced with respect to $Q$ and such that

$$
|P(i, \sigma)|= \begin{cases}O\left((3 / 2)^{i} n^{1-1 / d}\right) & \text { for all } i<0 \\ O\left(4^{i} n^{1-1 / d}\right) & \text { for all } i \geq 0\end{cases}
$$

Furthermore, $\sigma$ splits at most $\lambda^{1 / d} n^{1-1 / d}$ of the point sets $P_{i}$. Moreover, such a separator can be found in $O\left(n^{d+1}\right)$ time.

Proof. The proof is analogous to the proof of Theorem 1 and Corollary 3 in the paper by De Berg et al. [3], with one major difference. Instead of the weight function $w_{p}(t)$, we use the weight function

$$
w_{p}^{*}(t):=\frac{\mathbf{1}\left\{t \sigma^{*} \text { intersects } H_{i(p)}\right\}}{\operatorname{size}\left(H_{i(p)}\right)}+w_{p}(t),
$$

where $\sigma^{*}$ is the smallest balanced separator, which we assume w.l.o.g. has size 1 (as in the original proof), $i(p)$ denotes the $i$ such that $p \in P_{i}$, and $\mathbf{1}\{b o o l\}$ denotes the indicator function, which is 1 if bool is true, and 0 otherwise. Since $\int_{0}^{3} w_{p}(t)=O(1)$, we have $\int_{0}^{3} w_{p}^{*}(t)=O(1)$ as well, because $\int_{0}^{3} \mathbf{1}\left\{t \sigma^{*}\right.$ intersects $\left.H_{i(p)}\right\} \leq \operatorname{size}\left(H_{i(p)}\right)$. Hence, we can find a $t^{*}$ such that $\sum_{p} w_{p}^{*}\left(t^{*}\right)=O(n)$. Therefore, we can use this $t^{*}$ to prove the bounds on $|P(i, \sigma)|$ analogously to the original proofs.

It remains to prove the bound on the number of $P_{i}$ split by $t^{*} \sigma^{*}$. We get

$$
\sum_{i} \frac{\mathbf{1}\left\{t^{*} \sigma^{*} \text { intersects } H_{i}\right\}}{\operatorname{size}\left(H_{i}\right)} \leq \sum_{p} \frac{\mathbf{1}\left\{t^{*} \sigma^{*} \text { intersects } H_{i(p)}\right\}}{\operatorname{size}\left(H_{i(p)}\right)}<\sum_{p} w_{p}^{*}(t)=O(n)
$$

Therefore, for any $L$, at most $O(n L)$ different $H_{i}$ of size at most $L$ intersect $t \sigma^{*}$. Furthermore, an $H_{i}$ of size at least $L$ intersecting $\sigma$ covers at least $L^{d-1}$ of the $(d-1)$-dimensional volume of $\sigma$, which is $2 d=O(1)$. (Recall that $\sigma$ is defined as the boundary of a hypercube, which is a $(d-1)$-dimensional object, and that we consider $d$ to be fixed.) See Figure 2. Since the $H_{i}$ have a ply of $\lambda$, there can be at most $\lambda / L^{d-1}$ of these. Hence, for any $L$, at most $O\left(n L+\lambda / L^{d-1}\right)$ hypercubes intersect $\sigma$. Specifically, by taking $L=\lambda^{1 / d} n^{-1 / d}$, we conclude that $\sigma$ intersects $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ of the $H_{i}$. Finally, we note that the number of $P_{i}$ split by $\sigma$ is bounded by the number of $H_{i}$ intersected by $\sigma$, finishing our proof.

We will now use this distance-based separator theorem to present an efficient algorithm for Euclidean One-of-a-Set TSP.

Let $S(P):=\{p q:(p, q) \in P \times P\}$ be the set of all line segments defined by $P$. Since we wish to guess how $\sigma$ is crossed by the optimal answer, and we know that the edges of the answer have the packing property, we are interested in the following set:

$$
\mathcal{C}(\sigma, P):=\{S \subseteq S(P): S \text { has the packing property and all segments in } S \text { cross } \sigma\}
$$



Figure 2 Example for the proof of Theorem 1. The point $p$ is at distance $x$ from $\sigma$. Hence, any square $H$ (in blue) that contains both $p$ and a point outside $\sigma$ covers at least $x$ of the total length of the edges of $\sigma$. For arbitrary $d$, any $d$-dimensional hypercube $H$ that contains both $p$ and a point outside $\sigma$ covers at least $x^{d-1}$ of the $(d-1)$-dimensional volume of $\sigma$. (Recall that $\sigma$ is defined to be the ( $d-1$ )-dimensional boundary of a hypercube, so $\sigma$ does not include the region enclosed by it.)

Our main separator theorem, presented next, states that we can find a separator $\sigma$ that is balanced, splits few $P_{i}$, and is such that the sets in $\mathcal{C}(\sigma, P)$, as well as the collection $\mathcal{C}(\sigma, \mathcal{P})$ itself, are small. Since the packing property is hard to test, we will not enumerate $\mathcal{C}(\sigma, P)$ but a slightly larger collection of candidate sets, which we denote by $\mathcal{C}^{\prime}(\sigma, P)$.

- Theorem 2. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{r}\right\}$ be a family of point sets in $\mathbb{R}^{d}$, and let $\mathcal{H}=\left\{H_{1}, \ldots, H_{r}\right\}$ be a set of hypercubes such that $P_{i} \subset H_{i}$ for every $i$. Let $Q \subseteq P$, where $P=P_{1} \cup \cdots \cup P_{r}$. Then there exists a separator $\sigma$ with the following properties:

1. $\sigma$ is balanced with respect to $Q$.
2. Each candidate set $S \in \mathcal{C}^{\prime}(\sigma, P)$ contains $O\left(n^{1-1 / d}\right)$ segments.
3. $\mathcal{C}(\sigma, P) \subseteq \mathcal{C}^{\prime}(\sigma, P)$ and $\left|\mathcal{C}^{\prime}(\sigma, P)\right|=2^{O\left(n^{1-1 / d}\right)}$.
4. $\sigma$ splits $O\left(\lambda^{\frac{1}{d}} n^{1-1 / d}\right)$ of the sets $P_{i}$, where $\lambda$ is the ply of $\mathcal{H}$.

Moreover, $\sigma$ and the collection $\mathcal{C}^{\prime}(\sigma, P)$ can be computed in $2^{O\left(n^{1-1 / d}\right)}$ time.
Proof. The separator chosen is the one found by applying Theorem 1. Hence, the proof of properties $1-3$ is analogous to that of the original paper by De Berg et al. Property 4 is directly implied by Theorem 1, as well.

The algorithm. Our adapted algorithm contains four changes compared to the original:

- We choose our separator $\sigma$ using Theorem 2 instead of the equivalent from the original paper. Note that this does not impact the running time.
- Candidate sets of which the endpoints of the edges contain more than one point of any set $P_{i}$ can be ignored. Note that this can be easily checked.
- When "guessing" the correct candidate set, for every point set $P_{i}$ split by $\sigma$ we also guess whether a point of $P_{i}$ in $\sigma_{\text {in }}$ or a point in $\sigma_{\text {out }}$ is used. If we guess that we will visit a point in $P_{i} \cap \sigma_{\mathrm{in}}$, then we can ignore the points in $P_{i} \cap \sigma_{\text {out }}$ for the recursive call outside $\sigma$, and vice versa. Note that for every $P_{i}$ that contains a boundary point this choice (if applicable) is implied by the location of the boundary point. Furthermore, once we have chosen a point from a set $P_{i}$ as one of our boundary points, then we can remove all other points from $P_{i}$ from further consideration. This way, the subproblems generated remain independent, while ensuring that exactly one point of every $P_{i}$ is visited.
- In the initial call, the original algorithm turns the problem into a Euclidean Path Cover problem by duplicating point $p_{1}$ and taking the boundary set $B=\left(p_{1}, p_{1}^{\prime}\right)$. In other words, it simply searches for a path from $p_{1}$ to $p_{1}$ through all other points. In our case, we guess which $p$ in $P_{1}$ is used in the optimal tour. Then, we remove all other points in $P_{1}$ and duplicate $p$ as in the original algorithm.
This brings us to our main theorem for this section.


Figure 3 On the left, an example of a point set whose hypercubes generate a high ply. The pattern can be repeated to get a ply of $\Theta(n)$. However, the separator we find will not split $\Theta(n)$ point sets. On the right, the same point set covered by $\alpha$-fat objects. Here, we have a ply of only 1.

- Theorem 3. Let $\mathcal{P}=\left\{P_{1}, . ., P_{r}\right\}$ be a collection of point set in $\mathbb{R}^{d}$ with $n$ points in total. Let $H_{1}, \ldots, H_{r}$ be hypercubes with ply $\lambda$ such that $P_{i} \subset H_{i}$ for all $i$. Then EUCLIDEAN ONE-OF-A-SET TSP on $\mathcal{P}$ can be solved in $2^{O\left(\lambda^{\frac{1}{d}} n^{1-1 / d}\right)}$ time.

For the full proof, see Appendix A. It follows the proof of the original algorithm [3] almost verbatim; the main difference is that we need to take the dependency on $\lambda$ into account.

An improved analysis of the running time. So far, we have used the ply of hypercubes covering the point sets to bound the running time of our algorithm. (Note that the algorithm itself does not use the hypercubes, we only used their ply in the analysis to quantify how separated the sets are.) However, in some cases, these hypercubes can have a high ply, even though they are still fairly well separable. Thus the analysis may be overly pessimistic. We show that this is indeed the case by replacing the hypercubes by so-called $\alpha$-fat objects, whose ply can be much smaller than the ply of the hypercubes. let $0<\alpha<1$ be arbitrary but fixed. We say a connected closed set of points $O \subseteq \mathbb{R}^{d}$ is an $\alpha$-fat object if and only if for every ball $B \subset \mathbb{R}^{d}$ whose center lies in $O$ we have that (i) $O$ fully lies in $B$ or (ii) at least a fraction $\alpha$ of the volume of $B$ is covered by $O$. See Figure 3 for an example showing how $\alpha$-fat objects can have significantly lower ply than hypercubes.

It remains to show that with this new $\lambda$ our running time of $2^{O\left(\lambda^{1 / d} n^{1-1 / d}\right)}$ is still accurate. Note that we use the fact that the objects containing the sets $P_{i}$ are hypercubes only once, namely during the proof of Theorem 1 , where we bound the number of $H_{i}$ split by $\sigma$ to $2^{O\left(\lambda^{1 / d} n^{1-1 / d}\right)}$. We will now prove that a similar bound holds for arbitrary $\alpha$-fat objects.

Before we define the size of an $\alpha$-fat object, we need the following observation.

- Observation 4. Let $\alpha>0$ be arbitrary but fixed. Let $O$ be an $\alpha$-fat object. Let $\mathcal{B}$ be the bounding box of $O$, i.e., the smallest box such that $O$ lies fully in $\mathcal{B}$. Then the dimensions of $\mathcal{B}$ are within a constant factor of each other.

Proof. Let $\alpha, O$ and $\mathcal{B}$ be as defined above. Let $s$ be the largest dimension of $\mathcal{B}$. W.l.o.g., $s=1$. Let $p$ be a point in $O$. W.l.o.g., $p$ is the origin. Note that $O$ fully lies in $[-1,1]^{d}$. Let $B$ be the ball of radius $1 / 3$ centered at the origin. Note that $B$ does not fully cover $O$ (in fact, any radius strictly smaller than $1 / 2$ suffices). Hence, since $O$ is an $\alpha$-fat object, at least $\alpha c_{d} / 3^{d}$ of $B$ (and therefore $[-1,1]^{d}$ ) is covered by $O$, where $c_{d}$ is the volume of a $d$-dimensional ball with radius 1 . Since for any dimension $x$ of $\mathcal{B}$, the volume of $O$ inside $[-1,1]^{d}$ can be bounded by $x$, we get that $x \geq \alpha c_{d} / 3^{d}=O(1)$, as required.

We now define the size of an $\alpha$-fat object $O$ to be the largest dimension of its bounding box.
We will now show that these objects have all required properties.

- Lemma 5. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{r}\right\}$ be a collection of point sets in $\mathbb{R}^{d}$, and let $Q \subseteq P$. Let $n$ be the total number of points in $\mathcal{P}$. Let $\sigma$ be the separator found when applying Theorem 1 with $\alpha$-fat objects instead of hypercubes. Then $\sigma$ splits $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ point sets $P_{i}$.


Figure 4 The dotted lines denote the square annulus $A$ of all points with an rdist of at most $2^{j} / n^{1 / d}$ to $\sigma$. In blue, the object $O_{i}$ crossing $\sigma$. It has at least one of (i) a point $p$ in $\sigma_{\text {in }}$ but not in $A$, or (ii) a point $q$ in $\sigma_{\text {out }}$ but not in $A$. Therefore, if we draw a ball (in red) the width of $A$ centered at a point where $O_{i}$ coincides with $\sigma$, this circle does not fully contain $O_{i}$. Hence, the volume of $O_{i}$ inside the ball (light blue), and therefore inside $A$, is at least $\alpha$ times the volume of the ball.

Proof. First, we note that the logic showing that $w_{p}^{*}(t)=O(1)$ still holds for $\alpha$-fat objects. Furthermore, analogously to the original proof of Theorem 1, there are $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ objects of size at most $\lambda^{1 / d} n^{-1 / d}$ intersected by $\sigma$. It remains to prove that $\sigma$ splits $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ point sets whose objects have size larger than $\lambda^{1 / d} n^{-1 / d}$. Note that it is sufficient to prove that $O\left(\lambda^{1 / d} n^{-1 / d}\right)$ objects of size larger than $O\left(\lambda^{1 / d} n^{-1 / d}\right)$ intersect $\sigma$.

Let $O_{i}$ be an object of size strictly larger than $\lambda^{1 / d} n^{-1 / d}$ intersected by $\sigma$. Then $O_{i}$ must contain a point at a distance more than $c_{\alpha, d} \lambda^{1 / d} n^{-1 / d}$ from $\sigma$ for some constant $c_{\alpha, d}$ : this distance is clearly nonzero, as $O_{i}$ has a positive volume, and since $\alpha$ and $d$ are fixed, the problem scales linearly.

For brevity, we write $x:=c_{\alpha, d} \lambda^{1 / d} n^{-1 / d}$. Let $B$ be the ball with radius $x$ and centered at an intersection point of $O_{i}$ and $\sigma$. Now, $B$ does not fully cover $O$. Therefore, $O$ covers at least a fraction $\alpha$ of $B$. Let $A$ be the square annulus defined by $\left\{p \in \mathbb{R}^{d}: \operatorname{rdist}(p, \sigma) \leq x\right\}$. Note that $B$ fully in $A$. See Figure 4 for an example. Since $B$ is $d$-dimensional, every $O_{i}$ covers $\Theta\left(x^{d}\right)$ of the volume of $A$. Now, the total volume of $A$ is smaller than $2 d \cdot(1+2 x)^{d-1} 2 x$, since each of the $2 d$ facets of $\sigma$ contributes $(1+2 x)^{d-1} 2 x$ to the annulus. (This is a conservative estimate since we ignore overlap between the contributions of the facets.) Since $x<1$, this can be further bounded by $3^{d+2} d x$. Furthermore, the volume of a $d$-dimensional ball with radius $x$ is $c_{d} x^{d}$ for some constant $c_{d}$. Therefore, the maximum number of $O_{i}$ intersected by $\sigma$ of size strictly larger than $\lambda^{1 / d} n^{-1 / d}$ is bounded by

$$
\lambda \frac{3^{d+2} d x}{\alpha c_{d} x^{d}}=O\left(\lambda x^{1-d}\right)=O\left(\lambda \cdot \lambda^{(1-d) / d} n^{-(1-d) / d}\right)=O\left(\lambda^{1 / d} n^{1-1 / d}\right)
$$

as we wanted to prove.

We thus obtain the following theorem.

- Theorem 6. Let $\alpha>0$ be arbitrary but fixed. Let $\mathcal{P}=\left\{P_{1}, . ., P_{r}\right\}$ be a collection of point set in $\mathbb{R}^{d}$ with $n$ points in total. Suppose there exist $O_{1}, \ldots, O_{r}$ be $\alpha$-fat objects with ply $\lambda$ such that $P_{i} \subset O_{i}$ for all $i$. Then Euclidean One-of-A-Set TSP on $\mathcal{P}$ can be solved in $2^{O\left(\lambda^{\frac{1}{d}} n^{1-1 / d}\right)}$ time.

A lower bound on the running time when $\boldsymbol{\lambda}=\boldsymbol{\Theta}(\boldsymbol{n})$. In this section we show that for $\lambda=\Theta(n)$, the problem cannot be solved in subexponential time.

Theorem 7. Euclidean One-of-A-SET TSP in $\mathbb{R}^{2}$ cannot be solved in $2^{o(n)}$ time, unless ETH fails.


Figure 5 An example for the proof of Theorem 7. Not to scale. The points inside the small pink disks (which are the points $p_{i}$ and $q_{i}$ as defined in the text) must all be visited. The sets indicated by the green ellipses ensure that for each $i$ at least one of $t_{i}$ and $f_{i}$ is visited. The sets indicated by the blue regions correspond to the clauses. The pink and green sets imply a lower bound on the length of the shortest tour. If this bound is tight, the shortest tour visits exactly one of each pair $\left(t_{i}, f_{i}\right)$. Note that each such tour maps directly to an assignment of True and False to the variables. If an assignment of True and False to the variables satisfying all clauses exists, then the corresponding tour indeed visits all sets at least once.

Proof. The ETH states that 3-SAT cannot be solved in $2^{o(n)}$ time [9]. We will prove Theorem 7 by showing that if Euclidean One-of-a-Set TSP can be solved in $2^{o(n)}$ with $d=2$ and $\lambda=\Theta(n)$, then 3-SAT can be solved in $2^{o(n)}$ time as well.

Let $F$ be a 3 -SAT formula containing clauses $C_{1}, \ldots, C_{n}$ over variables $x_{1}, \ldots, x_{m}$. Note that $m=O(n)$. We define $p_{1}=(0,0), p_{2}=(0,100 m), p_{3}=(100 m, 100 m)$, and $p_{4}=(100 m, 0)$. Furthermore, let $q_{i}=(50 m-2 i, 0)$ for all $i=0, \ldots, m$, let $t_{i}=(50 m-2 i+1,-1)$ and let $f_{i}=(50 m-2 i+1,1)$ for all $i=1, \ldots, m$. See Figure 5 for an example. Now, let $\mathcal{P}$ be the family containing the following point sets:

- For all $0 \leq i \leq 3$, one point set containing only $p_{i}$.
- For all $1 \leq i \leq m$, one point set containing $t_{i}$ and $f_{i}$. This is the gadget representing the variable $x_{i}$.
- For all $1 \leq i \leq n$, one point set representing the clause $C_{i}$. Specifically, this point set should contain $t_{j}$ iff $C_{i}$ contains the literal $x_{j}$, and should contain $f_{j}$ iff $C_{j}$ contains the literal $\neg x_{j}$. Note that each of these point sets contains three elements, and that each point in a clause gadget coincides with a point from a variable gadget.
Now we claim that $F$ is satisfiable if and only if $\mathcal{P}$ admits a shortest tour of length exactly $L:=(398+2 \sqrt{2}) m$. Note that if this claim indeed holds, we are done; if we can solve Euclidean One-of-a-Set TSP in $2^{o(n)}$ time, then the shortest tour on $\mathcal{P}$ can be found in $2^{o(n+m)}=2^{o(n)}$ time, and therefore we answer whether $F$ is satisfiable in $2^{o(n)}$ time.

Note that if a shortest tour of length $L$ exists, $F$ is satisfiable. To satisfy $F$, simply set $x_{i}$ to True if $t_{i}$ is visited in the shortest tour, and set it to False otherwise. Since the shortest tour visits every point set corresponding to a clause, all clauses are indeed satisfied.

Next, we check that if $F$ is satisfiable, a shortest tour of length $L$ exists. We simply do the reverse: let $x_{1}, \ldots, x_{m}$ satisfy $F$. Then note that the tour passing through $t_{i}$ if $x_{i}$ is True and through $f_{i}$ otherwise indeed has the required length. Finally, we still have to show the shortest tour can never be shorter than $L$. It is easy to see that the shortest tour must visit $q_{m}, p_{1}, p_{2}, p_{3}, p_{4}, q_{0}$ consecutively in that order, giving a length of $398 m$. Connecting $q_{0}$ to $q_{m}$ while passing through at least one of every pair $\left(t_{i}, f_{i}\right)$ and through every $q_{i}$ inbetween takes a total length of at least $2 \sqrt{2} m$. Therefore, the shortest tour has length at least $(398+2 \sqrt{2}) m$.

In conclusion, $F$ is satisfiable if and only if the shortest tour on $\mathcal{P}$ has length $L$. Therefore, if Euclidean One-of-A-SET TSP can be solved in subexponential time when $\lambda=\Theta(n)$, then so can 3-SAT. Hence, unless ETH fails, Euclidean One-of-a-Set TSP cannot be solved in subexponential time.

## 3 Rectlinear One-of-a-Cube TSP

We continue with Rectilinear One-of-a-Cube TSP. Recall that for this setting, $\mathcal{H}:=$ $\left\{H_{1}, \ldots, H_{n}\right\}$ is a set of hypercubes, and $\lambda$ is the ply of $\mathcal{H}$, i.e., the smallest number such that every point in $\mathbb{R}^{d}$ is in at most $\lambda$ of the hypercubes. We now want to find a minimum-length rectilinear tour visiting all of the hypercubes $H_{i}$.

The algorithm works using the same divide-and-conquer approach as the Euclidean One-of-A-SET TSP algorithm; see the beginning of Section 2 for a more detailed description.

Properties of an optimal tour. We start by limiting the set of points and edges we need to consider. We show that there is an optimal tour using only edges from a specific set, and that these edges have the packing property.

First, we introduce some terminology. An edge is defined as a rectilinear line segment. A link between two points is any shortest path formed by at most $d$ edges of different orientations (which always exists). We define, with slight abuse of notation, $|p q|$ to be the $L_{1}$-distance between points $p$ and $q$. Note that this is also the length of a link between $p$ and $q$. A tour is a sequence of links, where the endpoint of each link in the sequence is the starting point of the next one, and the endpoint of the last link is the startpoint of the first link. Note that the fact that we see the tour as a sequence (and not as a cycle) implies that tours have a starting point and a direction - this is solely for the purpose of the analysis.

Let $q^{i}$ denote the $i^{\prime}$ th coordinate of a point $q$. Define $C$ to be the set of $2^{d} n$ corners of the cubes in the input set $\mathcal{H}$. Let $G$ be the generalised Hanan grid induced by the set $C$ which is defined as the grid formed by drawing all axis-aligned lines through every point in the point set $C^{*}:=\left\{p \in \mathbb{R}^{d}: \forall 1 \leq i \leq d: \exists c \in C: p^{i}=c^{i}\right\}$. In other words, the lines of the $\operatorname{grid} G$ are the intersections of $d-1$ differently oriented hyperplanes each containing the facet of one of the hypercubes.

- Lemma 8. There exists a shortest tour on $\mathcal{H}$ which lies fully on $G$.

For the full proof, see Appendix B. Intuitively, this can be done by taking any shortest tour $T$ and "shifting" it onto the grid, bit by bit.

Given a tour $T$, we can reorder the hypercubes in $\mathcal{H}$ such that $H_{i}$ is the $i$ 'th hypercube visited by $T$; ties can be broken in any way. Define $p_{i}$ to be the first point where $H_{i}$ is visited by $T$. Define $P(T):=\left\{p_{1}, \ldots, p_{n}\right\}$; we call the points in $P(T)$ the entry points of $T$. Note that the length of a shortest tour $T$ that visits the points $p_{i}$ in the given order equals $\sum_{1 \leq i \leq n}\left|p_{i} p_{i+1}\right|$, where we define $p_{n+1}:=p_{1}$. (Recall that $|p q|$ denotes the $L_{1}$-distance from $\bar{p}$ to $q$.) We say a tour $T$ is a canonical tour on $\mathcal{H}$ if it has the following properties:

1. $T$ is a shortest tour on $\mathcal{H}$
2. $T$ lies fully on $G$
3. Each pair of consecutive entry points in $P(T)$ is connected by a link, that is, the portion of $T$ connecting consecutive entry points consist of at most $d$ edges of different orientations.

- Observation 9. For every $\mathcal{H}$, a canonical tour on $\mathcal{H}$ exists.


Figure 6 An example of odrdist. Given an $H_{i}$, in every direction $e_{j}$ the four distances between one of the sides of $H_{i}$ perpendicular to $e_{j}$ and one of the sides of $\sigma$ perpendicular to $e_{j}$ are measured. The shortest of all the measured distances, scaled such that $\operatorname{size}(\sigma)=1$, defines the odrdist between the two. Note how $H_{1}$, in red, intersects $\sigma$ and $H_{2}$, in blue, seems far away from $\sigma$. Yet, the odrdist of $H_{1}$, denoted by the red arrow, is larger than that of $H_{2}$, denoted by the blue arrow.

Proof. By Lemma 8 there exists a shortest tour $T$ which lies fully on $G$, satisfying the first two properties. Now, we can create a new tour $T^{\prime}$ by creating a link between every two consecutive $p_{i}$ in $P(T)$. Since $T^{\prime}$ is a shortest tour on a set of points on $T$, it must be a shortest tour itself as well. Furthermore, since $T^{\prime}$ visits all $p_{i}$ in $P(T)$, it visits all $H_{i}$. Finally, since $T$ lies on the generalised Hanan grid $G$, so do the points $p_{i}$. Furthermore, note that a link between two points on $G$ lies on $G$ itself. We conclude that $T^{\prime}$ has the required properties.

- Lemma 10. The edges of a canonical tour have the Packing Property.

For the full proof, see Appendix C. Intuitively, suppose we have two long edges in the same direction (e.g. left to right) and close to each other. We can then replace these edges by two new edges - one connecting the two starting points of the removed edges and one connecting the end points - whose total length is shorter.

A good separator. As mentioned, our algorithm will be a divide-and-conquer algorithm, based on separators. Thus we need a good separator for tours on hypercubes. Our separator will again be based in the distance-based separator from [3]. It will not be sufficient to work with a distance-based separator on the corners of the hypercubes. Instead, we want to have only a few $H_{i}$ with a facet close to one of the parallel facets of $\sigma$, measured in the dimension perpendicular to these facets. To be precise, for a hypercube $H$, let center $(H)$ be its center and $\operatorname{size}(H)$ its edge length. Let the one-dimensional distance from a hypercube $H$ to a separator $\sigma$, denoted by $\operatorname{oddist}(H, \sigma)$ be defined as the minimum distance between any pair of parallel hyperplanes $h, h^{\prime}$ such that $h$ contains a facet of $H$ and $h^{\prime}$ contains a facet of $\sigma$. The one-dimensional relative distance from $H$ to $\sigma$, denoted by $\operatorname{odrdist}(H, \sigma)$ is now defined as $\operatorname{odrdist}(H, \sigma) / \operatorname{size}(\sigma)$. See Figure 6 for an example. For integers $j$ define

$$
P_{j}(\sigma):=\left\{H \in \mathcal{H}: 0<\operatorname{odrdist}(H, \sigma) \leq 2^{j} / n^{1 / d}\right\}
$$

We can now prove the following theorem.

- Theorem 11. Let $\mathcal{H}$ be a set of $n$ hypercubes in $\mathbb{R}^{d}$ and let $\mathcal{I} \subseteq \mathcal{H}$. Then there is a separator $\sigma$ that is balanced with respect to the corner points of $\mathcal{I}$, and such that

$$
\left|P_{j}(\sigma)\right|= \begin{cases}O\left((3 / 2)^{j} n^{1-1 / d}\right) & \text { for all } j<0 \\ O\left(4^{j} n^{1-1 / d}\right) & \text { for all } 0 \leq j<\infty\end{cases}
$$

Furthermore, at most $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ elements of $\mathcal{H}$ intersect $\sigma$. Moreover, such a separator can be found in $O\left(n^{d+1}\right)$ time.

Proof. Let $C$ be the set of corner points of the hypercubes in $\mathcal{I}$. Let $\sigma^{*}$ be a smallest separator such that $\left|\sigma_{\text {in }}^{*} \cap C\right| \geq(4 n) /\left(4^{d}+1\right)$. As in the original proof, one can argue that for all $1 \leq t \leq 3$, the separator $t \sigma^{*}$ is balanced w.r.t. $C$. Assume w.l.o.g. that $\operatorname{size}\left(\sigma^{*}\right)=1$. Define $j_{H}(t)$ to be the integer such that

$$
2^{j_{H}(t)-1} / n^{1 / d}<\operatorname{odrdist}\left(H, t \sigma^{*}\right) \leq 2^{j_{H}(t)} / n^{1 / d}
$$

where $j_{H}(t)=\infty$ if $\operatorname{odrdist}\left(H, t \sigma^{*}\right)=0$. We define the weight function as

$$
w_{H}(t):=\frac{\mathbf{1}\left\{H \text { intersects } t \sigma^{*}\right\}}{\operatorname{size}(H)}+ \begin{cases}\frac{n^{1 / d}}{(3 / 2)^{j_{H}^{i}(t)}} & \text { if } j_{H}^{i}(t)<0 \\ \frac{n^{1 / d}}{4^{j_{H}^{i}(t)}} & \text { otherwise } 0 \leq j_{H}^{i}(t)<\infty \\ \text { undefined } & \text { otherwise }\end{cases}
$$

(Recall that $\mathbf{1}\{$ bool $\}$ denotes the indicator function, which is 1 if bool is true, and 0 otherwise.) Now, for every $H \in \mathcal{H}$ we have $\int_{1}^{3} w_{H}(t) d t=O(1)$, since the second part of $w_{H}(t)$ can be expressed as the maximum of $2 d$ different versions of the weight function $w_{p}(t)$ of the original proof. Since $H$ can obviously intersect $t \sigma$ only during an interval of $t$ of size size $(H)$, we get that $\int_{1}^{3} w_{H}(t) d t=O(1)$.

Therefore, we can find a $t^{*}$ such that $\sum_{H} w_{H}\left(t^{*}\right)=O(n)$. We claim that $t^{*} \sigma^{*}$ has the desired properties. We have already shown that it is balanced w.r.t. the corner points of $\mathcal{I}$.

Let $1 \leq i \leq d$, and let $j<0$. Then each element in $P_{j}^{i}(\sigma)$ contributes at least $w_{H}^{i}\left(t^{*}\right) \leq$ $\frac{n^{1 / d}}{(3 / 2)^{j}}$ to the total weight. Therefore, there are at most $O\left(n / \frac{n^{1 / d}}{(3 / 2)^{j}}\right)=O\left(n^{1-1 / d}(3 / 2)^{j}\right)$ such elements, as required. The case for $0 \leq j<\infty$ can be proven analogously.

Finally, we note that at most $O\left(2 d \lambda /\left(\lambda^{1 / d} n^{-1 / d}\right)^{d-1}\right)=O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ of the $H_{i}$ of size at least $\lambda^{1 / d} n^{-1 / d}$ can intersect $\sigma$ (otherwise, somewhere, $\lambda+1$ would overlap). Furthermore, there are $O\left(\frac{n}{1 /\left(\lambda^{1 / d} n^{-1 / d}\right)}\right)=O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ of the $H_{i}$ of size at most $\lambda^{1 / d} n^{-1 / d}$ that intersect $\sigma$, as they all contribute weight at least $1 /\left(\lambda^{1 / d} n^{-1 / d}\right)$. Therefore, there are $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ hypercubes intersecting $\sigma$.

As in the original proof, we can argue that we can compute $t^{*} \sigma^{*}$ quickly by truncating $w_{H}^{i}(t)$.

This brings us to the candidate sets. Instead of guessing how we cross the separators precisely, guessing where we cross the separators will suffice. For simplicity, we consider the boundary points created this way to be infinitely small hypercubes.

- Theorem 12. Let $\mathcal{H}=\left\{H_{1}, \ldots, H_{n}\right\}$ be a set of $n$ hypercubes in $\mathbb{R}^{d}$ and let $\mathcal{I} \subseteq \mathcal{H}$. Then there is a separator $\sigma$ and a collection $C^{\prime}(\sigma, \mathcal{H})$ of candidate point sets such that

1. $\sigma$ is balanced with respect to the corner points of $\mathcal{I}$
2. Each candidate set $X \in C^{\prime}(\sigma, H)$ contains $O\left(n^{1-1 / d}\right)$ points.
3. There exists a shortest tour $T$ and an $X \in C^{\prime}(\sigma, \mathcal{H})$ such that $X$ is the set of locations where $T$ crosses $\sigma$, and $\left|C^{\prime}(\sigma, \mathcal{H})\right| \leq 2^{O\left(n^{1-1 / d} \log n\right)}$
4. $\sigma$ splits $O\left(\lambda^{1 / d} n^{1-1 / d}\right)$ of the $H_{i}$, where $\lambda$ is the ply of $\mathcal{H}$.

Moreover, $\sigma$ and $C^{\prime}(\sigma, \mathcal{H})$ can be calculated in $2^{O\left(n^{1-1 / d} \log n\right)}$ time.
Proof. Let $\sigma$ be the separator given by Theorem 11. Then $\sigma$ has properties 1 and 4. W.l.o.g., we assume that $\operatorname{size}(\sigma)=1$ and $\sigma$ is centered at the origin. From now on, we will only consider edges that cross $\sigma$ once and lie on the Hanan grid $G$. Any set $S \in C^{\prime}(\sigma, \mathcal{H})$ we return can be divided into two subsets:

- $S_{\text {short }}:=\left\{s \in S: \operatorname{length}(s) \leq 1 / n^{1 / d}\right\}$
- $S_{\text {long }}:=\left\{s \in S: \operatorname{length}(s)>1 / n^{1 / d}\right\}$
(The original proof uses three subsets: $S_{\text {short }}, S_{\text {mid }}$ and $S_{\text {long }}$. However, since we have an extra factor $\log n$ in the exponent, we can merge $S_{\text {short }}$ with part of $S_{\text {mid }}$, and merge the rest of $S_{\text {mid }}$ with $S_{\text {long. }}$.) We start with $S_{\text {short }}$. Let us take a look at a single facet of $\sigma$. We will now show that we can cross this facet in only a limited number of ways. First, we note that for the corresponding $i$, we have $\left|P_{0}^{i}(\sigma)\right|=O\left(n^{1-1 / d}\right)$. Let $e$ be an arbitrary edge of our tour crossing $\sigma$ through this face. Now, by property (3) of a canonical tour, the $p_{j}$ and $p_{j+1}$ that are connected by $e$ must both have a distance at most $1 / n^{1 / d}$ to $\sigma$ in the $i$ 'th coordinate. Therefore, the same holds of the odrdistances of the corresponding $H_{j}$. Furthermore, note that if we charge every edge $e$ crossing $\sigma$ through our facet to the two hypercubes of the corresponding $p_{j}$ and $p_{j+1}$, no hypercube is charged more than twice. Hence, the number of short edges crossing $\sigma$ through this facet is bounded by the number of hypercubes with odrdistance at most $1 / n^{1 / d}$ to $\sigma$, of which there are $O\left(n^{1-1 / d}\right)$. As there are $O\left(n^{d-1}\right)$ possible locations for these edges to cross $\sigma$, there are $\left(n^{d-1}\right)^{O\left(n^{1-1 / d}\right)}=2^{O\left(n^{1-1 / d} \log n\right)}$ possible combinations for every face. Finally, since there are $O(d)$ facets, the total amount of possible combinations is $2^{O\left(n^{1-1 / d} \log n\right)}$.

We continue to $S_{\text {long }}$, the set of edges longer than $1 / n^{1 / d}$. Let us take a look at those edges which cross some arbitrary facet of $\sigma$. Using the same logic as in the original paper, by using Lemma 10, we can see that there are $\left(2 n^{1 / d}\right)^{d-1}=O\left(n^{1-1 / d}\right)$ of these edges at most. Analogously, there are at most $O\left(n^{1-1 / d}\right)$ edges of which at least $1 /\left(2 n^{1 / d}\right)$ is inside $\sigma$. Since there are $O\left(n^{d-1}\right)$ options for every edge, there are $\left(n^{d-1}\right)^{O\left(n^{1-1 / d}\right)}=2^{O\left(n^{1-1 / d} \log n\right)}$ options for every face, and just as many for every $\sigma$.

The algorithm. Our algorithm contains the following changes compared to the original:

- We choose our separator $\sigma$ using Theorem 11 instead of the equivalent from the original paper, and use Theorem 12 to obtain the candidate sets of crossing points.
- Instead of choosing already existing points as boundary points, we create new boundary points as explained above. To ensure that the recursion ends, we bruteforce the solution if $n$ is smaller than some arbitrarily large but fixed $N$, instead of recurring until $n=1$.
- All $H_{i}$ visited by one of the new boundary points are removed from both subproblems. For every $H_{i}$ split by $\sigma$ but not visited by one of the new boundary points, we need to "guess" whether it is visited inside or outside $\sigma$.
- For the initial call, we guess $p_{1}$ and $p_{n}$ of the final tour, and connect them with a link there are $O\left(n^{2 d}\right)$ viable combinations of points on the generalised Hanan grid. We remove all $H_{i}$ we already visit by doing so, and then run the algorithm on the remaining $H_{i}$ and the boundary set $B=\left\{p_{1}, p_{n}\right\}$.
Since there are $O\left(\lambda^{1 / d}\right)$ hypercubes $H_{i}$ split by $\sigma$, there are $2^{O\left(\lambda^{1 / d} n^{1-1 / d} \log n\right)} \cdot 2^{O\left(\lambda^{1 / d}\right)}=$ $2^{O\left(\lambda^{1 / d} n^{1-1 / d} \log n\right)}$ subproblems generated in total, leading to the following theorem. (For the full proof, see Appendix D, where we show how to analyze the dependency on $\lambda$, and deal with the larger amount of candidate sets and the creation of extra boundary points.)
- Theorem 13. Then Rectilinear One-of-a-Cube TSP on hypercubes with ply $\lambda$ can be solved in $2^{O\left(\lambda^{\frac{1}{d}} n^{1-1 / d} \log n\right)}$ time.
__ References
1 Binay Bhattacharya, Ante Ćustić, Akbar Rafiey, Arash Rafiey, and Vladyslav Sokol. Approximation algorithms for generalized mst and TSP in grid clusters. In Zaixin Lu, Donghyun Kim, Weili Wu, Wei Li, and Ding-Zhu Du, editors, Combinatorial Optimization and Applications, pages 110-125, Cham, 2015. Springer International Publishing.
2 T.-H. Hubert Chan and Shaofeng H.-C. Jiang. Reducing curse of dimensionality: Improved PTAS for TSP (with neighborhoods) in doubling metrics. In Proceedings of the Twenty-Seventh Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2016, pages 754-765. SIAM, 2016. doi:10.1137/1.9781611974331.ch54.

3 Mark de Berg, Hans L. Bodlaender, Sándor Kisfaludi-Bak, and Sudeshna Kolay. An ETH-tight exact algorithm for euclidean TSP. In 59th IEEE Annual Symposium on Foundations of Computer Science, FOCS, pages 450-461, 2018. doi:10.1109/FOCS.2018.00050.
4 Mark de Berg, Joachim Gudmundsson, Matthew J. Katz, Christos Levcopoulos, Mark H. Overmars, and A. Frank van der Stappen. TSP with neighborhoods of varying size. Journal of Algorithms, 57(1):22-36, 2005. doi:10.1016/j.jalgor.2005.01.010.
5 Moshe Dror and James B. Orlin. Combinatorial optimization with explicit delineation of the ground set by a collection of subsets. SIAM Journal on Discrete Mathematics, 21(4):1019-1034, 2008. doi:10.1137/050636589.

6 M. R. Garey, Ronald L. Graham, and David S. Johnson. Some NP-complete geometric problems. In STOC, pages 10-22. ACM, 1976.
7 Gregory Gutin and Abraham P. Punnen. The Traveling Salesman Problem and Its Variations. Springer, 2006.
8 R. Z. Hwang, R. C. Chang, and Richard C. T. Lee. The searching over separators strategy to solve some NP-hard problems in subexponential time. Algorithmica, 9(4):398-423, 1993. doi:10.1007/BF01228511.
9 Russell Impagliazzo and Ramamohan Paturi. On the complexity of $k$-SAT. Journal of Computer and System Sciences, 62(2):367-375, 2001. doi:10.1006/jcss.2000.1727.
10 Viggo Kann. On the approximability of NP-complete optimization problems. PhD thesis, Royal Institute of Technology Stockholm, 1992.
11 Michael Khachay and Katherine Neznakhina. Approximation algorithms for generalized TSP in grid clusters. CEUR Workshop Proceedings, 1623:39-48, 2016.
12 Michael Khachay and Katherine Neznakhina. Complexity and approximability of the euclidean generalized traveling salesman problem in grid clusters. Annals of Mathematics and Artificial Intelligence, 88(1):53-69, 2020. doi:10.1007/s10472-019-09626-w.
13 Joseph S. B. Mitchell. A PTAS for TSP with neighborhoods among fat regions in the plane. In Proceedings of the Eighteenth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2007, pages 11-18, 2007.
14 Joseph S.B. Mitchell. A constant-factor approximation algorithm for TSP with pairwise-disjoint connected neighborhoods in the plane. In Proceedings of the Twenty-Sixth Annual Symposium on Computational Geometry, pages 183-191, 2010. doi:10.1145/1810959.1810992.
15 Christos H. Papadimitriou. The Euclidean traveling salesman problem is NP-complete. Theor. Comput. Sci., 4(3):237-244, 1977.
16 Warren D. Smith and Nicholas C. Wormald. Geometric separator theorems \& applications. In FOCS, pages 232-243. IEEE Computer Society, 1998. doi:10.1109/SFCS.1998.743449.

## A Running time of the One-of-a-Set TSP algorithm

To prove the running time of the One-of-A-SET TSP algorithm, we can follow the proof of the running time of the the original algorithm [3] almost verbatim. We only need to take the dependency on $\lambda$ into account at the right places. Define $T(n, b)$ to be the running time of the algorithm when run on an input containing $n$ points of which $b$ are boundary points. Let $n_{S, \text { in }}, n_{S, \text { out }}, b_{S, \text { in }}$ and $b_{S, \text { out }}$ denote the numbers of points and boundary points in the subproblems generated.

As far as the candidate sets are concerned, we can restrict our attention to candidate sets $S \in \mathcal{C}^{\prime}(\sigma, P)$ that contain at most one edge incident to any given point in $B$, and at most two edges incident to any given point in $P \backslash B$. Define $\mathcal{C}^{\prime \prime}(\sigma, \mathcal{P})$ to be the family of candidate sets gained from restricting $\mathcal{C}^{\prime}(\sigma, P)$ this way. Furthermore, given a candidate set and a boundary set, for every point set split by $\sigma$ we need to choose whether to use a point in $\sigma_{\text {in }}$ or $\sigma_{\text {out }}$. Let $I(\sigma, \mathcal{P})$ be the set of $2^{m}$ possible combinations of choices, where $m$ is the number of point sets split by $\sigma$. Clearly, if one of the points of a $P_{i}$ is in $B$, no choice needs to be made. Define $\mathcal{C}^{*}(\sigma, \mathcal{P}) \subseteq \mathcal{C}^{\prime \prime}(\sigma, P) \times I(\sigma, \mathcal{P})$ to be the set of combinations of candidate sets and splitting choices restricted this way.

We get:

$$
T(n, b) \leq \begin{cases}c_{0} & \text { if } n \leq 1 \\ \sum_{S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{P}}, \mathcal{P}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right)}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b \leq \gamma n^{1-1 / d} \\ \sum_{S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{P}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right)}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b>\gamma n^{1-1 / d}\end{cases}
$$

We prove by induction that $T(n, b) \leq e^{\lambda^{\frac{1}{d}}\left(d_{1} n^{1-1 / d}+d_{2} b\right)}$ for some constants $d_{1}$ and $d_{2}$ and for all $1 \leq b \leq n$. This clearly holds for $b, n \leq 1$, so by induction, for each $S$ we have

$$
\begin{gathered}
e^{c_{3}\left(n^{1-1 / d}+b\right)}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) \\
\leq e^{c_{3}\left(n^{1-1 / d}+b\right)}+e^{\lambda \frac{1}{d}\left(d_{1} n_{S, \text { in }}^{1-1 / d}+d_{2} b_{S, \text { in }}\right)}+e^{\lambda \frac{1}{d}\left(d_{1} n_{S, \text { out }}^{1-1 / d}+d_{2} b_{S, \text { out }}\right)} .
\end{gathered}
$$

Let $c_{2}, c_{4}$ and $c_{5}$ be the constants from part (2), (3) and (4) of Theorem 2. For any $S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{P}\right)$, we have $b_{S, \text { in }} \leq \delta b+c_{2} n^{1-1 / d}$ and $b_{S, \text { out }} \leq \delta b+c_{2} n^{1-1 / d}$; similarly, for any $S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{P}}, \mathcal{P}\right)$, we have $n_{S, \text { in }} \leq \delta n$ and $n_{S, \text { out }} \leq \delta n$. In the remaining cases, we can just use the trivial bounds $b_{S, .} \leq b+c_{2} n^{1-1 / d}$ and $n_{S, .} \leq n$. Since $\left|\mathcal{C}^{*}(\sigma, \mathcal{P})\right| \leq e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d}}$, we get the following:

$$
\begin{gathered}
T(n, b) \leq \begin{cases}c_{0} & \text { if } n \leq 1 \\
\sum_{S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{P}}, \mathcal{P}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right)}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b \leq \gamma n^{1-1 / d} \\
\sum_{S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{P}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right)}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b>\gamma n^{1-1 / d} .\end{cases} \\
T(n, b) \leq \begin{cases}c_{0} & \text { if } n \leq 1\end{cases} \\
e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d}}\left(e^{c_{3}\left(n^{1-1 / d}+b\right)}+2 e^{\left.\lambda^{\frac{1}{d}}\left(d_{1}(\delta n)^{1-1 / d}+d_{2}\left(b+c_{2} n^{1-1 / d}\right)\right)\right)}\right) \\
\text { if } b \leq \gamma n^{1-1 / d} \\
e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d}}\left(e^{c_{3}\left(n^{1-1 / d}+b\right)}+2 e^{\lambda^{\frac{1}{d}}\left(d_{1} n^{1-1 / d}+d_{2}\left(\delta b+c_{2} n^{1-1 / d}\right)\right)}\right)
\end{gathered}{\text { if } b>\gamma n^{1-1 / d} .} .
$$

For simplicity, let $\lambda^{\prime}:=\lambda^{\frac{1}{d}}$, and Let $c:=\max \left\{c_{0}, c_{2}, c_{3}, c_{4}\right\}$. We get

$$
\begin{aligned}
& T(n, b) \leq \begin{cases}c & \text { if } n \leq 1 \\
e^{c \lambda^{\prime} n^{1-1 / d}+c\left(n^{1-1 / d}+b\right)+1+\lambda^{\prime}\left(d_{1}(\delta n)^{1-1 / d}+d_{2}\left(b+c n^{1-1 / d}\right)\right)} & \text { if } b \leq \gamma n^{1-1 / d} \\
e^{c \lambda^{\prime} n^{1-1 / d}+c\left(n^{1-1 / d}+b\right)+1+\lambda^{\prime}\left(d_{1} n^{1-1 / d}+d_{2}\left(\delta b+c n^{1-1 / d}\right)\right)} & \text { if } b>\gamma n^{1-1 / d}\end{cases} \\
& T(n, b) \leq \begin{cases}c & \text { if } n \leq 1 \\
e^{\lambda^{\prime}\left(\left(2 c+c d_{2}+d_{1} \delta^{1-1 / d}\right) n^{1-1 / d}+\left(d_{2}+2 c\right) b\right)} & \text { if } b \leq \gamma n^{1-1 / d} \\
e^{\lambda^{\prime}\left(\left(2 c+c d_{2}+d_{1}\right) n^{1-1 / d}+\left(d_{2} \delta+2 c\right) b\right)} & \text { if } b>\gamma n^{1-1 / d}\end{cases}
\end{aligned}
$$

Now, for the case $b>\gamma n^{1-1 / d}$, we have

$$
e^{\lambda^{\prime}\left(\left(2 c+c d_{2}+d_{1}\right) n^{1-1 / d}+\left(d_{2} \delta+2 c\right) b\right)} \leq e^{\lambda^{\prime}\left(d_{1} n^{1-1 / d}+d_{2} b\right)}
$$

if and only if

$$
\left(2 c+c d_{2}\right) n^{1-1 / d}+\left(d_{2}(\delta-1)+2 c\right) b \leq\left(2 c+d_{2}(c-\gamma(1-\delta))+2 c \gamma\right) n^{1-1 / d} \leq 0
$$

We choose $\gamma=\frac{2 c}{1-\delta}$ and $d_{2}=2+2 \gamma$, satisfying the equation.
For the case $b \leq \gamma n^{1-1 / d}$, we have

$$
e^{\lambda^{\prime}\left(\left(2 c+c d_{2}+d_{1} \delta^{1-1 / d}\right) n^{1-1 / d}+\left(d_{2}+2 c\right) b\right)} \leq e^{\lambda^{\prime}\left(d_{1} n^{1-1 / d}+d_{2} b\right)}
$$

if and only if

$$
\left(2 c+c d_{2}+d_{1}\left(\delta^{1-1 / d}-1\right)\right) n^{1-1 / d}+2 c b \leq\left(2 c+c d_{2}+d_{1}\left(\delta^{1-1 / d}-1\right)+2 c \gamma\right) n^{1-1 / d} \leq 0
$$

We choose $d_{1}=\frac{4 c(1+\gamma)}{1-\delta^{1-1 / d}}$, satisfying the equation.
Finally, we note that $d_{1}$ and $d_{2}$ are indeed (nonnegative) constants, as they only depend on $c, \gamma$ and $\delta$, which in turn only depend on $d$.

## B Proof of Lemma 8

Let $T$ be any shortest tour with a minimal number of edges on the given hypercubes $H_{1}, \ldots, H_{n}$. Note that because $T$ has a minimal number of edges, no edges have length 0 . Recall that $p^{i}$ denotes the $i$ 'th coordinate of $p$. For simplicity, let us call the first coordinate the $x$-coordinate, and let us call those edges whose endpoints have different $x$-coordinates horizontal. For every $H_{i}$, let $x_{i 1}$ and $x_{i 2}$ denote the $x$-coordinates of the corner points of $H_{i}$. We will now show that we can change $T$ into a shortest tour of which all $x$-coordinates of the endpoints of the edges used are in the set $X_{H}:=\left\{x_{i j} \mid i \in\{1, \ldots, n\}, j \in\{1,2\}\right\}$. Furthermore, we do so without changing the sets used for the second to $d$ 'th coordinate. Then, by applying this method repeatedly, we obtain a shortest tour of which all coordinates match those of the corner points of the $H_{i}$, i.e., a shortest tour which lies on the generalised Hanan grid.

Let $X_{T}:=\left\{x_{1}<\ldots<x_{r}\right\}$ be the set of $x$-coordinates used by $T$. For every $x_{i}$, let $E_{i}$ be the set of horizontal edges of with an endpoint with $x$-coordinate $x_{i}$.

Let $x_{i}$ be an $x$-coordinate not in $X_{H}$. Then let $e_{1}$ and $e_{2}$ be two consecutive edges in $E_{1}$ (consecutive as in there are no edges in $E_{1}$ in between $e_{1}$ and $e_{2}$ in $T$ ). Let $E$ denote the set of edges between $e_{1}$ and $e_{2}$ in $T$. Note that all endpoints of these edges have $x$-coordinate $x_{i}$. W.l.o.g., let at least one of endpoints of $e_{1}$ and $e_{2}$ lie to the right of $x_{i}$. Let $x^{\prime}$ denote the smallest $x$-coordinate in $X_{H} \cup X_{T}$ strictly larger than $x_{i}$.

Now, let us change the $x$-coordinate of all edges in $E$ to $x^{\prime}$. Furthermore, we move the endpoints of $e_{1}$ and $e_{2}$ with $x$-coordinate $x_{i}$ to the $x$-coordinate $x^{\prime}$. See Figure 7 for an example. Note that the resulting tour $T^{\prime}$ is indeed still a tour. Furthermore, $T^{\prime}$ visits all $H_{i}$ : Let $p$ be an arbitrary point in $H_{i}$ visited by $T$ but not by $T^{\prime}$. Note that this is only possible if $x_{i} \leq p^{0} x^{\prime}$. However, in that case, the point $p^{\prime}=\left(x^{\prime}, p^{1}, \ldots, p^{n}\right)$ is in $H_{i}$ as well, and $p^{\prime}$ is visited by $T^{\prime}$.

Now, if both other endpoints of $e_{1}$ and $e_{2}$ are on the same side of the hyperplane defined by $x$-coordinate $x_{i}$, the resulting tour $T^{\prime}$ is strictly shorter than $T$. Since $T$ is a shortest tour, we conclude that the other endpoints of $e_{1}$ and $e_{2}$ are on different sides of the hyperplane defined by $x$-coordinate $x_{i}$. Furthermore, note that the edge that has been shortened still has a positive length, otherwise the assumption that $T$ has a minimal number of edges fails. Finally, note that this change does not change the set of all other coordinates used except the $x$-coordinates.


Figure 7 An example for the proof of Lemma 8. In the left case, we can shorten the tour $T$ by shortening the edges $e_{1}$ and $e_{2}$ and moving the connected edges correspondingly. As long as the $x$-coordinate of these points was not a coordinate in $X_{H}$, if a point $p$ is in a hypercube, then so is $p^{\prime}$. In the right case, we are free to move the edges between $e_{1}$ and $e_{2}$ to the smallest $x$-coordinate bigger than $x_{i}$, as long as their $x$-coordinate is not a coordinate in $X_{H}$.


Figure 8 An example for the proof of Lemma 10. If there are enough (directed) edges of length at least $\operatorname{size}(\sigma)$ crossing $\sigma$, there must be two edges $\left(p_{1}, p_{2}\right)$ and $\left(q_{1}, q_{2}\right)$ going in the same direction, crossing the same face, both with at least a length of $\operatorname{size}(\sigma) / 2$ on the same side of this face, and with $\left|p_{1} q_{1}\right|<\operatorname{size}(\sigma) / 2$. We can then create a strictly shorter tour by removing both edges and connecting $p_{1}$ to $q_{1}$ and $q_{2}$ to $p_{2}$ (in red). The resulting set of edges is indeed a tour, if we flip the direction of the edges between $p_{2}$ and $q_{1}$.

Now, we can apply the above change exhaustively: in every step, we increase the sum of all $x$-coordinates of all endpoints of all edges in $T$ by at least some amount dependent only on $X_{H} \cup X_{T}$, and the total sum is bounded by $2 n$ times the maximum $x$-coordinate in $X_{H} \cup X_{T}$. After applying this change exhaustively, no more $x$-coordinates not in $X_{H}$ are used.

Since this procedure does not change the set of other coordinates used, we can apply this procedure once for every coordinate, obtaining a $T^{\prime}$ which lies on the generalised Hanan grid.

## C Proof of Lemma 10

Let $T$ be a shortest (directed) rectilinear tour on the hypercubes $H_{1}, \ldots, H_{n}$. Let $\sigma$ be a separator. We will first show that $T$ contains $O(1)$ edges crossing $\sigma$ of length at least size $(\sigma)$. W.l.o.g., assume $\operatorname{size}(\sigma)=1$. Now, suppose $T$ contains at least $2 d \cdot 4 \cdot 4^{d}$ edges crossing $\sigma$ of length at least $\operatorname{size}(\sigma)$. Then there exists a face $f$ of $\sigma$ such that at least $4 \cdot 4^{d}$ edges cross $f$. W.l.o.g., at least $2 \cdot 4^{d}$ edges cross $f$ from $\sigma_{\text {in }}$ to $\sigma_{\text {out }}$. W.l.o.g., at least $4^{d}$ of these edges have length at least $1 / 2$ outside $\sigma$. Therefore, there must be two of these edges $\left(p_{1}, p_{2}\right)$ and $\left(q_{1}, q_{2}\right)$ with $\left|p_{1}, q_{1}\right|<1 / 2$. Recall that $|p q|$ denotes the rectilinear distance between $p$ and $q$. See Figure 8 for an example. Let us remove these two edges, and connect $p_{1}$ to $q_{1}$ and $q_{2}$ to $q_{2}$. Next, we flip the direction of the edges from $p_{2}$ to $q_{1}$. We claim that the resulting tour $T^{\prime}$ is a strictly shorter rectilinear tour visiting all $H_{i}$. Since this directly contradicts our assumption, we can then conclude that $T$ contains $O(1)$ edges crossing $\sigma$ of length at least size $(\sigma)$.


Figure 9 An example for the proof of Lemma 10. In black, the separator $\sigma$. In red and blue, some of the smaller hypercubes covering $\sigma_{i n}$. Any edge of length at least size $(\sigma) / 4$ crosses at least one of the smaller hypercubes. Since there are $O(1)$ smaller hypercubes, each being crossed $O(1)$ time,s there are $O(1)$ edges of length at least $\operatorname{size}(\sigma) / 4$ of $T$ in $\sigma_{i n}$.

First, we note that $T^{\prime}$ is indeed a tour: see Figure 8 for an example. Furthermore, $T^{\prime}$ indeed visits all $H_{i}$ : since $T$ is a simple tour, any tour visiting all endpoints of the edges of $T$ (and hence, the points $p_{1}, \ldots, p_{n}$ ) visits all $H_{i}$. Finally, $T^{\prime}$ is strictly shorter than $T$ : clearly,

$$
\|T\|-\left\|T^{\prime}\right\|=\left|p_{1} p_{2}\right|+\left|q_{1} q_{2}\right|-\left|p_{1} q_{1}\right|-\left|p_{2} q_{2}\right| .
$$

W.l.o.g., let $\left|p_{1} p_{2}\right| \geq\left|q_{1} q_{2}\right|$. We know that $\left|p_{1} p_{2} \geq\left|q_{1} q_{2}\right| \geq 1\right.$. Furthermore, we know that $\left|p_{1} q_{1}\right|<1 / 2$. Since $p_{1} p_{2}$ and $q_{1} q_{2}$ both go in the same direction, we get

$$
\left|p_{2} q_{2}\right| \leq\left|p_{1} q_{1}\right|+\left|p_{1} p_{2}\right|-\left|q_{1} q_{2}\right| .
$$

Combining these, we get

$$
\begin{aligned}
\|T\|-\left\|T^{\prime}\right\| & =\left|p_{1} p_{2}\right|+\left|q_{1} q_{2}\right|-\left|p_{1} q_{1}\right|-\left|p_{2} q_{2}\right| \\
& \geq\left|p_{1} p_{2}\right|+\left|q_{1} q_{2}\right|-\left|p_{1} q_{1}\right|-\left(\left|p_{1} q_{1}\right|+\left|p_{1} p_{2}\right|-\left|q_{1} q_{2}\right|\right) \\
& \geq 2\left|q_{1} q_{2}\right|-2\left|p_{1} q_{1}\right| \\
& \geq 2 \cdot 1-2 \cdot 1 / 2>0,
\end{aligned}
$$

as we wanted to prove.
Next, we show that $T$ contains $O(1)$ edges fully in $\sigma_{i n}$ with length at least size $(\sigma) / 4$. W.l.o.g., let $\sigma$ be the hypercube of size 1 with center $c=(1 / 2, \ldots, 1 / 2)$. For $0 \leq i_{1}, \ldots, i_{d} \leq 8$, let $\sigma_{i_{1}, \ldots, i_{d}}$ be the hypercube of size $1 / 4$ with center $\left(i_{1} / 8, \ldots, i_{2} / 8\right)$. Then, every edge of $T$ fully in $\sigma_{i n}$ of length at least $1 / 4$ crosses at least one of these hypercubes; see Figure 9 for an example. On the other hand, by using the first part of this proof we conclude that every one of these smaller hypercubes is crossed $O(1)$ times. Since the number of smaller hypercubes is $9^{d}=O(1)$, we conclude that there are $O(1)$ edges of $T$ of length at least size $(\sigma) / 4$ fully in $\sigma_{i n}$. This concludes the proof of the second part of the Packing Property, and hence, the proof of the Packing Property for edges of a simple tour.

## D Running time of the Rectilinear One-of-a-Cube TSP algorithm

There are three differences between the algorithms that impact the running time. First, as mentioned, there are $n^{2 d}$ initial calls made to the algorithm, one for every pair of points. However, since we will prove that the running time is $2^{O\left(\lambda^{1 / d} n^{1-1 / d} \log n\right)}$, this factor is irrelevant. Second is the fact that there are more candidate sets. Specifically, $2^{O\left(\lambda^{1 / d} n^{1-1 / d} \log n\right)}$ subproblems are generated. Finally, because we only guess where the separator is crossed, $O\left(n^{1-1 / d}\right)$ new boundary points are generated instead of selected from the already existing points. We will now compute the impact of the last two differences on the running time of the algorithm.

Define $T(n, b)$ to be the running time of the algorithm when run on an input containing $n$ points of which $b$ are boundary points. Let $n_{S, i n}, n_{S, \text { out }}, b_{S, i n}$ and $b_{S, \text { out }}$ denote the numbers of points and boundary points in the subproblems generated.

Let $I(\sigma, \mathcal{H})$ be the set of $2^{m}$ possible combinations of choices, where $m$ is the number of hypercubes split by $\sigma$. Clearly, if one of the points of an $H_{i}$ is in $B$, no choice needs to be made. Define $\mathcal{C}^{*}(\sigma, \mathcal{H}) \subseteq \mathcal{C}^{\prime}(\sigma, H) \times I(\sigma, \mathcal{H})$ to be the set of combinations of candidate sets and splitting choices restricted this way.

Let $N$ be arbitrarily large but fixed. We get:

$$
T(n, b) \leq \begin{cases}c_{0} & \text { if } n \leq N \\ \sum_{S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{H}}, \mathcal{H}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b \leq \gamma n^{1-1 / d} \\ \sum_{S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{H}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b>\gamma n^{1-1 / d}\end{cases}
$$

We prove by induction that $T(n, b) \leq e^{\lambda^{\frac{1}{d}}\left(d_{1} n^{1-1 / d}+d_{2} b\right) \log n}$ for some constants $d_{1}$ and $d_{2}$ and for all $1 \leq b \leq n$. This clearly holds for $b, n \leq N$, so by induction, for each $S$ we have

$$
\begin{aligned}
& e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) \\
\leq & e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+e^{\lambda^{\frac{1}{d}}\left(d_{1} n_{S, \text { in }}^{1-1 / d}+d_{2} b_{S, \text { in }}\right) \log n}+e^{\lambda^{\frac{1}{d}}\left(d_{1} n_{S, \text { out }}^{1-1 / d}+d_{2} b_{S, \text { out }}\right) \log n} .
\end{aligned}
$$

Let $c_{2}, c_{4}$ and $c_{5}$ be the constants from part (2), (3) and (4) of Theorem 12. For any $S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{H}\right)$, we have $b_{S, \text { in }} \leq \delta b+c_{2} n^{1-1 / d}$ and $b_{S, \text { out }} \leq \delta b+c_{2} n^{1-1 / d}$; similarly, for any $S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{H}}, \mathcal{H}\right)$, we have $n_{S, \text { in }} \leq \delta n+c_{2} n^{1-1 / d}$ and $n_{S, \text { out }} \leq \delta n+c_{2} n^{1-1 / d}$. In the remaining cases, for $b_{S, .}$ we can use the trivial bound $b_{S, .} \leq b+c_{2} n^{1-1 / d}$. For $n_{S, .}$, we can use $n_{S, .} \leq n$; despite the possibility of new points being created, there will never be more points created then there are points on either side of $\sigma$. Since $\left|\mathcal{C}^{*}(\sigma, \mathcal{H})\right| \leq e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d} \log n}$, we get the following:

$$
\begin{gathered}
T(n, b) \leq \begin{cases}c_{0} & \text { if } n \leq N \\
\sum_{S \in \mathcal{C}^{*}\left(\sigma_{\mathcal{H}}, \mathcal{H}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b \leq \gamma n^{1-1 / d} \\
\sum_{S \in \mathcal{C}^{*}\left(\sigma_{B}, \mathcal{H}\right)} e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+T\left(n_{S, \text { in }}, b_{S, \text { in }}\right)+T\left(n_{S, \text { out }}, b_{S, \text { out }}\right) & \text { if } b>\gamma n^{1-1 / d}\end{cases} \\
\leq \begin{cases}c_{0} & \text { if } n \leq N \\
e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d} \log n}\left(e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+2 e^{\lambda^{\frac{1}{d}}\left(d_{1}\left(\delta n+c_{2} n^{1-1 / d}\right)^{1-1 / d}+d_{2}\left(b+c_{2} n^{1-1 / d}\right)\right) \log n}\right) & \text { if } b \leq \gamma n^{1-1 / d} \\
e^{c_{4} \lambda^{\frac{1}{d}} n^{1-1 / d} \log n}\left(e^{c_{3}\left(n^{1-1 / d}+b\right) \log n}+2 e^{\lambda^{\frac{1}{d}}\left(d_{1} n^{1-1 / d}+d_{2}\left(\delta b+c_{2} n^{1-1 / d}\right)\right) \log n}\right) & \text { if } b>\gamma n^{1-1 / d} .\end{cases}
\end{gathered}
$$

For simplicity, let $\lambda^{\prime}:=\lambda^{\frac{1}{d}}$, let $n^{\prime}:=n^{1-1 / d}$, and Let $c:=\max \left\{c_{0}, c_{2}, c_{3}, c_{4}\right\}$. We get

$$
T(n, b) \leq \begin{cases}c & \text { if } n \leq N \\ e^{c \lambda^{\prime} n^{\prime} \log n+c\left(n^{\prime}+b\right) \log n+1+\lambda^{\prime}\left(d_{1}\left(\delta n+c n^{\prime}\right)^{1-1 / d}+d_{2}\left(b+c n^{\prime}\right)\right) \log n} & \text { if } b \leq \gamma n^{\prime} \\ e^{c \lambda^{\prime} n^{\prime} \log n+c\left(n^{\prime}+b\right) \log n+1+\lambda^{\prime}\left(d_{1} n^{\prime}+d_{2}\left(\delta b+c n^{\prime}\right)\right) \log n} & \text { if } b>\gamma n^{\prime}\end{cases}
$$

Now, if $n$ is large enough (dependent only on $d$ ), then $\delta n+c n^{\prime} \leq \zeta n$, where $\zeta=\frac{1+\delta}{2}$. Since we know that $n>N$ and $N$ is arbitrarily large, we get

$$
T(n, b) \leq \begin{cases}c & \text { if } n \leq N \\ e^{c \lambda^{\prime} n^{\prime} \log n+c\left(n^{\prime}+b\right) \log n+1+\lambda^{\prime}\left(d_{1} \zeta^{1-1 / d} n^{\prime}+d_{2}\left(b+c n^{\prime}\right)\right) \log n} & \text { if } b \leq \gamma n^{\prime} \\ e^{c \lambda^{\prime} n^{\prime} \log n+c\left(n^{\prime}+b\right) \log n+1+\lambda^{\prime}\left(d_{1} n^{\prime}+d_{2}\left(\delta b+c n^{\prime}\right)\right) \log n} & \text { if } b>\gamma n^{\prime}\end{cases}
$$

$$
\begin{aligned}
& T(n, b) \leq \begin{cases}c & \text { if } n \leq N \\
e^{\left(c \lambda^{\prime}+c+\lambda^{\prime} d_{1} \zeta^{1-1 / d}+\lambda^{\prime} d_{2} c\right) n^{\prime} \log n+\left(c b+\lambda^{\prime} d_{2} b\right) \log n+1} & \text { if } b \leq \gamma n^{\prime} \\
e^{\left(c \lambda^{\prime}+c+\lambda^{\prime} d_{1}+\lambda^{\prime} d_{2} c\right) n^{\prime} \log n+\left(c b+\lambda^{\prime} d_{2} \delta b\right) \log n+1} & \text { if } b>\gamma n^{\prime}\end{cases} \\
& T(n, b) \leq \begin{cases}c & \text { if } n \leq N \\
e^{\lambda^{\prime} \log n\left(\left(\zeta^{1-1 / d} d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+d_{2}\right) b\right)} & \text { if } b \leq \gamma n^{\prime} \\
e^{\lambda^{\prime} \log n\left(\left(d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+\delta d_{2}\right) b\right)} & \text { if } b>\gamma n^{\prime}\end{cases}
\end{aligned}
$$

Now, for the case $b>\gamma n^{\prime}$, we have

$$
e^{\lambda^{\prime} \log n\left(\left(d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+\delta d_{2}\right) b\right)} \leq e^{\lambda^{\prime}\left(d_{1} n^{\prime}+d_{2} b\right) \log n}
$$

if and only if

$$
\left(d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+\delta d_{2}\right) b \leq d_{1} n^{\prime}+d_{2} b .
$$

We choose $\gamma=\frac{4 c}{1-\delta}$ and $d_{2}=\frac{8 c}{1-\delta}$, satisfying the equation.
For the case $b \leq \gamma n^{1-1 / d}$, we have

$$
e^{\lambda^{\prime} \log n\left(\left(\zeta^{1-1 / d} d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+d_{2}\right) b\right)} \leq e^{\lambda^{\prime}\left(d_{1} n^{\prime}+d_{2} b\right) \log n}
$$

if and only if

$$
\left(\zeta^{1-1 / d} d_{1}+3 c d_{2}\right) n^{\prime}+\left(2 c+d_{2}\right) b \leq d_{1} n^{\prime}+d_{2} b
$$

We choose $d_{1}=\frac{32 c^{2}}{\left(1-\zeta^{1-1 / d}\right)(1-\delta)}$, satisfying the equation.
Finally, we note that $\gamma, d_{1}$ and $d_{2}$ are indeed (nonnegative) constants, as they only depend on $c, \delta$ and $\zeta$, which in turn only depend on $d$.
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#### Abstract

We consider the complexity of depth-three Boolean circuits with limited bottom fan-in that compute some explicit functions. This is one of the simplest circuit classes for which we cannot derive tight bounds on the complexity for many functions. A $\Sigma_{3}^{k}$-circuit is a depth-three OR $\circ$ AND $\circ$ OR circuit in which each bottom gate has fan-in at most $k$.

First, we investigate the complexity of $\Sigma_{3}^{k}$-circuits computing the inner product mod two function IP ${ }_{n}$ on $n$ pairs of variables for small values of $k$. We give an explicit construction of a $\Sigma_{3}^{2}$-circuit of size smaller than $2^{0.952 n}$ for $\mathrm{IP}_{n}$ as well as a $\Sigma_{3}^{3}$-circuit of size smaller than $2^{0.692 n}$. These improve the known upper bounds of $2^{n-o(n)}$ for $\Sigma_{3}^{2}$-circuits and $3^{n / 2} \sim 2^{0.792 n}$ for $\Sigma_{3}^{3}$-circuits by Golovnev, Kulikov and Williams (ITCS 2021), and also the upper bound of $2^{(0.965 \ldots) n}$ for $\Sigma_{3}^{2}$-circuits shown in a recent concurrent work by Göös, Guan and Mosnoi (MFCS 2023).

Second, we investigate the complexity of the majority function $M A J_{n}$ aiming for exploring the effect of negations. Currently, the smallest known depth-three circuit for $M A J_{n}$ is a monotone circuit. A $\Sigma_{3}^{(+k,-\ell)}$-circuit is a $\Sigma_{3}$-circuit in which each bottom gate has at most $k$ positive literals and $\ell$ negative literals as its input. We show that, for $k \leq 2$, the minimum size of a $\Sigma_{3}^{(+k,-\infty)}$-circuit for $\mathrm{MAJ}_{n}$ is essentially equal to the minimum size of a monotone $\Sigma_{3}^{k}$-circuit for $M A J_{n}$. In sharp contrast, we also show that, for $k=3,4$ and 5 , there exists a $\Sigma_{3}^{(+k,-\ell)}$-circuit computing $\mathrm{MAJ}_{n}$ (for an appropriately chosen $\ell$ ) that is smaller than the smallest known monotone $\Sigma_{3}^{k}$-circuit for $\mathrm{MAJ}_{n}$. Our results suggest that negations may help to speed up the computation of the majority function even for depth-three circuits. All these constructions rely on efficient circuits or formulas on a small number of variables that we found through a computer search.
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## 1 Introduction

Deriving a strong lower bound on the size of a Boolean circuit computing an explicit function is one of the most challenging problems in theoretical computer science. Many different types of restricted circuits have been investigated, and this paper concentrates on depth-three circuits.

A $\Sigma_{3}$-circuit is a depth-three $\mathrm{OR} \circ$ AND $\circ$ OR circuit consisting of unbounded fan-in AND/OR gates, with variables or their negations feeding into the bottom gates. In other words, a $\Sigma_{3}$-circuit is an OR of an arbitrary number of CNF formulas.

© Kazuyuki Amano;
licensed under Creative Commons License CC-BY 4.0
34th International Symposium on Algorithms and Computation (ISAAC 2023).
Editors: Satoru Iwata and Naonori Kakimura; Article No. 7; pp. 7:1-7:16
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

Despite its simplicity, there still is a considerable gap between the upper and lower bounds on the size of $\Sigma_{3}$-circuits. Here, the size of a $\Sigma_{3}$-circuit is defined as the number of gates in the circuit. A counting argument shows that a random function on $n$ variable needs a $\Sigma_{3}$-circuit of size $\Theta\left(2^{n / 2}\right)[6,25]$. However, the strongest lower bound on the size of a $\Sigma_{3}$-circuit for an explicit Boolean function is $2^{\Omega(\sqrt{n})}$ (e.g., [16] for the proof for the parity and majority functions). Deriving a lower bound of $2^{\omega(\sqrt{n})}$ on the size of a $\Sigma_{3}$-circuit computing some explicit function has been open for over 30 years.

Such a situation motivates us to consider further restricted $\Sigma_{3}$-circuits. One natural restriction is to bound the bottom fan-in. For a natural number $k$, a $\Sigma_{3}^{k}$-circuit is a $\Sigma_{3}$-circuit with bottom fan-in bounded by $k$, or equivalently, an OR of $k$-CNF formulas.

When the value of $k$ is small, stronger lower bounds are known. For example, Paturi, Saks and Zane [21] showed that the minimum size of a $\Sigma_{3}^{k}$-circuit computing the parity function on $n$ variables is at least $2^{n / k}$, for any $k \leq O(\sqrt{n})$. See e.g., the introduction of [17] or [11] for more results on $\Sigma_{3}^{k}$-circuits. A recent work by Golovnev, Kulikov and Williams [11] showed that a $2^{n-o(n)}$ lower bound on the $\Sigma_{3}^{16}$-circuit size for an explicit function implies a $3.9 n$ lower bound on the general circuit size, which would be a breakthrough on circuit complexity since the best known lower bound is much smaller, say, $3.1 n-o(n)$ [20] (see also [8]).

Despite the simplicity of a model, for many functions, we still do not know the size of an optimal $\Sigma_{3}^{k}$-circuit even for small values of $k$. In this paper, we investigate $\Sigma_{3}^{k}$-circuits for two well-studied functions, namely, the inner product mod two function and the majority function.

### 1.1 Inner Product

The first target function we consider in this paper is the inner product mod two function $\mathrm{IP}_{n}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right):=\oplus_{i} x_{i} y_{i}$. The function $\mathrm{IP}_{n}$ has frequently appeared as a target for analyzing the complexity of shallow circuits (see e.g., $[2,9,11,15,18]$ ).

For a Boolean function $f$, we write the minimum size (i.e., number of gates) of a $\Sigma_{3}^{k}$-circuit computing $f$ as $s_{3}^{k}(f)$. For many functions $f$, we do not have a technique for determining $s_{3}^{k}(f)$ even for small values of $k$. We sometimes consider the minimum fan-in of the top OR gate in a $\Sigma_{3}^{k}$-circuit computing $f$, which is denoted by $\tilde{s}_{3}^{k}(f)$. It is easy to see that $s_{3}^{k}(f)$ is at most polynomially larger than $\tilde{s}_{3}^{k}(f)$, when $k=O(1)$.

Recently, Golovnev, Kulikov and Williams [11] and Frankl, Gryaznov and Talebanfard [10] invesigated the complexity of $\mathrm{IP}_{n}$ for $\Sigma_{3}^{2}$ and $\Sigma_{3}^{3}$-circuits. The bounds described in $[10,11]$ are $2^{n / 2} \leq s_{3}^{2}\left(\mathrm{IP}_{n}\right) \leq 2^{n-o(n)}$ and $2^{n / 3} \leq s_{3}^{3}\left(\mathrm{IP}_{n}\right) \leq 3^{n / 2} \sim 2^{0.792 n}$. Both upper bounds are given in [11]. Both lower bounds are via a simple reduction to the parity function $\oplus_{n}$ on $n$ variables and the fact that $s_{3}^{k}\left(\oplus_{n}\right) \geq 2^{n / k}[21]$. The problem of determining $s_{3}^{3}\left(\mathrm{IP}_{n}\right)$ as well as $s_{3}^{2}\left(\mathrm{IP}_{n}\right)$ has been left as an open problem in these works. After the initial submission of this manuscript, we learned that Göös, Guan and Mosnoi [12] subsequently improved the upper and lower bounds on the size of $\Sigma_{3}^{2}$-circuits to $2^{(0.847 \ldots) n}<s_{3}^{2}\left(\mathrm{IP}_{n}\right)<2^{(0.965 \ldots) n}$ using an LP-based technique.

In this work, we show that both upper bounds can be improved considerably. Namely, we present an explicit construction of $\Sigma_{3}^{2}$-circuits of size less than $2^{0.952 n}$ and $\Sigma_{3}^{3}$-circuits of size less than $2^{0.692 n}$ that compute $\mathrm{IP}_{n}$ (we will review this more carefully in Section 1.3).

### 1.2 Majority

The second target function we consider in this paper the size of is the majority function $\operatorname{MAJ}_{n}\left(x_{1}, \ldots, x_{n}\right):=\left[\sum_{i} x_{i} \geq n / 2\right]$, where [•] denotes the Iverson bracket.

The best known upper bound on the size of a $\Sigma_{3}$-circuit for $\mathrm{MAJ}_{n}$ is $2^{O(\sqrt{n \log n})}[3,19]$. Note that their circuit is monotone, i.e., a circuit without negative literals. The best known lower bound on the size of a $\Sigma_{3}$-circuit for $\mathrm{MAJ}_{n}$ is $2^{d(\sqrt{n})-o(\sqrt{n})}$ where $d=1 / \sqrt{\ln 4}=0.849 \ldots$. due to Håstad, Jukna and Pudlák [16]. Hence, there still is $\sqrt{\log n}$ factor gap in the exponent and there is a possibility that the minimum size of a $\Sigma_{3}$-circuit for $\mathrm{MAJ}_{n}$ is $2^{\omega(\sqrt{n})}$. A recent work by Cavalar and Oliveira [4] reveals that a slightly weaker lower bound of $2^{\Omega(\sqrt{n / \log n})}$ can be shown via monotone simulations of non-monotone circuits.

Apparently, one natural question is whether an optimal $\Sigma_{3}$-circuit (or $\Sigma_{3}^{k}$-circuit) for $\mathrm{MAJ}_{n}$ is monotone or not, which is the main focus of the second part of this work.

The resolution of this problem would contribute to unraveling the mystery of NOT gates in the computation of Boolean functions. Despite more than 30 years have passed since exponential lower bounds on the size of monotone circuits were proven [1, 23], we cannot prove even $4 n$ lower bound on a general circuit size for an explicit function in NP.

The depth-three is the simplest interesting case in the sense that negations are known to be useless for computing monotone functions in depth-two circuits. Namely, Quine [22] showed that, for any monotone Boolean function $f$, a smallest DNF (or CNF, respectively) computing $f$ is a monotone DNF (or monotone CNF, respectively).

For two non-negative integers $k$ and $\ell$, a $(+k,-\ell)-C N F$ formula is a CNF formula in which each clause contains at most $k$ positive literals and at most $\ell$ negative literals. A $\Sigma^{(+k,-\ell)}$-circuit is a $\Sigma_{3}$-circuit in which all inputs of the top OR gate are $(+k,-\ell)$-CNF formulas. A $\Sigma_{3}^{(+k,-0)}$-circuit, which is a monotone $\Sigma_{3}^{k}$-circuit, is simply written as a $\Sigma_{3}^{+k}$ circuit. It is tempting to guess that, for any $\ell$, an optimal $\Sigma_{3}^{(+k,-\ell)}$-circuit for $\mathrm{MAJ}_{n}$ is in fact a monotone, i.e., a $\Sigma_{3}^{+k}$-circuit.

In this work, we obtain some evidence suggesting that this hypothesis may not hold for $k \geq 3$. A detailed explanation of what we have shown is provided in the next subsection.

### 1.3 Our Contributions and Implications

In short, the contribution of this paper is to improve the upper bounds on the size of a $\Sigma_{3}$-circuit with limited bottom fan-in that compute $\mathrm{IP}_{n}$ and $\mathrm{MAJ}_{n}$.

For $\mathrm{IP}_{n}$, we give an explicit construction showing that (i) $\tilde{s}_{3}^{2}\left(\mathrm{IP}_{n}\right)<2^{0.952 n}$, and (ii) $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{n}\right)<2^{0.692 n}$. As described in Section 1.1, these improve the known upper bounds in [11] and [12]. Note that the construction of our circuits includes components that are found by a computer search. As a result, some circuits look a bit exotic. This suggests that, even in the case of a simple circuit model and a simple target function, a good circuit may have an unintuitive form. We will give a detailed description of our circuits in Section 3.

For $\mathrm{MAJ}_{n}$, we show that for $k=3,4$ and 5 , there exist a $\Sigma_{3}^{(+k,-\ell)}$-circuit whose size is smaller than the currently known smallest monotone $\Sigma_{3}^{+k}$-circuit for an appropriately chosen $\ell$. Namely, we show that
(i) There exists a $\Sigma_{3}^{(+3,-6)}$-circuit of size $O\left(1.2768^{n}\right)$ for $\mathrm{MAJ}_{n}$, which is smaller than the currently known smallest $\Sigma_{3}^{+3}$-circuit of size $O\left(1.2779^{n}\right)$.
(ii) There exists a $\Sigma_{3}^{(+4,-4)}$-circuit of size $O\left(1.2040^{n}\right)$ for $\mathrm{MAJ}_{n}$, which is smaller than the currently known smallest $\Sigma_{3}^{+4}$-circuit of size $O\left(1.2093^{n}\right)$.
(iii) There exists a $\Sigma_{3}^{(+5,-7)}$-circuit of size $O\left(1.1751^{n}\right)$ for $\mathrm{MAJ}_{n}$, which is smaller than the currently known smallest $\Sigma_{3}^{+5}$-circuit of size $O\left(1.1760^{n}\right)$.
Although the improvement in the size is relatively small, we believe that our results give some hints on how to use negations to speed up the computation of monotone functions in a shallow circuit. Note that, unlike the circuits for $\mathrm{IP}_{n}$, the circuits for $\mathrm{MAJ}_{n}$ are probabilistic,
i.e., the proof is existential. As a complementary result, we also show that the size of a smallest $\Sigma_{3}^{(+k,-\infty)}$-circuit for $\mathrm{MAJ}_{n}$ and the size of a smallest a $\Sigma_{3}^{+k}$-circuit for $\mathrm{MAJ}_{n}$ are essentially equal when $k \leq 2$. We also give some non-trivial lower bounds on the size of a $\Sigma_{3}^{(+k,-\infty)}$-circuit computing $\mathrm{MAJ}_{n}$ for $k \geq 3$. All the results on the complexity of $\mathrm{MAJ}_{n}$ will be given in Section 4.

The constructions of all our circuits are based on a common methodology, which may be of independent interest. First, we obtain a small building block by a computer search, or more specifically by using an IP (integer programming) solver with some additional heuristics in some cases. Then, we use it to construct a circuit for general input size. As expected from the methodology, some circuits are complicated and difficult to explain why these work. All certificates of our circuits are available electronically at https://gitlab.com/KazAmano/ depth-3-circuits. Note that we use Gurobi Optimizer [14] in our experiments.

### 1.4 Organization

The rest of the paper is organized as follows. In Section 2, we give preliminaries. In Section 3, we show the construction of depth-three circuits for the inner product functions. In Section 4, we analyze the size of depth-three circuits for the majority function focusing on the effect of negations. Finally, we close the paper with some concluding remarks in Section 5.

## 2 Preliminaries

For a vector $x \in\{0,1\}^{n}, x_{i}$ denotes the $i$-th bit of $x$ and $|x|$ denotes the number of ones in $x$, i.e., $|x|:=\sum_{i=1}^{n} x_{i}$. For two vectors $x, y \in\{0,1\}^{n}$, we write $x \geq y$ if $x_{i} \geq y_{i}$ for every $i=1, \ldots, n$.

As usual, a CNF formula in which each clause contains at most $k$ literals is called a $k$-CNF formula. We also use a terminology $(+k,-\ell)-C N F$ formula for two non-negative integers $k$ and $\ell$ that represents a CNF formula in which each clause contains at most $k$ positive literals and at most $\ell$ negative literals.

In this paper, we concentrate on depth-three OR $\circ$ AND $\circ$ OR circuits consisting of unbounded fan-in AND/OR gates. Each bottom OR gate has positive or negative literals as its input. We consider several subclasses of $\Sigma_{3}$-circuits where the inputs of the bottom gates are restricted.

A $\Sigma_{3}^{k}$-circuit is a $\Sigma_{3}$-circuit in which all inputs of the top OR gate are $k$-CNF formulas. Similarly, a $\Sigma_{3}^{(+k,-\ell)}$-circuit is a $\Sigma_{3}$-circuit in which all inputs of the top OR gate are $(+k,-\ell)$ CNF formulas. When $\ell=0$, we simply write this as a $\Sigma^{+k}$-circuit. A $\Sigma_{3}^{(+k,-\infty)}$-circuit means a $\Sigma_{3}^{(+k,-\ell)}$-circuit with an unbounded value of $\ell$. A circuit is said to be monotone if it does not contain negative literals.

Recall that the size of a $\Sigma_{3}$-circuit is defined as the number of gates in the circuit. For a Boolean function $f$, we write the minimum size of a $\Sigma_{3}^{k}$-circuit that computes $f$ as $s_{3}^{k}(f)$. We sometimes consider the minimum fan-in of the top OR gate in a $\Sigma_{3}^{k}$-circuit that computes $f$, which is denoted by $\tilde{s}_{3}^{k}(f)$. When $k=O(1), s_{3}^{k}(f)$ is at most polynomially (in the number of input variables) larger than $\tilde{s}_{3}^{k}(f)$. We also use the symbols $\tilde{s}_{3}^{(+k,-\infty)}$, which is defined analogously to $\tilde{s}_{3}^{k}$.

Let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ be a Boolean function. For an integer $t$ such that $0 \leq t \leq n$, the number of input vectors $x \in\{0,1\}^{n}$ with $|x|=t$ such that $f(x)=1$ is denoted by $|f|_{t}$. A Boolean function $f$ is said to be monotone if $f(x) \geq f(y)$ for every pair of inputs $x$ and $y$ such that $x \geq y$.

Since the top gate of a $\Sigma_{3}$-circuit is an OR gate, every function $g$ that feeds into the top gate satisfies $g^{-1}(1) \subseteq f^{-1}(1)$ when the circuit computes $f$. We refer to a function $g$ satisfying this condition as being consistent with $f$.

The inner product mod two function over $n$ pairs of input variables, denoted by $\mathrm{IP}_{n}$, is defined as
$\operatorname{IP}_{n}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right):= \begin{cases}1, & \text { if } \sum_{i=1}^{n} x_{i} y_{i} \quad(\bmod 2) \equiv 1, \\ 0, & \text { otherwise } .\end{cases}$
The majority function over $n$ input variables, denoted by $\mathrm{MAJ}_{n}$, is defined as

$$
\operatorname{MAJ}_{n}\left(x_{1}, \ldots, x_{n}\right):= \begin{cases}1, & \text { if } \sum_{i=1}^{n} x_{i} \geq n / 2 \\ 0, & \text { otherwise }\end{cases}
$$

## 3 Improving Depth-3 Circuits for Inner Product

In this section, we show the upper bounds on the size of $\Sigma_{3}^{2}$-circuits and $\Sigma_{3}^{3}$-circuits for $\mathrm{IP}_{n}$.

- Theorem 1. For every sufficiently large $n$,

1. $\tilde{s}_{3}^{2}\left(\mathrm{IP}_{n}\right) \leq 2^{d_{2} n}$ where $d_{2}=\left(\log _{2} 14\right) / 4=0.9518 \ldots$,
2. $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{n}\right) \leq 2^{d_{3} n}$ where $d_{3}=\left(\log _{2} 11\right) / 5=0.6918 \ldots$

The proof of Theorem 1 consists of two parts. First, we obtain a small $\Sigma_{3}^{k}$-circuit for $\mathrm{IP}_{m}$ and $\overline{\mathrm{IP}_{m}}$ for small values of $m$, where $\overline{\mathrm{P}_{m}}$ denotes the negation of $\mathrm{IP}_{m}$. Then, we use these circuits to construct a circuit computing $\mathrm{IP}_{n}$ for general values of $n$. The second part relies on the following lemma.
Lemma 2. Let $m$ be some natural number. Suppose that $\tilde{s}_{3}^{k}\left(\mathrm{IP}_{m}\right) \leq s_{1}$ and $\tilde{s}_{3}^{k}\left(\overline{\mathrm{IP}_{m}}\right) \leq s_{0}$. Then, for all $n$ that are multiples of $m, \tilde{s}_{3}^{k}\left(\operatorname{IP}_{n}\right) \leq 2^{d n}$ where $d=\log _{2}\left(s_{0}+s_{1}\right) / m$.
Proof. Put $p=n / m$. Let $\mathrm{IP}_{m}^{0}$ denote $\overline{\mathbf{I P}_{m}}$ and $\mathrm{IP}_{m}^{1}$ denote $\mathrm{IP}_{m}$. By the definition of $\mathrm{IP}_{n}$, it is obvious that

$$
\mathrm{IP}_{n}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)=\underset{\substack{i_{1}, \ldots, i_{p} \in\{0,1\} \\ i_{1}+\cdots+i_{p} \equiv 1 \\(\bmod 2)}}{ }\left(\mathbf{P}_{m}^{i_{1}} \wedge \mathrm{IP}_{m}^{i_{2}} \wedge \cdots \wedge \mathbf{I}_{m}^{i_{p}}\right)
$$

where we omit the input variables in the RHS of the above equation for simplicity. The $t$-th $\mathrm{IP}_{m}\left(\right.$ or $\left.\overline{\mathrm{IP}_{m}}\right)$ in the brackets gets $\left(x_{(t-1) m+1}, \ldots, x_{t m}, y_{(t-1) m+1}, \ldots, y_{t m}\right)$.

Since $\mathrm{IP}_{m}$ and $\overline{\mathrm{P}_{m}}$ can be represented by the OR of $s_{1}$ and $s_{0} k$-CNF formulas, respectively, $\left(\mathrm{IP}_{m}^{i_{1}} \wedge \mathrm{IP}_{m}^{i_{2}} \wedge \cdots \wedge \mathrm{IP}_{m}^{i_{p}}\right)$ can be represented by the OR of $\left(\prod_{j=1}^{p} s_{i_{j}}\right) k$-CNF formulas by expansion. Hence, we have

$$
\tilde{s}_{3}^{k}\left(\mathrm{IP}_{n}\right) \leq \sum_{\substack{i_{1}, \ldots, i_{p} \in\{0,1\} \\ i_{1}+\cdots+i_{p}=1}} \prod_{j=1}^{p} s_{i_{j}}<\left(s_{0}+s_{1}\right)^{p}=2^{\log _{2}\left(s_{0}+s_{1}\right) n / m} .
$$

This completes the proof of Lemma 2.
By Lemma 2, our task now is to find a good $\Sigma_{3}^{k}$-circuit for $\mathrm{IP}_{m}$ and $\overline{\mathrm{P}}_{m}$ for small values of $m$. In this work, we use an IP (integer programming) solver for this task.

Suppose that the fan-in of the top OR gate is $T$. We can formulate the condition that the OR of $t k$-CNF formulas computes the target function $f$ as an integer programming problem.

For each $t=1, \ldots, T$ and for every possible clause $c$, we introduce a Boolean variable $F_{t, c}$ that represents whether the clause $c$ is appeared in the $t$-th CNF formula. For each $t=1, \ldots, T$ and for every input vector $x$, we also introduce a Boolean variable $V_{t, x}$ which represents the output of the $t$-th CNF formula. Obviously, $V_{t, x}=1$ iff $\sum_{c: c(x)=0} F_{t, c}=0$ and $V_{t, x}=0$ iff $\sum_{c: c(x)=0} F_{t, c} \geq 1$. Finally, we impose the additional constraint that $\bigvee_{t} V_{t, x}=f(x)$ for every $x$.

Proof of Theorem 1. In order to prove Theorem 1, it is sufficient to verify the following fact by Lemma 2.

## - Fact 3.

(i) $\tilde{s}_{3}^{2}\left(\mathrm{IP}_{4}\right) \leq 7$ and $\tilde{s}_{3}^{2}\left(\overline{\mathrm{P}}_{4}\right) \leq 7$.
(ii) $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{5}\right) \leq 6$ and $\tilde{s}_{3}^{3}\left(\overline{\mathrm{P}}_{5}\right) \leq 5$.

Proof. A certificate for the first part of (i) is the OR of the following seven 2-CNF formulas.

```
f1: (-x2 -y2)(-x3 -y3)(-x4 -y4)(x1)(y1)
f2: (-x1 -y1)(-x3 -y3)(-x4 -y4)(x2)(y2)
f3: (-x4 -y4)(x1 -y2)(x2 -y2)(y1 -y2)(-y1 y2)(x3)(y3)
f4: (-x3 -y3)(x1 -x2)(-x1 x2) (y1 -x2) (-x2 y2) (x4) (y4)
f5: (-x1 -y1)(-x2 -y2)(-y3 -y4)(x3 -y3)(y3 x4)(y3 y4)
f6: (-x2 -y2)(x1 -x4)(x3 -y1)(-x1 x4) (-x3 y1) (y1 x4) (y3) (y4)
f7: (-x1 -y1)(x2 -x4)(x3 -y2)(x3 x2)(-x2 x4) (-x3 y2) (-x3 y3) (y4)
```

Here, for example, ( $x 2-y 2$ ) represents a clause $\left(x_{2} \vee \overline{y_{2}}\right)$.
A certificate for the second part of (i), i.e., for $\overline{\mathrm{IP}_{4}}$, is the OR of the following seven 2-CNF formulas.

```
f1: (-x1 -y1)(-x2 -y2)(x3 -x4)(-x3 x4)(y3 -x4) (y4)
f2: (-x2 -y2)(-x4 -y4)(x1 -y3)(x3 -y1)(-x3 y1)(-x1 y3)
f3: (-x2 -y2)(-x3 -y3)(x1 -y1)(-y1 x4)(y1 -x4)(-x4 y4)
f4: (-x3 -y3)(-x4 -y4)(x1 -x2)(-x1 x2)(y1 -x2)(-x2 y2)
f5: (-x1 -y1)(-x3 -y3)(x2 -y4)(x4 -y4)(y2 -y4)(-y2 y4)
f6: (-x1 -y1)(-x4 -y4)(-y3 x2)(x3 -y3)(-y3 y2) (y3 -x2)
f7: (x1)(x2)(x3)(x4)(y1)(y2)(y3)(y4)
```

The correctness of these circuits can be verified by hand or by using a computer. Currently, we do not have a simple explanation of why these circuits work, especially for the first set of formulas.

The certificates for statement (ii), i.e., for $\mathrm{IP}_{5}$ and $\overline{\mathrm{IP}}_{5}$, are given in the appendix.
Currently, we do not know whether the bounds in Fact 3 are optimal. Remark that we also observed that $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{4}\right) \leq 4$ and $\tilde{s}_{3}^{3}\left(\overline{\mathrm{P}}_{4}\right) \leq 3$, but these yield a weaker bound of $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{n}\right) \leq 2^{0.702 n}$. We include the certificates for these bounds in the appendix.

## 4 Negations may Help Depth-3 Circuits computing Majority

In this section, we consider the size of a $\Sigma_{3}^{(+k,-\ell)}$-circuit computing the majority function for small values of $k$.

### 4.1 Motivating Example

When we consider depth-three $\Sigma_{3}^{+k}$-circuits, i.e., an OR of monotone $k$-CNF formulas, the smallest size of such a circuit for $\mathrm{MAJ}_{n}$ is essentially determined by the maximum of $R_{\phi}:=\mid\{x \mid \phi(x)=1$ and $|x|=n / 2\} \mid$ over all monotone $k$-CNF formulas $\phi$ consistent with $\mathrm{MAJ}_{n}$. We write this maximum as $R_{*}$.

Precisely, the minimum top fan-in of a $\Sigma_{3}^{+k}$-circuit for $\mathrm{MAJ}_{n}$ is at least $\binom{n}{n / 2} / R_{*}$ and at $\operatorname{most} n\binom{n}{n / 2} / R_{*}$. The lower bound is obvious since the top gate is an OR gate. The upper bound can be proved by a standard technique combining random sampling and the union bound (similar to the proof of Theorem 10 in Section 4.3). An alternative proof based on the integral gap of a certain integer programming problem can be found in [17].

Let us consider $\Sigma_{3}^{+2}$-circuits, i.e., a disjunction of monotone 2-CNF formulas. Finding the value of $R_{*}$ for 2-CNF formulas is closely related to the well-known Turán problem (see e.g., [17]). The value is known to be $R_{*}=2^{n / 2}$ and the unique extremal formula is given by the disjoint union of $n / 2$ edges in an $n$-vertex graph. Hence the size of a smallest $\Sigma_{3}^{+2}$-circuit for $\mathrm{MAJ}_{n}$ is $\tilde{\Theta}\left(2^{n / 2}\right)$. In Section 4.2, we will verify that the minimum size of a $\Sigma_{3}^{(+2,-\infty)}$-circuit for $\mathrm{MAJ}_{n}$ is also $\tilde{\Theta}\left(2^{n / 2}\right)$, which means that negations are useless if each bottom gate gets at most two positive literals.

Let us now consider $\Sigma_{3}^{+3}$ circuits. To the best of our knowledge, the value of $R_{*}$ for monotone 3-CNF formulas is unknown. Through our computer experiments, we see that the maximum value of $R_{\phi}$ among all $n$-variable monotone 3 - CNF formulas $\phi$ for $n=4,6,8,10$ and 12 are $6,14,36,84$ and 216 , respectively. Note that, for $n=4,8$ and 12 , an extremal 3 -CNF formula is given by $n / 4$ independent copies of 3 -uniform hypergraph on four vertices. This suggests that $R_{*}=6^{n / 4}$, which would imply that the smallest $\Sigma_{3}^{+3}$-circuit for $\mathrm{MAJ}_{n}$ has size $\tilde{\Theta}\left(\left(2 / 6^{1 / 4}\right)^{n}\right)=\tilde{\Theta}\left(1.2778 \cdots^{n}\right)$. It is tempting to guess that the minimum size of a $\Sigma_{3}^{(+3,-\infty)}$-circuit is equal to this.

Surprisingly (at least for us), we discovered that this is not true. We found a CNF formula $\chi$ on 12 variables in which each clause contains at most three positive literals (and at most four negative literals), such that the value of $R_{\chi}$ is 217 , exceeding the maximum value for monotone 3-CNF formulas by one. The description of $\chi$ will be given in Section 4.3. As expected, we can use $\chi$ to show that there exists a $\Sigma_{3}^{(+3,-4)}$-circuit of size $\tilde{O}\left(\left(2 / 217^{1 / 12}\right)^{n}\right)=O\left(1.2774^{n}\right)$ for $\mathrm{MAJ}_{n}$. Although the improvement is small, this suggests that negations may be useful for computing $\mathrm{MAJ}_{n}$ by a $\Sigma_{3}^{(+3,-\infty)}$-circuit.

In the following subsections, we analyze such a phenomenon more carefully.

### 4.2 Negations are useless for $k \leq 2$

We first show a lower bound on the size a $\Sigma_{3}^{(+k,-\infty)}$-circuit for MAJ ${ }_{n}$. This was essentially shown in [16]. We include the proof here for completeness.

- Theorem 4. For every natural number $k, \tilde{s}_{3}^{(+k,-\infty)}\left(\operatorname{MAJ}_{n}\right)=\Omega\left(2^{n} /\left(k^{n / 2} \sqrt{n}\right)\right)$.

The proof relies on the notion of the lower limit introduced in [16]. Here, for a vector $x \in\{0,1\}^{n}$ and a set of indices $S \subseteq\{1, \ldots, n\},\left.x\right|_{S}$ denotes the restriction of $x$ to the set $S$.

- Definition 5. Let $B \subseteq\{0,1\}^{n}$ be a set of vectors. A vector $y \in\{0,1\}^{n}$ is a lower $k$-limit for a set $B$, if, for any subset of indices $S \subseteq\{1, \ldots, n\}$ with $|S|=k$, there exists a vector $x \in B$ such that $x>y$ and $\left.y\right|_{S}=\left.x\right|_{S}$.
- Lemma 6 ([16]). Let $\mathcal{F}$ be a family of s-element subsets of $\{1, \ldots, n\}$. If $|\mathcal{F}|>k^{s}$, then there exists a lower $k$-limit $y$ for $\mathcal{F}$.
Proof of Theorem 4. Let $C$ be any $\Sigma_{3}^{(+k,-\infty)}$-circuit computing $\mathrm{MAJ}_{n}$. Let $g_{1}, \ldots, g_{m}$ be the functions that feed into the top OR gate of $C$. Note that every $g_{i}$ is consistent with $\mathrm{MAJ}_{n}$ (i.e., $\left.g_{i}^{-1}(1) \subseteq \mathrm{MAJ}_{n}^{-1}(1)\right)$ and that $\bigcup_{i=1}^{m} g_{i}^{-1}(1)=\mathrm{MAJ}_{n}^{-1}(1)$.

For every $i=1, \ldots, m$, let $B_{i}:=\left\{x\left|x \in g_{i}^{-1}(1) \wedge\right| x \mid=n / 2\right\}$. We claim that $\left|B_{i}\right| \leq k^{n / 2}$ for every $i$, which immediately implies the lemma since $\left|\mathrm{MAJ}_{n}^{-1}(1)\right|=\Omega\left(2^{n} / \sqrt{n}\right)$.

The claim can be verified using Lemma 6 as follows. Suppose for the contrary that $\left|B_{i}\right|>k^{n / 2}$ for some $i$. By Lemma 6 , there exists a lower $k$-limit $y$ for $B_{i}$. For each clause $c$ in a $(+k,-\infty)$-CNF $g_{i}$, let $S_{c}$ be the set of indices of positive literals that appeared in $c$. By the definition of the lower limit, there exists a vector $x_{c} \in B_{i}$ with $x_{c}>y$ that coincides with $y$ on $S_{c}$, which ensures that $c(y)=c\left(x_{c}\right)=1$. This holds for every clause $c$ in $g_{i}$, which implies that $g_{i}(y)=1$. However, it should satisfy that $|y| \leq n / 2-1$ and hence $y \in \operatorname{MAJ}_{n}^{-1}(0)$, a contradiction.

- Theorem 7. For $k=1$ and 2, the minimum size of a $\Sigma_{3}^{(+k,-\infty)}$-circuit for $\mathrm{MAJ}_{n}$ and the minimum size of a $\Sigma_{3}^{+k}$-circuit for $\mathrm{MAJ}_{n}$ are both $\tilde{\Theta}\left(2^{n / k}\right)$.

Proof. Both lower bounds are shown by Theorem 4. The upper bound for $k=1$ is trivial, and the upper bound for $k=2$ was shown in e.g., [17], as discussed in Section 4.1.

Note that Theorem 4 does not yield a non-trivial lower bound for $k \geq 4$. For such $k$, we can apply the following theorem that can be proved by a similar argument to the proof of Theorem 4. An explicit value of the lower bounds obtained from Theorem 8 is shown in Table 1 in Section 4.5.

- Theorem 8. For every natural number $k$ and for every real number $s$ with $0<s \leq 0.5$, $\tilde{s}_{3}^{(+k,-\infty)}\left(\mathrm{MAJ}_{n}\right)=\tilde{\Omega}\left(2^{d n}\right)$ where $d=(0.5+s) H(s /(0.5+s))-s \log _{2} k$, where $H(\cdot)$ represents the binary entropy function.
Proof (sketch). The proof is similar to the proof of Theorem 4. Suppose that a $\Sigma_{3}^{(+k,-\infty)}$ circuit $C$ computes a $\mathrm{MAJ}_{n}$. Let $s$ be an arbitrary real number with $0<s \leq 0.5$. We fix arbitrarily chosen $(0.5-s) n$ input variables to the value 1 in $C$. The resulting circuit computes the threshold function on $(0.5+s) n$ variables that output 1 iff the number of ones in an input vector is at least $s n$.

The rest of the proof is analogous to the proof of Theorem 4. By noticing that the number of vectors $x \in\{0,1\}^{(0.5+s) n}$ with $|x|=s n$ is

$$
\binom{(0.5+s) n}{s n} \sim 2^{(0.5+s) n H(s /(0.5+s))}
$$

we can complete the proof of Theorem 8 using Lemma 6.

### 4.3 Negations may be useful for $k \geq 3$

In this subsection, we give some unintuitive construction of depth-three circuits for the majority function using negations. As to the construction for $\mathrm{IP}_{n}$, we first obtain a good building block by a computer search and then extend it to a circuit for a general input size.

### 4.3.1 Blow-up Lemma

In the following, we give several lemmas that will be used in the blow-up process. If a "base" function $g$ is monotone, then this step is easy. We can compute $\mathrm{MAJ}_{n}$ by taking an OR of an appropriate number of independent copies of $g$ over random permutations on inputs. Because our base function is not monotone, we need a small twist to this argument.

- Definition 9. Suppose that $n \geq 2$ is an even integer. We say that a list of $n$-variable Boolean functions $\left(g_{n / 2}, g_{n / 2+1}, \ldots, g_{n}\right)$ satisfies the increasing property, if (i) every $g$ in the list is consistent with $\mathrm{MAJ}_{n}$ (i.e., $g(x)=0$ for every $x \in\{0,1\}^{n}$ with $|x|<n / 2$ ), and (ii) for every $t \geq n / 2+1$, it holds that

$$
\left|g_{t}\right|_{t} \geq\left|g_{n / 2}\right|_{n / 2} \prod_{m=n / 2+1}^{t} \frac{n-m+1}{m-1}
$$

Here, $g_{n / 2}, \ldots, g_{n}$ are not necessarily distinct.
The following theorem gives a probabilistic construction of a depth-three circuit consistent with $\mathrm{MAJ}_{n}$ that outputs 1 on all inputs in the $t$-th layer of the Boolean cube, when we are given a function $g$ on $n$ variables consistent with $\mathrm{MAJ}_{n}$ such that $|g|_{t}$ is large.

- Theorem 10. Suppose that an n-variable $(+k,-\ell)$-CNF formula $g$ is consistent with $\mathrm{MAJ}_{n}$. Then, for every $t \geq n / 2+1$, there exists a $\Sigma_{3}^{(+k,-\ell)}$-circuit $C$ of size at most $\frac{\binom{n}{t}}{|g|_{t}} \ln \binom{n}{t}$ such that (i) $C(x)=0$ for every $x \in\{0,1\}^{n}$ with $|x|<n / 2$ and (ii) $C(x)=1$ for every $x \in\{0,1\}^{n}$ with $|x|=t$.

Proof. Let $\mathbf{g}$ be the uniform distribution over all functions obtained from $g$ by permuting the input variables of $g$.

Let $x \in\{0,1\}^{n}$ be an arbitrarily fixed input vector that contains $t 1$ 's. Then, we have

$$
\operatorname{Pr}_{g \in \mathbf{g}}[g(x)=1]=\frac{|g|_{t}}{\binom{n}{t}}
$$

Let $v:=\frac{\binom{n}{t}}{|g|_{t}} \ln \binom{n}{t}$. Then, we see that

$$
\operatorname{Pr}_{g_{1}, \ldots, g_{v} \in \mathbf{g}}\left[\bigvee_{i=1}^{v} g_{i}(x)=0\right]=\left(1-\frac{|g|_{t}}{\binom{n}{t}}\right)^{v}<\frac{1}{\binom{n}{t}}
$$

By the union bound, this implies that there are $(+k,-\ell)$-CNF formulas $g_{1}, \ldots, g_{v}$ such that $\bigvee_{i=1}^{v} g_{i}(x)=1$ for every $x \in\{0,1\}^{n}$ with $|x|=t$. Obviously $\bigvee_{i=1}^{v} g_{i}(x)=0$ for every $x \in\{0,1\}^{n}$ with $|x|<n / 2$. Hence, $\bigvee_{i=1}^{v} g_{i}$ gives a desired depth-three circuit, which completes the proof of Theorem 10 .

The following lemma intuitively says that we can mimic a monotone function by a list of non-monotone functions with the increasing property.

- Lemma 11. Suppose that $m$ is an even positive integer and $n$ is a multiple of $m$. Let $\mathbf{g}$ be a list of m-variable $(+k,-\ell)$-CNF formulas $\left(g_{m / 2}, \ldots, g_{m}\right)$ satisfying the increasing property. For each integer $t$ satisfying $n / 2 \leq t \leq n$, we define an $n$-variable Boolean function $f_{t}$ as

$$
f_{t}\left(x_{1}, \ldots, x_{n}\right):=g_{s_{1}}\left(x_{1}, \ldots, x_{m}\right) \wedge g_{s_{2}}\left(x_{m+1}, \ldots, x_{2 m}\right) \wedge \cdots \wedge g_{s_{n / m}}\left(x_{n-m-1}, \ldots, x_{n}\right)
$$

where $s_{i} \in\{\lfloor t m / n\rfloor,\lceil t m / n\rceil\}$ for $i=1, \ldots, n / m$ and satisfies $\sum_{i=1}^{n / m} s_{i}=t$. Then, it holds that

$$
\frac{\left|f_{t}\right|_{t}}{\binom{n}{t}} \geq \frac{\left|f_{n / 2}\right|_{n / 2}}{\binom{n}{n / 2}}
$$

and $\left|f_{t}\right|_{v}=0$ for every integer $v$ satisfying $0 \leq v<n / 2$.
For example, when $n=120, m=12$ and $t=63, f_{t}$ is the AND of three $g_{7}$ 's and seven $g_{6}$ 's. The proof of Lemma 11 is postponed to Appendix.

The following theorem is the main body of our blow-up process.

- Theorem 12. Let $m \geq 2$ be an even integer. Let $\mathbf{g}=\left(g_{m / 2}, \ldots, g_{m}\right)$ be a list of $m$ variable $(+k,-\ell)-C N F$ formulas satisfying the increasing property. Then, there exists a $\Sigma_{3}^{(+k,-\ell)}$-circuit of size at most $O\left(n^{1.5} \cdot\left(\frac{2}{\left(\left|g_{m / 2}\right|_{m / 2}\right)^{1 / m}}\right)^{n}\right)$ that computes $\mathrm{MAJ}_{n}$.

Proof. For each $t$ satisfying $n / 2 \leq t \leq n$, we will construct a $\Sigma_{3}^{(+k,-\ell)}$-circuit $C_{t}$ of size $O\left(\sqrt{n} \cdot\left(\frac{2}{\left(\left|g_{m / 2}\right|_{m / 2}\right)^{1 / m}}\right)^{n}\right)$ such that $C_{t}(x)=1$ for every $x \in\{0,1\}^{n}$ with $|x|=t$ and $C_{t}(x)=0$ for every $x \in\{0,1\}^{n}$ with $|x|<n / 2$. By taking the OR of all $C_{t}$ 's, a desired depth-three circuit will be obtained.

For each $t$, let $f_{t}$ be a function on $n$ variables defined as in the statement of Lemma 11. Then, by Theorem 10, there exists a $\Sigma_{3}^{(+k,-\ell)}$-circuit $C_{t}$ of size at most

$$
\begin{equation*}
\frac{\binom{n}{t}}{\left|f_{t}\right|_{t}} \ln \binom{n}{t} \tag{1}
\end{equation*}
$$

such that $C_{t}(x)=1$ for every $x$ with $|x|=t$ and $C_{t}(x)=0$ for every $x$ with $|x|<n / 2$.
By Lemma 11, Eq. (1) is upper bounded by

$$
\frac{\binom{n}{n / 2}}{|f|_{n / 2}} \ln \binom{n}{n / 2}=O\left(\frac{2^{n}}{\sqrt{n} \cdot|f|_{n / 2}} \ln 2^{n}\right)=O\left(\sqrt{n} \cdot\left(\frac{2}{\left(|g|_{m / 2}\right)^{1 / m}}\right)^{n}\right)
$$

This completes the proof of Theorem 12.

### 4.3.2 Construction for $k=3$

By the blow-up lemma described in the previous section, what we need is to find a (list of) $(+3, \cdot)$-CNF formula that is consistent with the majority function satisfying the increasing property. For a Boolean function $f$ on $n$ variables, we call a list $\left(|f|_{0},|f|_{1}, \ldots,|f|_{n}\right)$ as a profile of $f$.

Fact 13. There exists a $(+3,-4)-C N F$ formula on 12 variables that is consistent with $\mathrm{MAJ}_{12}$ whose profile is $(0,0,0,0,0,0,217,394,363,196,66,12,1)$. There also exists a $(+3,-6)-C N F$ formula on 16 variables that is consistent with $\mathrm{MAJ}_{16}$ whose profile is $(0, \ldots, 0,1314,2933$, $3547,2710,1424,510,120,16,1)$.

As to the case of $\mathrm{IP}_{n}$, we use an IP (integer programming) solver to find these formulas. Essentially, our task is to find a CNF formula $g$ consistent with $\mathrm{MAJ}_{n}$ that maximizes $|g|_{n / 2}$. This can easily be formulated by an IP problem as was described in Section 4.2. In certain cases, we impose some additional constraints on the IP problem to narrow the search space. For this reason, most of our base functions have not been shown to be optimal.

Proof. A certificate for the first statement is the AND of the following 26 clauses.
$\left(\begin{array}{llll}1 & 2 & 3 & -4\end{array}\right)\left(\begin{array}{lllllll}1 & 2 & 4 & -3\end{array}\right)\left(\begin{array}{llllll}1 & 3 & 4 & -2\end{array}\right)\left(\begin{array}{lllll}5 & 6 & 7 & -8\end{array}\right)\left(\begin{array}{llll}5 & 6 & 8 & -7\end{array}\right)$
(2 3 4) $(78$ 9) (7 8 10)


(5 $6 \times 11-9-10)\left(\begin{array}{lllllll}5 & 6 & 12 & -9 & -10\end{array}\right)\left(\begin{array}{lllll}9 & 10 & 11 & -12\end{array}\right)\left(\begin{array}{llll}9 & 10 & 12 & -11\end{array}\right)$
(2 $\left.111 \begin{array}{llllllllll}2 & -3 & -4 & -7 & -8\end{array}\right)\left(\begin{array}{lllllllll}3 & 11 & 12 & -2 & -4 & -7 & -8\end{array}\right)\left(\begin{array}{llllllll}4 & 11 & 12 & -2 & -3 & -7 & -8\end{array}\right)$
$\left(\begin{array}{llll}5 & 11 & 12 & -1\end{array}\right)\left(\begin{array}{llll}6 & 11 & 12 & -1\end{array}\right)\left(\begin{array}{llll}5 & 11 & 12 & -6\end{array}\right)\left(\begin{array}{llll}6 & 11 & 12 & -5\end{array}\right)$
Here, for example, ( $1223-4$ ) denotes the clause ( $x_{1} \vee x_{2} \vee x_{3} \vee \overline{x_{4}}$ ). The verification is easy by using a computer (but not so easy by hand).

A certificate for the second statement, which has 99 clauses, is provided at the aforementioned GitLab repository.

It is easy to check that both profiles satisfy the increasing property. Hence, the second statement of Fact 13 and Theorem 12 immediately imply the following bound.

- Theorem 14. There is a $\Sigma_{3}^{(+3,-6)}$-circuit of size $O\left(d^{n}\right)$ that computes $\mathrm{MAJ}_{n}$, where $d=2 /\left(1314^{1 / 16}\right)<1.2768$.

Here, the values 1314 and 16 in the statement of Theorem 14 represent the eighth element (counting from zero) of the profile and the number of variables in the base function, respectively.

### 4.3.3 Construction for $k=4$

Fact 15. There exists a $(+4,-4)-C N F$ formula on 10 variables consistent with $\mathrm{MAJ}_{10}$ whose profile is $(0,0,0,0,0,160,120,120,45,10,1)$.

Proof. Unlike the case of $k=3$, our certificate for Fact 15 is well-structured
We show a CNF formula $g$ consisting of two classes of clauses. To simplify the notation, we start the indexing of input variables from 0 instead of 1, i.e., $g$ is a CNF formula over $\left\{x_{0}, x_{1}, \ldots, x_{9}\right\}$. The first class consists of $\binom{5}{2}$ clauses all of them are monotone:

$$
\left(x_{2 i} \vee x_{2 i+1} \vee x_{2 j} \vee x_{2 j+1}\right) \quad(\forall\{i, j\} \subseteq\{0,1, \ldots, 4\})
$$

The second class consists of $\binom{5}{2} \cdot 2^{4}=80$ clauses each of which contains four positive literals and four negative literals:

$$
\begin{aligned}
\left(x_{2 i_{1}}^{t_{1}} \vee x_{2 i_{1}+1}^{1-t_{1}} \vee x_{2 i_{2}}^{t_{2}} \vee\right. & \left.x_{2 i_{2}+1}^{1-t_{2}} \vee x_{2 i_{3}}^{t_{3}} \vee x_{2 i_{3}+1}^{1-t_{3}} \vee x_{2 i_{4}}^{t_{4}} \vee x_{2 i_{4}+1}^{1-t_{4}}\right) \\
& \left(\forall\left\{i_{1}, i_{2}, i_{3}, i_{4}\right\} \subseteq\{0,1, \ldots, 4\}, \forall\left\{t_{1}, t_{2}, t_{3}, t_{4}\right\} \in\{0,1\}^{4}\right),
\end{aligned}
$$

where $x^{0}$ denotes $\bar{x}$ and $x^{1}$ denotes $x$ itself. It is not hard to verify that $g$ is consistent with $\mathrm{MAJ}_{10}$ and has a profile $(0,0,0,0,0,160,120,120,45,10,1)$.

Note that the maximum value of $|\phi|_{5}$ over all monotone 4-CNF formulas $\phi$ on 10 variables consistent with $\mathrm{MAJ}_{10}$ seems to be 136 , which is much smaller than $|g|_{5}=160$.

Since $|g|_{6}$ is not large enough, the function $g$ alone is not sufficient to form a list satisfying the increasing property. We need to introduce another function $h$ on 10 variables. It is a monotone CNF consisting of 20 clauses, each of which contains four variables. The clauses of $h$ are:

(0 579 ) ( 1236 ) ( 1257 ) ( 1348 ) ( 1479 ) ( 1678 ) (2 35 8) (2 45 9) (2 46 8) (3 469$)(3567)(3789)(5689)$.

We can see that $h$ has a profile $(0,0,0,0,0,132,190,120,45,10,1)$. In fact, $h$ is a function that maximizes $|h|_{6}$ over all monotone 4 -CNF formulas on 10 variables that is consistent with $\mathrm{MAJ}_{10}$. Now the list $\mathbf{g}=(g, h, h, h, h, h)$ satisfies the increasing property. Since $2 /\left(|g|_{5}\right)^{1 / 10}=2 / 160^{1 / 10} \sim 1.20398$, we have the following theorem.

- Theorem 16. There is a $\Sigma_{3}^{(+4,-4)}$-circuit of size $O\left(1.2040^{n}\right)$ that computes $\mathrm{MAJ}_{n}$.


### 4.3.4 Construction for $k=5$

For $k=5$, our best bound relies on a CNF formula with the following property.
Fact 17. There exists a $(+5,-7)-C N F$ formula on 16 variables that is consistent with $\mathrm{MAJ}_{16}$ whose profile is $(0, \ldots, 0,4958,5312,4890,3353,1820,560,120,16,1)$.

We provide a certificate for Fact 17, which has 6817(!) clauses, at the aforementioned GitLab repository. Since this profile satisfies the increasing property, we have the following bound.

- Theorem 18. There exists a $\Sigma_{3}^{(+5,-7)}$-circuit of size $O\left(d^{n}\right)$ that computes $\mathrm{MAJ}_{n}$, where $d=2 /\left(4958^{1 / 16}\right)<1.1751$.


### 4.4 Construction based on Covering Design

As we have seen in Introduction, an asymptotically tight bound for the majority function is not known even for monotone $\Sigma_{3}^{k}$-circuits. It is not hard to show that if we use a monotone $k$-CNF formula representing $\mathrm{MAJ}_{2(k-1)}$ as a building block, we have a $\Sigma_{3}^{k}$-circuit of size $\tilde{O}\left(d^{n}\right)$ where $d=2 /\binom{2(k-1)}{k-1}^{1 / 2(k-1)}$.

One possibility for improvement is to use a combinatorial object called covering design, which has a rich history of research (e.g., refer to $[5,7,13,24]$ ). A $(v, k, t)$-covering design is a collection of $k$-element subsets, called blocks, of $\{1,2, \ldots, v\}$, such that any $t$-element subset is contained in at least one block. Let $C(v, k, t)$ be the smallest possible number of blocks in a $(v, k, t)$-covering design.

We can use a covering design as a building block of depth-three circuits for the majority function. Given a $(2 k, k, k-1)$-covering design $\mathcal{S}$, let $f_{\mathcal{S}}$ be a monotone $k$-CNF formula defined as

$$
f_{\mathcal{S}}:=\bigwedge_{S \in \mathcal{S}} \bigvee_{i \in \bar{S}} x_{i}
$$

where $\bar{S}$ denotes the set $\{1,2, \ldots, 2 k\} \backslash S$. It is easy to see that $f_{\mathcal{S}}$ is consistent with $\mathrm{MAJ}_{2 k}$ and satisfies $\left|f_{\mathcal{S}}\right|_{k}=\binom{2 k}{k}-|\mathcal{S}|$.

Generally, such a covering design gives a monotone $\Sigma_{3}^{k}$-circuit of size $\tilde{O}\left(d^{n}\right)$, where

$$
d=\left(\binom{2 k}{k}-C(2 k, k, k-1)\right)^{\frac{1}{2 k}}
$$

The size is smaller than the size of a circuit relying on the direct product of $k$-CNFs formula representing $\mathrm{MAJ}_{2(k-1)}$, if

$$
\begin{equation*}
d<\binom{2(k-1)}{k-1}^{\frac{1}{2(k-1)}} \tag{2}
\end{equation*}
$$

The exact value of $C(2 k, k, k-1)$ is known for $k \leq 6 ; C(6,3,2)=6, C(8,4,3)=14$, $C(10,5,4)=51$ and $C(12,6,5)=132$ (see e.g., an online database by Gordon [13]). The situation is mixed for this range of $k$. InEq. (2) holds when $k=4$ and 6 , but it does not hold when $k=3$ and 5 . We think that the problem of determining the values of $k$ that satisfy InEq. (2) is already an intriguing problem.

### 4.5 Summary

We summarize the upper bounds on the size of a $\Sigma_{3}$-circuit computing $\mathrm{MAJ}_{n}$ in which each bottom gate contains at most $k$ positive literals for $k=3,4$ and 5 (see Table 1). In each entry in Table 1, (a,b) represents that the upper bound is $O\left(\left(2 / b^{1 / a}\right)^{n}\right)$ which is obtained from a base function $\phi$ on $a$-variable consistent with $\mathrm{MAJ}_{a}$ satisfying $\left|\phi^{-1}(1)\right|_{a / 2}=b$. The first line shows the bounds by a direct product of $k$-CNF formulas representing $\mathrm{MAJ}_{2(k-1)}$. The second line shows the bounds based on a covering design described in Section 4.4. Both circuits are monotone. The third line shows the bounds by our construction using negations. It is very likely that these bounds can further be improved. The lower bounds given by Theorem 8 (for a suitable choice of $s$ found by a numerical calculation) are shown in the last line.

Table 1 The upper bounds on the size of $\Sigma_{3}^{(+k,-\infty)}$-circuit for $k=3,4$ and 5 .

|  | $\Sigma_{3}^{(+3,-\infty)}$ | $\Sigma_{3}^{(+4,-\infty)}$ | $\Sigma_{3}^{(+5,-\infty)}$ |
| :--- | :---: | :---: | :---: |
| block threshold | $O\left(1.2779^{n}\right)(4,6)$ | $O\left(1.2140^{n}\right)(6,20)$ | $O\left(1.1760^{n}\right)(8,70)$ |
| covering design | $O\left(1.2883^{n}\right)(6,14)$ | $O\left(1.2093^{n}\right)(8,56)$ | $O\left(1.1769^{n}\right)(10,201)$ |
| with negations | $O\left(1.2768^{n}\right)(16,1314)$ | $O\left(1.2040^{n}\right)(10,160)$ | $O\left(1.1751^{n}\right)(16,4958)$ |
| lower bound | $\Omega\left(1.2247^{n}\right)$ | $\Omega\left(1.1547^{n}\right)$ | $\Omega\left(1.1180^{n}\right)$ |

## 5 Concluding Remark

In this paper, we give some exotic but efficient constructions of $\Sigma_{3}$-circuits for $\mathrm{IP}_{n}$ and $\mathrm{MAJ}_{n}$. Our construction relies on a computer search. As an outcome of this approach, in some cases, it seems hard to give a simple explanation on why the obtained circuits work. Extracting the reasoning from our circuits would be a good step for further research. Finally, we would like to emphasize that the question of whether an optimal circuit is inherently looking random would be an intriguing challenge.

## __References

1 Noga Alon and Ravi B. Boppana. The monotone circuit complexity of boolean functions. Comb., 7(1):1-22, 1987. doi:10.1007/BF02579196.
2 Kazuyuki Amano. On the size of depth-two threshold circuits for the inner product mod 2 function. In Alberto Leporati, Carlos Martín-Vide, Dana Shapira, and Claudio Zandron, editors, Language and Automata Theory and Applications - 14th International Conference, LATA 2020, volume 12038 of Lecture Notes in Computer Science, pages 235-247. Springer, 2020. doi:10.1007/978-3-030-40608-0_16.

3 Ravi B. Boppana. Threshold functions and bounded depth monotone circuits. J. Comput. Syst. Sci., 32(2):222-229, 1986. doi:10.1016/0022-0000(86)90027-9.
4 Bruno Pasqualotto Cavalar and Igor C. Oliveira. Constant-depth circuits vs. monotone circuits. In Amnon Ta-Shma, editor, 38th Computational Complexity Conference, CCC 2023, July 17-20, 2023, Warwick, UK, volume 264 of LIPIcs, pages 29:1-29:37. Schloss Dagstuhl -Leibniz-Zentrum für Informatik, 2023. doi:10.4230/LIPIcs.CCC.2023.29.
5 Jeffrey H. Dinitz Charles J. Colbourn. Handbook of Combinatorial Designs (Discrete Mathematics and Its Applications). Chapman and Hall/CRC, 2006.
6 Vlado Dancík. Complexity of boolean functions over bases with unbounded fan-in gates. Inf. Process. Lett., 57(1):31-34, 1996. doi:10.1016/0020-0190 (95) 00182-4.
7 Paul Erdős and Joel Spencer. Probabilistic Methods in Combinatorics. Academic Press, 1974.
8 Magnus Gausdal Find, Alexander Golovnev, Edward A. Hirsch, and Alexander S. Kulikov. A better-than-3n lower bound for the circuit complexity of an explicit function. In Irit Dinur, editor, IEEE 57th Annual Symposium on Foundations of Computer Science, FOCS 2016, pages 89-98. IEEE Computer Society, 2016. doi:10.1109/FOCS.2016.19.
9 Jürgen Forster. A linear lower bound on the unbounded error probabilistic communication complexity. J. Comput. Syst. Sci., 65(4):612-625, 2002. doi:10.1016/S0022-0000(02)00019-3.
10 Peter Frankl, Svyatoslav Gryaznov, and Navid Talebanfard. A variant of the vc-dimension with applications to depth-3 circuits. In Mark Braverman, editor, 13th Innovations in Theoretical Computer Science Conference, ITCS 2022, volume 215 of LIPIcs, pages 72:1-72:19. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2022. doi:10.4230/LIPIcs.ITCS.2022.72.
11 Alexander Golovnev, Alexander S. Kulikov, and R. Ryan Williams. Circuit depth reductions. In James R. Lee, editor, 12th Innovations in Theoretical Computer Science Conference, ITCS 2021, volume 185 of LIPIcs, pages 24:1-24:20. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. doi:10.4230/LIPIcs.ITCS.2021.24.

12 Mika Göös, Ziyi Guan, and Tiberiu Mosnoi. Depth-3 circuits for inner product. In Jérôme Leroux, Sylvain Lombardy, and David Peleg, editors, 48 th International Symposium on Mathematical Foundations of Computer Science, MFCS 2023, August 28 to September 1, 2023, Bordeaux, France, volume 272 of LIPIcs, pages 51:1-51:12. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2023. doi:10.4230/LIPIcs.MFCS.2023.51.
13 Daniel M. Gordon. Covering designs. https://www.dmgordon.org/cover/.
14 Gurobi Optimization, LLC. Gurobi Optimizer Reference Manual, 2023. URL: https://www. gurobi.com.
15 András Hajnal, Wolfgang Maass, Pavel Pudlák, Mario Szegedy, and György Turán. Threshold circuits of bounded depth. J. Comput. Syst. Sci., 46(2):129-154, 1993. doi:10.1016/ 0022-0000 (93) 90001-D.
16 Johan Håstad, Stasys Jukna, and Pavel Pudlák. Top-down lower bounds for depth-three circuits. Comput. Complex., 5(2):99-112, 1995. doi:10.1007/BF01268140.
17 Shuichi Hirahara. A duality between depth-three formulas and approximation by depth-two. CoRR, abs/1705.03588, 2017. arXiv:1705. 03588.
18 Daniel M. Kane and Ryan Williams. Super-linear gate and super-quadratic wire lower bounds for depth-two and depth-three threshold circuits. In Daniel Wichs and Yishay Mansour, editors, Proceedings of the 48 th Annual ACM SIGACT Symposium on Theory of Computing, STOC 2016, pages 633-643. ACM, 2016. doi:10.1145/2897518. 2897636.
19 Maria M. Klawe, Wolfgang J. Paul, Nicholas Pippenger, and Mihalis Yannakakis. On monotone formulae with restricted depth (preliminary version). In Richard A. DeMillo, editor, Proceedings of the 16th Annual ACM Symposium on Theory of Computing, STOC 1984, pages 480-487. ACM, 1984. doi:10.1145/800057.808717.
20 Jiatu Li and Tianqi Yang. $3.1 n-o(n)$ circuit lower bounds for explicit functions. In Stefano Leonardi and Anupam Gupta, editors, STOC '22: 54th Annual ACM SIGACT Symposium on Theory of Computing, Rome, Italy, June 20-24, 2022, pages 1180-1193. ACM, 2022. doi:10.1145/3519935.3519976.
21 Ramamohan Paturi, Michael E. Saks, and Francis Zane. Exponential lower bounds for depth 3 boolean circuits. In Frank Thomson Leighton and Peter W. Shor, editors, Proceedings of the Twenty-Ninth Annual ACM Symposium on the Theory of Computing, STOC 1997, pages 86-91. ACM, 1997. doi:10.1145/258533.258556.
22 W. V. Quine. Two theorems about truth-functions. Boletín de la Sociedad Matemática Mexicana, 10(1-2):64-70, 1953.
23 Alexander A. Razborov. On the method of approximations. In David S. Johnson, editor, Proceedings of the 21st Annual ACM Symposium on Theory of Computing, STOC 1989, pages 167-176. ACM, 1989. doi:10.1145/73007.73023.
24 Vojtech Rödl. On a packing and covering problem. Eur. J. Comb., 6(1):69-78, 1985. doi : 10.1016/S0195-6698(85) 80023-8.

25 Igor' S. Sergeev. On the complexity of bounded-depth circuits and formulas over the basis of fan-in gates. Discrete Mathematics and Applications, 29:241-254, 2019. doi:10.1515/ dma-2019-0022.

## A Appendix

## A. 1 Certificates for $\mathbf{I P}_{n}$

The following is a certificate of $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{5}\right) \leq 6$.

$$
\begin{aligned}
& f 1: \quad(-\mathrm{x} 1-\mathrm{y} 1-\mathrm{x} 2)(-\mathrm{x} 3-\mathrm{x} 4-\mathrm{y} 4)(\mathrm{x} 1-\mathrm{y} 1 \mathrm{x} 2)(\mathrm{x} 3 \mathrm{x} 4-\mathrm{x} 5)(-\mathrm{x} 3-\mathrm{y} 3 \mathrm{x} 5)(-\mathrm{x} 4-\mathrm{y} 4 \\
& \mathrm{x} 5)(\mathrm{y} 1 \mathrm{x} 2)(-\mathrm{x} 2 \mathrm{y} 2)(-\mathrm{x} 3 \mathrm{y} 3-\mathrm{x} 5)(\mathrm{x} 3 \mathrm{y} 4-\mathrm{x} 5)(-\mathrm{x} 5 \mathrm{y} 5) \\
& \mathrm{f} 2: \quad(-\mathrm{x} 1-\mathrm{y} 1)(-\mathrm{x} 2-\mathrm{y} 2-\mathrm{y} 4)(\mathrm{x} 3-\mathrm{x} 5-\mathrm{y} 5)(\mathrm{x} 4-\mathrm{y} 4)(-\mathrm{x} 3-\mathrm{y} 3 \mathrm{x} 5)(\mathrm{y} 3-\mathrm{x} 5-\mathrm{y} 5) \\
& (\mathrm{x} 2-\mathrm{y} 2 \text { y4) }(\mathrm{y} 2 \mathrm{y} 4)(-\mathrm{x} 3-\mathrm{y} 3 \mathrm{y} 5)
\end{aligned}
$$

```
    f3: (-x3 -y3)(-x2 -y2 -y5)(x1 -x4 -y4)(-x1 -y1 x4)(x5 -y5)(y1 -x4 -y4)
(-x1 -y1 y4)(x2 y5)(y2 y5)
    f4: (-y3 -x4 -y4)(-y2 -x5 -y5)(x1)(x2)(-x1 x3)(y1 -x2 -x3)(y2 x5)(-x2 y3
x4)(-x1 y3 y4)(-x2 y2 y5)
    f5: (-x1 -y1 -x3)(-y3 -x5 -y5)(x2 -x4 -y4) (x3 -x5 -y5) (x1 x3) (-x2 -y2
x4)(-x1 y1 x3) (y2 -x4 -y4) (-x3 y3 x5) (-x2 -y2 y4) (-x3 y3 y5)
    f6: (x1)(y1)(-x2 -y2 x5)(x2 -x5 -y5)(x3 -x4 -y4)(-x3 -y3 x4)(y2 -x5 -y5)
(y3 -x4 -y4)(-x3 -y3 y4)(-x2 -y2 y5)
    The following is a certificate of }\mp@subsup{\tilde{s}}{3}{3}(\overline{\mp@subsup{\textrm{PP}}{5}{}})\leq5\mathrm{ .
    f1: (-x1 -y1)(x2 -x4 -y4)(x3 -x5 -y5) (-x2 -y2 x4)(-x3 -y3 x5)
(y2 -x4 -y4)(y3 -x5 -y5)(-x2 -y2 y4)(-x3 -y3 y5)
    f2: (-x2 -y2)(x1 -x5 -y5)(x3 -x4 -y4)(-x3 -y3 x4)(-x1 -y1 x5)
(y1 -x5 -y5)(y3 -x4 -y4)(-x3 -y3 y4)(-x1 -y1 y5)
    f3: (-x3 -y3)(x1 -x2 -y2)(-x1 -y1 x2)(x4 -x5 -y5)(-x4 -y4 x5)
(y1 -x2 -y2)(-x1 -y1 y2)(y4 -x5 -y5)(-x4 -y4 y5)
    f4: (-x4 -y4)(x1 -x3 -y3)(x2 -x5 -y5)(-x1 -y1 x3)(-x2 -y2 x5)
(y1 -x3 -y3) (y2 -x5 -y5)(-x1 -y1 y3)(-x2 -y2 y5)
    f5: (-x5 -y5)(x1 -x4 -y4)(x2 -x3 -y3)(-x2 -y2 x3)(-x1 -y1 x4)
(y1 -x4 -y4)(y2 -x3 -y3)(-x2 -y2 y3)(-x1 -y1 y4)
```

The first set of formulas looks quite random, whereas the second set of formulas is well-structured.

The following is a certificate for $\tilde{s}_{3}^{3}\left(\mathrm{IP}_{4}\right) \leq 4$.
f1: $(x 1)(y 1)(-x 2-y 2)(x 3-x 4-y 4)(-x 3-y 3 x 4)(y 3-x 4-y 4)(-x 3-y 3 y 4)$
f2: ( x 2 ) ( y 2 ) ( $-\mathrm{x} 3-\mathrm{y} 3$ ) ( $\mathrm{x} 1-\mathrm{x} 4-\mathrm{y} 4)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{x} 4)(\mathrm{y} 1-\mathrm{x} 4-\mathrm{y} 4)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{y} 4)$
f3: ( $x 3$ ) ( $y 3$ ) ( $-\mathrm{x} 4-\mathrm{y} 4$ ) ( $\mathrm{x} 1-\mathrm{x} 2-\mathrm{y} 2$ ) $(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{x} 2)(\mathrm{y} 1-\mathrm{x} 2-\mathrm{y} 2)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{y} 2)$
f4: ( x 4 ) ( y 4 ) ( $-\mathrm{x} 1-\mathrm{y} 1$ ) ( $\mathrm{x} 2-\mathrm{x} 3-\mathrm{y} 3$ ) $(-\mathrm{x} 2-\mathrm{y} 2 \mathrm{x} 3)(\mathrm{y} 2-\mathrm{x} 3-\mathrm{y} 3)(-\mathrm{x} 2-\mathrm{y} 2 \mathrm{y} 3)$
The following is a certificate for $\tilde{s}_{3}^{3}\left(\overline{\mathrm{P}_{4}}\right) \leq 3$.
f1: ( $\mathrm{x} 1-\mathrm{x} 3-\mathrm{y} 3$ ) (-x1-y1 x3) (y1-x3-y3)(-x1-y1 y3)(x2-x4-y4) $\left(-x 2-y 2 x^{4}\right)(y 2-x 4-y 4)(-x 2-y 2 y 4)$
f2: ( $\mathrm{x} 1-\mathrm{x} 4-\mathrm{y} 4)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{x} 4)(\mathrm{y} 1-\mathrm{x} 4-\mathrm{y} 4)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{y} 4)(\mathrm{x} 2-\mathrm{x} 3-\mathrm{y} 3)$ $\left(-x 2-y 2 x^{2}\right)(y 2-x 3-y 3)(-x 2-y 2$ y3)
f3: ( $\mathrm{x} 1-\mathrm{x} 2-\mathrm{y} 2$ ) ( $-\mathrm{x} 1-\mathrm{y} 1 \mathrm{x} 2$ ) ( $\mathrm{y} 1-\mathrm{x} 2-\mathrm{y} 2)(-\mathrm{x} 1-\mathrm{y} 1 \mathrm{y} 2)(\mathrm{x} 3-\mathrm{x} 4-\mathrm{y} 4)$
$\left(-x 3-y 3 x^{4}\right)(y 3-x 4-y 4)(-x 3-y 3 y 4)$

## A. 2 Proof of Lemma 11

Proof of Lemma 11. We first verify the second part of the statement of Lemma 11, i.e., $\left|f_{v}\right|_{t}=0$ for every $v<n / 2$. This is almost obvious, since if an input vector $x \in\{0,1\}^{n}$ contains less than $n / 2$ ones, then some function $g_{s_{i}}$ gets an input containing less than $m / 2$ ones, and hence it outputs 0 for $x$.

We now show the first part of the statement of Lemma 11. To this end, it is sufficient to show that, for every $t \geq n / 2+1$, it holds that

$$
\begin{align*}
\left|f_{t}\right|_{t} & \geq\left|f_{n / 2}\right|_{n / 2} \cdot \frac{\binom{n}{t}}{\binom{n}{n / 2}} \\
& =\left|f_{n / 2}\right|_{n / 2} \prod_{\ell=n / 2+1}^{t} \frac{n-\ell+1}{\ell} . \tag{3}
\end{align*}
$$

Let $p=n / m$ and $z=\lfloor t / p\rfloor$. Let $\alpha=t(\bmod p)$. Since $\mathbf{g}$ satisfies the increasing property, we have

$$
\begin{aligned}
\left|f_{t}\right|_{t} & \geq\left(\left|g_{z+1}\right|_{z+1}\right)^{\alpha}\left(\left|g_{z}\right|_{z}\right)^{p-\alpha} \\
& \geq\left(\left|g_{m / 2}\right|_{m / 2}\right)^{p}\left(\prod_{\ell^{\prime}=m / 2+1}^{z} \frac{m-\ell^{\prime}+1}{\ell^{\prime}-1}\right)^{p}\left(\frac{m-z}{z}\right)^{\alpha} \\
& =\left|f_{n / 2}\right|_{n / 2} \prod_{\ell=n / 2+1}^{t} \frac{n-\ell+1}{\ell} .
\end{aligned}
$$

This completes the proof of Lemma 11.
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#### Abstract

Multiple interval graphs are a well-known generalization of interval graphs introduced in the 1970s to deal with situations arising naturally in scheduling and allocation. A $d$-interval is the union of $d$ intervals on the real line, and a graph is a $d$-interval graph if it is the intersection graph of $d$-intervals. In particular, it is a unit $d$-interval graph if it admits a $d$-interval representation where every interval has unit length.

Whereas it has been known for a long time that recognizing 2-interval graphs and other related classes such as 2 -track interval graphs is NP-complete, the complexity of recognizing unit 2-interval graphs remains open. Here, we settle this question by proving that the recognition of unit 2-interval graphs is also NP-complete. Our proof technique uses a completely different approach from the other hardness results of recognizing related classes. Furthermore, we extend the result for unit $d$-interval graphs for any $d \geqslant 2$, which does not follow directly in graph recognition problems -as an example, it took almost 20 years to close the gap between $d=2$ and $d>2$ for the recognition of $d$-track interval graphs. Our result has several implications, including that recognizing ( $x, \ldots, x$ ) $d$-interval graphs and depth $r$ unit 2-interval graphs is NP-complete for every $x \geqslant 11$ and every $r \geqslant 4$.
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## 1 Introduction

Interval graphs are undirected graphs formed from a set of intervals on the real line, with a vertex for each interval and an edge between vertices whose intervals intersect. In particular, they are chordal and perfect graphs. Due to its numerous applications the class of interval graphs is one of the most well-studied classes of graphs [27, 12, 23]. These include DNA mapping [33], resource allocation problems in scheduling theory [1] and ecological niche and food web [6].

The practical applications of interval graphs have led to the study of various generalizations, including multiple interval graphs [22, 29, 16]. A graph is a $d$-interval graph if each vertex is associated with a $d$-interval (the union of $d$ disjoint intervals on the real line) instead
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of a simple interval, and again, there is an edge between two vertices if and only if the corresponding $d$-intervals overlap at some point of the real line. This generalization enables us to model more complex situation arising naturally in scheduling and allocation problems, such as multi-task scheduling, allocation of multiple associated linear resources, or transmission of continuous-media data [2]. Applications to bioinformatics, namely to model DNA sequence similarity or RNA secondary structure [19, 30], increased the interest in this class of graphs.

Inside the class of multiple interval graphs, different restrictions have been studied. One of the most natural ones is the subclass of unit $d$-interval graphs, which corresponds to $d$-interval graphs that have an interval representation where every interval has unit length. Unit multiple intervals can be applied, for example, to model tasks of the same duration in scheduling.

Apart from their concrete applications, another reason why interval graphs have been widely studied in the literature is because many problems that are NP-hard in general graphs become polynomial-time solvable when restricted to interval graphs: colorability, clique, independent set, or Hamiltonian cycle, to name a few. In particular, recognizing interval graphs is also polynomial, and more precisely, it can be done in linear time [4, 7]. Furthermore, there exist multiple characterizations of interval graphs, including a characterization in terms of forbidden induced subgraphs [21]. This is also the case for unit interval graphs [25], which are exactly graphs that do not contain any claw, tent, net, or induced cycle of length at least 4. Unit interval graphs are also characterized as interval graphs that are claw-free [27].

However, for multiple interval graphs, most problems remain hard, even their recognition, and they do not have any simple characterization. In particular, they are neither chordal graphs nor perfect graphs. It is known that Maximum Clique remains NP-complete in multiple interval graphs, even for unit 2-intervals [13], and so do other problems such as Independent Set or Dominating Set [2,5]. The parameterized complexity of some of these problems in multiple interval graphs has also been studied, see for instance [18, 10]. With respect to the recognition of multiple interval graphs, it was proven to be NP-hard in 1984 [31]. More precisely, West and Shmoys showed that determining whether the interval number of a graph (i.e., the smallest integer $d$ such that the graph has a disjoint $d$-interval representation) is smaller or equal to $d$, for any $d \geqslant 2$, is NP-complete. Furthermore, they also proved that for any $r \geqslant 3$ and any $d \geqslant 2$, determining whether a graph has an $r$-depth $d$-interval representation (i.e., a $d$-interval representation with at most $r$ intervals sharing a common point) is NP-complete. On the other hand, the complexity of recognizing depth $2 d$-interval graphs is still open, although it is known to be polynomial for depth 2 unit $d$-interval graphs [18]. The above-mentioned proof of hardness (for unrestricted depth) was then adapted by Gambette and Vialette for balanced 2-intervals [15], which are 2-interval graphs that admit a representation such that every 2-interval is composed of two intervals of the same length, while intervals of different 2-intervals can have different lengths. In the same paper, the authors also initiate the study of the recognition of unit 2-interval graphs and of $(x, x) 2$-interval graphs (where the two disjoint open intervals have integer endpoints and have length $x$ ), but the complexity of both problems remained unsettled. Note that contrary to the previous characterization by Roberts of unit interval graphs, unit 2-interval graphs cannot be characterized as $K_{1,5}$-free 2-interval graphs [28].

Another well-studied generalization of interval graphs are $d$-track interval graphs, where each vertex is associated to the union of $d$ disjoint intervals, each in a different parallel line called track. Gyárfás and West proved that their recognition is NP-hard for $d=2$, and conjectured the same for $d \geqslant 3$ [17]. This conjecture was proven way later in [18] by Jiang, who also showed that recognition remains hard for unit $d$-track interval graphs for any $d \geqslant 2$, but left the recognition of unit $d$-interval graphs as an open question.

Multiple track interval graphs can be seen as the union of interval graphs. In the same manner, $d$-boxicity graphs can be seen as the intersection of interval graphs. Boxicity is a graph invariant introduced by Roberts [26] and it is the minimum dimension in which a graph can be represented as the intersection graph of boxes. Furthermore, given a graph $G=(V, E)$, it corresponds to the minimum number of interval graphs on the set of vertices $V$ such that the intersection of their edge sets is $G$. Their recognition is NP-complete [8, 32], even for $d=2$ [20].

In this paper, we finally settle the complexity of the recognition of unit 2-interval graphs, answering the open question by Jiang [18]. To do so, we prove that it is NP-hard by reducing from Satisfiability instead of Hamiltonian Path, which has been often used for proving the hardness of the recognition of variants of interval graphs. The reductions from Hamiltonian path in triangle-free cubic graphs used previously to prove the hardness of recognizing $d$-interval graphs, balanced $d$-interval graphs and $d$-track interval graphs all use a special vertex which is adjacent to $n$ vertices of a triangle free graph, and therefore, cannot be directly adapted for unit 2 -interval graphs. We then extend the hardness result for unit $d$-interval graphs, for any $d \geqslant 2$. Note that, as pointed out in the concluding remarks of [18], recognition problems are very different from optimization problems, and the boundary of a graph class is not necessarily harder than that of a subclass ${ }^{1}$. Thus, even though one would expect the recognition of unit $d$-interval graphs to be hard for any $d$ if it's hard for $d=2$, it is not directly implied.

Our result has several consequences, namely that recognizing $(x, \ldots, x) d$-interval graphs and depth $r$ unit $d$-interval graphs is NP-complete for every $x \geqslant 11$ and every $r \geqslant 4$. Finally, our reduction implies as well a lower bound under the ETH.

Structure of the paper. The paper is organized as follows. Section 2 briefly introduces the necessary concepts and definitions. In Section 3, we present the results of the paper. First, in Subsection 3.1, we prove that a generalization of the recognition of unit 2-intervals, Colored unit 2-interval Recognition, is NP-complete. Then, we use this result in Subsection 3.2 to prove the main theorem of the paper, which states the NP-completeness of Unit 2-interval recognition. Finally, we present several implications of our result in Subsection 3.3, namely the NP-completeness of recognizing unit $d$-interval graphs for every $d \geqslant 2$, and of recognizing $(x, \ldots, x) d$-interval graphs and depth $r$ unit $d$-interval graphs for every $x \geqslant 11$ and every $r \geqslant 4$. We conclude with some directions for future work in Section 4.

Due to space constraints, some proofs (marked with $(\star)$ ) are deferred to the full version of this paper.

## 2 Definitions

An interval is a set of real numbers of the form $[a, b]:=\{x \in \mathbb{R} \mid a \leqslant x \leqslant b\} .^{2}$
A $d$-interval is the union of $d$ disjoint intervals. A $d$-interval is balanced if all its $d$ intervals have the same length, and unit when this common length is 1 . A family $\mathcal{F}$ of $d$-intervals is balanced (resp., unit) if it comprises only balanced (resp., unit) $d$-intervals. Notice that,

[^1]for $d \geqslant 2$, different $d$-intervals of a same balanced family may comprise 1-intervals with different lengths. A family $\mathcal{F}$ of $d$-intervals can be used as a representation of the graph $\Omega(\mathcal{F})$ having the $d$-intervals of $\mathcal{F}$ as its vertex set, and where two $d$-intervals are adjacent if and only if their intersection is not empty. A graph $G$ is called a (possibly balanced, unit) $d$-interval graph when it admits a representation $\mathcal{F}$ consisting only of (respectively balanced, unit) $d$-intervals. Notice that the representing family is not unique (in fact, even only by translating all intervals by a same value, we already obtain an infinite number of them). Multiple interval graphs generalize the standard notion of interval graphs (special case for $d=1$ ). In this paper, we will use the term unit 1-interval (resp. unit 1-interval graph) to denote a classical unit interval (resp. a classical unit interval graph), to avoid confusion with a unit 2-interval (resp. unit 2-interval graphs).

Note that many references do not specify whether the intervals of a $d$-interval must be disjoint or not, and some even define them as the union of $d$ not necessarily disjoint intervals [29]. However, this might be related to the fact that, when there are no restrictions on the length of the intervals, the two definitions lead to the same class of graphs. This is not true for unit $d$-intervals, so we study the case where disjointness is required, as in the hardness proof of recognizing multiple interval graphs [31].

A $d$-interval graph is proper when it admits a representing family $\mathcal{F}$ such that no 1 -interval is properly contained in another one. The classes of proper and unit 1-interval graphs are equivalent, and they correspond exactly to $K_{1,3}$-free interval graphs. The graph $K_{1,3}$ is the star with 3 leaves, and is also called a claw. Equivalently, unit interval graphs are known to be exactly those graphs that do not contain any claw, tent, net, or cycle of length at least 4 as an induced subgraph [25].

A $d$-interval is a $\left(x_{1}, \ldots, x_{d}\right) d$-interval if the $d$ disjoint intervals are open, have integer endpoints, and have lengths $x_{1}, \ldots, x_{d}$, respectively.

The depth of a family of intervals is the maximum number of intervals that share a common point, and the representation depth of a $d$-interval graph is the minimum depth of any $d$-interval representation of the graph.

The hierarchy of subclasses of $d$-interval graphs is as follows $[15,18]:(x, \ldots, x) \subset$ $(x+1, \ldots, x+1) \subset$ unit $\subset$ balanced $\subset$ unrestricted.

The problem Unit 2-Interval Recognition is defined as follows.
Unit 2-Interval recognition
Input: A graph $G=(V, E)$
Task: Decide whether $G$ has a unit 2-interval representation.
Furthermore, we define a more general version of the above problem, which will be useful to prove the hardness of Unit 2-Interval RECOGNition.

## Colored unit 2-Interval Recognition

Input: A graph $G=(V, E)$ and a coloring $\gamma: V \rightarrow\{$ white, black $\}$.
Task: Decide whether $G$ has a unit 2-interval representation where:

- each white vertex is represented by a unit 2 -interval,
- each black vertex is represented by a unit 1-interval.

We refer to this representation as a colored unit 2-interval representation.

## 3 Hardness of recognizing unit multiple interval graphs

In this section, we prove the main result of this paper, which is the hardness of recognizing unit 2-interval graphs, used later on to prove the hardness of recognizing unit $d$-intervals for every $d \geqslant 2$. The result for $d=2$ is obtained in two steps. We first prove that the more
general version Colored unit 2-Interval Representation is NP-complete, and then reduce this problem to Unit 2-interval Recognition, which yields the main result of this paper.

### 3.1 Hardness of Colored Unit 2-Interval Recognition

Before proceeding to the hardness proof of Colored unit 2-interval Recognition, we first introduce the variant of SAT that we will reduce from. In the following, we use the term " $j$-clause" to refer to a clause that contains exactly $j$ literals.

- Lemma 1 ([11]). ( $\star$ ) SatisFiability is NP-complete even when restricted to CNF-formulae such that:

1. Every clause contains either 3 literals (3-clause) or 2 literals (2-clause).
2. Each variable appears in exactly one 3-clause.
3. Each 3-clause is positive monotone, i.e., is comprised of three positive literals.
4. Each variable occurs exactly in three clauses, once negated and twice positive.

We can now proceed to the proof of hardness of Colored Unit 2-Interval RecogniTION.

- Theorem 2. Colored Unit 2-Interval Recognition is NP-complete, even for graphs of degree at most 6 .

The rest of the subsection is dedicated to the proof of Theorem 2. We first describe the construction used for the reduction and then prove its correctness.

Construction. Let $\Psi$ be an instance of the variant of SAT described in Lemma 1, formed by a set of Boolean variables $x_{1}, \ldots, x_{n}$ and a set of clauses $C_{1}, \ldots, C_{m}$. We construct an equivalent instance $\left(G_{\Psi}, \gamma_{\Psi}\right)$ of Colored unit 2 -Interval RECOGNITION as follows.

For every variable $x_{i}$, we introduce the variable gadget $\hat{V}_{i}$ (truth setting component), which is the vertex-colored graph on three black vertices $A_{i}, B_{i}, C_{i}$ and three white vertices $x_{i}^{1}, x_{i}^{2}$ and $x_{i}^{N}$, with all edges between a black vertex and a white vertex, plus the edges $\left(x_{i}^{1}, x_{i}^{2}\right),\left(C_{i}, A_{i}\right)$ and $\left(C_{i}, B_{i}\right)$. We anticipate that the white vertices of $\hat{V}_{i}$ will be adjacent also to vertices outside $\hat{V}_{i}$; in order to underline this distinction, these three vertices are called public, and the black vertices are called private.


Figure 1 Variable gadget $\hat{V}_{i}$ corresponding to a variable $x_{i}$. Black vertices are displayed with a black background.

Figure 1 illustrates the variable gadget $\hat{V}_{i}$. Notice that the three white node $x_{i}^{1}, x_{i}^{2}, x_{i}^{N}$ correspond each to precisely one of the occurrences of the represented variable $x_{i}$ : vertex $x_{i}^{N}$ represents the negated occurrence of $x_{i}$, vertex $x_{i}^{1}$ represents the positive occurrence in a 3 -clause, and vertex $x_{i}^{2}$ represent the positive occurrence in a 2 -clause. Therefore, we refer to them as literal vertices. Furthermore, note that a vertex of $\hat{V}_{i}$ is adjacent to $A_{i}$ if and only if it is adjacent to $B_{i}$; and being private, these two nodes will remain false twins also in $G$. We will exploit this symmetry to simplify the case analysis.


Figure 2 Clause gadget $\hat{C_{\alpha}}$ associated to a 3-clause $C_{\alpha}=\left(x_{i} \vee x_{j} \vee x_{k}\right)$. Note that in the final graph, each vertex $x_{i}^{m}, x_{j}^{m}, x_{k}^{m}$, for every $m \in\{1,2, N\}$, will be incident to exactly 2 edges linking them to vertices outside their variable gadget.

To conclude the construction, we show how to encode each clause $C_{\alpha}$, for $\alpha=1, \ldots, m$. If $C_{\alpha}$ is a 3 -clause, then it is monotone positive, i.e., $C_{\alpha}=\left(x_{i} \vee x_{j} \vee x_{k}\right)$ for some $i, j, k \in$ $\{1, \ldots, n\}$, and all that is needed is to introduce the three edges $\left(x_{i}^{1}, x_{j}^{1}\right),\left(x_{j}^{1}, x_{k}^{1}\right),\left(x_{k}^{1}, x_{i}^{1}\right)$. These three edges comprise the clause gadget (see Figure 2).

If $C_{\alpha}$ is a 2-clause, say $C_{\alpha}=\left(x_{i}^{r} \vee x_{j}^{s}\right)$ with $i, j \in\{1, \ldots, n\}$ and $r, s \in\{2, N\}$, then we introduce a public black vertex $L_{i, j}^{\alpha}$ with a private black neighbor $p_{i, j}^{\alpha}$ and we add the four edges $\left(x_{i}^{r}, x_{j}^{s}\right),\left(x_{i}^{r}, L_{i, j}^{\alpha}\right),\left(x_{j}^{s}, L_{i, j}^{\alpha}\right)$ and $\left(L_{i, j}^{\alpha}, p_{i, j}^{\alpha}\right)$. These four edges together with the two vertices added comprise the clause gadget (see Figure 3).


Figure 3 Gadget for a 2-clause $\hat{C_{\alpha}}$ of the form $C_{\alpha}=\left(x_{i} \vee \bar{x}_{j}\right)$.
The description of the reduction is complete. Clearly, $G_{\Psi}$ has at most $6 n+2 m$ vertices and at most $12 n+4 m$ edges. We next introduce a few notions to ease the proof that $G_{\Psi}$ is a colored unit 2-interval graph if and only if $\Psi$ is satisfiable.

- Definition 3. Given a colored graph $(G, \gamma)$, we say that a pair $(S, f)$ formed by a graph $S$ and a function $f: V(S) \mapsto V(G)$ is a split of $(G, \gamma)$ if $f$ satisfies the following conditions:
- $\left|f^{-1}(v)\right|=1$ for every $v \in V(G)$ with $\gamma(v)=$ black.
- $\left|f^{-1}(v)\right|=2$ for every $v \in V(G)$ with $\gamma(v)=$ white.
- For every vertex $v$ of $G, f^{-1}(v)$ is an independent set in $S$.
- For every edge $(s, t)$ of $S,(f(s), f(t))$ is an edge of $G$.
- For every edge $(u, v)$ of $G$, there exist two vertices $s$ and $t$ in $f^{-1}(\{u, v\})$ such that $(s, t)$ is an edge of $S$.
- Definition 4. We define the family of splits of $G$ that lead to a unit 1-interval graph as $\mathcal{S}_{\mathcal{U}}(G):=\{(S, f) \mid(S, f)$ is a split of $G$ and $S$ is a unit 1-interval graph $\}$.

The next lemma shows how a split $(S, f)$ of a colored graph $G$ can be used to certify that $G$ is a colored unit 2-interval graph. This has the advantage of being a truly combinatorial certificate, whereas the number of interval families representing a same graph is infinite with the power of the continuous as soon as at least one exists. Trotter and Harary [29] have already studied vertex splitting in the context of turning a graph into an interval graph.

- Lemma 5. ( $\star$ ) A colored graph $(G, \gamma)$ is a colored unit 2-interval graph if and only if the family $\mathcal{S}_{\mathcal{U}}(G)$ is not empty.

We can now proceed to study the shape of the possible splits $(S, f) \in \mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Let $(S, f)$ be a split of a graph $G$. For every vertex $v \in V(G)$, we call each element of the set $f^{-1}(v)$ a representative of $v$. In particular, if $v$ is a white node, we denote its two representatives in $V(S)$ by $f_{1}^{-1}(v)$ and $f_{2}^{-1}(v)$. For simplicity, when we refer to an arbitrary representative of a vertex or to the unique representative of a black vertex, we abuse notation and denote it by its label in $V(G)$. Furthermore, given an edge $(u, v) \in G$, we call the edge $(s, t) \in S$, a representative of $(u, v)$ if $s \in f^{-1}(u)$ and $t \in f^{-1}(v)$. Furthermore, given a split $(S, f)$ of the graph $G_{\Psi}$, we denote by $S\left[\hat{V}_{i}\right]$ the subgraph of $S$ induced by the vertices of the variable gadget $\hat{V}_{i}$ (i.e., vertices $A_{i}, B_{i}, C_{i}, f_{1}^{-1}\left(x_{i}^{N}\right), f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{i}^{2}\right), f_{2}^{-1}\left(x_{i}^{N}\right), f_{2}^{-1}\left(x_{i}^{1}\right)$ and $\left.f_{2}^{-1}\left(x_{i}^{2}\right)\right)$. Finally, we say that a representative of a literal vertex is an isolated vertex if it is not adjacent to any of the private vertices of its variable gadget (i.e., it is not adjacent to $A_{i}, B_{i}$ or $\left.C_{i}\right)$.
$\triangleright$ Claim 6. Let $(S, f)$ be an arbitrary graph in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, none of the black vertices of $S\left[\hat{V}_{i}\right]$ can be adjacent to both representatives of a literal vertex. Furthermore, if a black vertex is adjacent to a representative of $x_{i}^{1}$ and to a representative of $x_{i}^{2}$, these two representatives must be adjacent to each other.

Proof. Suppose that the two representatives of a literal vertex are adjacent to the same black vertex. If the literal vertex is $x_{i}^{1}$ or $x_{i}^{2}$, the black vertex would be a center of a $K_{1,3}$ with these two representatives plus a representative of the vertex $x_{i}^{N}$ as leaves. If the literal vertex is $x_{i}^{N}$, the black vertex would be a center of a $K_{1,3}$ with the two representatives of $x_{i}^{N}$ and one of $x_{i}^{1}$ or $x_{i}^{2}$ as leaves. Since the graph $K_{1,3}$ is a forbidden induced subgraph for unit 1-interval graphs, this contradicts the fact that $S$ belongs to $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Finally, if a black vertex is adjacent to a representative of $x_{i}^{1}$ and to a representative of $x_{i}^{2}$ which are not adjacent, the black vertex would be a center of a $K_{1,3}$ with these two representatives plus a representative of $x_{i}^{N}$ as leaves.
$\triangleright$ Claim 7. Let $(S, f)$ be an arbitrary split in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every variable $x_{i}$ with $i \in\{1, \ldots, n\}$, the subgraph $S\left[\hat{V}_{i}\right]$ satisfies at least one of the following two conditions, up to symmetry:

1. The vertex $f_{1}^{-1}\left(x_{i}^{N}\right)$ is adjacent to $A_{i}$ and the vertex $f_{2}^{-1}\left(x_{i}^{N}\right)$ is adjacent to $B_{i}$.
2. The vertices $f_{1}^{-1}\left(x_{i}^{1}\right)$ and $f_{1}^{-1}\left(x_{i}^{2}\right)$ are adjacent to each other and to $A_{i}$, and the vertices $f_{2}^{-1}\left(x_{i}^{1}\right)$ and $f_{2}^{-1}\left(x_{i}^{2}\right)$ are adjacent to each other and to $B_{i}$.

Proof. By the properties of $f$, for every edge $(u, v) \in G_{\Psi}$, there exist elements $s, t \in V(S)$ with $f^{-1}(u)=s$ and $f^{-1}(v)=t$ such that $(s, t)$ is an edge in $S$.

Suppose condition 1 does not hold, i.e., one of the representatives of $x_{i}^{N}$, say $f_{1}^{-1}\left(x_{i}^{N}\right)$, is adjacent to both $A_{i}$ and $B_{i}$. We will show that if condition 2 does not hold either, $S$ cannot be a unit 1-interval graph. Assume that one of the representatives of $x_{i}^{1}$ or $x_{i}^{2}$, say $f_{1}^{-1}\left(x_{i}^{1}\right)$
(resp. $f_{1}^{-1}\left(x_{i}^{2}\right)$ ), is adjacent to both $A_{i}$ and $B_{i}$. Then, $S$ contains an induced cycle of length four: $\left(f_{1}^{-1}\left(x_{i}^{N}\right), B_{i}, f_{1}^{-1}\left(x_{i}^{1}\right), A_{i}\right)$ (resp. $\left(f_{1}^{-1}\left(x_{i}^{N}\right), B_{i}, f_{1}^{-1}\left(x_{i}^{2}\right), A_{i}\right)$ ). This is a forbidden induced subgraph for unit 1-interval graphs, so it contradicts the hypothesis. Thus, it follows that, up to symmetry, vertices $f_{1}^{-1}\left(x_{i}^{1}\right)$ and $f_{1}^{-1}\left(x_{i}^{2}\right)$ need to be adjacent to $A_{i}$, and vertices $f_{2}^{-1}\left(x_{i}^{1}\right)$ and $f_{2}^{-1}\left(x_{i}^{2}\right)$, to $B_{i}$. Finally, by Claim $6, f_{1}^{-1}\left(x_{i}^{1}\right)$ and $f_{1}^{-1}\left(x_{i}^{2}\right)$ need to be adjacent to each other, so condition 2 must hold.

Conversely, suppose condition 2 does not hold, i.e., at least one of the representatives of $x_{i}^{1}$ or $x_{i}^{2}$, say $f_{1}^{-1}\left(x_{i}^{1}\right)$ w.l.o.g., is adjacent to both $A_{i}$ and $B_{i}$. We will see that condition 1 must hold in order for $S$ to be a unit 1-interval graph. Indeed, if a single representative of $x_{i}^{N}$, say $f_{1}^{-1}\left(x_{i}^{N}\right)$, is adjacent to both $A_{i}$ and $B_{i}$, then $S$ contains an induced cycle of size four: $\left(f_{1}^{-1}\left(x_{i}^{N}\right), B_{i}, f_{1}^{-1}\left(x_{i}^{1}\right), A_{i}\right)$. Therefore, one representative of $x_{i}^{N}$ must be adjacent to $A_{i}$ and the other, to $B_{i}$.

The previous claim implies that there are four possible configuration of $S\left[\hat{V}_{i}\right]$ such that it does not contain any induced cycles of length greater or equal to 4 .

- Lemma 8. Let $(S, f)$ be a split of $G_{\Psi}$ such that $S\left[\hat{V}_{i}\right]$ does not contain any induced cycles of length greater or equal to 4. Then, $S$ satisfies one of the following conditions:

1. The vertex $f_{1}^{-1}\left(x_{i}^{N}\right)$ is adjacent to $A_{i}$ and the vertex $f_{2}^{-1}\left(x_{i}^{N}\right)$ is adjacent to $B_{i}$, while for the rest of the literal vertices, there exists an element in the image via $f^{-1}$ that is an isolated vertex.
2. The vertices $f_{1}^{-1}\left(x_{i}^{1}\right)$ and $f_{1}^{-1}\left(x_{i}^{2}\right)$ are adjacent to each other and to $A_{i}$, and the vertices $f_{2}^{-1}\left(x_{i}^{1}\right)$ and $f_{2}^{-1}\left(x_{i}^{2}\right)$ are adjacent to each other and to $B_{i}$, while $f^{-1}\left(x_{i}^{N}\right)$ contains an isolated vertex.
3. The images of $x_{i}^{1}$ and $x_{i}^{2}$ via $f^{-1}$ are as in Case 1 and $f^{-1}\left(x_{i}^{N}\right)$ is as in Case 2 (see the graph in Figure 4).
4. Either the image of $x_{i}^{1}$ or the image of $x_{i}^{2}$ via $f^{-1}$ is as in Case 1 (w.l.o.g., assume it is $f^{-1}\left(x_{i}^{1}\right)$ ) so that both representatives of $x_{i}^{1}$ are adjacent to the non-isolated representative of $x_{i}^{2}$; and $f^{-1}\left(x_{i}^{N}\right)$ is as in Case 2.

Proof. We have already shown that one of the conditions of Claim 7 must hold. If condition 1 holds, then we have three possible configurations of $f^{-1}\left(x_{i}^{1}\right)$ and $f^{-1}\left(x_{i}^{2}\right)$ : either both literal vertices have a representative that is isolated (Case 1), only one of them has a representative that is isolated (Case 4), or none of them has an isolated representative (Case 3). On the other hand, if condition 2 holds, the we only have two possible configurations of $f^{-1}\left(x_{i}^{N}\right)$ : one representative of $x_{i}^{N}$ is isolated (Case 2), or none of them is (Case 3). Finally, note that in Case 4, both representatives of $x_{i}^{1}$ need to be adjacent to the non-isolated representative of $x_{i}^{2}$ by Claim 6 .

The next two claims are devoted to proving that if $(S, f)$ is a split of $\left(G_{\Psi}, \gamma\right)$ contained in the family $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$, then Cases 3 and 4 of Lemma 8 are not possible. To do so, observe that by construction, since every variable appears exactly in three clauses (twice positive and once negated), we know that in $G_{\Psi}$, the vertices $x_{i}^{N}, x_{i}^{1}$ and $x_{i}^{2}$ all have two incident edges linking them with vertices outside of the variable gadget, called external edges in the following. The neighbors outside of the variable gadget are external vertices, and they constitute private neighbors of the vertices of the variable gadget, as it is not possible for two different vertices of the variable gadget to be incident to the same external neighbor. We will see that if $S$ is as in Case 3 or Case 4, then the vertices of $S\left[\hat{V}_{i}\right]$ create an induced net with the external neighbors. Since nets are a forbidden induced subgraph for (unit) interval graphs, then $S$ cannot be a unit 1-interval graph.
$\triangleright$ Claim 9. Let $S$ be an arbitrary graph in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every variable $x_{i}$ with $i \in\{1, \ldots, n\}$, the subgraph $S\left[\hat{V}_{i}\right]$ cannot be as in Case 3 of Lemma 8.

Proof. Suppose that $S\left[\hat{V}_{i}\right]$ is as in Case 3 of Lemma 8, i.e., as in Figure 4 (where $C_{i}$ could be in the neighborhood of the other representatives of the vertices, but thanks to the symmetry, these cases are equivalent). We distinguish two cases:

- The two external edges incident to $x_{i}^{1}$ and $x_{i}^{2}$ are incident to two representatives that are adjacent. Then, either $f_{1}^{-1}\left(x_{i}^{N}\right), A_{i}, f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{i}^{2}\right)$, a private neighbor of $f_{1}^{-1}\left(x_{i}^{1}\right)$ and a private neighbor of $f_{1}^{-1}\left(x_{i}^{2}\right)$ form a net; or $f_{2}^{-1}\left(x_{i}^{N}\right), B_{i}, f_{2}^{-1}\left(x_{i}^{1}\right), f_{2}^{-1}\left(x_{i}^{2}\right)$, a private neighbor of $f_{2}^{-1}\left(x_{i}^{1}\right)$ and a private neighbor of $f_{2}^{-1}\left(x_{i}^{2}\right)$ form a net (see the red net in Figure 4).
- Otherwise, at least one of $f_{1}^{-1}\left(x_{i}^{1}\right)$ or $f_{1}^{-1}\left(x_{i}^{2}\right)$ will be incident to an external edge. Then, $C_{i}, A_{i}, f_{1}^{-1}\left(x_{i}^{1}\right)$ or $C_{i}, A_{i}, f_{1}^{-1}\left(x_{i}^{2}\right)$ will create a net together with $B_{i}, f_{1}^{-1}\left(x_{i}^{N}\right)$, and the corresponding external neighbor of $f_{1}^{-1}\left(x_{i}^{1}\right)$ or $f_{1}^{-1}\left(x_{i}^{2}\right)$, respectively (see the blue net in Figure 4).


Figure 4 Configuration of $S\left[\hat{V}_{i}\right]$ described in Case 3 of Lemma 8. In red, the net created if both $f_{2}^{-1}\left(x_{i}^{1}\right)$ and $f_{2}^{-1}\left(x_{i}^{2}\right)$ have an external neighbor. In blue, the net created if $f_{1}^{-1}\left(x_{i}^{1}\right)$ has an external neighbor.

In both cases, we have a forbidden induced subgraph for (unit) interval graphs, contradicting the hypothesis that $S$ is a unit interval graph.
$\triangleright$ Claim 10. $(\star)$ Let $(S, f)$ be an arbitrary split in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every variable $x_{i}$ with $i \in\{1, \ldots, n\}$, the subgraph $S\left[\hat{V}_{i}\right]$ cannot be as in Case 4 of Lemma 8.

The proof of Claim 10 uses similar arguments to that of Claim 9 and is thus omitted here. Recall that in Case 1 of Lemma 8, one of the representatives of $x_{i}^{1}$ and one of the representatives of $x_{i}^{2}$ are isolated; and in Case 2 of Lemma 8, one of the representatives of $x_{i}^{N}$ is isolated. Therefore, we obtain the following result.
$\triangleright$ Claim 11. Let $(S, f)$ be an arbitrary split in the family $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every variable $x_{i}$ with $i \in\{1, \ldots, n\}$, the subgraph $S\left[\hat{V}_{i}\right]$ satisfies exactly one of the following two conditions: 1. There is a representative of $x_{i}^{1}$ and a representative of $x_{i}^{2}$ that are isolated vertices (they are either two non-adjacent vertices or they form a $K_{2}$ ).
2. One of the representatives of $x_{i}^{N}$ is an isolated vertex.


Figure 5 Representation of the variable gadget associated to the true value (left, 5a) or false value (right, 5b).

Proof. Combining Lemma 8 with Claims 9 and 10, it follows that $S\left[\hat{V}_{i}\right]$ is either as in Case 1 or as in Case 2 of Lemma 8, which means that either one representative of each of $x_{i}^{1}$ and $x_{i}^{2}$ is isolated, or that one representative of $x_{i}^{N}$ is isolated, respectively. These options correspond to the interval representations in Figure 5a and Figure 5b, respectively. The reader can check the previous assertion observing the figures, and verify that the external edges incident to each of the vertices $x_{i}^{1}, x_{i}^{2}$ and $x_{i}^{N}$ can be added in both representations, as we always have either a whole free interval (not depicted in the figures) or one extreme of the interval free for each of the vertices.

The correctness of the reduction now follows from the two lemmas below.

- Lemma 12. If $\Psi$ is satisfiable, then the constructed graph $G_{\Psi}=(V, E), V=V_{\text {white }} \cup V_{\text {black }}$, admits a colored unit 2-interval representation.

Proof. Given a satisfying assignment $\phi$ of $\Psi$, we explain how to construct a colored unit 2-interval representation of $G_{\Psi}$, i.e., a collection of unit 2-intervals $\mathbf{D}_{\text {white }}=\left\{\left(I_{1}(v), I_{2}(v)\right) \mid\right.$ $\left.v \in V_{\text {white }}\right\}$ and a collection of unit 1-intervals $\mathbf{I}_{\text {black }}=\left\{I_{1}(v) \mid v \in V_{\text {black }}\right\}$ such that $G \simeq \Omega\left(\mathbf{D}_{\text {white }} \cup \mathbf{I}_{\text {black }}\right)$. Note that by Lemma 5 , if $G_{\Psi}$ is a colored unit 2-interval graph, then there exists a split $(S, f)$ in the family $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$, and we know how to construct a colored unit 2-interval representation of $G_{\Psi}$ given a unit 1-interval representation of $S$ by defining the 2-interval associated to a white vertex $v \in V_{\text {white }}$ as the union of the interval associated to $f_{1}^{-1}(v)$ and the interval associated to $f_{2}^{-1}(v)$; and the 1-interval associated to a black vertex $v \in V_{\text {black }}$ as the interval associated to the single vertex $f^{-1}(v)$.

For each variable $x_{i}$ with $i \in\{1, \ldots, n\}$, if $\Phi\left(x_{i}\right)=$ true, we represent the variable gadget $\hat{V}_{i}$ as shown in Figure 5a, which corresponds exactly to Case 1 of Claim 11. On the other hand, if $\Phi\left(x_{i}\right)=$ false, we represent $\hat{V}_{i}$ as in Figure 5b, which corresponds to Case 2 of Claim 11. Notice that in both representations, the literals that are true have an isolated representative, i.e., one of the intervals associated to them is unused in the representation of $\hat{V}_{i}$ and remains completely free to display intersections with external neighbors.

After this, it only remains to explain the connections introduced by the clauses.
$\triangleright$ Claim 13. Given a 3-clause $\left(x_{i} \vee x_{j} \vee x_{k}\right)$, there exists a unit interval representation of the subgraph of $G_{\Psi}$ induced by the vertices of the variable gadgets $\hat{V}_{i}, \hat{V}_{j}$ and $\hat{V}_{k}$.

Proof. Each of the variable gadgets can be represented as in Figure 5a or Figure 5b. To represent the edges associated to the 3 -clauses, we first notice that, since the 3 -clauses are positive monotone, true literals correspond to true variables. As we are assuming that we have a satisfying assignment, we only have three cases (up to symmetry), which correspond to the three variables being true; exactly two variables being true; and only one variable being true. The literals that are true have a whole free interval to display the intersection, whereas the literals that are false only have the extreme of an interval (while the other extreme is


Figure 6 Representation of a 3-clause $\left(x_{i} \vee x_{j} \vee x_{k}\right)$, where $x_{i}$ is set to false while $x_{j}, x_{k}$ are set to true.

Figure 7 Representation of a 3-clause ( $x_{i} \vee x_{j} \vee x_{k}$ ), where $x_{i}$ and $x_{k}$ are set to false and $x_{j}$ is set to true.
glued to the rest of the representation of the gadget, see Figure 5 b ). Let $\left(x_{i} \vee x_{j} \vee x_{k}\right)$ be a 3 -clause, with $i, j, k \in\{1, \ldots, n\}$. If the three variables are true, we can easily represent the clause by making the three free intervals of the variables - w.l.o.g. $I_{2}\left(x_{i}^{1}\right), I_{2}\left(x_{j}^{1}\right), I_{2}\left(x_{k}^{1}\right)-$ intersect at the same time. On the other hand, if only one variable - say $x_{i}$ - is false, we can add the two free intervals $-I_{2}\left(x_{j}^{1}\right), I_{2}\left(x_{k}^{1}\right)$ - to the corresponding extreme of the gadget of the false variable, as in Figure 6. Finally, if two variables are false - say $x_{i}, x_{k}-$, then we need to merge the two interval representations associated to their gadgets and add the free interval - $I_{2}\left(x_{j}^{1}\right)$ - in the middle, as in Figure 7. Note that the interval representations given in the figures are not unit, but they are proper, so at the end we will be able to use the algorithm described in [3] to turn it into a unit one.

After representing all the 3-clauses, we can assume that the representations of some of the variable gadgets have been merged two by two (we will never have to merge a gadget more than once since a variable occurs in exactly one 3-clause in $\Psi$ ) and we can fix them in the real line separated from one another. The separation between them can be arbitrarily large, and needs to be at least greater than the space needed to place the remaining intervals. The variable gadgets that have not been merged can also be fixed in the real line, while the unused free intervals (corresponding to true literals), the intervals $I_{1}\left(L_{i, j}^{\alpha}\right)$, and the intervals $I_{1}\left(p_{i, j}^{\alpha}\right)$ remain unplaced.

Now, to display the 2-clauses, we distinguish two cases. First, if both literals are true, then there exists a free interval for each, and we can represent the clause in a separate part of the real line (there is one $L_{i, j}^{\alpha}$ and one $p_{i, j}^{\alpha}$ per clause, so these intervals will never cause a problem). Secondly, if one of the literals is false, then the free interval associated to the true literal needs to be glued to the extreme of the representation of the variable gadget of the false one. Note that there is always one free extreme because the 3 -clauses use at most one extreme per variable gadget (and we can extend $I_{j}\left(x_{i}^{2}\right)$ to allow the intersection while keeping the representation proper). Note also that we will never need more than two extremes to obtain a representation because, since each variable occurs twice positive and once negated, we can have at most two false literals (when the variable is set to false).

Since we have constructed a proper interval representation, we can now use the algorithm described in [3] to turn the representation into a unit one, as mentioned before.

$$
\stackrel{I_{1}}{I_{1}\left(L_{m, i}\right)} \stackrel{I_{1}\left(p_{m, i}\right)}{I_{2}\left(x_{m}^{2}\right)}
$$

Figure 8 Representation of a longest contiguous block of intervals, where each color represents the intervals associated to a different variable. A longest contiguous block occurs when there is a clause $\left(x_{i} \vee x_{j} \vee x_{k}\right)$, where $x_{i}$ and $x_{k}$ are set to false and both of them also appear as positive literals in a 2-clause.

Let us now prove the converse implication.

- Lemma 14. If the constructed graph $G_{\Psi}=(V, E), V=V_{\text {white }} \cup V_{\text {black }}$, admits a colored unit 2-interval representation, then the original formula $\Psi$ is satisfiable.

Proof. Assume that the constructed graph $G_{\Psi}$ admits a colored unit 2-interval representation where black vertices are represented by unit 1-intervals and white vertices are represented by unit 2-intervals. As in Claim 11, we study the splits $(S, f) \in \mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$.

We have already seen in Claim 11 that there are only two possible configurations for $S\left[\hat{V}_{i}\right]$, up to symmetry. Let us assign a truth value to each of the configurations. If $S\left[\hat{V}_{i}\right]$ satisfies condition 1 of Claim 11, we set $\Phi\left(x_{i}\right)=$ true. Otherwise, if it satisfies condition 2 of Claim 11, then we set $\Phi\left(x_{i}\right)=$ false. Recall that this implies that there is a representative of the vertices representing true literals which remains isolated from its variable gadget.

The following claims restrict the structure of a representable clause gadget. Both use similar arguments, so only the first proof is included here. Given a clause gadget $\hat{C}_{\alpha}$ in $G$, we define the clause gadget $S\left[\hat{C_{\alpha}}\right]$ in $S$ as the set of representatives of the edges and vertices of $\hat{C_{\alpha}}$.
$\triangleright$ Claim 15. Let $(S, f)$ be an arbitrary split in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every 3 -clause, at least one of the representatives of the literal vertices incident to the clause gadget in $S$ must be an isolated vertex.

Proof. Towards a contradiction, we assume that there exists a 3-clause gadget in $S$ such that none of the representatives of the literal vertices adjacent to the clause gadget are isolated. Let $C_{\alpha}=x_{i} \vee x_{j} \vee x_{k}$, with $i, j, k \in\{1, \ldots, n\}$ be a (monotone positive) 3 -clause. Each of the literal vertices has two external neighbors. In $S$, either the two external neighbors are incident to the same representative of the literal vertices (and thus only one representative is incident to the clause gadget), or each of them is incident to a different representative. We distinguish two cases, depending on whether only one representative of each literal vertex is incident to the clause gadget, or whether there is at least one literal vertex such that both of its representatives are incident to the clause gadget:

- If only one representative of each literal vertex is incident to the clause gadget in $S$, then w.l.o.g., the clause gadget is formed by edges $\left\{\left(f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{j}^{1}\right)\right),\left(f_{1}^{-1}\left(x_{j}^{1}\right), f_{1}^{-1}\left(x_{k}^{1}\right)\right)\right.$, $\left.\left(f_{1}^{-1}\left(x_{k}^{1}\right), f_{1}^{-1}\left(x_{i}^{1}\right)\right)\right\}$. By assumption, none of the vertices incident to the clause gadget in $S$ are isolated, so they are all connected to at least one black vertex of their variable gadget. Thus, without loss of generality, $\left\{f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{j}^{1}\right), f_{1}^{-1}\left(x_{k}^{1}\right), A_{i}, A_{j}, A_{k}\right\}$ form a net (the readers can convince themselves looking at Figure 2). Note that when we say without loss of generality, we are using the symmetry between $A_{i}$ and $B_{i}$.


Figure 9 In red, the net created if both representatives of $x_{i}^{1}$ are incident to the clause gadget in $S$ and $f_{1}^{-1}\left(x_{i}^{2}\right)$ is incident to an external edge.

- If there is at least one literal vertex such that both of its representatives are incident to the clause gadget, then w.l.o.g., the clause gadget in $S$ contains edges $\left\{\left(f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{j}^{1}\right)\right)\right.$, $\left.\left(f_{1}^{-1}\left(x_{k}^{1}\right), f_{2}^{-1}\left(x_{i}^{1}\right)\right)\right\}$ (and eventually, edges between representatives of $x_{j}^{1}$ and $\left.x_{k}^{1}\right)$. Then, since one of the representative of $x_{i}^{2}$ also has a private neighbor outside of the variable gadget, either the subgraph induced by $\left\{A_{i}, f_{1}^{-1}\left(x_{i}^{1}\right), f_{1}^{-1}\left(x_{i}^{2}\right)\right\}$ or the subgraph induced by $\left\{B_{i}, f_{2}^{-1}\left(x_{i}^{1}\right), f_{2}^{-1}\left(x_{i}^{2}\right)\right\}$ (and one private neighbor of each of the three vertices, where the private neighbor of $A_{i}$ and $B_{i}$ is $\left.x_{i}^{N}\right)$ is a net. This situation is depicted in Figure 9.

In both cases, the resulting graph $S$ would not be a unit 1-interval graph, contradicting the hypothesis.
$\triangleright$ Claim 16. ( $\star$ ) Let $(S, f)$ be an arbitrary split in $\mathcal{S}_{\mathcal{U}}\left(G_{\Psi}\right)$. Then, for every 2-clause, at least one of the representatives of the literal vertices incident to the clause gadget in $S$ must be an isolated vertex.

The previous claims imply that there is an isolated literal vertex incident to every 3 -clause and to every 2 -clause. Since literal vertices that have an isolated representative correspond to true literals in the assignment fixed before, it follows that there is a true literal per clause, and thus, all clauses are satisfied. This finishes the proof of the converse direction.

As the problem is clearly in NP, the polynomial-time construction together with Lemmas 12 and 14 conclude the proof of Theorem 2. The bound on the degree follows because the constructed graph $G$ has maximum degree 6 (the positive literal vertices have degree 4 in the variable gadget and are incident to 2 external edges).

### 3.2 Hardness of Unit 2-Interval Recognition

We show next that Colored Unit 2-Interval Recognition is polynomial-time reducible to Unit 2-Interval Recognition, which yields the main result of the paper:

- Theorem 17. Unit 2-Interval Recognition is NP-complete, even for graphs of degree at most 7.

Proof. We reduce from Colored Unit 2-Interval Recognition, which is NP-hard by Theorem 2. Given any instance ( $G, \gamma$ ) of Colored Unit 2-Interval Recognition, where $G=(V, E)$ is a graph and $\gamma: V \rightarrow\{$ white, black $\}$ is a vertex-coloring map, we construct an equivalent instance $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of Unit 2-Interval Recognition. Define $n=|V|$ and $V_{\mathrm{c}}=\{u \mid u \in V \wedge \gamma(u)=\mathrm{c}\}$ for $c \in\{$ white, black $\}$ (so that $n=\left|V_{\text {white }}\right|+\left|V_{\text {black }}\right|$ ).

We obtain $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ from $G$ by replacing every vertex $v \in V_{\text {black }}$ by the gadget $B_{v}$ depicted in Figure 10, which we also call black vertex gadget. Formally, for every $v \in V_{\text {black }}$, we add the vertices $V_{v}=\left\{a_{v}^{i}, b_{v}^{i} \mid 0 \leqslant i \leqslant 3\right\}$ and the edges $E_{v}=\left\{\left(v, a_{v}^{0}\right),\left(a_{v}^{0}, a_{v}^{i}\right),\left(v, b_{v}^{0}\right)\right.$, $\left.\left(b_{v}^{0}, b_{v}^{i}\right),\left(a_{v}^{0}, b_{v}^{0}\right) \mid 1 \leqslant i \leqslant 3\right\}$. The gadget $B_{v}$ is exactly the graph induced by the union of $V_{v}$ and vertex $v$. Note that the vertex $v$ of $B_{v}$ is public, that is, it is adjacent to vertices of $B_{v}$ and to vertices outside of $B_{v}$, while the rest of the vertices of $B_{v}$ are private, i.e., they are only adjacent to vertices of $B_{v}$.

We have thus constructed a graph $G^{\prime}$ with vertex set $V^{\prime}=V \cup\left\{V_{v} \mid v \in V_{\text {black }}\right\}$ and edge set $E^{\prime}=E \cup\left\{E_{v} \mid v \in V_{\text {black }}\right\}$. Note that $G^{\prime}$ contains $G$ as an induced subgraph, as $G^{\prime}[V]=G$. Combining this with the replacement of every vertex in $V_{\text {black }}$ by a gadget with 9 vertices and 9 edges, it follows that $\left|V^{\prime}\right|=\left|V_{\text {white }}\right|+9\left|V_{\text {black }}\right|$ and $\left|E^{\prime}\right|=|E|+9\left|V_{\text {black }}\right|$.


Figure 10 Gadget $B_{v}$ used to replace every black vertex $v$ of $G$ in the construction of $G^{\prime}$. Vertex $v$ is a public vertex, as it is adjacent to vertices of the gadget ( $a_{v}^{0}$ and $b_{v}^{0}$ ) and vertices outside the gadget (namely, its neighbors in the original graph $G$ ), whereas the rest of the vertices are private, as their only neighbors are vertices from the gadget (the ones shown in the figure).

The purpose of the black vertex gadget $B_{v}$ used to replace every $v \in V_{\text {black }}$ in the construction of $G^{\prime}$ is to restrict the unit 2-interval representations of $G^{\prime}$. Indeed, we will see that it forces one of the intervals associated to $v$ to be used exclusively to represent the gadget, while the other interval is used exclusively to represent the rest of the neighborhood of $v$ (which is exactly its neighborhood in the original graph $G$ ). Figure 11 shows a unit 2-interval representation $\mathbf{R}=\left\{\left(I_{1}(x), I_{2}(x)\right) \mid x \in V_{v} \cup\{v\}\right\}$ of $B_{v}$ such that $I_{1}(v)$ does not have any points in common with the rest of the intervals of $\mathbf{R}$ (i.e., only $I_{2}(v)$ is used to represent the gadget). Furthermore, in the given representation, $I_{2}(v)$ cannot intersect any interval associated to a vertex outside of the gadget, as there is no point of $I_{2}(v)$ that does not intersect either $I_{1}\left(a_{v}^{0}\right)$ or $I_{1}\left(b_{v}^{0}\right)$, and both $a_{v}^{0}$ and $b_{v}^{0}$ are private vertices for $v$. The next claim proves that any unit 2-interval representation of $B_{v}$ is as in Figure 11, up to symmetry.

Figure 11 A unit 2-interval representation of $B_{v}$ (Figure 10), i.e., $\mathbf{D}_{B_{v}}$ for an arbitrary $v \in V_{\text {black }}$. Note that only one interval of $v$ is used $\left(I_{2}(v)\right.$ ), while the other one remains free to display the rest of the neighborhood of $v$ (and is not represented here).
$\triangleright$ Claim 18. Let $\left\{\left(I_{1}(x), I_{2}(x)\right) \mid x \in V_{v} \cup\{v\}\right\}$ be a unit 2-interval representation of $B_{v}$. Then, there exist some indices $i, j, k \in\{1,2\}$ such that the representation of $I_{i}(v), I_{j}\left(a_{v}^{0}\right), I_{k}\left(b_{v}^{0}\right)$ is contiguous (i.e., the union of the three intervals is an interval) and $I_{i}(v)$ is properly contained in the union $I_{j}\left(a_{v}^{0}\right) \cup I_{k}\left(b_{v}^{0}\right)$.
Proof. In the following, we denote an interval associated to a vertex by the name of the vertex if it refers to an arbitrary interval from the corresponding 2 -interval (i.e., we will write $v$ to denote $I_{1}(v)$ or $I_{2}(v)$ when the choice of interval is irrelevant).

Since $a_{v}^{0}$ and $b_{v}^{0}$ are both centers of an induced $K_{1,4}$, one of the intervals associated to $a_{v}^{0}$, say $I_{1}\left(a_{v}^{0}\right)$, needs to intersect $v, b_{v}^{0}$ and one of the $a_{v}^{i}$ for some $i \in\{1,2,3\}$, say $a_{v}^{1}$ without loss of generality (because of the symmetry). Furthermore, the intervals of $v$ and $b_{v}^{0}$ that intersect $I_{1}\left(a_{v}^{0}\right)$ also need to intersect each other, as otherwise $I_{1}\left(a_{v}^{0}\right)$ would intersect three disjoint intervals, contradicting the fact that the representation is unit. On the other hand, $I_{2}\left(a_{v}^{0}\right)$ has to intersect the two remaining $a_{v}^{i}$, that is, $a_{v}^{2}$ and $a_{v}^{3}$. Similarly, one of the intervals associated to $b_{v}^{0}$, say $I_{1}\left(b_{v}^{0}\right)$, needs to intersect $v$ and $a_{v}^{0}$ (which also intersect each other), and one of the $b_{v}^{i}$ for some $i \in\{1,2,3\}$, whereas $I_{2}\left(b_{v}^{0}\right)$ intersects the two remaining $b_{v}^{i}$. Again, without loss of generality, we can assume that $I\left(b_{v}^{0}\right)$ intersects $b_{v}^{1}$ while $I_{2}\left(b_{v}^{0}\right)$ intersects $b_{v}^{2}$ and $b_{v}^{3}$.

Thus, we have that $I_{1}\left(a_{v}^{0}\right)$ intersects $v$ and $I_{1}\left(b_{v}^{0}\right)$ (which also intersect each other), and $a_{v}^{1}$; while $I\left(b_{v}^{0}\right)$ intersects $v$ and $I_{1}\left(a_{v}^{0}\right)$ (which also intersect each other), and $b_{v}^{1}$. This implies that the representation of $a_{v}^{1}, I_{1}\left(a_{v}^{0}\right), b_{v}^{1}, I_{1}\left(b_{v}^{0}\right)$ has to be contiguous. Finally, since vertex $v$ is not adjacent to either $a_{v}^{1}$ nor $b_{v}^{1}$, the only possibility to represent the edges $\left(v, a_{v}^{0}\right)$ and $\left(v, b_{v}^{0}\right)$ is by placing an interval associated to $v$, say $I_{2}(v)$, properly contained in the union $I_{1}\left(a_{v}^{0}\right) \cup I_{1}\left(b_{v}^{0}\right)$, as in Figure 11.

The next two claims now prove the correctness of the reduction.
$\triangleright$ Claim 19. If $G$ is a colored unit 2-interval graph, then $G^{\prime}$ is a unit 2-interval graph.
Proof. Suppose that $G$ is a colored unit 2-interval graph. Then, by assumption, there exists a collection of unit 2-intervals $\mathbf{D}_{\text {white }}=\left\{\left(I_{1}(v), I_{2}(v)\right) \mid v \in V_{\text {white }}\right\}$ and a collection of unit intervals $\mathbf{I}_{\text {black }}=\left\{I_{1}(v) \mid v \in V_{\text {black }}\right\}$ such that $G \simeq \Omega\left(\mathbf{D}_{\text {white }} \cup \mathbf{I}_{\text {black }}\right)$.

From $\mathbf{D}=\left(\mathbf{D}_{\text {white }} \cup \mathbf{I}_{\text {black }}\right)$, we show how to construct a unit 2-interval representation $\mathbf{D}^{\prime}$ of $G^{\prime}$. Recall that $\left(V_{\text {white }} \cup V_{\text {black }}\right)=V \subset V^{\prime}$. Similarly, we will construct $\mathbf{D}^{\prime}$ such that $\mathbf{D} \subset \mathbf{D}^{\prime}$. In fact, we will have that $\mathbf{D}^{\prime}=\mathbf{D} \cup\left(\bigcup_{v \in V_{\text {black }}} \mathbf{D}_{B_{v}}\right)$, where for every $v \in V_{\text {black }}$, $\mathbf{D}_{B_{v}}$ is the interval representation of the gadget $B_{v}$. More precisely, we construct $\mathbf{D}^{\prime}$ as follows:

- For every $v \in V_{\text {white }}$, we add to $\mathbf{D}^{\prime}$ the 2-interval $\left(I_{1}(v), I_{2}(v)\right)$ from $\mathbf{D}$.
- For every $v \in V_{\text {black }}$, we add to $\mathbf{D}^{\prime}$ the interval $I_{1}(v)$ from $\mathbf{D}$ together with $\mathbf{D}_{B_{v}}$, i.e., the interval $I_{2}(v)$ plus the 2-intervals $\left(I_{1}\left(a_{v}^{k}\right), I_{2}\left(a_{v}^{k}\right)\right)$ and $\left(I_{1}\left(b_{v}^{k}\right), I_{2}\left(b_{v}^{k}\right)\right)$ for $0 \leqslant k \leqslant 3$ as defined in Figure 11.
By construction, $\mathbf{D}^{\prime}$ is a collection of unit 2-intervals. It is now a simple matter to verify that $G^{\prime} \simeq \Omega\left(\mathbf{D}^{\prime}\right)$.
$\triangleright$ Claim 20. ( $\star$ ) If $G^{\prime}$ is a unit 2-interval graph, then $G$ is a colored unit 2-interval graph.
As the problem is clearly in NP, combining the fact that the construction of $G^{\prime}$ can be carried out in polynomial time with Claims 19 and 20, we obtain that Unit 2-InTERVAL Recognition is NP-complete. The bound on the degree given in the statement of the theorem follows by construction, from adding the black vertex gadgets (Figure 10) to the graph constructed in the proof of Theorem 2 (Figure 2). Indeed, this results in a graph of maximum degree 7 , as $C_{i}$ is adjacent to 5 vertices in the variable gadget and to 2 vertices from the black vertex gadget.


### 3.3 Consequences and generalizations

We now generalize the result for unit $d$-interval graphs, with $d \geqslant 2$, which is not directly implied in graph recognition problems, and for some specific cases of unit $d$-intervals.

- Corollary 21. ( $\star$ ) Recognizing unit d-interval graphs is NP-complete for every $d \geqslant 2$.
- Corollary 22. ( $\star$ ) Recognizing $(x, \ldots, x) d$-interval graphs is NP-complete for every $x \geqslant 11$ and every $d \geqslant 2$.
- Corollary 23. ( $\star$ ) Recognizing depth $r$ unit d-interval graphs is NP-complete for every $r \geqslant 4$ and every $d \geqslant 2$.

The following corollary is based on the Exponential Time Hypothesis (ETH). More details on this notion that we are only touching here can be found in [9, Chapter 14].

- Corollary 24. ( $\star$ ) Unless the ETH fails, Unit d-Interval RECOGNition does not admit an algorithm with running time $2^{o(|V|+|E|)}$.


## 4 Concluding remarks

We have proven that recognizing unit $d$-interval graphs is NP-complete for any $d \geqslant 2$. Furthermore, our reduction implies that recognizing $(x, \ldots, x) d$-interval graphs for any $x \geqslant 11$, and depth $r$ unit $d$-interval graphs for any $r \geqslant 4$, is also hard. These results represent a significant step towards settling the landscape of the complexity of the recognition of the different subclasses of $d$-interval graphs.

However, some questions still remain open. Since we have shown that recognizing depth 4 unit $d$-interval graphs is NP-complete and it is known that the recognition of depth 2 unit $d$-interval graphs is polynomial-time solvable [18], it still remains to delineate the exact boundary, i.e., study the case of depth 3 unit $d$-interval graphs. On the other hand, the complexity of recognizing $(x, \ldots, x) d$-interval graphs for $x<11$ is also unknown. Finally, we have obtained a lower bound for the running time of an algorithm for recognizing unit 2 -intervals. Since the brute-force algorithm, running in $\mathcal{O}\left(2^{n^{2}}\right)$, is far from achieving it, it would be interesting to reduce this gap.
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#### Abstract

We revisit the classical non-clairvoyant problem of scheduling a set of $n$ jobs on a set of $m$ parallel identical machines where the processing time of a job is not known until the job finishes. Our objective is the minimization of the makespan, i.e., the date at which the last job terminates its execution. We adopt the framework of learning-augmented algorithms and we study the question of whether (possibly erroneous) predictions may help design algorithms with a competitive ratio which is good when the prediction is accurate (consistency), deteriorates gradually with respect to the prediction error (smoothness), and not too bad and bounded when the prediction is arbitrarily bad (robustness). We first consider the non-preemptive case and we devise lower bounds, as a function of the error of the prediction, for any deterministic learning-augmented algorithm. Then we analyze a variant of Longest Processing Time first ( $L P T$ ) algorithm (with and without release dates) and we prove that it is consistent, smooth, and robust. Furthermore, we study the preemptive case and we provide lower bounds for any deterministic algorithm with predictions as a function of the prediction error. Finally, we introduce a variant of the classical Round Robin algorithm $(R R)$, the Predicted Proportional Round Robin algorithm ( $P P R R$ ), which we prove to be consistent, smooth and robust.
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## 1 Introduction

We consider the problem of scheduling a set of $n$ jobs on $m$ identical machines so that the makespan, i.e., the time when the last job completes its execution, to be minimized. This is one of the most fundamental and well studied problems in scheduling [27, 34, 38]. We focus on the online paradigm of unknown running times where the processing requirement of a job is unknown until the end of its processing (see e.g. [38]), that is the non-clairvoyant setting.

The performance of an online algorithm in the competitive analysis framework is usually evaluated using the competitive ratio [10, 40]. An online algorithm for a minimization problem is $\rho$-competitive if for every instance of the problem, the value of the objective function of a solution produced by the algorithm is at most $\rho$ times the value of the objective function of an
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optimal offline solution. The non-clairvoyant non-preemptive makespan minimization problem on identical machines was the first scheduling problem, and perhaps the first optimization problem, that has been studied using competitive analysis. In 1966, Graham [17] proved that a simple deterministic greedy algorithm, the List Scheduling algorithm $(L S)$, has a makespan within a factor of $(2-1 / m)$ of the makespan of an optimal algorithm with no preemption allowed. The analysis of Graham works also in the non-preemptive case where each job has a release time as well as for the preemptive case, where the processing of any job may be interrupted and resumed at a later time [17, 18]. Given that $L S$ does not use the jobs' processing times, it is also an online non-clairvoyant scheduling algorithm with competitive ratio $(2-1 / m)$. Shmoys et al. [39] proved that the competitive ratio of any deterministic online algorithm for the non-preemptive non-clairvoyant makespan minimization problem is at least $(2-1 / m)$. They also proved that the same tight bound on the competitive ratio holds in the preemptive case. These results showed that in the non-clairvoyant setting there is no difference with respect to the competitive ratio between the preemptive and non-preemptive variants of the makespan minimization problem.

Nevertheless, the assumption of the standard competitive analysis framework that no information is available about the input instance is quite pessimistic. Given the success of Machine Learning methods and Artificial Intelligence in the last years, predictions become available for many optimization problems [2, 33, 44]. However, no guarantees are available concerning the quality of the predictions and several works focus on the following question: "For a given optimization problem and an (unreliable) prediction of the input, is it possible to devise an algorithm with a performance guarantee that is good when the prediction is accurate (consistency), deteriorates gracefully with respect to the prediction error (smoothness), and not too bad and bounded when the prediction is arbitrarily bad (robustness)?" In this paper, we propose to revisit the classical non-clairvoyant makespan minimization scheduling problem in the context of the vibrant area of learning-augmented algorithms that has been formalized in [29] by Lykouris and Vassilvitskii (see [1] for a list of papers in this area) focusing on low complexity learning-augmented algorithms.

## 2 Further related works

Classical setting. The problem of minimizing the makespan of a schedule of a set of jobs is one of the most fundamental and well studied problems in scheduling theory. As mentioned earlier, Graham proved that $L S$ is a $\left(2-\frac{1}{m}\right)$-approximate algorithm [17]. In [18], Graham showed that if the list is ordered in the decreasing order of the processing times of the jobs, then the Longest Processing Time first (LPT) algorithm is ( $\frac{4}{3}-\frac{1}{3 m}$ )-approximate. Later Coffman et al. [22] proposed a new algorithm, the MULTIFIT algorithm, which leverages the bin packing problem. Improvements to the approximation ratio followed in the works of Friesen [13] and Langston [24, 14]. For a fixed number of machines, a fully polynomial time approximation scheme has been proposed in [37]. Hochbaum and Shmoys [20] proposed a polynomial time approximation scheme for an arbitrary number of processors.For the online (clairvoyant) case with release times, Chen and Vestjens [11] showed that $L P T$ is $\frac{3}{2}$-competitive. When the preemption of jobs is allowed, a simple wrap-around algorithm has been proposed by McNaughton for the offline case [30] which first computes a lower bound of the optimal makespan and then determines a schedule matching this lower bound.

Learning-augmented setting. The framework of learning-augmented algorithms has been formalized by Lykouris and Vassilvitskii [29]. A series of learning-augmented algorithms has been proposed for various problems (see [31, 32]): caching [4, 29, 36, 42], ski-rental [3, 15, 35,

41], routing problems [8, 9, 12, 23], etc. In scheduling, learning-augmented algorithms have been proposed for different criteria, e.g. for the average completion time [7, 21, 28, 35, 43] or the energy consumption in the speed scaling setting [5, 6]. We focus here only on the related work for makespan.

In [25], Lattanzi et al. studied the makespan minimization problem for scheduling a set of jobs with restricted assignments where each job is characterized by a job-dependent subset of the $m$ available machines on which the job can be executed, as well as its processing time. When job $j$ arrives it must be immediately and irrevocably assigned to a machine. They associate a weight to each machine and based on these weights they propose a prediction model where the predicted quantity is the weight of each machine. By using a multiplicative error measure, they show how to obtain a near optimal robust solution for the fractional version based only on the weight-predictions, and use a randomized algorithm for rounding the fractional assignments online with a polylogarithmic loss in the competitive ratio. In [26], Lavastida et al. consider the fractional version of the restricted assignment problem and they prove that the predictions used in [25] can be learned. Moreover, they showed that the predictions are instance-robust. Zhao et al. [45] considered the preemptive-with-restarts makespan minimization problem on a set of uniform parallel machines and they studied it in a learning-augmented setting. They considered an input-prediction model, similar to the one in [35], where for each job a prediction of its processing time is given in advance and they proposed a learning-augmented algorithm with respect to the error prediction that is consistent and robust.

## 3 Problem Definition, Notations and Preliminaries

In the classical makespan minimization scheduling problem [17], we are given a set $\mathcal{J}$ of $n$ jobs that have to be executed on a set of $m$ parallel identical machines. The execution of each job $j \in \mathcal{J}$ takes a processing time of $x_{j}$ time units, while it is available for execution only after its release date $r_{j}$. Let $C_{j}$ be the completion time of a job $j$ in a given schedule. The objective is to minimize the completion time of the last job, also known as makespan and denoted by $C_{\max }=\max _{j}\left\{C_{j}\right\}$. We consider both the non-preemptive (Section 4) and the preemptive case (Section 5).

In the non-clairvoyant setting, the real processing time (or real length) $x_{j}$ of each job $j \in \mathcal{J}$ is not known in advance and it becomes known only when $j$ completes its execution. Here, we consider an input-prediction model where for each job $j \in \mathcal{J}$ a prediction of its processing time is given, as it is the case in [21, 35, 45]. Let $y_{j}$ be the predicted processing time (or predicted length) of a job $j \in \mathcal{J}$. We consider the error measure used also in [45].

- Definition 1 (Prediction error, $\alpha$ ). The error of the prediction for job $j$ is defined as $\alpha_{j}=\max \left\{\frac{x_{j}}{y_{j}}, \frac{y_{j}}{x_{j}}\right\}$ and the error of the prediction is $\alpha=\max _{j}\left\{a_{j}\right\}$.

The prediction is perfect if $\alpha=1$, and in general $\alpha \geq 1$. For example, if $\alpha=2$ the predicted processing time of a job cannot be more than twice its real processing time or less than half its real processing time. We use the competitive analysis framework to evaluate the performance of the algorithms and our aim is to express the competitive ratio as a function of the prediction error in order to find a trade-off between consistency and robustness.

Given an algorithm $\mathcal{A}$ and an instance $I$, we denote by $C_{\max }(\mathcal{A}, I)$ the makespan obtained by the algorithm $\mathcal{A}$ on the instance $I$. In a similar way, we denote by $\operatorname{OPT}(I)$ the makespan obtained by the optimal solution on the instance $I$. Note that the same notation is used for both the classical problem and the problem with predictions, while the optimal solution does not depend on predictions in the latter one. In the case where the instance is clear by the context, we simplify the above notations to $C_{\max }(\mathcal{A})$ and $O P T$.

Let $I$ be an instance of the classical scheduling problem consisting of $n$ jobs with processing times set to be the real processing times $\left(x_{j}\right)$. Similarly, let $I_{p}$ be an instance of the problem consisting of the same $n$ jobs with processing times set to be the predicted processing times $\left(y_{j}\right)$. Since (i) the optimal makespan function is monotonic, (ii) the length of each job in $I_{p}$ is larger than or equal to $\frac{1}{\alpha}$ its real length, and (iii) the length of each job in $I_{p}$ is smaller than or equal to $\alpha$ times its true length, then the following proposition directly follows.

- Proposition 2. $\frac{1}{\alpha} O P T\left(I_{p}\right) \leq O P T(I) \leq \alpha O P T\left(I_{p}\right)$

Before continuing with the previously mentioned results, let us present the following example.

- Observation 3. Consider the following example: we are given $2 m-1$ jobs with predicted lengths $y_{j}=1$ and $m$ identical machines. Let $x_{1}=x_{2}=\ldots=x_{m-1}=m-1, x_{m}=\ldots=$ $x_{2 m-2}=1$, and $x_{2 m-1}=m$ be the real processing times of the jobs. Hence, $\alpha=m$. For this instance, an optimal solution which knows the real processing times $x_{j}$, schedules the job $2 m-1$ to a single machine and each of the $m-1$ couples of jobs with processing times 1 and $m-1$ to the remaining $m-1$ machines. Hence, $O P T=m$. However, any deterministic list scheduling algorithm $\mathcal{A}$ (it does not leave any idle time before the starting time of the last scheduled job) cannot take any scheduling decision since it does not know the real processing times, while the known predicted processing times are all identical. Therefore, $\mathcal{A}$ is obliged to create an arbitrary solution which in the worst case will be to schedule the jobs $1,2, \ldots, m-1$ to the first $m-1$ machines, the jobs $m, m+1, \ldots, 2 m-2$ to machine $m$, and finally the job $2 m-1$ to any machine, leading to $C_{\max }(\mathcal{A})=2 m-1$.

This example shows that any deterministic list scheduling algorithm is at least $\left(2-\frac{1}{m}\right)$ competitive with predictions. Since any list scheduling algorithm is also at most (2- $\frac{1}{m}$ )competitive, we cannot differentiate between different list scheduling algorithms without taking into account some other parameter, such as the value $\alpha$ for example. In what follows, we provide lower and upper bounds as a function of the value of $\alpha$.

We now formally define the notions of consistency, smoothness and robustness as in [16].

- Definition 4 (Consistency, Smoothness, Robustness). An algorithm $\mathcal{A}$ is:
- $\rho_{c}$-consistent, if it is $\rho_{c}$-competitive when the prediction is correct, i.e. $\alpha=1$.
- $\rho_{s}$-smooth for a continuous function $\rho_{s}(\alpha)$, if it is $\rho_{s}(\alpha)$-competitive, where $\alpha$ is the prediction error.
- $\rho_{r}$-robust, if it is $\rho_{r}$-competitive regardless of the prediction error.


### 3.1 Our contribution and articulation of the paper

We consider three variants of the problem of scheduling identical machines in the learningaugmented setting. In many works in this area and especially in scheduling (see e.g. [6, 7, $28,35]$ ), it is common to combine two algorithms, a clairvoyant (assuming predictions to be correct) for consistency and a non-clairvoyant algorithm for robustness. In this work, we propose a single algorithm for each variant (one stone) that achieves simultaneously consistency, smoothness and robustness (for many birds). In our work, we adapt and analyse two among the most popular algorithms in scheduling, namely $L P T$ and Round Robin $(R R)$, in the learning-augmented framework.

More precisely, for the non-preemptive variants (with and without release dates), we exploit the classical result of Graham [17, 18] which states that $L S$ is a non-clairvoyant $(2-1 / m)$-competitive algorithm. This allows us to devise learning-augmented algorithms
that use the predictions in order to create a priority list and then to apply $L S$. Note that by using such an approach robustness comes for free. In the preemptive case, we devise a new learning-augmented algorithm which is based on the predictions and whose smoothness analysis shows that the competitive ratio gracefully deteriorates with respect to the prediction error from 1 (consistency, when $\alpha=1$ ) to $2-1 / m$ (robustness, when $\alpha \rightarrow \infty$ ). Recall, that for the preemptive case the offline problem can be solved optimally [30] and that for the non-clairvoyant setting, no deterministic algorithm is possible with competitive ratio better than $2-1 / m$ [39]. In addition, we provide lower bounds for both the non-preemptive and the preemptive variants. Tables 1 and 2 summarize our results with respect to consistency, robustness and smoothness.

The paper is articulated as follows. In Section 4.1, we prove lower bounds for any deterministic learning-augmented algorithm for the identical machines non-clairvoyant nonpreemptive makespan minimization problem with predictions. Then, in Section 4.2, we analyze a variant of $L P T$ and we prove that it is consistent, smooth and robust. We also study the non-preemptive problem with release dates and predictions, in Section 4.3, and we show that the generalization of $L P T$ in this setting is also consistent, smooth and robust. Furthermore, we investigate the preemptive case with predictions and we provide lower bounds for any deterministic learning-augmented algorithm as a function of the error (Section 5.1), and then we introduce $P P R R$ that we prove to be consistent, smooth and robust (Section 5.2).

Table 1 Consistency, robustness guarantees.

|  | Without Predictions |  | With Predictions |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Competitiveness |  | Consistency | Robustness |
|  | Lower Bounds | Upper Bounds | $\alpha=1$ |  |
| Non-preemptive | $2-1 / m[39]$ | $2-1 / m[17]$ | $4 / 3$ | $2-1 / m$ |
| Non-preemptive <br> with release dates | $2-1 / m[39]$ | $2-1 / m[17]$ | $3 / 2$ | $2-1 / m$ |
| Preemptive | $2-1 / m[39]$ | $2-1 / m[17]$ | 1 | $2-1 / m$ |

## 4 Non-preemptive Scheduling

In this section, we consider the case with no preemption allowed. We start with two generic lower bounds that hold for any deterministic algorithm, and then we propose and analyze a learning-augmented algorithm based on an adaptation of $L P T$.

### 4.1 Lower Bounds

Proposition 5. If $1 \leq \alpha<\sqrt{2}$, there is no deterministic non-clairvoyant algorithm with predictions for scheduling identical machines, with no preemption allowed, which has a competitive ratio smaller than $\frac{1}{2}+\frac{\alpha^{2}}{2}$.
Proof. Consider the following instance: $m$ machines, one job of real length $\alpha$, and $m$ jobs of real length $\frac{1}{\alpha}$. All jobs have predicted length 1. The minimal makespan of a schedule of this instance is $O P T=\max \left\{\alpha, \frac{2}{\alpha}\right\}=\frac{2}{\alpha}$ since $\alpha<\sqrt{2}$.

Table 2 Smoothness guarantees.

|  | Smoothness |  |
| :---: | :---: | :---: |
|  | Lower Bounds | Upper Bounds |
| Non-preemptive | $\begin{gathered} \text { If } 1 \leq \alpha<\sqrt{2} \\ \frac{1}{2}+\frac{\alpha^{2}}{2} \end{gathered}$ | $\min \left\{\frac{2\left(\alpha^{2}+1\right)}{3}, 1+\frac{\alpha^{2}}{2}\left(1-\frac{1}{m}\right), 2-\frac{1}{m}\right\}$ |
| Non-preemptive with release dates | $\begin{gathered} \text { If } \alpha \geq \sqrt{2} \\ 1+\frac{1}{\left\lfloor\alpha^{2}\right\rfloor}\left\lfloor\frac{\left\lfloor\alpha^{2}\right\rfloor(m-1)}{m}\right\rfloor \end{gathered}$ | $1+\min \left\{1, \frac{\alpha^{2}}{2}\right\}$ |
| Preemptive | $\begin{gathered} \frac{m-1}{m}+1-\frac{1}{\alpha^{2}} \\ \text { If } \alpha<\sqrt{2} \\ \frac{m \alpha^{2}+m-1}{\alpha^{2}+2(m-1)} \\ \frac{\text { If } \alpha \geq \sqrt{2}}{\frac{m-1}{m}+\frac{1}{m\left\lfloor\alpha^{2}\right\rfloor}+1-\frac{1}{\left\lfloor\alpha^{2}\right\rfloor}} \text {. } \end{gathered}$ | $2-\frac{\alpha^{2}+m-2}{\alpha^{2} m-1}$ |

Consider a deterministic algorithm $\mathcal{A}$, and let $J$ be the job scheduled in the last position. Let us assume that $J$ is the job with real processing time $\alpha$. Therefore, job $J$ starts at a time larger than or equal to $\frac{1}{\alpha}$, and the completion time of $J$ is thus at least $\frac{1}{\alpha}+\alpha$. Therefore, the competitive ratio of $\mathcal{A}$ is at least $\frac{1 / \alpha+\alpha}{2 / \alpha}=\frac{1}{2}+\frac{\alpha^{2}}{2}$.

- Proposition 6. If $\alpha \geq \sqrt{2}$, there is no deterministic non-clairvoyant algorithm with predictions for scheduling identical machines, with no preemption allowed, which has a competitive ratio smaller than $1+\frac{1}{\left\lfloor\alpha^{2}\right\rfloor}\left\lfloor\frac{\left\lfloor\alpha^{2}\right\rfloor(m-1)}{m}\right\rfloor$.

Proof. Consider the following instance : $m$ machines, one job of real length $\alpha$, and $(m-1)\left\lfloor\alpha^{2}\right\rfloor$ jobs of real length $\frac{\alpha}{\left\lfloor\alpha^{2}\right\rfloor}$. The optimal makespan of such an instance is $O P T=\alpha$. Let us assume that the predicted length of all the jobs is 1 .

Consider a deterministic algorithm $\mathcal{A}$, and let $J$ be the last job to be started in the schedule returned by $\mathcal{A}$. Let us assume that $J$ is the job of real length $\alpha$. Since $J$ is the last job to be scheduled, it starts at the earliest at time $\left\lfloor\frac{(m-1)\left\lfloor\alpha^{2}\right\rfloor}{m}\right\rfloor \times \frac{\alpha}{\left\lfloor\alpha^{2}\right\rfloor}$. Its completion time is thus at least $\left\lfloor\frac{(m-1)\left\lfloor\alpha^{2}\right\rfloor}{m}\right\rfloor \times \frac{\alpha}{\left\lfloor\alpha^{2}\right\rfloor}+\alpha$. Since $O P T=\alpha$, the competitive ratio of $\mathcal{A}$ is larger than or equal to $1+\frac{1}{\left\lfloor\alpha^{2}\right\rfloor}\left\lfloor\frac{\left\lfloor\alpha^{2}\right\rfloor(m-1)}{m}\right\rfloor$.

### 4.2 Common Release Dates

In the case where all jobs are released at time zero, our algorithm works as follows: consider the jobs in non-increasing order of their predicted processing times, i.e. $y_{1} \geq y_{2} \geq \ldots \geq y_{n}$. Then, whenever a machine becomes idle, assign to it and schedule non-preemptively the next job according to this order. We call this algorithm the Longest Predicted Processing Time algorithm $(L P P T)$. Note that each job $j$ finishes $x_{j}$ units of time after its starting time, while the scheduling decisions are taken based only on the predicted processing times.

In what follows, we establish the following result.

- Theorem 7 (Consistency, Smoothness and Robustness). LPPT is a non-clairvoyant algorithm with predictions for scheduling identical machines, with no preemption allowed, that achieves a competitive ratio of

$$
\min \left\{\frac{2\left(\alpha^{2}+1\right)}{3}, 1+\frac{\alpha^{2}}{2}\left(1-\frac{1}{m}\right), 2-\frac{1}{m}\right\} .
$$

Proof. We first give a simple analysis of $L P P T$ for any $\alpha \geq 1$.

- Lemma 8. LPPT is a non-clairvoyant algorithm with predictions for scheduling identical machines, with no preemption allowed, that achieves a competitive ratio of

$$
1+\min \left\{1, \frac{\alpha^{2}}{2}\right\}\left(1-\frac{1}{m}\right)
$$

Proof. Let us consider the schedule returned by $L P P T$ on a given instance $I$. We assume that the jobs are indexed with respect to the LPPT order, that is in non-increasing order of their predicted processing times: $y_{1} \geq y_{2} \geq \cdots \geq y_{n}$. Let $t$ be a job which is completed last (i.e. $\left.C_{t}=C_{\max }(L P P T)\right)$. We now consider two cases.

Case 1: $y_{t}>\frac{\operatorname{OPT}\left(I_{p}\right)}{2}$. In this case $t \leq m$ and the job $t$ is alone on its machine, and starts at time 0 , since otherwise there will be a machine in $\operatorname{OPT}\left(I_{p}\right)$ executing two jobs of processing times strictly greater than $\frac{O P T\left(I_{p}\right)}{2}$, which is a contradiction to the value of $\operatorname{OPT}\left(I_{p}\right)$. Therefore, $C_{\max }=x_{t}$, and the schedule is optimal (indeed $\left.O P T(I) \geq x_{t}\right)$.

Case 2: $y_{t} \leq \frac{O P T\left(I_{p}\right)}{2}$. By the definition of $\alpha$, we have that $x_{t} \leq \alpha y_{t} \leq \alpha \frac{O P T\left(I_{p}\right)}{2} \leq$ $\alpha^{2} \frac{O P T(I)}{2}$, where the last inequality holds by Proposition 2. Let $s_{t}$ be the time at which job $t$ starts to be scheduled. Until $s_{t}$, all the machines are busy: this date is thus at most $\frac{\sum_{j \neq t} x_{j}}{m}$. Since $C_{\max }(L P P T)=s_{t}+x_{t}$, we have: $C_{\max }(L P P T) \leq \frac{\sum_{j \neq t} x_{j}}{m}+x_{t}=$ $\frac{\sum_{j} x_{j}}{m}-\frac{x_{t}}{m}+x_{t}$. Since $O P T(I) \geq \frac{\sum_{j} x_{j}}{m}$ and $x_{t} \leq \min \left\{\frac{\alpha^{2} O P T(I)}{2}, O P T(I)\right\}$, we get: $C_{\text {max }}(L P P T) \leq\left(1+\min \left\{1, \frac{\alpha^{2}}{2}\right\}\left(1-\frac{1}{m}\right)\right) O P T(I)$.

Note, this bound is better than 2 when $\alpha<\sqrt{2}$. Moreover, when the predictions are correct i.e. when $\alpha=1$, it is $\frac{3}{2}-\frac{1}{2 m}$ (whereas $L P T$ is $\left(\frac{4}{3}-\frac{1}{3 m}\right)$-approximate).

We give a better analysis of the $L P P T$ algorithm when $\alpha<\sqrt{2}$.

- Lemma 9. When $\alpha<\sqrt{2}, L P P T$ is a non-clairvoyant algorithm with predictions for scheduling identical machines, with no preemption allowed, that achieves a competitive ratio of $\frac{2\left(\alpha^{2}+1\right)}{3}$.

Proof. Let us consider the schedule returned by $L P P T$ on a given instance $I$. We assume that the jobs are indexed with respect to the $L P P T$ order, that is in non-increasing order of their predicted processing times: $y_{1} \geq y_{2} \geq \cdots \geq y_{n}$. Let $t$ be a job which is completed last (i.e. $C_{t}=C_{\max }(L P P T)$ ). We now consider two cases.

Case 1: $y_{t}>\frac{\operatorname{OPT}\left(I_{p}\right)}{3}$. If $t \leq m$, then the job $t$ is alone on its machine, and starts at time 0 . Therefore, $C_{\max }(L P P T)=x_{t}$, and the schedule is optimal (indeed $\operatorname{OPT}(I) \geq x_{t}$ ). Note also that $t \leq 2 m$, since otherwise there will be a machine in $O P T\left(I_{p}\right)$ executing three jobs of processing times strictly greater than $\frac{O P T\left(I_{p}\right)}{3}$, which is a contradiction to the value of $\operatorname{OPT}\left(I_{p}\right)$. Moreover, we can ignore the jobs $t+1, t+2, \ldots, n$, since the makespan of $L P P T$ is not affected by their removal, while the optimal can only decrease. In what follows in this case, we assume that the instance is reduced to contain only the jobs $1,2, \ldots, t$.

We next transform the reduced instance $I$ to a new instance $I^{\prime}$ as follows:

- For $j=1,2, \ldots, m$, we set $x_{j}^{\prime}=\alpha x_{j}$.
- For $j=m+1, m+2, \ldots, t$, we set
$x_{j}^{\prime}=\frac{x_{j}}{\alpha}$, if $x_{j}>y_{j}$, and
$x_{j}^{\prime}=x_{j}$, otherwise.
Recall that we have $\frac{y_{j}}{\alpha} \leq x_{j} \leq \alpha y_{j}$. So, we get $x_{j}^{\prime}=\alpha x_{j} \geq y_{j}$, for all $j=1,2, \ldots, m$, as well as, $x_{j}^{\prime} \leq y_{j}$, for all $j=m+1, m+2, \ldots, t$. It follows that $x_{j}^{\prime} \geq x_{j^{\prime}}^{\prime}$ for any pair $j, j^{\prime}$ such that $j \leq m$ and $j^{\prime} \geq m+1$.

Next, we further modify the instance $I^{\prime}$ to obtain the instance $\bar{I}$.

- For $j=1,2, \ldots, m$, we set $\bar{x}_{j}=x_{j}^{\prime}$.
- For the remaining jobs, we initialize $\mu=m$. In an iterative way and while $\mu<t$, we search for the job $k=\operatorname{argmax}_{\mu+1 \leq j \leq t} x_{j}^{\prime}$. Then, for $j=\mu+1, \mu+2, \ldots, k$, we set $\bar{x}_{j}=x_{k}^{\prime}$. We reset $\mu=k$ and pass to the next iteration.
- Property 1. Consider a reduced instance $I$ and the corresponding transformed instance $\bar{I}$. Then, the following properties hold.
(1) For $j=m+1, m+2, \ldots, t$, we have that $\bar{x}_{j} \leq \alpha x_{j}$.
(2) $\bar{x}_{m+1} \geq \bar{x}_{m+2} \geq \cdots \geq \bar{x}_{t}$.
(3) For any pair $j, j^{\prime}$ such that $j \leq m$ and $j^{\prime} \geq m+1$, we have that $\bar{x}_{j} \geq \bar{x}_{j^{\prime}}$.

Recall that, without loss of generality, we assumed that the instance $I$ is reduced in the first $t$ jobs in non-increasing order of predicted processing times and that $t \leq 2 m$. Based on this, we define the algorithm $L P P T_{2}$ which works like $L P P T$ under the constraint that each machine can execute at most two jobs. It is clear that

$$
\begin{equation*}
C_{\max }(L P P T, I) \leq C_{\max }\left(L P P T_{2}, I\right) \tag{1}
\end{equation*}
$$

Similarly, we define the algorithm $L P T_{2}$ which works like $L P T$ under the constraint that each machine can execute at most two jobs.
$\triangleright$ Claim 10. $\quad C_{\max }\left(L P P T_{2}, I\right) \leq \frac{\alpha^{2}+1}{2 \alpha} C_{\max }\left(L P T_{2}, \bar{I}\right)$.
$\triangleright$ Claim 11. $\quad C_{\max }\left(L P T_{2}, \bar{I}\right) \leq \frac{4}{3} O P T(\bar{I})$.
$\triangleright$ Claim 12. $O P T(\bar{I}) \leq \alpha O P T(I)$.

By combining Equation 1 and Claims 10, 11, 12, we get:

$$
\begin{aligned}
C_{\max }(L P P T, I) & \leq C_{\max }\left(L P P T_{2}, I\right) \leq \frac{\alpha^{2}+1}{2 \alpha} C_{\max }\left(L P T_{2}, \bar{I}\right) \\
& \leq \frac{2\left(\alpha^{2}+1\right)}{3 \alpha} O P T(\bar{I}) \leq \frac{2\left(\alpha^{2}+1\right)}{3} O P T(I)
\end{aligned}
$$

Case 2: $y_{t} \leq \frac{O P T\left(I_{p}\right)}{3}$. By the definition of $\alpha$, we have that $x_{t} \leq \alpha y_{t} \leq \alpha \frac{O P T\left(I_{p}\right)}{3} \leq$ $\alpha^{2} \frac{O P T(I)}{3}$, where the last inequality holds by Proposition 2. Let $s_{t}$ be the time at which job $t$ starts to be scheduled. Until $s_{t}$, all the machines are busy: this date is thus at most $\frac{\sum_{j \neq t} x_{j}}{m}$. Since $C_{\max }(L P P T)=s_{t}+x_{t}$, we have: $C_{\max }(L P P T) \leq \frac{\sum_{j \neq t} x_{j}}{m}+x_{t}=\frac{\sum_{j} x_{j}}{m}-\frac{x_{t}}{m}+x_{t}$. Since $O P T(I) \geq \frac{\sum_{j} x_{j}}{m}$ we get:

$$
C_{\max }(L P P T) \leq 1+\frac{\alpha^{2}}{3}\left(1-\frac{1}{m}\right) O P T(I) \leq \frac{2\left(\alpha^{2}+1\right)}{3}
$$

Lemmas 8 and 9 imply Theorem 7 .

- Remark 13. For example, if $m=5$ we have the competitive ratio of $\frac{2\left(\alpha^{2}+1\right)}{3}$ for $\alpha \in\left[1, \sqrt{\frac{5}{4}}\right]$, $1+\frac{\alpha^{2}}{2}\left(1-\frac{1}{m}\right)$ for $\alpha \in\left[\sqrt{\frac{5}{4}}, \sqrt{2}\right]$, and $\frac{9}{5}$ for $\alpha>\sqrt{2}$.


### 4.3 Arbitrary Release Dates

In the case where the jobs have arbitrary release dates, then the algorithm chooses the next available job to assign to an idle machine, that is a job which is already released but not yet scheduled. We call this algorithm the Longest Predicted Processing Time with Release dates algorithm (LPPTR). Here also, each job $j$ finishes $x_{j}$ units of time after its starting time, while the scheduling decisions are taken based only on the predicted processing times.

- Theorem 14 (Consistency and Smoothness). LPPTR is a non-clairvoyant algorithm with predictions for scheduling identical machines, with release dates and no preemption allowed, that achieves a competitive ratio of $1+\min \left\{1, \frac{\alpha^{2}}{2}\right\}$.

Proof. Let $l$ be a job that is completed last. Let $r_{l}$ be the release date of job $l$. If $s_{l}=r_{l}$ we have an optimal schedule.

Case 1: $y_{l}>\frac{O P T\left(I_{p}\right)}{2}$. In the interval between $r_{l}$ and $s_{l}$, no more than one other job is performed. Let $J\left(r_{l}\right)$ be a set of jobs that were performed immediately after the moment of time $r_{l}$. Let $Y=\min _{j \in J\left(r_{l}\right)} y_{j}$. At most $m$ jobs have a processing time greater than $\frac{O P T\left(I_{p}\right)}{2}$. Thus, $Y \leq \frac{O P T\left(I_{p}\right)}{2}$. Hence, $s_{l}-r_{l} \leq Y \leq \frac{O P T\left(I_{p}\right)}{2} \leq \frac{\alpha^{2} O P T}{2}$. So, we get $C_{\text {max }}=s_{l}+x_{l}=s_{l}-r_{l}+r_{l}+x_{l}=O P T+\frac{\alpha^{2} O P T}{2}=O P T\left(1+\frac{\alpha^{2}}{2}\right)$.

Case 2: $y_{l} \leq \frac{O P T\left(I_{p}\right)}{2}$. Since $O P T\left(I_{p}\right) \leq \alpha O P T$, we have $x_{l} \leq \alpha y_{l} \leq \alpha \frac{O P T\left(I_{p}\right)}{2} \leq \alpha^{2} \frac{O P T}{2}$. Assume that we have an instance in which $C_{\max }>O P T\left(1+\frac{\alpha^{2}}{2}\right)$. Since $C_{\max }=s_{l}+x_{l}$, and since $O P T \geq r_{l}+x_{l}$, we have:

$$
O P T\left(1+\frac{\alpha^{2}}{2}\right)<s_{l}+x_{l}=s_{l}-r_{l}+r_{l}+x_{l} \leq s_{l}-r_{l}+O P T
$$

We get that $s_{l}-r_{l}>\frac{\alpha^{2} O P T}{2}$. Let $\left[t_{s}, t_{f}\right]$ be the last non-empty interval of idle time before the job $l$ begins processing. If such an interval does not exist, then all machines would be busy up to time $s_{l}$ and $O P T>s_{l}$. Then, $C_{\max }=s_{l}+x_{l}<O P T+\frac{\alpha^{2} O P T}{2}$ which is a contradiction, so there exists at least a non-empty interval of idle time before that job $l$ begins.

- Lemma 15. In the LPPTR schedule, some jobs begin at or before $t_{s}$ and complete at or after $t_{f}$.
- Lemma 16. Let $t_{f}$ be the latest point before $r_{l}$ that some machine is idle. Then $x_{l} \leq$ $\frac{\alpha^{2} O P T}{2}-\frac{t_{f}}{2}$.

Additionally we have $O P T \geq s_{l}-\frac{t_{f}}{2}$ (see Formula (1.10) in Hochbaum's book [19]). The proof is based on the Lemma 15 and the properties of greedy schedules. Finally, we get $C_{\max }=s_{l}+x_{l} \leq s_{l}+\frac{\alpha^{2} O P T}{2}-\frac{t_{f}}{2} \leq O P T\left(1+\frac{\alpha^{2}}{2}\right)$, contradicting the original assumption on $C_{\max }$. The first inequality follows from Lemma 16.

- Remark 17. The fact that $L P P T R$ is $(2-1 / m)$-robust comes for free from [17, 18] since it is a list scheduling algorithm.


## 5 Preemptive Scheduling

In this section, we consider the preemptive case and we assume that all jobs and the predictions of their processing times are available at time zero.

### 5.1 Lower bounds

- Proposition 18. If $\alpha \geq \sqrt{2}$, there is no deterministic non-clairvoyant algorithm with predictions for scheduling identical machines, with preemption allowed, which has a competitive ratio smaller than $\frac{m-1}{m}+\frac{1}{m\left\lfloor\alpha^{2}\right\rfloor}+1-\frac{1}{\left\lfloor\alpha^{2}\right\rfloor}$.
- Proposition 19. There is no deterministic non-clairvoyant algorithm with predictions for scheduling identical machines, with preemption allowed, which has a competitive ratio smaller than $\frac{m-1}{m}+1-\frac{1}{\alpha^{2}}$.
- Proposition 20. If $\alpha<\sqrt{2}$, there is no deterministic non-clairvoyant algorithm with predictions for scheduling identical machines, with preemption allowed, which has a competitive ratio smaller than $\frac{m \alpha^{2}+m-1}{\alpha^{2}+2(m-1)}$.


### 5.2 Competitive Algorithm

For this variant, we propose the Predicted Proportional Round Robin (PPRR) algorithm which, at each time instant, shares the processing power of the machines to the uncompleted jobs proportionally to their predicted processing times. More specifically, consider a time $t$. $P P R R$ considers the uncompleted jobs at $t$ in non-increasing order of their predicted processing times, i.e. $y_{1} \geq y_{2} \geq \ldots \geq y_{k}$, where $k$ is the number of uncompleted jobs at $t$. We say that a job $i$ is mandatory at time $t$ if $y_{i}(m-i) \geq \sum_{j=i+1}^{k} y_{j}$. Each mandatory job is executed alone in a separate machine. Let $r$ be the number of mandatory jobs at time $t$. Then, a non-mandatory job $j$ at $t$ is executed with speed $\frac{m-r}{\sum_{\ell=r+1}^{k} y_{\ell}} y_{j}$. That is, the non-mandatory jobs are executed at a rate proportional to their predicted processing times.

Note that, if $k>m$, then the number of mandatory jobs at $t$ does not exceed $m-1$, while if $k \leq m$, then all $k$ jobs are mandatory. Moreover, we need to recompute the set of mandatory jobs and the speeds of non-mandatory jobs only at time instants corresponding either to the begin of the schedule or to a completion time of a job.

The following lemma shows intuitively that, at a given time $t$ where the total predicted processing time is fixed, the presence of mandatory jobs speeds up the execution of non mandatory jobs.

- Lemma 21. Let $\phi(i)=\frac{m-i}{\sum_{\ell=i+1}^{k} y_{\ell}}$. Consider a r such that $y_{i}(m-i) \geq \sum_{j=i+1}^{k} y_{j}$, for each $i=1,2, \ldots, r$. For each $i, 1 \leq i \leq r$, it holds that $\phi(i-1) \leq \phi(i)$.

Let us now present some interesting properties of the solution obtained by the $P P R R$ algorithm.

## - Property 2.

(1) The execution speed of each job can be only increased by the time.
(2) If a job becomes mandatory at a time $t$, then it remains mandatory until its completion.
(3) If $a$ job $i$ is mandatory at time $t$, then any job $j$ such that $j<i\left(y_{j} \geq y_{i}\right)$ is also mandatory.
(4) If two jobs $i$ and $j$ do not become mandatory during their execution and $y_{i} / x_{i}>y_{j} / x_{j}$, then the job $i$ is completed before the job $j$.
(5) If two jobs do not become mandatory during their execution and have the same prediction error $\alpha$, then they are completed simultaneously.
(6) If the prediction is accurate or all jobs have the same prediction error then PPRR is optimal.

- Theorem 22 (Consistency, Smoothness, Robustness). PPRR is a non-clairvoyant algorithm with predictions for scheduling identical machines, with preemption allowed, that achieves a competitive ratio of $2-\frac{\alpha^{2}+m-2}{\alpha^{2} m-1}$. (Hence, PPRR is 1 -consistent and $\left(2-\frac{1}{m}\right)$-robust.)

Proof. In a schedule constructed by an algorithm $\mathcal{A}$, we call the job $i$ critical if $C_{i}=C_{\max }(\mathcal{A})$. We assume, without loss of generality, that in an optimal schedule, all jobs are completed simultaneously. Indeed, even if this is not the case, then a critical job, say $i$, is mandatory from time 0 to $O P T=x_{i}$. Let $X=\sum_{j} x_{j}$. We have $x_{i}>\frac{X}{m}$. We add jobs with a total processing time of $m x_{i}-X$. The value of the optimum will not change, and the solution of the algorithm with an incorrect prediction can only worsen. Henceforth, we assume that $O P T=X / m$ and in the optimal schedule, all jobs are completed simultaneously.

Let $\sigma^{*}$ be an optimal schedule, and $\sigma$ be the schedule obtained by the algorithm $P P R R$. Moreover, let $s_{j}(t)$ be the processing speed of a job $j$ at time $t$ in $\sigma$. We denote by $x_{j}(\tau)$ the total execution time of the job $j$ during the interval $[0, \tau]$ in $\sigma$. In other words, $x_{j}(\tau)=\int_{0}^{\tau} s_{j}(t) d t$. Let $\left.\tilde{s}_{j}(\tau)\right)$ be the average speed of the job $j$ in the interval $[0, \tau]$ in $\sigma$, i.e., $\tilde{s}_{j}(\tau)=x_{j}(\tau) / \tau$.

Let job $c$ be the critical job in $\sigma$, i.e. $C_{c}=C_{\max }(P P R R)$. Assume that $c$ becomes mandatory at time $\tau_{c}$ in $\sigma$. We have

$$
\begin{equation*}
C_{\max }(P P R R)=C_{c}=\tau_{c}+x_{c}-x_{c}\left(\tau_{c}\right)=\tau_{c}+x_{c}-\tilde{s}_{c}\left(\tau_{c}\right) \cdot \tau_{c} \tag{2}
\end{equation*}
$$

Note that all machines work without any idle time during the interval $\left[0, \tau_{c}\right]$ in $\sigma$. It follows that $m \tau_{c} \leq X-\left(x_{c}-\tilde{s}_{c}\left(\tau_{c}\right) \tau_{c}\right)$, where $X=\sum_{j} x_{j}$. Hence, $\tau_{c} \leq \frac{X-x_{c}}{m-\tilde{s}_{c}\left(\tau_{c}\right)}$ and by substituting $\tau_{c}$ in (2), we get

$$
\begin{equation*}
C_{\max }(P P R R) \leq \frac{\left(X-x_{c}\right)\left(1-\tilde{s}_{c}\left(\tau_{c}\right)\right)}{m-\tilde{s}_{c}\left(\tau_{c}\right)}+x_{c} \tag{3}
\end{equation*}
$$

Consider the right-hand side of the expression (3) as a function $h$ of $s=\tilde{s}_{c}\left(\tau_{c}\right)$. Then, we have

$$
h^{\prime}(s)=\left(X-x_{c}\right) \cdot \frac{-(m-s)+(1-s)}{(m-s)^{2}}=\frac{\left(X-x_{c}\right)(1-m)}{(m-s)^{2}}<0
$$

Thus, $h(s)$ reaches a maximum when $s=\tilde{s}_{c}\left(\tau_{c}\right)$ is as small as possible.
In order to get a lower bound to $\tilde{s}_{c}\left(\tau_{c}\right)$, observe that $s_{c}(0)=\min \left\{1, \frac{m-r}{\sum_{\ell=r+1}^{n} y_{\ell}} y_{c}\right\}$, where $r$ is the number of mandatory jobs at time 0 . If $s_{c}(0)=1$, then the job $c$ is mandatory starting from time 0 , and hence $C_{\max }(P P R R)=x_{c}$ and $P P R R$ is optimal. In what follows in this proof we consider that $s_{c}(0)=\frac{m-r}{\sum_{\ell=r+1}^{n} y_{\ell}} y_{c}$. By Lemma 21, we get

$$
s_{c}(0)=\frac{m-r}{\sum_{\ell=r+1}^{n} y_{\ell}} y_{c} \geq \frac{m-0}{\sum_{\ell=0+1}^{n} y_{\ell}} y_{c}=\frac{m}{\sum_{\ell=1}^{n} y_{\ell}} y_{c}=\frac{m y_{c}}{Y}
$$

where $Y=\sum_{\ell=1}^{n} y_{\ell}$. By the definition of $\alpha$, we have that $y_{c} \geq \frac{x_{c}}{\alpha}$ and $\alpha X>Y$. So, it holds that $s_{c}(0) \geq \frac{m x_{c}}{\alpha^{2} X}$. From Property 2(1) of the $P P R R$ algorithm, we have that $s_{c}(0) \leq s_{c}(t)$ for all $t \in\left[0, \tau_{c}\right]$. Then, it follows that

$$
\begin{equation*}
\tilde{s}_{c}\left(\tau_{c}\right) \geq \frac{m x_{c}}{\alpha^{2} X} \tag{4}
\end{equation*}
$$

By using Equation (4) as a lower bound on $\tilde{s}_{c}\left(\tau_{c}\right)$ and replacing it in Equation (3) we get

$$
\begin{align*}
& C_{\max }(P P R R) \leq \frac{\left(X-x_{c}\right)\left(1-\frac{m x_{c}}{\alpha^{2} X}\right)}{m-\frac{m x_{c}}{\alpha^{2} X}}+x_{c}=\frac{\left(X-x_{c}\right)\left(\alpha^{2} X-m x_{c}\right)}{\alpha^{2} m X-m x_{c}}+x_{c} \\
& =\frac{\alpha^{2} X^{2}-m X x_{c}-\alpha^{2} X x_{c}+m x_{c}^{2}+\alpha^{2} m X x_{c}-m x_{c}^{2}}{\alpha^{2} m X-m x_{c}} \\
& =\frac{\alpha^{2} X^{2}-m X x_{c}-\alpha^{2} X x_{c}+\alpha^{2} m X x_{c}}{\alpha^{2} m X-m x_{c}} \tag{5}
\end{align*}
$$

Note that $m$ and $\alpha$ are constants. Fix $X$ and consider the right-hand side of the expression (5) as a function $f\left(x_{c}\right)$. We have

$$
\begin{aligned}
& f^{\prime}\left(x_{c}\right)=\frac{\left(\alpha^{2} m X-\alpha^{2} X-m X\right)\left(\alpha^{2} m X-m x_{c}\right)+m\left(\alpha^{2} X^{2}-m X x_{c}-\alpha^{2} X x_{c}+\alpha^{2} m X x_{c}\right)}{\left(\alpha^{2} m X-m x_{c}\right)^{2}} \\
& \quad=\frac{\alpha^{2} m X^{2}\left(\alpha^{2}(m-1)-(m-1)\right)}{\left(\alpha^{2} m X-m x_{c}\right)^{2}}=\frac{\alpha^{2} m X^{2}\left(\alpha^{2}-1\right)(m-1)}{\left(\alpha^{2} m X-m x_{c}\right)^{2}} \geq 0
\end{aligned}
$$

Thus, $f\left(x_{c}\right)$ reaches a maximum when $x_{c}$ is as large as possible. By our initial observation, we have that $x_{c} \leq X / m$ and by replacing in Equation (5) we get

$$
C_{\max }(P P R R) \leq \frac{\alpha^{2} X^{2}-X^{2}-\alpha^{2} X^{2} / m+\alpha^{2} X^{2}}{\alpha^{2} m X-X}
$$

Observe that in an optimal schedule the total execution load is equally partitioned to all machines, and hence $O P T \geq \frac{X}{m}$. Therefore, for the competitive ratio $\rho$ of $P P R R$ we have

$$
\rho \leq \frac{\alpha^{2} X^{2}-X^{2}-\alpha^{2} X^{2} / m+\alpha^{2} X^{2}}{\alpha^{2} X^{2}-X^{2} / m}=\frac{2 \alpha^{2} m-m-\alpha^{2}}{\alpha^{2} m-1}=2-\frac{\alpha^{2}+m-2}{\alpha^{2} m-1} .
$$

The consistency (resp. robustness) ratio is achieved by replacing $\alpha=1$ (resp. taking the bound when $\alpha \rightarrow \infty$ ).

Figure 1 shows the competitive ratio of algorithm PPRR as well as lower bounds on the ratio of any deterministic preemptive algorithm. As we can see, lower bounds and upper bounds are quite close, and get closer when $m$ increases.



Figure 1 In blue: competitive ratio of algorithm PPRR as a function of $\alpha$ ( $x$ axis). In green and red: lower bounds on the competitive ratio of a deterministic algorithm with preemption. In red: lower bound given by Proposition 18. Left (resp. Right): ratio when $m=2$ (resp. $m=50$ ). On the left, in green: lower bound given by Proposition 20 (the bound of Proposition 19 is not drawn here since when $m=2$, it is lower than the other lower bounds). On the right, in green: lower bound given by Proposition 19 (the bound of Proposition 20 is not drawn here since when $m=50$, it is lower than the other lower bounds).
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#### Abstract

We study the online variant of the language distance problem for two classical formal languages, the language of palindromes and the language of squares, and for the two most fundamental distances, the Hamming distance and the edit (Levenshtein) distance. In this problem, defined for a fixed formal language $L$, we are given a string $T$ of length $n$, and the task is to compute the minimal distance to $L$ from every prefix of $T$. We focus on the low-distance regime, where one must compute only the distances smaller than a given threshold $k$. In this work, our contribution is twofold: 1. First, we show streaming algorithms, which access the input string $T$ only through a single left-to-right scan. Both for palindromes and squares, our algorithms use $O(k$ polylog $n)$ space and time per character in the Hamming-distance case and $O\left(k^{2}\right.$ polylog $\left.n\right)$ space and time per character in the edit-distance case. These algorithms are randomised by necessity, and they err with probability inverse-polynomial in $n$. 2. Second, we show deterministic read-only online algorithms, which are also provided with read-only random access to the already processed characters of $T$. Both for palindromes and squares, our algorithms use $O(k$ polylog $n)$ space and time per character in the Hamming-distance case and $O\left(k^{4}\right.$ polylog $\left.n\right)$ space and amortised time per character in the edit-distance case.
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## 1 Introduction

The language distance problem is one of the most fundamental problems in formal language theory. In this problem, the task is to compute the minimal distance between a given string $S$ and any string belonging to a formal language $L$. Introduced in the early 1970s by Aho and Peterson [2], the language distance problem has been studied extensively for regular languages under Hamming and edit distances [5], for general context-free languages, mainly focusing on the edit distance $[1,2,8,10,25,27,29,32,33,34]$, and the Dyck language (the language of well-nested parentheses sequences) in particular $[1,4,8,10,12,13,15,22,23,31,32,33]$.
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Our results. In this work, we study the complexity of the online and low-distance version of the language distance problem, where we are given a string $T$ of length $n$, and the task is to compute the minimal distance from every prefix of $T$ to a formal language $L$ (the distance and the language are specified in the problem definition). We focus on the low-distance regime, i.e., we assume to be given a threshold parameter $k$ such that distances larger than $k$ do not need to be computed. We consider the edit distance (defined as the minimum number of character insertions, deletions, and substitutions needed to transform one string into the other) and, as a preliminary step, the Hamming distance (allowing for substitutions only). We study the problem for two classical languages: the language PAL of all palindromes, where a palindrome is a string that is equal to its reversed copy, and the language SQ of all squares, where a square is the concatenation of two copies of a string. These two languages are very similar yet very different in nature: PAL is not regular but is context-free, whereas SQ is not even context-free. Formally, the problems we consider are defined as follows:

- Problem 1.1. $k$-LHD-PAL (resp. $k$-LHD-SQ)

Input: A string $T$ of length $n$ and a positive integer $k$.
Output: For each $1 \leq i \leq n$, report $\min \left\{k+1, h d_{i}\right\}$, where $h d_{i}$ is the minimum Hamming distance between $T[1 . i]$ and a string in PAL (resp. in SQ).

- Problem 1.2. $k$-LED-PAL (resp. $k$-LED-SQ)

Input: A string $T$ of length $n$ and a positive integer $k$.
Output: For each $1 \leq i \leq n$, report $\min \left\{k+1, e d_{i}\right\}$, where $e d_{i}$ is the minimum edit distance between $T[1 . . i]$ and a string in PAL (resp. in SQ).

Table 1 Summary of the complexities of the algorithms introduced in this work.

| Problem | Model | Time per character | Space complexity | Reference |
| :--- | :--- | :--- | :--- | :--- |
| $k$-LHD-PAL | Streaming | $O\left(k \log ^{3} n\right)$ | $O(k \log n)$ | Thm 3.2 |
| $k$-LHD-SQ | Streaming | $\tilde{O}(k)$ | $O\left(k \log ^{2} n\right)$ | Thm 3.3 |
| $k$-LHD-PAL/SQ | Read-only | $O(k \log n)$ | $O(k \log n)$ | Thms 4.8 and 4.10 |
| $k$-LED-PAL/SQ | Streaming | $\tilde{O}\left(k^{2}\right)$ | $\tilde{O}\left(k^{2}\right)$ | Thms 5.1 and 5.2 |
| $k$-LED-PAL/SQ | Read-only | $\tilde{O}\left(k^{4}\right)$ (amortised) | $\tilde{O}\left(k^{4}\right)$ | Thms 5.3 and 5.4 |

Amir and Porat [3] showed that there is a randomised streaming algorithm that solves the $k$-LHD-PAL problem in $\tilde{O}(k)$ space and $\tilde{O}\left(k^{2}\right)$ time per input character. ${ }^{1}$ We continue their line of research and show streaming algorithms for all four problems that use poly $(k, \log n)$ time per character and poly $(k, \log n)$ space. While streaming algorithms are extremely efficient (in particular, the space complexities above account for all the space used by the algorithms, including the space needed to store information about the input), it is important to note that they are randomised in nature, which means that they may produce incorrect results with a certain probability (inverse polynomial in the input size $n$ ). Motivated by this, we also study the problems in the read-only model, where random access to the input is allowed (and not accounted for in the space usage). In this model, we show deterministic algorithms for the four problems that use $\operatorname{poly}(k, \log n)$ time per character and $\operatorname{poly}(k, \log n)$ space; see Table 1 for a summary. As a side result of independent interest, we develop the first $\operatorname{poly}(k, \log n)$ space read-only algorithms for computing $k$-mismatch and $k$-edit occurrences of a pattern in a text.

[^2]Due to the lack of space, descriptions of the algorithms for the Language edit distance problems ( $k$-LED-PAL and $k$-LED-SQ) are omitted from this version of the paper, but can be found in the full one.

### 1.1 Related work

Offline model. In the classical offline model, the problem of finding all maximal substrings that are within Hamming distance $k$ from PAL can be solved in $O(n k)$ time as a simple application of the kangaroo jumps technique [17]. For the edit distance, Porto and Barbosa [28] showed an $O\left(n k^{2}\right)$ solution. For the SQ language, the best known solutions take $O(n k \log k+$ output) time for the Hamming distance [21] and $O\left(n k \log ^{2} k+\right.$ output) for the edit distance [24, $35,36]$.

Online model. The problems $k$-LHD-PAL and $k$-LED-PAL can be viewed as a generalization of the classical online palindrome recognition problem (see [16] and references therein).

Streaming algorithms for PAL and SQ. Berebrink et al. [6] followed by Gawrychowski et al. [18] studied the question of computing the length of a maximal substring of a stream that belongs to PAL. Merkurev and Shur [26] considered a similar question for the SQ language.

## 2 Preliminaries

We assume to be given an alphabet $\Sigma$, the elements of which, called characters, can be stored in a single machine word of the RAM model. For an integer $n \geq 0$, we denote the set of all length- $n$ strings by $\Sigma^{n}$, and we set $\Sigma^{\leq n}=\bigcup_{m=0}^{n} \Sigma^{m}$ as well as $\Sigma^{*}=\bigcup_{n=0}^{\infty} \Sigma^{n}$. The empty string is denoted by $\varepsilon$.

For two strings $S, T \in \Sigma^{*}$, we use $S T$ or $S \cdot T$ indifferently to denote their concatenation. For an integer $m \geq 0$, the string obtained by concatenating $S$ to itself $m$ times is denoted by $S^{m}$; note that $S^{0}=\varepsilon$. A string $S$ is a square if there exists a string $T$ such that $S=T^{2}$.

For a string $T \in \Sigma^{n}$ and an index $i \in[1 . . n],{ }^{2}$ the $i$ th character of $T$ is denoted by $T[i]$. We use $|T|=n$ to denote the length of $T$. For indices $1 \leq i, j \leq n, T[i . . j]$ denotes the substring $T[i] T[i+1] \cdots T[j]$ of $T$ if $i \leq j$ and the empty string otherwise. When $i=1$ or $j=n$, we omit these indices, i.e., we write $T[. . j]=T[1 . . j]$ and $T[i .]=.T[i . . n]$. We extend the above notation with $T[i . . j)=T[i . . j-1]$ and $T(i . . j]=T[i+1 . . j]$. We say that a string $P$ is a prefix of $T$ if there exists $j \in[1 . . n]$ such that $P=T[. . j]$, and a suffix of $T$ if there exists $i \in[1 . . n]$ such that $P=T[i .$.$] . We use T^{R}$ to denote the reverse of $T$, that is $T^{R}=T[n] T[n-1] \cdots T[1]$. A string $T$ is a palindrome if $T^{R}=T$.

We define the forward cyclic rotation $\operatorname{rot}(T)=T[2] \cdots T[n] T[1]$. In general, a cyclic rotation $\operatorname{rot}^{s}(T)$ with shift $s \in \mathbb{Z}$ is obtained by iterating rot or the inverse operation $\operatorname{rot}^{-1}$. A non-empty string $T \in \Sigma^{n}$ is primitive if it is distinct from its non-trivial rotations, i.e., if $T=\operatorname{rot}^{s}(T)$ holds only when $n$ divides $s$.

Given two strings $U, V$ and two indices $i \in[1 . .|U|]$ and $j \in[1 . .|V|]$, the longest common prefix (LCP) of $U[i .$.$] and V[j .$.$] , denoted \operatorname{LCP}(U[i .],. V[j .]$.$) , is the length of the longest$ string that is a prefix of both $U[i .$.$] and V[j .$.$] .$

[^3]Given two non-empty strings $U, Q$ and an operator $F$ defined over pairs of strings, we use the notation $F\left(U, Q^{\infty}\right)$ for the application of $F$ to $U$ and the prefix of $Q^{\infty}=Q Q \cdots$ that has the same length as $U$, i.e., $F\left(U, Q^{\infty}\right)=F\left(U, Q^{m}[. .|U|]\right)$, where $m$ is any integer such that $\left|Q^{m}\right| \geq|U|$. We define $F\left(Q^{\infty}, U\right)$ symmetrically.

### 2.1 Hamming distance, palindromes, and squares

The Hamming distance between two strings $S, T$ (denoted $\mathrm{hd}(S, T)$ ) is defined to be equal to infinity if $S$ and $T$ have different lengths, and otherwise to the number of positions where the two strings differ (mismatches). We define the mismatch information between two length- $n$ strings $S$ and $T, \operatorname{MI}(S, T)$ as the set $\{(i, S[i], T[i]): i \in[1 . . n]$ and $S[i] \neq T[i]\}$. For two strings $P, T$, a position $i \in[|P| . .|T|]$ of $T$ is a $k$-mismatch occurrence of $P$ in $T$ if hd $(T(i-|P| . . i], P) \leq k$. For an integer $k$, we denote hd ${ }_{\leq k}(X, Y)=\mathrm{hd}(X, Y)$ if $\mathrm{hd}(X, Y) \leq k$ and $\infty$ otherwise.

Due to the self-similarity of palindromes and squares, the Hamming distance from a string $U$ to PAL and SQ can be measured in terms of the self-similarity of $U$.

- Property 2.1. Each string $U \in \Sigma^{m}$ satisfies $h d(U, P A L)=\operatorname{hd}\left(U[. .\lfloor m / 2\rfloor], U(\lceil m / 2\rceil . .]^{R}\right)=$ $\frac{1}{2} \mathrm{hd}\left(U, U^{R}\right)$.

Proof. Denote $U_{1}=U[. .\lfloor m / 2\rfloor]$ and $U_{2}=U(\lceil m / 2\rceil .$.$] . For the second equality, we have$ $\operatorname{hd}\left(U, U^{R}\right)=\operatorname{hd}\left(U_{1}, U_{2}^{R}\right)+\operatorname{hd}\left(U_{2}, U_{1}^{R}\right)=2 \cdot \operatorname{hd}\left(U_{1}, U_{2}^{R}\right)$.

The first equality is equivalent to $\mathrm{hd}\left(U_{1}, U_{2}^{R}\right)=\mathrm{hd}(U, \mathrm{PAL})$. As the Hamming distance between $U$ and the palindrome $U_{2}^{R} U_{2}$ (or $U_{2}^{R} a U_{2}$ if $m$ is odd) is $h d\left(U_{1}, U_{2}^{R}\right)$, we have $\operatorname{hd}\left(U_{1}, U_{2}^{R}\right) \geq$ hd $(U$, PAL $)$.

Conversely, let $V$ be a palindrome such that $\mathrm{hd}(U, V)=\mathrm{hd}(U, \mathrm{PAL})$. We decompose similarly $V$ into $V_{1} V_{1}^{R}$ (or $V_{1} b V_{1}^{R}$ for odd $m$ ) and obtain hd $(U, V) \geq \mathrm{hd}\left(U_{1}, V_{1}\right)+\mathrm{hd}\left(U_{2}, V_{1}^{R}\right)$. Using the fact that $\mathrm{hd}\left(U_{2}, V_{1}^{R}\right)=\mathrm{hd}\left(U_{2}^{R}, V_{1}\right)$ and applying the triangle inequality, we $\operatorname{get} \mathrm{hd}\left(U_{1}, U_{2}^{R}\right) \leq \operatorname{hd}(U, \mathrm{PAL})$.

- Property 2.2. Each string $U \in \Sigma^{m}$ satisfies $\mathrm{hd}(U, S Q)=\mathrm{hd}(U[. . m / 2], U(m / 2 .]$.$) if m$ is even and $\mathrm{hd}(U, S Q)=\infty$ if $m$ is odd.

Proof. Every square has even length; hence, if $m$ is odd, the distance between $U$ and SQ is infinite. In what follows, we assume that $m=2 i$ for some $i \in \mathbb{N}$. Let $U_{1}=U[. . i]$ and $U_{2}=U(i .$.$] . By modifying the copy of U_{1}$ in $U$ into $U_{2}$, we obtain a square $U_{2} U_{2}$; hence, $\operatorname{hd}(U, \mathrm{SQ}) \leq \operatorname{hd}\left(U_{1}, U_{2}\right)$.

For the converse inequality, let $V^{2}$ be a square such that $\mathrm{hd}(U, \mathrm{SQ})=\mathrm{hd}\left(U, V^{2}\right)$. We have $|V|=\left|U_{1}\right|=\left|U_{2}\right|$; hence, $\operatorname{hd}\left(U, V^{2}\right)=\operatorname{hd}\left(U_{1}, V\right)+\mathrm{hd}\left(V, U_{2}\right)$. Applying the triangle inequality, we obtain $\operatorname{hd}(U, \mathrm{SQ})=\mathrm{hd}\left(U, V^{2}\right) \geq \mathrm{hd}\left(U_{1}, U_{2}\right)$.

### 2.2 Models of computation

In this work, we focus on two by now classical models of computation: streaming and read-only random access. In the streaming model, we assume that the input string $T$ arrives as a stream, one character at a time. For each prefix $T[1 . . i]$, we must report the distance to PAL or SQ as soon as we receive $T[i]$. We account for all the space used, including the space needed to store any information about $T$. In contrast, in the read-only model, we do not account for the space occupied by the input string. We assume that $T$ is read from the left to the right. After having read $T[1 . . i]$, we assume to have constant-time read-only random access to the first $i$ characters of $T$. Similar to the streaming model, the distance from $T[1 . . i]$ to PAL or SQ must be reported as soon as we read $T[i]$.

## 3 Warm-up: Streaming algorithms for the LHD problems

In this section, we present streaming algorithms for $k$-LHD-PAL and $k$-LHD-SQ. Our solutions use the Hamming distance sketches introduced by Clifford, Kociumaka, and Porat [11] to solve the streaming $k$-mismatch problem.

- Fact 3.1. There exists a function $\mathrm{sk}_{k}^{\text {hd }}$ (parameterized by a constant $c>1$, integers $n \geq k \geq 1$, and a seed of $O(\log n)$ random bits) that assigns an $O(k \log n)$-bit sketch to each string in $\Sigma^{\leq n}$. Moreover:

1. There is an $O\left(k \log ^{2} n\right)$-time encoding algorithm that, given $U \in \Sigma \leq k$, builds $\mathrm{sk}_{k}^{\mathrm{hd}}(U)$.
2. There is an $O(k \log n)$-time algorithm that, given any two among $\mathrm{sk}_{k}^{\mathrm{hd}}(U), \mathrm{sk}_{k}^{\mathrm{hd}}(V)$, or $\mathrm{sk}_{k}^{\mathrm{hd}}(U V)$, computes the third one (provided that $|U V| \leq n$ ).
3. There is an $O\left(k \log ^{3} n\right)$-time decoding algorithm that, given $\mathrm{sk}_{k}^{\mathrm{hd}}(U)$ and $\mathrm{sk}_{k}^{\mathrm{hd}}(V)$, computes $\operatorname{MI}(U, V)$ if $\mathrm{hd}(U, V) \leq k$. The error probability is $O\left(n^{-c}\right)$.

### 3.1 A streaming algorithm for $k$-LHD-PAL

We first show that the sketches described in Fact 3.1 give a simple algorithm improving upon the result of Amir and Porat [3] and achieving the time complexity of $\tilde{O}(k)$ per letter.

- Theorem 3.2. There is a randomised streaming algorithm that solves the $k-L H D-P A L$ problem for a string $T \in \Sigma^{n}$ using $O(k \log n)$ bits of space and $O\left(k \log ^{3} n\right)$ time per character. The algorithm errs with probability inverse-polynomial in $n$.

Using Property 2.1, we can reduce the $k$-LHD-PAL problem to that of computing the threshold Hamming distance between the current prefix of the input string and its reverse. The algorithm maintains the sketches $\mathrm{sk}_{2 k}^{\mathrm{hd}}(T[. . i])$ and $\mathrm{sk}_{2 k}^{\mathrm{hd}}\left(T[. . i]^{R}\right)$. When it receives $T[i]$, it constructs $\mathrm{sk}_{2 k}^{\mathrm{hd}}(T[i])$, updates both $\mathrm{sk}_{2 k}^{\mathrm{hd}}(T[. . i])$ and $\mathrm{sk}_{2 k}^{\mathrm{hd}}\left(T[. . i]^{R}\right)$, and computes $d=\operatorname{hd}_{\leq 2 k}\left(T[. . i], T[. . i]^{R}\right)$ (in $O\left(k \log ^{3} n\right)$ total time by Fact 3.1). Property 2.1 implies $\mathrm{hd}_{\leq k}(T[. . i], \mathrm{PAL})=d / 2$. The error probability of the algorithm follows from the error probability for the decoding algorithm for Hamming distance sketches.

The algorithm uses $O(k \log n)$ bits, which is nearly optimal: Indeed, by Property 2.1, if $U=V W$, with $|V|=|W|$, then $\operatorname{hd}\left(U, U^{R}\right)=2 \cdot \mathrm{hd}\left(V, W^{R}\right)$. Therefore, using a standard reduction from streaming algorithms to one-way communication complexity protocols, we obtain a lower bound of $\Omega(k)$ bits for the space complexity of streaming algorithms for the $k$-LHD-PAL problem from the $\Omega(k)$ bits lower bound for the communication complexity of the Hamming distance [19].

### 3.2 A streaming algorithm for $k$-LHD-SQ

In this section, we show the following theorem:

- Theorem 3.3. There is a randomised streaming algorithm that solves the $k-L H D-S Q$ problem for a string $T \in \Sigma^{n}$ using $O\left(k \log ^{2} n\right)$ bits of space and $\tilde{O}(k)$ time per character. The algorithm errs with probability inverse-polynomial in $n$.

Property 2.2 allows us to derive $\mathrm{hd}_{\leq k}(T[. .2 i], \mathrm{SQ})$ from the sketches $\mathrm{sk}_{k}^{\text {hd }}(T[. . i])$ and $\operatorname{sk}_{k}^{\text {hd }}(T[. .2 i])$ : we can combine them to obtain $\mathrm{sk}_{k}^{\text {hd }}(T(i . .2 i])$, and a distance computation on $\operatorname{sk}_{k}^{\text {hd }}(T[. . i])$ and $\operatorname{sk}_{k}^{\text {hd }}(T(i . .2 i])$ returns $\mathrm{hd}_{\leq k}(T[. . i], T(i . .2 i])=\mathrm{hd}_{\leq k}(T[. .2 i], \mathrm{SQ})$.

Naively applying this procedure requires storing the sketch $\mathrm{sk}_{k}^{\text {hd }}(T[. . i])$ until the algorithm has read $T[. .2 i]$, that is, storing $\Theta(n)$ sketches at the same time. To reduce the number of sketches stored, we use a filtering procedure based on the following observation:

- Observation 3.4. If $\operatorname{hd}(T[. .2 i], S Q) \leq k$ and $\ell \in[1 . . i]$, then $i+\ell$ is a $k$-mismatch occurrence of $T[. . \ell]$, that is, $\operatorname{hd}(T[. . \ell], T(i . . i+\ell]) \leq k$.
- Example 3.5. For $k=1, \ell=2$, and $i=3$, the word $T[. .6]=$ abcacc is a 1 -mismatch square (by Property 2.2) and the fragment $T(3 . .5]=\mathrm{ac}$ is a 1 -mismatch occurrence of the prefix $T[. .2]=\mathrm{ab}$.

Observation 3.4 motivates our filtering procedure: if we choose some prefix $P=T[. . \ell]$ of the string, we only need to store every $i \geq \ell$ such that $i+\ell$ is a $k$-mismatch occurrence of $P$. Clifford, Kociumaka and Porat [11] showed a data structure $\mathcal{S}$ that exploits the structure of such occurrences and stores them using $O\left(k \log ^{2} n\right)$ bits of space while allowing reporting the occurrence at position $i+\ell$ when $T[i+\ell+\Delta]$ is pushed into $\mathcal{S}$ - we say that $\mathcal{S}$ reports the $k$-mismatch occurrences of $P$ in $T$ with a fixed delay $\Delta$ [11]. Our algorithm needs to receive the occurrence at position $i+\ell$ when $T[2 i]$ is pushed into the stream, i.e., we require $\mathcal{S}$ to report occurrences with non-decreasing delays. In Section 3.2.1 we present a modification of the data structure [11] to allow non-decreasing delays, and in Section 3.2.2 we explain how we use it to implement a space-efficient streaming algorithm for $k$-LHD-SQ.

### 3.2.1 Reporting $k$-mismatch occurrences with nondecreasing delay

The algorithm of Clifford, Kociumaka, and Porat [11] reports additional information along with the positions of the $k$-mismatch occurrences: specifically, it produces the stream of $k$-mismatch occurrences of $P$ in $T$, defined as follows.

- Definition 3.6 ([11, Definition 3.2]). The stream of $k$-mismatch occurrences of a pattern $P$ in a text $T$ is a sequence $S_{P}^{k}$ such that $S_{P}^{k}[i]=\left(i, \operatorname{MI}(T(i-|P| \ldots i], P)\right.$, $\left.\mathrm{sk}_{k}^{\mathrm{hd}}(T[\ldots i-|P|])\right)$ if $\operatorname{hd}(P, T(i-|P| . . i]) \leq k$ and $S_{P}^{k}[i]=\perp$ otherwise.

As explained next, the algorithm of [11] can report the $k$-mismatch occurrences with a prescribed delay.

- Corollary 3.7 (of [11]). There is a streaming algorithm that, given a pattern $P$ followed by a text $T \in \Sigma^{n}$, reports the $k$-mismatch occurrences of $P$ in $T$ using $O\left(k \log ^{2} n\right)$ bits of space and $O\left(\sqrt{k \log ^{3} n}+\log ^{4} n\right)$ time per character. The algorithm can report each occurrence $i$ with no delay (that is, upon receiving $T[i]$ ) or with any prescribed delay $\Delta=\Theta(|P|$ ) (that is, upon receiving $T[i+\Delta]$ ). For each reported occurrence $i$, the underlying tuple $S_{P}^{k}[i]$ can be provided on request in $O\left(k \log ^{2} n\right)$ time.

Proof. If no delay is required, we use [11, Theorem 1.2], which reports $k$-mismatch occurrences of $P$ in $T$ and, upon request, provides the mismatch information $\mathrm{MI}(T(i-|P| . . i], P)$; this algorithm uses $O\left(k \log ^{2} n\right)$ bits of space and takes $O\left(\sqrt{k \log ^{3} n}+\log ^{4} n\right)$ time per character. We also use [11, Fact 4.4] to maintain the $\operatorname{sketch}_{\operatorname{sk}}^{k}{ }_{k}^{\text {hd }}(T[. . i])$ (reported on request); this algorithm uses $O(k \log n)$ bits of space and takes $O\left(\log ^{2} n\right)$ time per character.

Whenever requested to provide $S_{P}^{k}[i]$ for some $k$-mismatch occurrence $i$ of $P$ in $T$, we retrieve the mismatch information $\operatorname{MI}(T(i-|P| . . i], P)$ (in $O(k)$ time) and the sketch $\mathrm{sk}_{k}^{\text {hd }}(T[. . i])$ (in $O\left(k \log ^{2} n\right)$ time). Combining $\operatorname{sk}_{k}^{\text {hd }}(P)$ with $\operatorname{MI}(T(i-|P| . . i], P)$, we build $\mathrm{sk}_{k}^{\text {hd }}(T(i-|P| . i])$ (using $\left[11\right.$, Lemma 6.4] in $O\left(k \log ^{2} n\right)$ time) and then derive $\mathrm{sk}_{k}^{\text {hd }}(T[. . i-|P|])$ using Fact 3.1 (in $O(k \log n)$ time). Overall, processing the request takes $O\left(k \log ^{2} n\right)$ time and $O\left(k \log ^{2} n\right)$ bits of space.

If a delay $\Delta=\Theta(|P|)$ is required, our approach depends on whether there exists $p \in[1 . . k]$ such that $\operatorname{hd}(P[. .|P|-p], P(p .|P|]) \leq 2 k$ (such $p$ is called a $2 k$-period in [11]). This property is tested using a streaming algorithm of [11, Lemma 4.3], which takes $O(k \log n)$
bits of space, $O(\sqrt{k \log n})$ time per character of $P$, and requires $O(k \sqrt{k \log n})$-time postprocessing (performed while reading $T[. . k]$ ). If $P$ satisfies this condition, then we just use [11, Theorem 4.2], whose statement matches that of Corollary 3.7.

Otherwise, [11, Observation 4.1] shows that $P$ has at most one $k$-mismatch occurrence among any $k$ consecutive positions in $T$. In that case, we use the aforementioned approach to produce the stream $S_{P}^{k}$ with no delay and the buffer of [11, Proposition 3.3] to delay the stream by $\Delta$ characters. The buffering algorithm takes $O\left(k \log ^{2} n\right)$ bits of space and processes each character $T[i]$ in $O\left(k \log ^{2} n+\log ^{3} n\right)$ time (if $P$ has $k$-mismatch occurrences at positions $i$ or $i-\Delta)$ or $O\left(\sqrt{k \log n}+\log ^{3} n\right)$ time (otherwise). Since the former case holds for at most two out of every $k$ consecutive positions, we can achieve $O\left(\sqrt{k \log ^{3} n}+\log ^{4} n\right)$ worst-case time per character by decreasing the delay to $\Delta-k$ and buffering up to $k$ characters of $T$ and up to $k$ elements of $S_{P}^{k}$. While the algorithm processes $T[i+\Delta]$, the latter buffer already contains $S_{P}^{k}[i]$, but $O(k)$ time is still needed to output this value (if $S_{P}^{k}[i] \neq \perp$ ).

The algorithm of Corollary 3.7 has a fixed delay $\Delta$, i.e., it outputs $S_{P}^{k}[i]$ upon receiving $T[i+\Delta]$. Our application requires a variable delay: we need to access $S_{P}^{k}[i+|P|]$ upon reading $T[2 i]$, that is, with a delay of $i-|P|$. We present a black-box construction that extends the data structure of Corollary 3.7 to support non-decreasing delays $\Delta_{i}, i \in[1 . . d]$. Naively, one could use the algorithm $\mathcal{A}$ of Corollary 3.7 with a fixed delay $\Delta_{1}$ and buffer the input characters so that $\mathcal{A}$ receives $T\left[i+\Delta_{1}\right]$ only when we actually process $T\left[i+\Delta_{i}\right]$. Unfortunately, this requires storing $T\left[i+\Delta_{1} . . i+\Delta_{i}\right.$, which could take too much space. Thus, we feed $\mathcal{A}$ with $T\left[1 . \Delta_{1}\right]$ followed by blank characters $\perp$ (issued at appropriate time steps without the necessity of buffering input characters) so that $\mathcal{A}$ reports $k$-mismatch occurrences $i \in\left[1 . . \Delta_{1}\right]$ with prescribed delays. Then, we use another instance of the algorithm of Corollary 3.7, with a fixed delay $\Delta_{1+\Delta_{1}}$, to output $k$-mismatch occurrences $i \in\left(\Delta_{1} . . \Delta_{1}+\Delta_{1+\Delta_{1}}\right]$; we continue this way until the whole interval [1..d] is covered. We formalise this idea in the following lemma.

- Lemma 3.8. Let $\Delta_{1} \leq \Delta_{2} \leq \cdots \leq \Delta_{d}$ be a non-decreasing sequence of $d=O(|P|)$ integers $\Delta_{i}=\Theta(|P|)$, represented by an oracle that reports each element $\Delta_{i}$ in constant time.

There is a streaming algorithm that, given a pattern $P$ followed by a text $T$, reports the $k$-mismatch occurrences of $P$ in $T$ using $O\left(k \log ^{2} n\right)$ bits of space and $O\left(\sqrt{k \log ^{3} n}+\log ^{4} n\right)$ time per character. The algorithm reports each occurrence $i \in[1 . . d]$ with delay $\Delta_{i}$, that is, upon receiving $T\left[i+\Delta_{i}\right]$. For each reported occurrence $i \in[1 . . d]$, the underlying tuple $S_{P}^{k}[i]$ can be provided on request in $O(k \log n)$ time.

Proof. We use multiple instances $\mathcal{A}_{1}, \ldots, \mathcal{A}_{t}$ of the algorithm of Corollary 3.7. We define a sequence $\left(s_{r}\right)_{r=0}^{t}$ so that $\mathcal{A}_{r}$ works with a fixed delay $\Delta_{s_{r-1}}$, it is given $T\left[1 . . s_{r}\right) \cdot \perp^{\Delta_{s_{r-1}}}$, and it reports $k$-mismatch occurrences $i \in\left[s_{r-1} \ldots s_{r}\right)$. Specifically, we set $s_{0}=1$ and $s_{r}=s_{r-1}+\Delta_{s_{r-1}}$, with $t$ chosen as the smallest integer such that $s_{t}>d$. Note that $s_{r}-s_{r-1}=\Delta_{s_{r-1}} \geq \Delta_{1}$ implies $t \leq 1+\frac{d}{\Delta_{1}}=O(1)$.

We assign three different roles to the algorithms $\mathcal{A}_{1}, \ldots, \mathcal{A}_{r}$ : passive, active, and inactive. While we process $T[j]$, the algorithm $\mathcal{A}_{r}$ is passive if $j<s_{r}$, active if $j \in\left[s_{r} . . s_{r+1}\right)$, and inactive if $j \geq s_{r+1}$. Our invariant is that, once we process $T[j]$, each passive algorithm $\mathcal{A}_{r}$ has already received $T[1 . . j]$, the unique active algorithm $\mathcal{A}_{r}$ has already received $T\left[1 . . s_{r}\right)$. $\perp^{1+i-s_{r-1}}$, where $i$ is the largest integer such that $i+\Delta_{i} \leq j$, and each inactive algorithm $\mathcal{A}_{r}$ has already received its entire input, that is, $T\left[1 . . s_{r}\right) \cdot \perp^{\Delta_{s_{r-1}}}$.

Upon receiving $T[j]$, we simply forward $T[j]$ to all passive algorithms. Moreover, if $j=i+\Delta_{i}$ for some $i \in[1 . . d]$, we feed the active algorithm with $\perp$ so that it checks whether $i$ is a $k$-mismatch occurrence of $P$ in $T$ and, upon request, outputs $S_{P}^{k}[i]$.

Let us argue that this approach is correct from the perspective of a fixed algorithm $\mathcal{A}_{r}$. As we process $T\left[1 . . s_{r}\right.$ ), the algorithm is passive, and it is fed with subsequent characters of $T$. For $j=s_{r}-1$, the position $i=s_{r-1}-1$ is the maximum one such that $i+\Delta_{i} \leq j$. Consequently, the input $T\left[1 . . s_{r}\right.$ ) already satisfies the invariant for passive algorithms. For subsequent iterations $j \in\left[s_{r} . . s_{r+1}\right)$, as $\mathcal{A}_{r}$ is active, it receives $\perp$ whenever $i$ increases, so its input stays equal to $T\left[1 . . s_{r}\right) \cdot \perp^{1+i-s_{r-1}}$. The length of this string is $s_{r}+i-s_{r-1}=i+\Delta_{s_{r-1}}$, so the algorithm indeed checks whether $i$ is a $k$-mismatch occurrence of $P$ in $T$ at each such iteration (recall that its fixed delay is $\Delta_{s_{r-1}}$ ), and it satisfies the invariant for active algorithms. Once we reach $j=s_{r+1}-1$, we have $i=s_{r}-1=s_{r-1}+\Delta_{s_{r-1}}-1$, so the input becomes $T\left[1 . . s_{r}\right) \cdot \perp^{\Delta_{s_{r-1}}}$, and it already satisfies the invariant for inactive algorithms. The state of inactive algorithms does not change, so this invariant remains satisfied as $\mathcal{A}_{r}$ stays inactive indefinitely.

The time and space complexity analysis follows from the fact that $t=O(1)$.

### 3.2.2 Algorithm

We now show how to use the data structure of Lemma 3.8 to implement our filtering procedure using low space. For each $j \in[1 . .\lfloor\log n\rfloor]$, let $P_{j}$ denote the prefix of the text of length $\ell_{j}=2^{j}$, i.e., $P_{j}=T\left[. .2^{j}\right]$. We search for $k$-mismatch occurrences of $P_{j}$ in $T_{j}=T\left(3 \ell_{j} / 2 . .4 \ell_{j}\right]$. As argued below, this allows filtering positions in $\left(3 \ell_{j} . .6 \ell_{j}\right]$. Additionally, our choice of $\left(\ell_{j}\right)_{j}$ ensures that we do not miss any $k$-mismatch square when running our search for every $P_{j}$ in parallel.
$\triangleright$ Claim 3.9. For each $j \in[1 . .\lfloor\log n\rfloor]$, let $\mathrm{Occ}_{j}$ be the set of $k$-mismatch occurrences of $P_{j}$ in $T_{j}=T\left(3 \ell_{j} / 2 . .4 \ell_{j}\right]$. If hd $(T[. .2 i], \mathrm{SQ}) \leq k$ and $2 i \in\left[3 \ell_{j} . .6 \ell_{j}\right)$, then $p=i-\ell_{j} / 2 \in \mathrm{Occ}_{j}$.

Proof. Since $\ell_{j} \leq i$, Observation 3.4 implies that $i+\ell_{j}$ is a $k$-mismatch occurrence of $P_{j}$ in $T$. Moreover, when $2 i \in\left[3 \ell_{j} .6 \ell_{j}\right)$, we have $3 \ell_{j} / 2 \leq i \leq 3 \ell_{j}$; therefore, that $k$-mismatch occurrence of $P_{j}$ is fully contained within $T_{j}$, and it ends at positions $i+\ell_{j}-3 \ell_{j} / 2=i-\ell_{j} / 2$ of $T_{j}$.

In what follows, we use $p$ to denote indices in $T_{j}$, whereas $i$ denotes indices in the original text $T$. As $T_{j}=T\left(3 \ell_{j} / 2 . .4 \ell_{j}\right]$, the correspondence is given by $i=p+3 \ell_{j} / 2$. In other words, we only need to compute $\mathrm{hd}{ }_{\leq k}(T[. .2 i], \mathrm{SQ})$ when $i-\ell_{j} / 2 \in \mathrm{Occ}_{j}$. As noted in Property 2.2 , it suffices to know the sketches $\mathrm{sk}_{k}^{\text {hd }}(T(i . .2 i])$ and $\mathrm{sk}_{k}^{\text {hd }}(T[. . i])$. We store $\mathrm{sk}_{k}^{\text {hd }}\left(P_{j}\right)=\mathrm{sk}_{k}^{\text {hd }}\left(T\left[. . \ell_{j}\right]\right)$ as well as $s_{j}=\operatorname{sk}_{k}^{\text {hd }}\left(T\left[. .3 \ell_{j} / 2\right]\right)$ and maintain $\operatorname{sk}_{k}^{\text {hd }}(T[. .2 i])$ in a rolling manner as we receive the characters of the text.

We use the algorithm of Lemma 3.8, asking for $k$-mismatch occurrences of $P_{j}$ in $T_{j}$, to report $\mathrm{sk}_{k}^{\mathrm{hd}}\left(T_{j}\left[. . i-\ell_{j}\right]\right)=\operatorname{sk}_{k}^{\text {hd }}\left(T\left(\ell_{j} . . i\right]\right)$ for every $i \in \mathrm{Occ}_{j}$. The delay sequence is specified as $\Delta_{p}=p-\ell_{j} / 2$ for $p \in\left[\ell_{j} . .5 \ell_{j} / 2\right)$ so that the conditions of Lemma 3.8 are satisfied. (For $p<\ell_{j}$, we can assume $\Delta_{p}=\Delta_{\ell_{j}}=\ell_{j} / 2$; anyway, there cannot be a $k$-mismatch occurrence of $P_{j}$ before position $\ell_{j}$.) This way, for every $i \in\left[3 \ell_{j} / 2 . .3 \ell_{j}\right.$ ), we receive $S_{P_{j}}^{k}\left[i+\ell_{j}\right]$ (which corresponds to a potential $k$-mismatch occurrence starting at position $i+1)$ while processing $T_{j}\left[p+\Delta_{p}\right]$ for $p=i+\ell_{j}-3 \ell_{j} / 2=i-\ell_{j} / 2$. As $\Delta_{p}=p-\ell_{j} / 2$, this corresponds to position $p^{\prime}=2 p-\ell_{j} / 2$ in $T_{j}$, or position $i^{\prime}=2 p+\ell_{j}=2 i$ in $T$, i.e., this happens precisely as we are processing $T[2 i]$. See Figure 1 for an illustration of the above. If $S_{P_{j}}^{k}\left[i+\ell_{j}\right]$ is blank, we move on to the next position. Otherwise, we retrieve the sketch $\operatorname{sk}_{k}^{\text {hd }}\left(T_{j}[. . i]\right)=\operatorname{sk}_{k}^{\text {hd }}\left(T\left(3 \ell_{j} / 2 . . i\right]\right)$, combine it with $s_{j}=\operatorname{sk}_{k}^{\text {hd }}\left(T\left[. .3 \ell_{j} / 2\right]\right)$ and $\operatorname{sk}_{k}^{\text {hd }}(T[. .2 i])$ to obtain $\mathrm{sk}_{k}^{\text {hd }}(T[. . i])$ and $\mathrm{sk}_{k}^{\text {hd }}(T(i . .2 i])$, and use the latter two sketches to compute $\mathrm{hd}_{\leq k}(T[. . i], T(i . .2 i])$, which is equal to $\mathrm{hd}_{\leq k}(T[. .2 i], \mathrm{SQ})$ by Property 2.2 .


Figure 1 Illustration of our filtering procedure. Here, $P^{\prime}$ is a $k$-mismatch occurrence of $P_{j}$ at position $i+\ell_{j}$ in $T$ and position $p=i-\ell_{j} / 2$ in $T_{j}$, reported with delay $\Delta_{p}=p-\ell_{j} / 2$ in $T_{j}$, hence it arrives at time $2 i$ in $T$.

We proceed with the complexity analysis of our algorithm. The $k$-mismatch pattern matching algorithm of Lemma 3.8 uses $O\left(k \log ^{2} n\right)$ bits of space and $\tilde{O}(k)$ time per character, and we maintain $O(\log n)$ instances of this algorithm. However, since all the patterns $P_{j}$ are prefixes of $T$, the instances can share the pattern processing phase. Moreover, since any position is contained in at most three fragments $T\left[\ell_{j} . .6 \ell_{j}\right.$ ) (each such fragment follows $P_{j}$ and contains $T_{j}$ ), at most three instances contribute to the time and space complexity at any given moment. Thus, the entire algorithm uses $O\left(k \log ^{2} n\right)$ bits of space and $\tilde{O}(k)$ time per character, which completes the proof of Theorem 3.3.

Our streaming algorithm for $k$-LED-SQ (Theorem 5.2) relies on the streaming algorithm for $k$-LHD-SQ. It requires testing $\operatorname{hd}(T[. .2 i], \mathrm{SQ}) \leq k$ only for selected positions $i$, and thus it benefits from the following variant of Theorem 3.3:

- Proposition 3.10. There is a randomised streaming algorithm that, given a string $T \in \Sigma^{n}$, upon receiving $T[2 i]$, can be requested to test whether $\mathrm{hd}(T[. .2 i], S Q) \leq k$ and, if so, report the mismatch information between $T[. .2 i]$ and a closest square. The algorithm uses $O\left(k \log ^{2} n\right)$ bits of space and processes each character in $\tilde{O}(\sqrt{k})$ or $\tilde{O}(k)$ time, depending on whether the request has been issued at that character.

Proof. We follow the algorithm above with minor modifications. First, instead of maintaining $\mathrm{sk}_{k}^{\mathrm{hd}}(T[. .2 i])$ explicitly, we apply [11, Fact 4.4], which uses $O(k \log n)$ bits of space, takes $O\left(\log ^{2} n\right)$ time per character, and reports sk ${ }_{k}^{\text {hd }}(T[. .2 i])$ on demand in $O\left(k \log ^{2} n\right)$ time.

To process a request concerning position $2 i$, we retrieve $\mathrm{sk}_{k}^{\text {hd }}(T[. .2 i])$ and ask the pattern-matching algorithm of Lemma 3.8 to output $S_{P_{j}}^{k}[i]$ (normally, the algorithm only reports whether $i$ is a $k$-mismatch occurrence of $P_{j}$ in $T_{j}$ ). In this case, we build $\mathrm{sk}_{k}^{\mathrm{hd}}(T[. . i])$ and $\mathrm{sk}_{k}^{\mathrm{hd}}(T(i . .2 i])$ as in algorithm above. The decoding algorithm not only results in $\mathrm{hd}_{\leq k}(T[. . i], T(i . .2 i])=\mathrm{hd}_{\leq k}(T[. .2 i], \mathrm{SQ})$ but, if $\mathrm{hd}(T[. .2 i], \mathrm{SQ}) \leq k$, also the underlying mismatch information.

The space complexity of the modified algorithm is still $O\left(k \log ^{2} n\right)$ bits. The running time is $\tilde{O}(\sqrt{k})$ if we do not ask the algorithm to test $\operatorname{hd}(T[. .2 i], \mathrm{SQ}) \leq k$ and $\tilde{O}(k)$ if we do.

## 4 Deterministic read-only algorithms for the LHD problems

In this section, we present deterministic read-only algorithms for $k$-LHD-PAL and $k$-LHD-SQ. We start by recalling structural results for $k$-mismatch occurrences used by the algorithms.

### 4.1 Structure of $k$-mismatch occurrences

- Definition 4.1 ([9]). A string $U$ is d-mismatch periodic if there exists a primitive string $Q$ such that $|Q| \leq|U| / 128 d$ and $\operatorname{hd}\left(U, Q^{\infty}\right) \leq 2 d$. Such a string $Q$ is called the $d$-mismatch period of $U$.

The condition $|Q| \leq|U| / 128 d$ implies that $Q$ is equal to some substring of $U$; hence, given the starting and ending positions of $Q$ in $U$ and random access to $U$, we can simulate random access to $Q$.
$\triangleright$ Claim 4.2 (From [20, Claim 7.1]). Let $U$ and $V$ be strings such that $U$ is a prefix of $V$, and $|V| \leq 2|U|$. If $U$ is $d$-mismatch periodic with $d$-mismatch period $Q$, then $V$ either is not $d$-mismatch periodic or has $d$-mismatch period $Q$.

Charalampopoulos, Kociumaka, and Wellnitz [9] showed that the set of $k$-mismatch occurrences has a very regular structure:

- Fact 4.3 (See [9, Section 3]). Let $P$ and $T$ be two strings such that $|P| \leq|T| \leq 3 / 2|P|$.

1. If $P$ is not $k$-mismatch periodic, then there are $O(k) k$-mismatch occurrences of $P$ in $T$.
2. If $P$ is $k$-mismatch periodic with period $Q$, then any two $k$-mismatch occurrences $i \leq i^{\prime}$ of $P$ in $T$ satisfy $i \equiv i^{\prime}(\bmod |Q|)$ and $\operatorname{hd}\left(T\left(i-|P| . i^{\prime}\right], Q^{\infty}\right) \leq 3 k$.
They also presented efficient offline algorithms for computing the $k$-mismatch period and the $k$-mismatch occurrences in the so-called PILLAR model. In this model, one is given a family of strings $\mathcal{X}$ for preprocessing. The elementary objects are fragments $X[i ., j]$ of strings $X \in \mathcal{X}$. Given elementary objects $S, S_{1}, S_{2}$, the PILLAR operations are:
3. Access $(S, i)$ : Assuming $i \in[1 . .|S|]$, retrieve $S[i]$.
4. Length $(S)$ : Retrieve the length $|S|$ of $S$.
5. $\operatorname{LCP}\left(S_{1}, S_{2}\right)$ : Compute the length of the longest common prefix of $S_{1}$ and $S_{2}$.
6. $\mathrm{LCP}^{R}\left(S_{1}, S_{2}\right)$ : Compute the length of the longest common suffix of $S_{1}$ and $S_{2}$.
7. IPM $\left(S_{1}, S_{2}\right)$ : Assuming that $\left|S_{2}\right| \leq 2\left|S_{1}\right|$, compute the set of the starting positions of occurrences of $S_{1}$ in $S_{2}$, which by Fine and Wilf periodicity lemma [14] can be represented as one arithmetic progression.
In the read-only model, operations Access and Length can be implemented in constant time and $O(\log m)$ bits. The operations LCP and $\mathrm{LCP}^{R}$ can be implemented naively via character-by-character comparison in $O\left(\min \left\{\left|S_{1}\right|,\left|S_{2}\right|\right\}\right)$ total time and $O(\log m)$ bits. Finally, the IPM operation can be implemented in $O\left(\left|S_{1}\right|+\left|S_{2}\right|\right)$ total time and $O(\log m)$ bits (see e.g. [30]).

As a corollary, we immediately obtain:

- Corollary 4.4 (From [9, Lemma 4.4]). Given random access to a string $U$, testing whether it is d-mismatch periodic, and, if so, computing its d-mismatch period, can be done using $O(d|U|)$ time and $O(d)$ space.


### 4.2 Read-only algorithm for the pattern matching with $\boldsymbol{k}$ mismatches

The above implementation of the PILLAR operations further implies an offline algorithm that finds all $k$-mismatch occurrences of $P$ in $T$ in $\tilde{O}\left(k^{2} \cdot|T|\right)$ time and $\tilde{O}\left(k^{2}\right)$ space (see [9, Main Theorem 8]). Nevertheless, we provide a more efficient online algorithm that additionally provides the mismatch information for every $k$-mismatch occurrence of $P$.

- Theorem 4.5. There is a deterministic online algorithm that finds all $k$-mismatch occurrences of a length-m pattern $P$ within a text $T$ using $O(k \log m)$ space and $O(k \log m)$ worst-case time per character. The algorithm outputs the mismatch information along with every reported $k$-mismatch occurrence of $P$.

Consistently with the streaming algorithm of [11], our algorithm uses a family of exponentially-growing prefixes to filter out candidate positions. However, in order to use the structural properties of Fact 4.3 efficiently, we construct a different family $\mathcal{P}$ to ensure that we are either working in an approximately periodic region of the text or processing an aperiodic prefix.

We first add to $\mathcal{P}$ the prefixes $R_{j}=P\left[\ldots \min \left\{m,\left\lfloor(3 / 2)^{j}\right\rfloor\right\}\right]$ for $j \in\left[0 . .\left\lceil\log _{3 / 2} m\right\rceil\right]$. If $R_{j}$ is $k$-mismatch periodic but $R_{j+1}$ is not, we also add to $\mathcal{P}$ the shortest extension of $R_{j}$ that is not $k$-mismatch periodic. Hereafter, let $\mathcal{P}=\left(P_{j}\right)_{j=1}^{t}$ denote the resulting sequence of prefixes, sorted in order of increasing lengths, and let $\ell_{j}=\left|P_{j}\right|$ for every $j \in[1 . . t]$.
$\triangleright$ Claim 4.6. The sequence $\mathcal{P}=\left(P_{j}\right)_{j=1}^{t}$ satisfies the following properties:
(a) $P_{1}=P[1]$ and $P_{t}=P$,
(b) $t=|\mathcal{P}|=O(\log m)$,
(c) for every $j \in[1 . . t)$, we have $\ell_{j+1} \leq 3 \ell_{j} / 2$,
(d) for every $j \in[1 . . t)$, if $P_{j}$ is $k$-mismatch periodic with period $Q_{j}$, then $\operatorname{hd}\left(P_{j+1}, Q_{j}^{\infty}\right) \leq$ $2 k+1$.

Proof. Properties (a), (b), and (c) are straightforward. For Property (d), there are two possible cases: if $P_{j+1}$ is $k$-mismatch periodic, Claim 4.2 implies that $P_{j+1}$ has the same $k$-mismatch period $Q_{j}$ as $P_{j}$, that is hd $\left(P_{j+1}, Q_{j}^{\infty}\right) \leq 2 k$. Otherwise, by construction, $P_{j+1}$ is the shortest extension of $P_{j}$ that is not $k$-mismatch periodic. By minimality, removing its last character yields a $k$-mismatch periodic prefix, and by Claim 4.2, it has the same $k$-mismatch period $Q_{j}$ as $P_{j}$, i.e., we have $\operatorname{hd}\left(P\left[. . \ell_{j+1}\right), Q_{j}^{\infty}\right) \leq 2 k$ for $i<\ell_{j}$. Adding one more character to $P\left[\ldots \ell_{j+1}\right)$ can increase the Hamming distance by at most one.

Processing the pattern. In the preprocessing phase, we build $\mathcal{P}$ and, for each $k$-mismatch periodic prefix $P_{j} \in \mathcal{P} \backslash\{P\}$, we also retrieve the period $Q_{j}$ (represented as a fragment of $P_{j}$ ) and the mismatch information $\mathrm{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$. For subsequent indices $j \in\left[0 . .\left\lceil\log _{3 / 2} m\right\rceil\right]$, we add the prefix $R_{j}$ to $\mathcal{P}$. If $R_{j} \neq P$, we apply Corollary 4.4 to test whether $R_{j}$ is $k$-mismatch periodic and, if so, retrieve the period $Q$. If $R_{j}$ is $k$-mismatch periodic, we build $\mathrm{MI}\left(R_{j}, Q^{\infty}\right)$ and extend $R_{j}$ while maintaining the mismatch information with the appropriate prefix of $Q^{\infty}$. We proceed until we reach length $\left|R_{j+1}\right|$ or $2 k+1$ mismatches, whichever comes first. We add the obtained extension $R_{j}^{\prime}$ to $\mathcal{P}$ and store the mismatch information $\operatorname{MI}\left(R_{j}^{\prime}, Q^{\infty}\right)$. If $\operatorname{hd}\left(R_{j}^{\prime}, Q^{\infty}\right) \leq 2 k$, then $R_{j}^{\prime}=R_{j+1}$ is $k$-mismatch periodic with the same period $Q$. Otherwise, by Claim 4.2, neither $R_{j}^{\prime}$ nor $R_{j+1}$ are $k$-mismatch periodic. Processing each $j$ takes $O\left(\left|R_{j+1}\right| k\right)$ time and $O(k)$ space, for a total of $O(m k)$ time and $O(k \log m)$ space across $j \in\left[0 . .\left\lceil\log _{3 / 2} m\right\rceil\right]$.

Processing the text. Our online algorithm processing the text $T$ consists of $t=|\mathcal{P}|$ layers, each of which reports the $k$-mismatch occurrences of $P_{j} \in \mathcal{P}$, along with the underlying mismatch information.

The first layer, responsible for $P_{1}=P[1]$, is implemented naively in $O(1)$ space and time per character.

Each of the subsequent layers receives the $k$-mismatch occurrences of $P_{j}$ and outputs the $k$-mismatch occurrences of $P_{j+1}$. The processing is based on the following simple observation:

- Observation 4.7. If $P_{j+1}$ has a k-mismatch occurrence at position $i$ of $T$, then $P_{j}$ has a $k$-mismatch occurrence at position $i-\ell_{j+1}+\ell_{j}$ of $T$.

We partition $T$ into blocks of length $b:=\left\lceil\ell_{j} / 2\right\rceil$ and, for each block $T(r b . .(r+1) b]$, use a separate subroutine to output $k$-mismatch occurrences of $P_{j+1}$ at positions $i \in$ $(r b . .(r+1) b]$. This subroutine receives the $k$-mismatch occurrences of $P_{j}$ at positions $i-\ell_{j+1}+\ell_{j} \in\left(r b-\ell_{j+1}+\ell_{j} . .(r+1) b-\ell_{j+1}+\ell_{j}\right]$. It is considered active as the algorithm reads $T\left(r b-\ell_{j+1}+\ell_{j} .(r+1) b\right]$; since $\ell_{j+1} \leq \frac{3}{2} \ell_{j}$, at most two subroutines are active at any given time. The implementation of the subroutine depends on whether $P_{j}$ is $k$-mismatch periodic or not.
$\boldsymbol{P}_{\boldsymbol{j}}$ is not $\boldsymbol{k}$-mismatch periodic. In this case, for every received $k$-mismatch occurrence $i^{\prime}$ of $P_{j}$, the subroutine stores the mismatch information $\mathrm{MI}\left(T\left(i^{\prime}-\ell_{j} . i^{\prime}\right], P_{j}\right)$ and, as the algorithm receives subsequent characters $T[i]$ for $i \in\left(i^{\prime} . . i^{\prime}+\ell_{j+1}-\ell_{j}\right]$, we maintain $\mathrm{MI}\left(T\left(i^{\prime}-\ell_{j}\right.\right.$ ..i], $\left.P\left[. . \ell_{j}+i-i^{\prime}\right]\right)$ as long as there are at most $k$ mismatches. If this is still the case for $i=i^{\prime}+\ell_{j+1}-\ell_{j}$, we report a $k$-mismatch occurrence of $P_{j+1}$ and output $\mathrm{MI}\left(T\left(i^{\prime}-\ell_{j}\right.\right.$ $\left.. . i], P\left[. . \ell_{j}+i-i^{\prime}\right]\right)=\mathrm{MI}\left(T\left(i-\ell_{j+1} . . i\right], P_{j+1}\right)$. By Observation 4.7, no $k$-mismatch occurrence of $P_{j+1}$ is missed. Moreover, Fact 4.3 guarantees that the subroutine receives $O(k) k$-mismatch occurrences of $P_{j}$, and thus it uses $O(k)$ space and $O(k)$ time per character.
$\boldsymbol{P}_{\boldsymbol{j}}$ is $\boldsymbol{k}$-mismatch periodic with period $\boldsymbol{Q}_{\boldsymbol{j}}$. In this case, we wait for the leftmost $k$ mismatch occurrence $p \in\left(r b-\ell_{j+1}+\ell_{j} .(r+1) b-\ell_{j+1}+\ell_{j}\right]$ of $P_{j}$ and ignore all the subsequent occurrences of $P_{j}$. We use the received mismatch information $\operatorname{MI}\left(T\left(p-\ell_{j} . . p\right], P_{j}\right)$ and the preprocessed mismatch information $\operatorname{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$ to construct $\operatorname{MI}\left(T\left(p-\ell_{j} . . p\right], Q_{j}^{\infty}\right)$; by the triangle inequality, the size of this set is guaranteed to be at most $3 k$. As the algorithm receives subsequent characters of $T[i]$ for $i \in(p . .(r+1) b]$, we maintain $\operatorname{MI}\left(T\left(p-\ell_{j} . . i\right], Q_{j}^{\infty}\right)$ as long as the number of mismatches does not exceed $6 k+1$. Whenever $i \geq p+\ell_{j+1}-\ell_{j}$ and $i \equiv p+\ell_{j+1}-\ell_{j}\left(\bmod \left|Q_{j}\right|\right)$, we extract $\operatorname{MI}\left(T\left(i-\ell_{j+1} . i\right], Q_{j}^{\infty}\right)$ from $\operatorname{MI}\left(T\left(p-\ell_{j} . i\right], Q_{j}^{\infty}\right)$ and use the precomputed mismatch information $\mathrm{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$ to construct $\mathrm{MI}\left(T\left(i-\ell_{j+1} . . i\right], P_{j}\right)$. If it is of size at most $k$, we report $i$ as a $k$-mismatch occurrence of $P_{j}$.

As for the correctness, we argue that we miss no $k$-mismatch occurrence $i \in(r b . .(r+1) b]$ of $P_{j+1}$ in $T$. Since $\operatorname{hd}\left(T\left(i-\ell_{j+1} . i\right], P_{j+1}\right) \leq k$ and $\operatorname{hd}\left(P_{j+1}, Q_{j}^{\infty}\right) \leq 2 k+1$, we have $\operatorname{hd}\left(T\left(i-\ell_{j+1} . . i\right], Q_{j}^{\infty}\right) \leq 3 k+1$. Moreover, by Observation 4.7, $i-\ell_{j+1}+\ell_{j}$ is a $k$ mismatch occurrence of $P_{j}$. Fact 4.3 further implies that $i-\ell_{j+1}+\ell_{j} \equiv p\left(\bmod \left|Q_{j}\right|\right)$ and $\operatorname{hd}\left(T\left(p-\ell_{j} . i-\ell_{j+1}\right], Q_{j}^{\infty}\right) \leq 3 k$. Consequently, $\operatorname{hd}\left(T\left(p-\ell_{j} . . i\right], Q_{j}^{\infty}\right) \leq 6 k+1$, and thus we compute $\mathrm{MI}\left(T\left(i-\ell_{j+1} . i\right], Q_{j}^{\infty}\right)$ and report $i$ as a $k$-mismatch occurrence of $P_{j+1}$.

We conclude with the complexity analysis: the working space is $O(k)$, dominated by the maintained mismatch information. Moreover, whenever we compute $\operatorname{MI}\left(T\left(i-\ell_{j+1} . . i\right], P_{j}\right)$, the size of this set is, by the triangle inequality, at most $6 k+1+2 k+1 \leq 8 k+2$, and it can be computed in $O(k)$ time.

Summary. Overall, each subroutine of each level takes $O(k)$ space and $O(k)$ time per character. Since there are $t=O(\log m)$ levels and each level contains at most two active subroutines, the algorithm takes $O(k \log m)$ space and $O(k \log m)$ time per text character. Although our pattern preprocessing algorithm is an offline procedure, we can run it while the algorithm reads the first $m / 2$ characters of the text. Then, while the algorithm reads further $m / 2$ characters, it can process two characters at a time to catch up with the input stream. This does not result in any delay on the output because the leftmost $k$-mismatch occurrence of $P$ is at position $m$ or larger.

### 4.3 Read-only algorithm for $k$-LHD-PAL

- Theorem 4.8. There is a deterministic online algorithm that solves the $k-L H D-P A L$ problem for a string of length $n$ using $O(k \log n)$ space and $O(k \log n)$ worst-case time per character.

The algorithm uses a filtering approach to select positions where a prefix close to PAL can end. Define a family $\mathcal{P}=\left\{P_{j}=T\left[. .\left\lfloor(3 / 2)^{j}\right\rfloor\right]: j \in\left[1 . .\left\lfloor\log _{3 / 2} n\right\rfloor\right]\right\}$ of prefixes of the text, and let $\ell_{j}=\left|P_{j}\right|$, setting $\ell_{0}=0$ for notational convenience.
$\triangleright$ Claim 4.9. Consider $j \in\left[1 . .\left\lfloor\log _{3 / 2} n\right\rfloor\right]$ and a position $i \in\left(2 \ell_{j-1} . .2 \ell_{j}\right]$. If $\operatorname{hd}(T[. . i], \mathrm{PAL}) \leq k$, then $i$ is a $2 k$-mismatch occurrence of $P_{j}^{R}$ in $T$. Moreover, $\mathrm{hd}(T[. . i], \mathrm{PAL})=\mathrm{hd}\left(T\left(i-i^{\prime} . . i\right], P_{j}\left[1 . . i^{\prime}\right)^{R}\right)$ for $i^{\prime}=\lfloor i / 2\rfloor$.

Proof. Note that $i>2 \ell_{j-1} \geq \ell_{j}$ implies that $P_{j}$ is a prefix of $T[. . i]$ and, equivalently, $P_{j}^{R}$ is a suffix of $T[. . i]^{R}$. Property 2.1 implies $2 \cdot \mathrm{hd}(T[. . i], \mathrm{PAL})=\operatorname{hd}\left(T[. . i], T[. . i]^{R}\right) \geq$ $\operatorname{hd}\left(T\left(i-\ell_{j} . . i\right], P_{j}\right)$. Thus, if $\operatorname{hd}(T[. . i], \mathrm{PAL}) \leq k$, then $i$ is a $2 k$-mismatch occurrence of $P_{j}$ in $T$. Since $T\left[. i^{\prime}\right]$ is a prefix of $P_{j}$, Property 2.1 further implies hd $(T[. . i], \mathrm{PAL})=$ $\operatorname{hd}\left(T\left(i-i^{\prime} . . i\right], T\left[. . i^{\prime}\right]^{R}\right)=\operatorname{hd}\left(T\left(i-i^{\prime} . . i\right], P_{j}\left[1 . . i^{\prime}\right)^{R}\right)$.

The algorithm constructs the family $\mathcal{P}$ as it reads the text. For each level $j$, we implement a subroutine responsible for positions $i \in\left(2 \ell_{j-1} . .2 \ell_{j}\right]$. First, while reading $T\left[\ell_{j} . .2 \ell_{j-1}\right)$, we launch the pattern-matching algorithm of Theorem 4.5 in order to compute the $2 k$-mismatch occurrences of $P_{j}^{R}$ in $T_{j}=T\left[. .2 \ell_{j}\right)$ and feed the pattern-matching algorithm with the pattern $P_{j}$ and a prefix $T\left[. .2 \ell_{j-1}\right)$ of $T_{j}$, ignoring any output produced. The total number of characters provided is $\ell_{j}+2 \ell_{j-1} \leq 7 \cdot\left(2 \ell_{j-1}-\ell_{j}\right)$, so we can feed the algorithm with $O(1)$ characters for every scanned character of $T$. Then, while reading $T\left[2 \ell_{j-1} . .2 \ell_{j}\right.$ ), we feed the pattern-matching algorithm with subsequent characters of $T$. For every reported $2 k$-mismatch occurrence $i$ of $P_{j}^{R}$ in $T_{j}$, we retrieve the mismatch information $\operatorname{MI}\left(T\left(i-\ell_{j} . . i\right], P_{j}^{R}\right)$ and obtain $\operatorname{MI}\left(T\left(i-i^{\prime} . . i\right], P_{j}\left[. . i^{\prime}\right]^{R}\right)$ by removing the entries corresponding to the leftmost $\ell_{j}-i^{\prime}$ positions. We report the size of this set (or $\infty$ if the size exceeds $k$ ) as hd ${ }_{\leq k}(T[. . i], \mathrm{PAL})$.

By Claim 4.9, all positions $i \in\left(2 \ell_{j-1} . .2 \ell_{j}\right]$ such that $\mathrm{hd}(T[. . i], \mathrm{PAL}) \leq k$ pass the test and the distance $\operatorname{hd}(T[. . i], \mathrm{PAL})$ is equal to the size of the set $\operatorname{MI}\left(T\left(i-i^{\prime} . . i\right], P_{j}\left[. . i^{\prime}\right]^{R}\right)$. As for the complexity analysis, observe that, for each level $j$, the pattern-matching algorithm uses $O(k \cdot j)$ space and takes $O(k \cdot j)$ time per character. Since, at any time, there is a constant number of active levels, the main algorithm uses $O(k \log n)$ space and takes $O(k \log n)$ time per character.

### 4.4 Read-only algorithm for $\boldsymbol{k}$-LHD-SQ

- Theorem 4.10. There is a deterministic online algorithm that solves the $k-L H D-S Q$ problem for a string $T \in \Sigma^{n}$ using $O(k \log n)$ space and $O(k \log n)$ worst-case time per character.

Our algorithm is very similar to the pattern-matching algorithm of Theorem 4.5. We use the same sequence $\mathcal{P}=\left(P_{j}\right)_{j=1}^{t}$ of prefixes, now defined for $P=T$. Again, we set $\ell_{j}=\left|P_{j}\right|$ for $j \in[1 . . t]$. Instead of Observation 4.7, we use Observation 3.4 to argue that our filtering procedure is correct.

Processing $\mathcal{P}$. We build $\mathcal{P}$ in an online fashion so that the prefix $P_{j}$ is constructed while scanning $T\left(\ell_{j} .\left\lceil\left\lceil 3 \ell_{j} / 2\right\rceil\right]\right.$. If $P_{j}$ is $k$-mismatch periodic, then we also identify $P_{j+1}$ and build $\operatorname{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$.

For subsequent indices $j \in\left[0 . .\left\lfloor\log _{3 / 2} n\right\rfloor\right]$, we add the prefix $R_{j}$ to $\mathcal{P}$ as soon as it has been read. Then, we launch an offline procedure that applies Corollary 4.4 to test whether $R_{j}$ is $k$-mismatch periodic and, if so, retrieves the period $Q$. If $R_{j}$ is $k$-mismatch periodic, we build $\operatorname{MI}\left(R_{j}, Q^{\infty}\right)$ and extend $R_{j}$ while maintaining the mismatch information with the appropriate prefix of $Q^{\infty}$. We proceed until we reach length $\left|R_{j+1}\right|$ or $2 k+1$ mismatches, whichever comes first. We add the obtained extension $R_{j}^{\prime}$ to $\mathcal{P}$ and store the mismatch information $\operatorname{MI}\left(R_{j}^{\prime}, Q^{\infty}\right)$. If $\operatorname{hd}\left(R_{j}^{\prime}, Q^{\infty}\right) \leq 2 k$, then $R_{j}^{\prime}=R_{j+1}$ is $k$-mismatch periodic with the same period $Q$. Otherwise, by Claim 4.2, neither $R_{j}^{\prime}$ nor $R_{j+1}$ are $k$-mismatch periodic. Processing each $j$ takes $O\left(\left|R_{j+1}\right| k\right)$ time and $O(k)$ space, and this computation needs to be completed while the algorithm reads $T\left(\left|R_{j}\right| . .\left|R_{j+1}\right|\right]$. This gives $O(k)$ time per position since $\left\lfloor\frac{3}{2}\left|R_{j}\right|\right\rfloor \leq\left|R_{j+1}\right| \leq\left\lceil\frac{3}{2}\left|R_{j}\right|\right\rceil$.

Across all indices $j \in\left[0 . .\left\lfloor\log _{3 / 2} n\right\rfloor\right]$, the preprocessing algorithm takes $O(k)$ space and time per character (since no two indices are processed simultaneously).

Computing the distances. For each level $j \in[1 . . t]$, we implement a subroutine responsible for even positions $i \in\left[2 \ell_{j} . .2 \ell_{j+1}\right)$; this procedure is active as we read $T\left[\ell_{j} . .2 \ell_{j+1}\right)$. As described above, the pattern $P_{j}$ is identified while the algorithm reads $T\left(\ell_{j} . .\left\lceil 3 \ell_{j} / 2\right\rceil\right]$ and, if $P_{j}$ is $k$-mismatch periodic, the period $Q_{j}$ and the mismatch information $\mathrm{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$ are also computed at that time. While reading $T\left[\left\lceil 3 \ell_{j} / 2\right\rceil . .2 \ell_{j}\right.$ ), we launch the pattern-matching algorithm of Theorem 4.5 to report the $k$-mismatch occurrences of $P_{j}$ in $T_{j}=T\left[. . \ell_{j}+\ell_{j+1}\right.$ ) and feed this algorithm with the pattern $P_{j}$ and the prefix $T\left[. .2 \ell_{j}\right.$ ) of the text $T_{j}$. The total number of characters provided is $3 \ell_{j} \leq 6 \cdot \frac{1}{2} \ell_{j}$, so can feed the pattern-matching algorithm with $O(1)$ character for every scanned character of $T$. Then, while reading $T\left[2 \ell_{j} . . \ell_{j}+\ell_{j+1}\right)$, we feed the pattern-matching algorithm subsequent text characters. For every $i^{\prime} \in\left[2 \ell_{j} . . \ell_{j}+\ell_{j+1}\right)$, we learn whether $i^{\prime}$ is a $k$-mismatch occurrence of $P_{j}$ and, if so, we obtain the mismatch information $\mathrm{MI}\left(P_{j}, T\left(i^{\prime}-\ell_{j} . i^{\prime}\right]\right)$. How we utilise this output depends on whether $P_{j}$ is $k$-mismatch periodic or not: if $P_{j}$ is not $k$-mismatch periodic, then $T_{j}$ contains $O(k) k$-mismatch occurrences of $P_{j}$ and storing them explicitly requires little space. When $P_{j}$ is $k$-mismatch periodic, $T_{j}$ must exhibit similar periodicity, which we can use to avoid storing all occurrences explicitly.
$\boldsymbol{P}_{\boldsymbol{j}}$ is not $\boldsymbol{k}$-mismatch periodic. In this case, for every received $k$-mismatch occurrence $i^{\prime}$ of $P_{j}$, we store the mismatch information $\mathrm{MI}\left(T\left(i^{\prime}-\ell_{j} . . i^{\prime}\right], P_{j}\right)$ and, as the algorithm receives subsequent characters $T[i]$ for $i \in\left(i^{\prime} . .2\left(i^{\prime}-\ell_{j}\right)\right]$, we maintain $\operatorname{MI}\left(T\left(i^{\prime}-\ell_{j} . . i\right], T\left[. . \ell_{j}+i-i^{\prime}\right]\right)$ as long as there are at most $k$ mismatches. If this is still the case for $i=2\left(i^{\prime}-\ell_{j}\right)$, we report that $T[. . i]$ is a $k$-mismatch square, with $\operatorname{hd}(T[. . i], \mathrm{SQ})=\operatorname{hd}\left(T\left(i^{\prime}-\ell_{j} . . i\right], T\left[. . \ell_{j}+i-i^{\prime}\right]\right)=$ hd $(T(i / 2 . . i], T[. . i / 2])$. By Observation 3.4, no $k$-mismatch square $T[. . i]$ is missed. Moreover, Fact 4.3 guarantees that there are $O(k) k$-mismatch occurrences of $P_{j}$, and thus we use $O(k)$ space and $O(k)$ time per character to process all of them.
$\boldsymbol{P}_{\boldsymbol{j}}$ is $\boldsymbol{k}$-mismatch periodic with period $\boldsymbol{Q}_{\boldsymbol{j}}$. In this case, we wait for the leftmost $k$ mismatch occurrence $p \in\left[2 \ell_{j} . \ell_{j}+\ell_{j+1}\right)$ of $P_{j}$ and ignore all the subsequent occurrences of $P_{j}$. We use the received mismatch information $\operatorname{MI}\left(T\left(p-\ell_{j} . . p\right], P_{j}\right)$ and the preprocessed mismatch information $\mathrm{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$ to construct $\mathrm{MI}\left(T\left(p-\ell_{j} . . p\right], Q_{j}^{\infty}\right)$; by the triangle inequality, the size of this set is guaranteed to be at most $3 k$. As the algorithm receives subsequent characters of $T[i]$ for $i \in\left(p . .2 \ell_{j+1}\right)$, we maintain $\operatorname{MI}\left(T\left(p-\ell_{j} . i\right], Q_{j}^{\infty}\right)$ as long as the number of mismatches does not exceed $6 k+1$. Whenever $i / 2 \geq p-\ell_{j}$ and $i / 2 \equiv p-\ell_{j}$ $\left(\bmod \left|Q_{j}\right|\right)$, we extract $\operatorname{MI}\left(T(i / 2 \ldots i], Q_{j}^{\infty}\right)$ from $\operatorname{MI}\left(T\left(p-\ell_{j} . . i\right], Q_{j}^{\infty}\right)$ and use the precomputed
mismatch information $\operatorname{MI}\left(P_{j+1}, Q_{j}^{\infty}\right)$ to construct $\operatorname{MI}\left(T[. . i / 2], Q_{j}^{\infty}\right)$ first, and then derive $\mathrm{MI}(T[. . i / 2], T(i / 2 . . i])$. If the latter is of size at most $k$, we report $T[. . i]$ as a $k$-mismatch square.

As for the correctness, we argue that we miss no $k$-mismatch square $T[. . i]$ with $i \in$ $\left(2 \ell_{j} .2 \ell_{j+1}\right]$. Since $\operatorname{hd}(T(i / 2 \ldots i], T[. . i / 2]) \leq k$ and $\operatorname{hd}\left(P_{j+1}, Q_{j}^{\infty}\right) \leq 2 k+1$, as a corollary we obtain $\operatorname{hd}\left(T(i / 2 . . i], Q_{j}^{\infty}\right) \leq 3 k+1$. Moreover, by Observation 3.4, $i / 2+\ell_{j}$ is a $k$ mismatch occurrence of $P_{j}$. Fact 4.3 further implies that $i / 2+\ell_{j} \equiv p\left(\bmod \left|Q_{j}\right|\right)$ and $\operatorname{hd}\left(T\left(p-\ell_{j} . . i / 2\right], Q_{j}^{\infty}\right) \leq 3 k$. Consequently, hd $\left(T\left(p-\ell_{j} . . i\right], Q_{j}^{\infty}\right) \leq 6 k+1$, and thus we compute $\mathrm{MI}(T[. i / 2], T(i / 2 . . i])$ and report $T[1 . . i]$ as a $k$-mismatch square.

We conclude with the complexity analysis: the working space is $O(k)$, dominated by the maintained mismatch information. Moreover, whenever we compute $\mathrm{MI}(T[. . i / 2], T(i / 2 . . i])$, the size of this set is, by the triangle inequality, at most $6 k+1+2 k+1 \leq 8 k+2$, and it can be computed in $O(k)$ time.

Summary. Overall, each level takes $O(k \log n)$ space and $O(k \log n)$ time per character, dominated by the pattern-matching algorithm of Theorem 4.5. However, since constantly many levels are processed at any given time, the entire algorithm still uses $O(k \log n)$ space and $O(k \log n)$ time per character.

## 5 Language Edit Distance problems

The edit distance between two strings $U$ and $V$, denoted by ed $(U, V)$, is the minimum number of character insertions, deletions, and substitutions required to transform $U$ into $V$. Similar to the Hamming distance, the edit distance from a string $U$ to PAL and SQ can be expressed in terms of self-similarity of $U$. This allows us to use similar approaches as for the Language Hamming distance problems, with tools for the Hamming distance replaced with appropriate tools for the edit distance. Details for the proof of these theorems can be found in the full version of the paper, available on arXiv at https://arxiv.org/abs/2309.14788.

By replacing the Hamming distance sketch [11] with the edit distance sketch of Bhattacharya and Koucký [7].

- Theorem 5.1. There is a randomised streaming algorithm that solves the $k-L E D-P A L$ problem for a string of length $n$ using $\tilde{O}\left(k^{2}\right)$ bits of space and $\tilde{O}\left(k^{2}\right)$ time per character.

Furthermore, the results of Bhattacharya and Koucky [7] show a reduction from the edit distance to the Hamming distance via locally consistent string decompositions, which allows reducing the $k$-LED-SQ problem to $k$-LHD-SQ, solved via Proposition 3.10:

- Theorem 5.2. There is a randomised streaming algorithm that solves the $k$-LED-SQ problem for a string of length $n$ using $\tilde{O}\left(k^{2}\right)$ bits of space and $\tilde{O}\left(k^{2}\right)$ time per character.

Finally, by replacing the online read-only algorithm for finding the $k$-mismatch occurrences of a pattern in a text with an online read-only algorithm for finding $k$-error occurrences and the structural results for the Hamming distance with the structural results for the edit distance, we obtain algorithms for $k$-LED-PAL and $k$-LED-SQ:

- Theorem 5.3. There is a deterministic online read-only algorithm that solves the $k$ -LED-PAL problem for a string of length $n$ using $\tilde{O}\left(k^{4}\right)$ bits of space and $\tilde{O}\left(k^{4}\right)$ time per character.
- Theorem 5.4. There is a deterministic online read-only algorithm that solves the $k$-LEDSQ problem for a string of length $n$ using $\tilde{O}\left(k^{4}\right)$ bits of space and $\tilde{O}\left(k^{4}\right)$ amortised time per character.
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#### Abstract

Twin-width is a structural width parameter introduced by Bonnet, Kim, Thomassé and Watrigant [FOCS 2020]. Very briefly, its essence is a gradual reduction (a contraction sequence) of the given graph down to a single vertex while maintaining limited difference of neighbourhoods of the vertices, and it can be seen as widely generalizing several other traditional structural parameters. Having such a sequence at hand allows to solve many otherwise hard problems efficiently. Our paper focuses on a comparison of twin-width to the more traditional tree-width on sparse graphs. Namely, we prove that if a graph $G$ of twin-width at most 2 contains no $K_{t, t}$ subgraph for some integer $t$, then the tree-width of $G$ is bounded by a polynomial function of $t$. As a consequence, for any sparse graph class $\mathcal{C}$ we obtain a polynomial time algorithm which for any input graph $G \in \mathcal{C}$ either outputs a contraction sequence of width at most $c$ (where $c$ depends only on $\mathcal{C}$ ), or correctly outputs that $G$ has twin-width more than 2 . On the other hand, we present an easy example of a graph class of twin-width 3 with unbounded tree-width, showing that our result cannot be extended to higher values of twin-width.
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## 1 Introduction

Twin-width is a relatively new structural width measure of graphs and relational structures introduced in 2020 by Bonnet, Kim, Thomassé and Watrigant [13]. Informally, the twin-width of a graph measures how diverse the neighbourhoods of the graph vertices are. For instance, cographs - the graphs which can be built from singleton vertices by repeated operations of a disjoint union and taking the complement - are exactly the graphs of twin-width 0 , which means that the graph can be brought down to a single vertex by successively identifying twin vertices. (Two vertices $x$ and $y$ are called twins in a graph $G$ if they have the same neighbours in $V(G) \backslash\{x, y\}$.) Hence the name, twin-width, for the parameter.

© Benjamin Bergougnoux, Jakub Gajarský, Grzegorz Guśpiel, Petr Hliněný, Filip Pokrývka, and Marek Sokołowski;
licensed under Creative Commons License CC-BY 4.0
34th International Symposium on Algorithms and Computation (ISAAC 2023).
Editors: Satoru Iwata and Naonori Kakimura; Article No. 11; pp. 11:1-11:13
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

## 11:2 Sparse Graphs of Twin-Width 2 Have Bounded Tree-Width

Importance of this new concept is clearly witnessed by numerous recent papers on the topic, such as the follow-up series $[7-11,14]$ and more related research papers which consider twin-width from algorithmic [5,25], combinatorial [2,3,23], structural [4,15] and logical $[4,19]$ perspective.

In particular, twin-width, as a structural width parameter, has naturally algorithmic applications in the parameterized complexity area. Among the most important ones we mention that the first order (FO) model checking problem - that is, deciding whether a fixed first-order sentence holds in an input graph - can be solved in linear FPT-time [14]. This and other algorithmic applications assume that a contraction sequence of bounded width is given alongside with the input graph, since in general we do not know how to construct such a sequence efficiently. Consequently, finding an efficient algorithm for computing twin-width of input graph $G$ together with its twin-width decomposition (known as a contraction sequence of $G$ ) is a central problem in the area. Currently, very little is known about this problem. It is known that one can check whether a graph has twin-width 0 and 1 and compute the corresponding contraction-sequence in polynomial time [12]. On the other hand, in general the problem of deciding the exact value of twin-width is NP-hard, and in particular, deciding whether a graph has twin-width 4 is NP-hard [5]. This means that even for fixed $k$, the best one can hope for is an approximation algorithm which for given input graph $G$ either correctly outputs that $G$ has twin-width more than $k$ or produces a contraction sequence of $G$ of width at most $k^{\prime}$, where $k^{\prime}$ is some fixed number with $k<k^{\prime}$. However, to the best of our knowledge, no such efficient algorithm is currently known, even for graph classes of twin-width 2.

The importance and popularity of twin-width largely stems from the fact that it generalizes many well-known graph-theoretic concepts. For example, graph classes of bounded cliquewidth, planar graphs and more generally graph classes defined by excluding a fixed minor, posets of bounded width and various subclasses of geometric graphs have been shown to have bounded twin-width $[14,22]$. In many cases, the proof of having bounded twin-width is constructive, meaning that for such class there exists an integer $d$ and a polynomial time algorithm which takes a graph $G$ as input and outputs a contraction sequence of $G$ of width at most $d$.

Apart from establishing that some well-known graph classes have bounded twin-width, there are also results relating twin-width to various graph classes from the other direction: one considers graph classes of bounded bounded twin-width which are restricted in some sense, and proves that such classes fall within some well-studied framework. Prime examples of this approach are results stating that $K_{t, t}$-free graph classes of bounded twin-width have bounded expansion $[8,18]$ or that stable graph classes of bounded twin-width have structurally bounded expansion [20]. Results of this form allow us to use well-established structural and algorithmic tools for (structurally) bounded expansion to restricted classes of bounded twin-width.

Our research is motivated by the following conjecture, which also fits into this line of research and about which we learned from É. Bonnet.

- Conjecture 1.1. Let $\mathcal{C}$ be a class of graphs of twin-width at most 3 such that there exists $t$ such that no $G \in \mathcal{C}$ contains $K_{t, t}$ as a subgraph. Then $\mathcal{C}$ has bounded tree-width.

For graph classes of twin-width at most one, we can easily argue that Conjecture 1.1 is true as follows. It is known [11] that if a graph class $\mathcal{C}$ is such that every $G \in \mathcal{C}$ has a contraction sequence in which red components (see Section 2) have bounded size, then $\mathcal{C}$ has bounded clique-width. Since in a contraction sequence of width one each red component has
size one, this implies that graph classes of twin-width one have bounded clique-width. In combination with the fact that graph classes of bounded clique-width which exclude $K_{t, t}$ as a subgraph have bounded tree-width, this proves the result.

However, for twin-width 2 or 3 we cannot assume that red components of trigraphs occurring in contraction sequences have bounded size, and so to attack Conjecture 1.1 one has to employ a more fine-tuned approach by directly analyzing contraction sequences.

## Our contribution

We confirm Conjecture 1.1 for the case of graph classes of twin-width 2 and disprove the conjecture for graph classes of twin-width 3. Namely on the positive side we prove the following.

- Theorem 1.2. Let $t$ be an integer and let $\mathcal{C}$ be a class of graphs of twin-width at most 2 such that no $G \in \mathcal{C}$ contains $K_{t, t}$ as a subgraph. Then the tree-width of $\mathcal{C}$ is bounded by a polynomial function of $t$, namely at most $\mathcal{O}\left(t^{20}\right)$.

Theorem 1.2 allows us to apply the existing tools for bounded tree-width to sparse classes of twin-width 2 , making many hard problems efficiently solvable on such classes. Moreover, Theorem 1.2 also leads to the following algorithmic corollary.

- Corollary 1.3. Let $\mathcal{C}$ be a class of graphs such that there exists $t$ such that no $G \in \mathcal{C}$ contains $K_{t, t}$ as a subgraph. Then there exists a constant $c$ depending on $\mathcal{C}$, and a polynomial-time algorithm which for every $G \in \mathcal{C}$ either outputs a contraction sequence of $G$ of width at most $c$, or correctly outputs that $G$ has twin-width more than 2 .

On the negative side, we exhibit an example of a graph class $\mathcal{C}$ of twin-width 3 such that no $G \in \mathcal{C}$ contains a $K_{2,2} \simeq C_{4}$ subgraph, and that $\mathcal{C}$ has unbounded tree-width.

## 2 Related Definitions and Tools

We use standard graph-theoretic terminology and notation. All graphs considered in this paper are finite and simple, i.e., without loops and multiple edges. For the sake of completeness, we include the following folklore definition and tool.

- Definition 2.1 (Tree-width [26]). A tree-decomposition of a graph $G$ is a pair $(X, T)$ where $T$ is a tree, whose vertices we call nodes, and $X=\left\{X_{i} \mid i \in V(T)\right\}$ is a collection of subsets of $V(G)$ such that

1. $\bigcup_{i \in V(T)} X_{i}=V(G)$,
2. for each edge $v w \in E(G)$, there is $i \in V(T)$ such that $v, w \in X_{i}$ and,
3. for each $v \in V(G)$ the set of nodes $\left\{i \mid v \in X_{i}\right\}$ forms a subtree of $T$.

The width of tree-decomposition $\left(\left\{X_{i} \mid i \in V(T)\right\}, T\right)$ is equal to $\max _{i \in V(T)}\left\{\left|X_{i}\right|-1\right\}$. The tree-width of a graph $G$ is the minimum width over all tree-decompositions of $G$.

For a graph $G$ and $A, B \subseteq V(G)$, an $A-B$ path is a path with one endvertex in $A$ and the other endvertex in $B$. We will use Menger's theorem (see for example [17]).

- Theorem 2.2 (Menger's theorem). Let $G$ be a graph and $A, B \subseteq V(G)$. The minimum size of a set $S \subseteq V(G)$ such that there is no $A-B$ path in $G-S$ is equal to the maximum number of vertex-disjoint $A-B$ paths in $G$.


## 11:4 Sparse Graphs of Twin-Width 2 Have Bounded Tree-Width

For an integer $N$, the $N \times N$ wall (or hexagonal grid) is the graph consisting of $N$ disjoint paths $P_{1}, \ldots, P_{N}$, each $P_{i}$ with vertices $v_{1}^{i}, \ldots, v_{N}^{i}$ in this order in $P_{i}$, together with the edges given by the following rule: if both $i, j \in\{1, \ldots, N\}$ have the same parity and $i<N$, then $v_{j}^{i}$ is adjacent to $v_{j}^{i+1}$.

For an integer $N$, a graph $H$ is called an $N \times N$ cubic mesh if the maximum degree of $H$ is 3 and the following holds; we can write $H=Q_{1} \cup Q_{2}$, where each $Q_{i}, i=1,2$, is formed as a vertex-disjoint union of $N$ paths, the ends of paths of $Q_{i}$ are disjoint from $V\left(Q_{3-i}\right)$ for $i=1,2$, and every component-path of $Q_{1}$ intersects every component-path of $Q_{2}$ in precisely one (common) subpath. These paths of $Q_{1}$ (resp. of $Q_{2}$ ) are called the rows (resp. columns) of the mesh $H$, and the vertices of $H$ of degree 3 are called the branching vertices of $H$. The intersection of any row and any column of $H$ must be a subpath of nonzero length since $\Delta(H)=3$, and it contributes two branching vertices.

- Observation 2.3. Any subdivision of the classical $(2 N+2) \times(2 N+2)$ wall (hexagonal grid) contains an $N \times N$ cubic mesh as a subgraph. See Figure 1.


Figure 1 Example of an $8 \times 8$ wall. We obtain a $3 \times 3$ cubic mesh by considering the yellow paths as columns and the blue horizontal paths as rows. Hollow vertices are the branching vertices of this cubic mesh.

The notion of twin-width can in general be considered over arbitrary binary relational structures of a finite signature, but here we will define it and deal with it for only finite simple graphs. It is based on the following concept.

A trigraph is a simple graph $G$ in which some edges are marked as red, and with respect to the red edges only, we naturally speak about red neighbours and red degree in $G$ (while the terms neighbour and degree without "red" refer to all edges of $G$ inclusive of red ones, and edges which are not red are also called black). For a pair of (possibly not adjacent) vertices $x_{1}, x_{2} \in V(G)$, we define a contraction of the pair $x_{1}, x_{2}$ as the operation creating a trigraph $G^{\prime}$ which is the same as $G$ except that $x_{1}, x_{2}$ are replaced with a new vertex $x_{0}$ (said to stem from $x_{1}, x_{2}$ ) such that:

- the (full) neighbourhood of $x_{0}$ in $G^{\prime}$ (i.e., including the red neighbours), denoted by $N_{G^{\prime}}\left(x_{0}\right)$, equals the union of the neighbourhoods $N_{G}\left(x_{1}\right)$ of $x_{1}$ and $N_{G}\left(x_{2}\right)$ of $x_{2}$ in $G$ except $x_{1}, x_{2}$ themselves, that is, $N_{G^{\prime}}\left(x_{0}\right)=\left(N_{G}\left(x_{1}\right) \cup N_{G}\left(x_{2}\right)\right) \backslash\left\{x_{1}, x_{2}\right\}$, and
- the red neighbours of $x_{0}$, denoted here by $N_{G^{\prime}}^{r}\left(x_{0}\right)$, inherit all red neighbours of $x_{1}$ and of $x_{2}$ and add those in $N_{G}\left(x_{1}\right) \Delta N_{G}\left(x_{2}\right)$, that is, $N_{G^{\prime}}^{r}\left(x_{0}\right)=\left(N_{G}^{r}\left(x_{1}\right) \cup N_{G}^{r}\left(x_{2}\right) \cup\right.$ $\left.\left(N_{G}\left(x_{1}\right) \Delta N_{G}\left(x_{2}\right)\right)\right) \backslash\left\{x_{1}, x_{2}\right\}$, where $\Delta$ denotes the symmetric set difference.
- Definition 2.4 (Contraction sequence and twin-width [13]). $A$ contraction sequence of $a$ trigraph $G$ is a sequence of successive contractions turning $G$ into a single vertex, and its width $d$ is the maximum red degree of any vertex in any trigraph of the sequence. We say that $G$ has or admits a $d$-contraction sequence if there is a contraction sequence of $G$ of width at most $d$. The twin-width of a trigraph $G$ is the minimum width over all possible contraction sequences of $G$.

To define a contraction sequence and the twin-width of an ordinary graph $G$, we consider $G$ as a trigraph with no red edges. In a summary, a graph has twin-width at most $d$, if and only if it admits a d-contraction sequence.

For our purpose, the following "inverted" view of a contraction sequence will be useful.

- Definition 2.5 (Uncontraction sequence). A partitioned graph is a graph $G$ associated with an unordered vertex partition $\mathcal{P}=\left(P_{1}, \ldots, P_{m}\right)$ of $V(G)$. The partitioned trigraph of $(G, \mathcal{P})$ is a trigraph $H$ on the vertex set $V(H)=\mathcal{P}$ such that $\left\{P_{1}, P_{2}\right\} \in E(H)$ if and only if $G$ contains an edge from $P_{1}$ to $P_{2}$, and this edge $\left\{P_{1}, P_{2}\right\}$ is red if and only if not all pairs of $P_{1} \times P_{2}$ are edges of $G$. An uncontraction sequence of an $n$-vertex graph $G$ is a sequence of partitioned graphs $\left(G, \mathcal{P}^{i}\right)$ for $i=1, \ldots, n$, where $\mathcal{P}^{1}=\{V(G)\}$ and $\mathcal{P}^{n}$ is the partition of $V(G)$ into singletons, and for $1<i \leq n$ the partition $\mathcal{P}^{i}$ is obtained from $\mathcal{P}^{i-1}$ by splitting an arbitrary one part of $\mathcal{P}^{i-1}$ into two.

It is easy to observe that if $G_{0}, G_{1}, \ldots, G_{n-1}$ is a contraction sequence of the $n$-vertex graph $G=G_{0}$, then for the trigraph $G_{n-k}$ (on $k$ vertices) we may form the corresponding vertex partition $\mathcal{P}^{k}=\left(P_{1}^{k}, \ldots, P_{k}^{k}\right)$ of $V(G)$ by setting $P_{i}^{k}$ to be the set of vertices of $G$ contracted into $w_{i} \in V\left(G_{n-k}\right), i=1, \ldots, k$. The partitioned trigraph of $\left(G, \mathcal{P}^{k}\right)$ is hence isomorphic to the trigraph $G_{n-k}$ of the former contraction sequence, and these two possible approaches to twin-width in Definition 2.4 and Definition 2.5 exactly coincide.

## 3 Proof of Theorem 1.2

Our proof proceeds by contradiction. Thus, we assume that there is a $K_{t, t}$-free graph $G$ of large tree-width which has twin-width at most 2 . We then proceed in two steps:

- Step I: Since $G$ has large tree-width, it has to contain a subdivision of a large wall, and hence a large cubic mesh, as a subgraph. Using this and the assumption that $G$ has an uncontraction sequence of width at most 2 , we show that there has to be a point in time during the uncontraction sequence such that there are four parts $X_{1}, X_{2}, X_{3}, X_{4}$ which form a red path in the corresponding trigraph and there are many disjoint paths of $G$ fully contained in $X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$ with one endpoint in $X_{1}$ and the other in $X_{4}$.
- Step II: Using a carefully chosen invariant we show that the structure found in Step I can be maintained indefinitely during the subsequent steps of the uncontraction sequence (still of width at most 2). This yields a contradiction, since the final partition of the uncontraction sequence consists of singletons and there are no red edges.

So, we actually prove the following alternative formulation of Theorem 1.2.

- Theorem 3.1. If $G$ is a simple graph not containing a $K_{t, t}$ subgraph, but containing a subgraph (not necessarily induced) $H \subseteq G$ which is an $N \times N$ cubic mesh for $N=16 \cdot(13 t)^{2}$, then $G$ is of twin-width at least 3.


### 3.1 Proving Step I

We start with a trivial claim which is crucial in our arguments:

- Observation 3.2. Assume a partitioned graph $(G, \mathcal{P})$ such that $G$ has no $K_{t, t}$ subgraph, and $X_{1}, X_{2} \in \mathcal{P}$ such that $\left|X_{1}\right|,\left|X_{2}\right| \geq t$. Then the partitioned trigraph of $(G, \mathcal{P})$ cannot contain a black edge $\left\{X_{1}, X_{2}\right\}$. In other words, whenever $G$ has an edge from $X_{1}$ to $X_{2}$, there is a red edge $\left\{X_{1}, X_{2}\right\}$ in the partitioned trigraph of $(G, \mathcal{P})$.

The first step in the proof of Theorem 1.2 is precisely formulated and proved next.

- Lemma 3.3. Let $t$ be an integer. Assume that $G$ is a simple graph not containing a $K_{t, t}$ subgraph, but containing a subgraph (not necessarily induced) $H \subseteq G$ which is an $N \times N$ cubic mesh, where $N=16 \cdot(13 t)^{2}$. If there is an uncontraction sequence $\left(G, \mathcal{P}^{i}\right)$ for $i=1, \ldots,|V(G)|$ of width at most 2 , then there exists $m \in\{1, \ldots,|V(G)|\}$ such that the following holds:
- There are parts $X_{1}, X_{2}, X_{3}, X_{4} \in \mathcal{P}^{m}$ with $\left|X_{i}\right| \geq t$ for each $i \in\{1, \ldots, 4\}$ which induce $a$ red path in this order in the partitioned trigraph of $\left(G, \mathcal{P}^{m}\right)$, and there is no edge between $X_{1}$ and $X_{4}$.
- The set $X:=X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$ induces in $G$ a subgraph containing $s \geq 4 t$ pairwise vertex-disjoint paths from $X_{1}$ to $X_{4}$.

Proof. Set $k:=13 t$. Let $m \in\{1, \ldots,|V(G)|\}$ be the least index such that every part of $\mathcal{P}^{m}$ contains less than $4 k^{2}$ branching vertices of $H$. Then there is a part $Z \in \mathcal{P}^{m}$ such that $Z$ contains at least $2 k^{2}$ branching vertices of $H$ (one of the two having resulted by the last splitting before $\mathcal{P}^{m}$ ). If $Z$ intersected less than $k$ rows and less than $k$ columns of $H$, by the condition on intersecting rows and columns we would have less than $2 k^{2}$ branching vertices in $Z$ altogether. Hence, up to symmetry, we may assume that $Z$ hits at least $k$ rows of $H$. Moreover, since $N=16 \cdot(13 t)^{2}=16 \cdot k^{2}$, we have that $Z$ contains branching vertices of less than $4 k^{2}=N / 4$ rows of $H$.

Let $L_{2}, L_{1}, R_{1}, R_{2} \in \mathcal{P}^{m}$ denote the (at most) four parts that are connected to $Z$ by a red path of length $\leq 2$ in the partitioned trigraph of $\left(G, \mathcal{P}^{m}\right)$. That is, we have a red path on, ( $L_{2}, L_{1}, Z, R_{1}, R_{2}$ ) in this order (for simplicity, we silently ignore if some of the parts do not exist). Again, each of $L_{1}, L_{2}, R_{1}, R_{2}$ contains branching vertices of less than $4 k^{2}=N / 4$ rows of $H$. Altogether, every row of $H$ hit by $Z$ has at least $2 N-5 \cdot N / 4=3 \cdot N / 4>0$ branching vertices not contained in $\bigcup \mathcal{Z}$ where $\mathcal{Z}=\left\{L_{2}, L_{1}, Z, R_{1}, R_{2}\right\}$. We have thus got, as subpaths of the rows hit by $Z$, a collection $\mathcal{Q}=\left\{Q_{1}, \ldots, Q_{k}\right\}$ of $k$ vertex-disjoint paths in $G$ which connect $Z$ to parts in $\mathcal{P}^{m} \backslash \mathcal{Z}$. Let the paths in $\mathcal{Q}$ be chosen as inclusion-minimal and for any $Q_{i} \in \mathcal{Q}$ let $a_{i}$ and $b_{i}$ be the endpoints of $Q_{i}$.

We now proceed assuming that all $L_{1}, L_{2}, R_{1}, R_{2}$ have size at least $t$, the case when one of $\left\{L_{1}, L_{2}\right\}$ or one of $\left\{R_{1}, R_{2}\right\}$ is smaller than $t$ is addressed below. Every path $Q \in \mathcal{Q}$, by its minimality, connects a vertex of $Z$ to a vertex of $Y \in \mathcal{P}^{m} \backslash \mathcal{Z}$ where $Y$ is a neighbour (red or black) of the set $\mathcal{Z}$ in the partitioned trigraph of $\left(G, \mathcal{P}^{m}\right)$. For any $X \in\left\{L_{2}, L_{1}, Z, R_{1}, R_{2}\right\}$, since $|X| \geq t$, the union of the parts adjacent to $X$ by black edges in the partitioned trigraph is of cardinality less than $t$, or we have a $K_{t, t}$ subgraph. Together, at most $5 t$ of the paths of $\mathcal{Q}$ in $G$ may end in parts $Y \in \mathcal{P}^{m} \backslash \mathcal{Z}$ which are not red neighbours of $\mathcal{Z}$ in the partitioned trigraph. Since we have at most two red neighbours of parts of $\mathcal{Z}$ among the parts of $\mathcal{P}^{m} \backslash \mathcal{Z}$ (namely, the "outside" red neighbours of $L_{2}$ and of $R_{2}$ ), up to symmetry, the (unique) red neighbour $L_{3} \in \mathcal{P}^{m} \backslash \mathcal{Z}$ of $L_{2}$ contains ends of at least $(k-5 t) / 2=4 t$ of the paths in $\mathcal{Q}$. In particular, $L_{3}$ has to exist, and $L_{3}$ is not adjacent to $Z$ in the partitioned trigraph by Observation 3.2. We thus conclude by choosing $X_{1}=L_{3}, X_{2}=L_{2}, X_{3}=L_{1}$ and $X_{4}=Z$.

Next, we address the case when exactly one of $\left\{L_{1}, L_{2}\right\}$ or $\left\{R_{1}, R_{2}\right\}$ contains $W$ such that $|W|<t$. Without loss of generality assume that $W \in\left\{R_{1}, R_{2}\right\}$ and so both $L_{1}$ and $L_{2}$ have size at least $t$. If $W=R_{1}$, set $\mathcal{Z}^{\prime}:=\left\{L_{2}, L_{1}, Z\right\}$, otherwise set $\mathcal{Z}^{\prime}:=\left\{L_{2}, L_{1}, Z, R_{1}\right\}$. Every path $Q \in \mathcal{Q}$, by its minimality, connects a vertex of $Z$ to a vertex of $Y \in \mathcal{P}^{m} \backslash \mathcal{Z}^{\prime}$ where $Y$ is a neighbour (red or black) of the set $\mathcal{Z}^{\prime}$ in the partitioned trigraph of $\left(G, \mathcal{P}^{m}\right)$. For any $X$ in $\mathcal{Z}$, since $|X| \geq t$, the union of the parts adjacent to $X$ by black edges in the partitioned trigraph is of cardinality less than $t$, or we have a $K_{t, t}$ subgraph. Together, at most $4 t$ of the paths of $\mathcal{Q}$ in $G$ may end in parts $Y \in \mathcal{P}^{m} \backslash \mathcal{Z}^{\prime}$ which are not red neighbours of $\mathcal{Z}^{\prime}$ in the partitioned trigraph, and at most $t$ paths of $Q$ can go through $W$. Ignoring all these at most $5 t$ paths, all the remaining $|\mathcal{Q}|-5 t>4 t$ paths have to end in the red neighbor of $L_{2}$; call this neighbor $L_{3}$. We thus again conclude by choosing $X_{1}=L_{3}, X_{2}=L_{2}, X_{3}=L_{1}$ and $X_{4}=Z$.

Finally, we consider the case when there is $W_{L} \in\left\{L_{1}, L_{2}\right\}$ with $\left|W_{L}\right|<t$ and $W_{r} \in$ $\left\{R_{1}, R_{2}\right\}$ with $\left|W_{R}\right|<t$. We will show that this leads to a contradiction. We first fix the choice of $W_{L}$ and $W_{R}$ more precisely. If both $L_{1}$ and $L_{2}$ have size less than $t$, then we choose $L_{1}$ as $W_{L}$ and similarly, if both $R_{1}$ and $R_{2}$ have size less than $t$, we choose $R_{1}$ as $W_{R}$. Then in the path $L_{2} L_{1} Z R_{1} R_{2}$ all parts between $W_{L}$ and $W_{R}$ have size at least $t$. Since each part $X$ between $W_{L}$ and $W_{R}$ has size at least $t$, the union of the parts adjacent to $X$ by black edges has size less than $t$, as otherwise we have a $K_{t, t}$ as a subgraph. Thus, the union of $W_{L}$, $W_{R}$, and all black neighbors of (at most 3) parts between $W_{L}$ an $W_{R}$ has size at most $5 t$. This means that there are at most $5 t$ vertices which separate $\left\{a_{1}, \ldots, a_{k}\right\}$ from $\left\{b_{1}, \ldots, b_{k}\right\}$ (recall that for any $i \in[k]$ we denote by $a_{i}$ and $b_{i}$ the endpoints of $Q_{i}$ ). Since there are $k>5 t$ disjoint paths between $A:=\left\{a_{1}, \ldots, a_{k}\right\}$ and $B:=\left\{b_{1}, \ldots, b_{k}\right\}$, this is a contradiction to Menger's theorem.

- Observation 3.4. From Observation 3.2 it follows that each of the s paths from $X_{1}$ to $X_{4}$ claimed in Lemma 3.3 must also intersect $X_{2}$ and $X_{3}$ (possibly many times back and forth).


### 3.2 Proving Step II

For our convenience, we introduce the following notation. Given a graph $G$, an uncontraction sequence $\left(G, \mathcal{P}^{i}\right)$ for $i=1, \ldots,|V(G)|$, an integer $j \in\{1, \ldots,|V(G)|\}$, and $X \in \mathcal{P}^{j}$, we define $N_{j}^{b}(X)$ as the set of parts of $\mathcal{P}^{j}$ that have a black edge to $X$ in the partitioned trigraph of $\left(G, \mathcal{P}^{j}\right)$; we call this set the black neighborhood of $X$ in $\left(G, \mathcal{P}^{j}\right)$. Also, we set $\left\|N_{j}^{b}(X)\right\|:=\sum_{Y \in N_{j}^{b}(X)}|Y|$ to be the total number of vertices of $G$ in any part of the black neighborhood of $X$ in $\left(G, \mathcal{P}^{j}\right)$.

- Lemma 3.5. Let $G$ be an arbitrary simple graph not containing a $K_{t, t}$ as a subgraph, and let $\left(G, \mathcal{P}^{i}\right)$ for $i=1, \ldots,|V(G)|$ be an uncontraction sequence for $G$. Suppose that, for some $m \in\{1, \ldots,|V(G)|\}$, there are parts $X_{1}, X_{2}, X_{3}, X_{4} \in \mathcal{P}^{m}$ with $\left|X_{i}\right| \geq t$ for each $i \in\{1, \ldots, 4\}$ such that:
- $X_{1}, X_{2}, X_{3}, X_{4}$ induce a red path in this order in the partitioned trigraph of $\left(G, \mathcal{P}^{m}\right)$,
- there is no edge between $X_{1}$ and $X_{4}$, and
- the set $X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$ induces in $G$ a subgraph containing $s \geq 4 t$ pairwise vertex-disjoint paths from $X_{1}$ to $X_{4}$.
Then the width of this uncontraction sequence is greater than 2.
Proof. For a contradiction, suppose that the width of the considered uncontraction sequence of $G$ is at most 2. We are going to formulate an invariant which is true for $\left(G, \mathcal{P}^{m}\right)$, and which will remain true at every subsequent step of the uncontraction sequence. Since this invariant, at the same time, will preclude the finest partition into singletons, the assumed sequence of width $\leq 2$ cannot exist.

Invariant. At step $j \geq m$ of the uncontraction sequence, in the graph ( $G, \mathcal{P}^{j}$ ) and its partitioned trigraph, the following holds. There are 4 parts $X_{1}, X_{2}, X_{3}, X_{4} \in \mathcal{P}^{j}$, each of size at least $t$, forming a red path in this order in the partitioned trigraph of $\left(G, \mathcal{P}^{j}\right)$, and parts $X_{1}$ and $X_{4}$ are not adjacent. Denote by $s_{j}$ the maximum number of vertex-disjoint paths in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$, starting in $X_{1}$ and ending in $X_{4}$. Then $s_{j}+\left\|N_{j}^{b}\left(X_{2}\right)\right\|+\left\|N_{j}^{b}\left(X_{3}\right)\right\| \geq 4 t$.

Note that in the base case we have $s_{m} \geq 4 t$, so the invariant is trivially satisfied for $j=m$. Also, without loss of generality we can assume that all the vertex-disjoint paths in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$ are inclusion-wise minimal; so in particular, each path contains exactly one (starting) vertex in $X_{1}$ and exactly one (ending) vertex in $X_{4}$. See also an informal illustration in Figure 2.

Now suppose the invariant holds for some $j \in\{m, \ldots,|V(G)|-1\}$ and let us prove that it is also preserved after the $j$-th uncontraction. First observe that for each $i \in\{1,2,3,4\}, G$ contains a bipartite clique with sides $X_{i}$ and $\bigcup N_{j}^{b}\left(X_{i}\right)$. Since $\left|X_{i}\right| \geq t$ and $G$ does not contain $K_{t, t}$ as a subgraph, we have $\left\|N_{j}^{b}\left(X_{i}\right)\right\| \leq t-1$. Therefore, $s_{j} \geq 4 t-(t-1)-(t-1) \geq 2 t$. Each of the $s_{j}$ disjoint paths in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$ must intersect each of the sets $X_{1}, X_{2}, X_{3}, X_{4}$ (Observation 3.4), so actually $\left|X_{i}\right| \geq s_{j} \geq 2 t$ for each $i \in\{1,2,3,4\}$.


Figure 2 Illustration of 4 big parts $X_{1}, X_{2}, X_{3}, X_{4}$ forming red path (red), an example of one of $s_{j}$ paths (green), and parts in black neighbourhoods $N_{j}^{b}\left(X_{2}\right), N_{j}^{b}\left(X_{3}\right)$ (black).

We now analyze all the possible cases for an uncontraction step. Denote by $x \in \mathcal{P}^{j}$ the part that is split into new parts $y, z \in \mathcal{P}^{j+1}$. Also select some $s_{j} \geq 2 t$ inclusionwise-minimal pairwise vertex-disjoint paths $P_{1}, \ldots, P_{s_{j}}$ from $X_{1}$ to $X_{4}$ in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$. By minimality, Observation 3.2 and Observation 3.4, each path has its first vertex in $X_{1}$, its second vertex in $X_{2}$, its penultimate vertex in $X_{3}$, and its last vertex in $X_{4}$. Also notice that there cannot be any edges between $X_{1}$ and $X_{3}$, or any edges between $X_{2}$ and $X_{4}$ (otherwise, Observation 3.2 would apply and the red degree of $X_{2}$ or $X_{3}$ would be too large). Recall also there are no edges between $X_{1}$ and $X_{4}$.

If $x \notin\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$, the black neighbourhood of $X_{2}$ and $X_{3}$ in the partitioned trigraph can only increase; also, $s_{j+1}=s_{j}$ as the vertex-disjoint paths in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$ in $\left(G, \mathcal{P}^{j}\right)$ are preserved in the uncontraction step. Hence, the invariant is satisfied.

Suppose $x=X_{1}$ or $x=X_{4}$. Without loss of generality, $x=X_{1}$ (or suppose the red path is actually $X_{4}, X_{3}, X_{2}, X_{1}$ ), as illustrated in Figure 3a. Since at the $j$-th step, there were at least $s_{j} \geq 2 t$ inclusion-wise minimal pairwise vertex-disjoint paths from $X_{1}$ to $X_{4}$ in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$, at least $t$ of these start in $y$ or at least $t$ of these start in $z$; again without loss of generality, assume that $y$ contains at least $t$ starts of the paths (so naturally $|y| \geq t)$. As each of those paths have its second vertex in $X_{2}$, we know that $y X_{2}$ is an edge in the partitioned trigraph of $\left(G, \mathcal{P}^{j+1}\right)$; and it must be a red edge, because both $y$ and $X_{2}$ have size at least $t$ and Observation 3.2 applies. We now claim that the red path $y, X_{2}, X_{3}, X_{4}$ preserves the invariant in $\left(G, \mathcal{P}^{j+1}\right)$. Since $y, z \subseteq X_{1}$, both $y$ and $z$ are non-adjacent to $X_{3}$
and $X_{4}$. Observe also that $z$ cannot be red-adjacent to $X_{2}$ in $\left(G, \mathcal{P}^{j+1}\right)$ as in this case, the red degree of $X_{2}$ would be at least 3 . However, $z$ can be either black-adjacent or non-adjacent to $X_{2}$. If $z$ is non-adjacent to $X_{2}$, then $z$ cannot contain the start of any of the $s_{j}$ paths $P_{i}$ as the second vertex of each such path is in $X_{2}$. Hence we do not lose any path $P_{i}$ by removing $z$ from $X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$, so $s_{j+1}=s_{j}$ and the invariant still holds. If $z$ is black-adjacent to $X_{2}$, then by a counting argument $z$ contains at most $|z|$ starts of the considered paths $P_{i}$; hence, $s_{j+1} \geq s_{j}-|z|$. However, the number of vertices of $G$ in the black neighborhood of $X_{2}$ also increases by $|z|$, because $z$ was split out of $X_{1}$ which was a red neighbour of $X_{2}$. Hence the inequality from the invariant is satisfied:

$$
s_{j+1}+\left\|N_{j+1}^{b}\left(X_{2}\right)\right\|+\left\|N_{j+1}^{b}\left(X_{3}\right)\right\| \geq\left(s_{j}-|z|\right)+\left(\left\|N_{j}^{b}\left(X_{2}\right)\right\|+|z|\right)+\left\|N_{j}^{b}\left(X_{3}\right)\right\| \geq 4 t
$$

It is also easy to verify the remaining conditions of the invariant.
It remains to consider $x=X_{2}$ or $x=X_{3}$. Without loss of generality, $x=X_{2}$ (or suppose the red path $X_{4}, \ldots, X_{1}$ ). We first prove that at least one of $y, z$ is red-adjacent to $X_{1}$ in $\left(G, \mathcal{P}^{j+1}\right)$. Assume otherwise; then $y$ is either non-adjacent to $X_{1}$ (and then $\left|N_{G}\left(X_{1}\right) \cap y\right|=0$ ) or black-adjacent to $X_{1}$ (and then $|y| \leq t-1$ by Observation 3.2 , so $\left|N_{G}\left(X_{1}\right) \cap y\right| \leq t-1$ ). Analogously, $\left|N_{G}\left(X_{1}\right) \cap z\right| \leq t-1$. Since $X_{2}=y \cup z$, we conclude that $\left|N_{G}\left(X_{1}\right) \cap X_{2}\right| \leq 2 t-2$. But each of $s_{j} \geq 2 t$ vertex-disjoint paths $P_{1}, \ldots, P_{s_{j}}$ have two consecutive vertices in $X_{1}$ and $X_{2}$, so $\left|N_{G}\left(X_{1}\right) \cap X_{2}\right| \geq s_{j}$ - a contradiction. Hence at least one of $y, z$ is red-adjacent to $X_{1}$. Repeating the same argument with $X_{3}$ instead of $X_{1}$ implies that at least one of $y, z$ is red-adjacent to $X_{3}$. Additionally, $X_{3}$ is already red-adjacent to $X_{4}$, so exactly one of $y, z$ is red-adjacent to $X_{3}$. Without loss of generality, assume that $y$ is red-adjacent to $X_{3}$. We now consider two separate cases, depending on whether $y$ is red-adjacent to $X_{1}$.

First assume that $y$ is red-adjacent to $X_{1}$, as illustrated in Figure 3b. We claim that the red path $X_{1}, y, X_{3}, X_{4}$ preserves the invariant in $\left(G, \mathcal{P}^{j+1}\right)$. Observe that $z$ cannot be red-adjacent to $y$ due to the red degree condition of $y$ in $\left(G, \mathcal{P}^{j+1}\right)$. If $z$ is non-adjacent to $y$ and $X_{3}$, no inclusion-wise minimal path from $X_{1}$ to $X_{4}$ in $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$ can be routed through $z$ as all neighbors of $z$ in $X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$ are in $X_{1}$. Then $s_{j+1}=s_{j}$ and it is easy to verify the remaining parts of the invariant. Next suppose $z$ is black-adjacent to $X_{3}$; then by Observation 3.2 we have $|z| \leq t-1$, hence $|y|=\left|X_{2}\right|-|z| \geq t$. Also observe that at most $|z|$ paths $P_{i}$ intersect $z$, so $s_{j+1} \geq s_{j}-|z|$. Therefore, the inequality from the invariant is preserved:

$$
s_{j+1}+\left\|N_{j+1}^{b}\left(X_{2}\right)\right\|+\left\|N_{j+1}^{b}\left(X_{3}\right)\right\| \geq\left(s_{j}-|z|\right)+\left\|N_{j}^{b}\left(X_{2}\right)\right\|+\left(\| N_{j}^{b}\left(X_{3}\right)+|z|\right) \| \geq 4 t
$$

and the remaining conditions of the invariant are easy to verify. Finally suppose $z$ is non-adjacent to $X_{3}$ and black-adjacent to $y$. Then each path $P_{i}$ must intersect $y$, hence $|y| \geq s_{j}>t$. Moreover, $s_{j+1} \geq s_{j}-|z|$ and again $\left\|N_{j+1}^{b}\left(X_{2}\right)\right\| \geq\left\|N_{j}^{b}\left(X_{2}\right)\right\|+|z|$, so the inequality from the invariant is preserved; once again, the remaining parts of the invariant follow.

It remains to consider the case where $y$ is not red-adjacent to $X_{1}$ (i.e., either non-adjacent or black-adjacent to $X_{1}$ ), as illustrated in Figure 3c. We claim that $z, y, X_{3}, X_{4}$ is a red path preserving the invariant in $\left(G, \mathcal{P}^{j+1}\right)$. We first prove that $|y|,|z| \geq t$. First assume that $|y| \leq t-1$. Then $|z|=\left|X_{2}\right|-|y| \geq 2 t-(t-1) \geq t$, so by Observation 3.2, $z$ is not black-adjacent to $X_{3}$; and it is not red-adjacent to $X_{3}$ as $X_{3}$ is already red-adjacent to $y$ and $X_{4}$. Thus $z$ is non-adjacent to $X_{3}$, so each path $P_{i}$ must intersect $y$ (this is because $X_{2}=y \cup z$ and each path $P_{i}$ contains an edge between $X_{2}$ and $\left.X_{3}\right)$. But then $|y| \geq s_{t}>t-1$ - a contradiction. Similarly, if $|z| \leq t-1$, then $|y|=\left|X_{2}\right|-|z| \geq t$, so by Observation 3.2, $y$ is not black-adjacent to $X_{1}$; and it is not red-adjacent to $X_{1}$ by our assumption. So $y$ is
non-adjacent to $X_{1}$ and each path $P_{i}$ must intersect $z$ - a contradiction. Hence, $|y|,|z| \geq t$. Applying Observation 3.2 three times, we find that $y$ is non-adjacent to $X_{1} ; z$ is non-adjacent to $X_{3}$; and $y$ is not black-adjacent to $z$. Since $y$ must be adjacent to $z$ (otherwise $X_{1}$ and $X_{4}$ would be in separate connected components of $G\left[X_{1} \cup X_{2} \cup X_{3} \cup X_{4}\right]$ ), we get that $y$ is red-adjacent to $z$. Hence the subgraph of the partitioned trigraph of ( $G, \mathcal{P}^{j+1}$ ) induced by $\left\{X_{1}, z, y, X_{3}, X_{4}\right\}$ contains red edges $X_{1} z, z y, y X_{3}$ and $X_{3} X_{4}$ and no black edges. Therefore, the second vertex of each path $P_{i}$ is actually in $z$; so we can remove a prefix from each path $P_{i}$ so that each path starts in $z$, finishes in $X_{4}$ and is contained in $z \cup y \cup X_{3} \cup X_{4}$. This witnesses that there exist $s_{j}$ vertex-disjoint paths from $z$ to $X_{4}$ in $G\left[z \cup y \cup X_{3} \cup X_{4}\right]$, so $s_{j+1} \geq s_{j}$. Moreover, $\left\|N_{j+1}^{b}(y)\right\|=\left\|N_{j}^{b}\left(X_{2}\right)\right\|$ (as the black neighborhoods of $y$ and $z$ in $\left(G, \mathcal{P}^{j+1}\right.$ ) are equal to the black neighborhood of $X_{2}$ in $\left(G, \mathcal{P}^{j}\right)$ ), and $\left\|N_{j+1}^{b}\left(X_{3}\right)\right\|=\left\|N_{j}^{b}\left(X_{3}\right)\right\|$ (as the black neighborhood of $X_{3}$ did not change during the uncontraction). We conclude that $s_{j+1}+\left\|N_{j+1}^{b}(y)\right\|+\left\|N_{j+1}^{b}\left(X_{3}\right)\right\| \geq 4 t$, as required, and all the satisfaction of the remaining parts of the invariant is clear.

(a)

(b)

(c)

Figure 3 Illustration of possible uncontractions from the proof of Lemma 3.5. Multiple edge connections between parts show all possible edges, dotted edge means non-adjacency.

### 3.3 Concluding the Main Proof

Observe that the basic assumptions of Theorem 3.1 are the same as those of Lemma 3.3, and the assumptions of Lemma 3.5 follow from Lemma 3.3. Hence, as detailed in the formal proof below, Lemma 3.3 and Lemma 3.5 together imply Theorem 3.1.

To extend this to a proof of Theorem 1.2, we use the following tool - an excluded-grid theorem for tree-width in the currently strongest published formulation (modulo polylog factors which we have "rounded up" for simplicity):

- Theorem 3.6 (Chuzhoy and Tan [16]). There is a function $f(n) \in \mathcal{O}\left(n^{10}\right)$ such that, for every positive integer $N$, if a graph $G$ is of tree-width at least $f(N)$, then $G$ contains a subdivision of the $N \times N$ wall as a subgraph.

Proof of Theorem 1.2. Let $f$ be the function of Theorem 3.6, and choose $f_{1}(t)=f(2$. $\left.16 \cdot(13 t)^{2}+2\right) \in \mathcal{O}\left(t^{20}\right)$. If our graph $G$ has tree-width at least $f_{1}(t)$, then $G$ contains a subdivision of the $\left(2 \cdot 16 \cdot(13 t)^{2}+2\right) \times\left(2 \cdot 16 \cdot(13 t)^{2}+2\right)$ wall by Theorem 3.6. Consequently, by Observation 2.3, $G$ contains a subgraph which is a $\left(16 \cdot(13 t)^{2}\right) \times\left(16 \cdot(13 t)^{2}\right)$ cubic mesh.

We now invoke Lemma 3.3, assuming $G$ admits an uncontraction sequence of width at most 2 ; so, we obtain the parts $X_{1}, X_{2}, X_{3}, X_{4}$ as claimed by Lemma 3.3 and required by Lemma 3.5. By the subsequent invocation of Lemma 3.5, we immediately arrive at a contradiction to having the uncontraction sequence of width at most 2 . Consequently, the tree-width less than $f_{1}(t)=f\left(2 \cdot 16 \cdot(13 t)^{2}+2\right) \in \mathcal{O}\left(t^{20}\right)$.

Proof of Corollary 1.3. Let $t$ be an integer and $\mathcal{C}$ a graph class such that no $G \in \mathcal{C}$ contains $K_{t, t}$ as a subgraph. Let $f_{1}$ be the polynomial function from (the proof of) Theorem 1.2 and set $k:=f_{1}(t)$, which is a constant depending on $\mathcal{C}$. Let $G \in \mathcal{C}$ be the input graph. We first use the linear time algorithm of Bodlaender [6] to test whether $G$ has tree-width at most $k$. If the answer is no, then we know by Theorem 1.2 that $G$ cannot have twin-width at most 2. Otherwise, $G$ has tree-width at most $k$, and we easily turn the decomposition into a branch-decomposition of width at most $k+1$. This directly gives a boolean-width decomposition of width at most $k+1$ [1] (with virtually the same decomposition tree). Finally, by the result of [14], from a boolean-width decomposition of $G$ of width $k+1$ one can obtain a contraction sequence of width at most $2^{k+2}-1$ and an easy inspection of the proof shows that this can be done in polynomial time.

Thus, in the end (with respect to the fixed class $\mathcal{C}$ ) we compute in polynomial time a contraction sequence of $G$ of width at most $2^{\text {poly }(t)}$. If the class $\mathcal{C}$ and implicit $t$ were to be considered as parameters, the discussed algorithm would have an FPT runtime.

### 3.4 Case of Twin-width 3

Lastly, we show that in the class of graphs of twin-width 3, no upper bound on the tree-width is possible even if we exclude $K_{2,2}$.

Lemma 3.7. For every positive integer $N$, there exists an $\left(N^{2}+N\right)$-vertex graph with no $K_{2,2}$ subgraphs whose twin-width is at most 3 and tree-width is at least $N$.


Figure 4 Illustration of the $K_{2,2}$-free graph of twin-width 3 and tree-width $\theta(\sqrt{n})$. It represents a partitioned trigraph of a contraction sequence of width 3: hollow vertices are singletons and the gray rectangle reveals the next contraction.

## 11:12 Sparse Graphs of Twin-Width 2 Have Bounded Tree-Width

Proof. Let $N$ be a positive integer. We take $G$ the graph obtained from the disjoint union of $N$ paths $P_{1}, \ldots, P_{N}$ of length $N$, and for each $i \in[N]$, we add a new vertex adjacent to the $i$-th vertex of each path $P_{1}, \ldots, P_{N}$. See Figure 4 for an illustration. Obviously $G$ has $N^{2}+N$ vertices and no $K_{2,2}$ as subgraph.

Observe that by contracting each path $P_{1}, \ldots, P_{N}$, we obtain the complete bipartite graph $K_{N, N}$. As $G$ admits $K_{N, N}$ as a minor, we deduce that its tree-width is at least $N$.

We claim that the twin-width of $G$ is at most 3 . We can assume without loss of generality that the edges of $P_{1}$ are red. We contract $P_{1}$ and $P_{2}$ by iteratively contracting their $i$-th vertices as illustrated in Figure 4. The maximum red degree of each encountered trigraph is 3 and we end up with a trigraph isomorphic to $G-P_{2}$. We can repeat this operation to end up with a trigraph isomorphic to $G-\left(P_{2} \cup \cdots \cup P_{N}\right)$. Then we can contract each pendant vertex with its unique neighbor to obtain a red path whose twin-width is obviously at most 2 . We conclude that the twin-width of $G$ is at most 3 .

## 4 Conclusions

We have shown that sparse classes of graphs of twin-width 2 have bounded tree-width. This means that the existing rich machinery of structural and algorithmic tools for tree-width is applicable to such graph classes.

One might wonder how one can relax the requirement on $\mathcal{C}$ being $K_{t, t}$-free to relate graphs of twin-width 2 to other well-studied graph notions. One could even try to drop any restrictions altogether and conjecture that any class of twin-width at most 2 has bounded clique-width. This cannot be true, since the class of unit interval graphs has twin-width 2 and unbounded clique-width [21]. However, we conjecture the following.

- Conjecture 4.1. Let $\mathcal{C}$ be a stable class of graphs of twin-width at most 2. Then $\mathcal{C}$ has bounded clique-width.

Here being stable means that there exists $k$ such that no $G \in \mathcal{C}$ contains a half-graph of order $k$ as a semi-induced subgraph. We refer to [20,24] for details about stability and a discussion on how it relates to tree-width, clique-width and twin-width.
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#### Abstract

Shannon's entropy is a definitive lower bound for statistical compression. Unfortunately, no such clear measure exists for the compressibility of repetitive strings. Thus, ad hoc measures are employed to estimate the repetitiveness of strings, e.g., the size $z$ of the Lempel-Ziv parse or the number $r$ of equal-letter runs of the Burrows-Wheeler transform. A more recent one is the size $\gamma$ of a smallest string attractor. Let $T$ be a string of length $n$. A string attractor of $T$ is a set of positions of $T$ capturing the occurrences of all the substrings of $T$. Unfortunately, Kempa and Prezza [STOC 2018] showed that computing $\gamma$ is NP-hard. Kociumaka et al. [LATIN 2020] considered a new measure of compressibility that is based on the function $S_{T}(k)$ counting the number of distinct substrings of length $k$ of $T$, also known as the substring complexity of $T$. This new measure is defined as $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ and lower bounds all the relevant ad hoc measures previously considered. In particular, $\delta \leq \gamma$ always holds and $\delta$ can be computed in $\mathcal{O}(n)$ time using $\Theta(n)$ working space. Kociumaka et al. showed that one can construct an $\mathcal{O}\left(\delta \log \frac{n}{\delta}\right)$-sized representation of $T$ supporting efficient direct access and efficient pattern matching queries on $T$. Given that for highly compressible strings, $\delta$ is significantly smaller than $n$, it is natural to pose the following question:


Can we compute $\delta$ efficiently using sublinear working space?
It is straightforward to show that in the comparison model, any algorithm computing $\delta$ using $\mathcal{O}(b)$ space requires $\Omega\left(n^{2-o(1)} / b\right)$ time through a reduction from the element distinctness problem [Yao, SIAM J. Comput. 1994]. We thus wanted to investigate whether we can indeed match this lower bound. We address this algorithmic challenge by showing the following bounds to compute $\delta$ :

- $\mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$ time using $\mathcal{O}(b)$ space, for any $b \in[1, n]$, in the comparison model.
- $\tilde{\mathcal{O}}\left(n^{2} / b\right)^{1}$ time using $\tilde{\mathcal{O}}(b)$ space, for any $b \in[\sqrt{n}, n]$, in the word RAM model. This gives an $\tilde{\mathcal{O}}\left(n^{1+\epsilon}\right)$-time and $\tilde{\mathcal{O}}\left(n^{1-\epsilon}\right)$-space algorithm to compute $\delta$, for any $0<\epsilon \leq 1 / 2$.
Let us remark that our algorithms compute $S_{T}(k)$, for all $k$, within the same complexities.
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## 1 Introduction

We are currently witnessing our world drowning in data. These datasets are generated by a large gamut of applications: databases, web applications, genome sequencing projects, scientific computations, sensors, e-mail, entertainment, and others. The biggest challenge is thus to develop theoretical and practical methods for processing datasets efficiently.

Compressed data representations that can be directly used in compressed form have a central role in this challenge [61]. Indeed, much of the currently fastest-growing data is highly repetitive; this, in turn, enables space reductions of orders of magnitude [35]. Prominent examples of such data include genome, versioned text, and software repositories collections. A common characteristic is that each element in a collection is very similar to every other.

Since a significant amount of this data is sequential, a considerable amount of algorithmic research has been devoted to text indexes over the past decades $[68,59,29,45,31,42,44,6$, $23,60,46,35,47]$. String processing applications (see [43, 2] for reviews) require fast access to the substrings of the input string. These applications rely on such text indexes, which arrange the string suffixes lexicographically in an ordered tree [68] or an ordered array [59].

This significant amount of research has resulted in compressed text indexes that support fast pattern searching in space close to the statistical entropy of the text collection. The problem, however, is that this kind of entropy is unable to capture repetitiveness [57, 58]. To achieve orders-of-magnitude space reductions, one thus needs to resort to other compression methods, such as Lempel-Ziv (LZ) [71], grammar compression [50] or run-length compressed Burrows-Wheeler transform (BWT) [35], to name a few; see [35] for a review.

Unlike Shannon's entropy, which is a definitive lower bound for statistical compression, no such clear measure exists for the compressibility of repetitive texts. Other than Kolmogorov's complexity [55], which is not computable, repetitiveness is measured in ad hoc terms, based on what the compressors may achieve. Such measures on a string $T$ include: the number $z$ of phrases produced by the LZ parsing of $T$; the size $g$ of the smallest grammar generating $T$; and the number $r$ of maximal equal-letter runs in the BWT of $T$. See [62] for a survey.

An improvement is the recent introduction of the string attractor [49] notion. Let $T$ be a string of length $n$. An attractor $\Gamma$ is a set of positions over $[1, n]$ such that any substring of $T$ has an occurrence covering a position in $\Gamma$. The size $\gamma$ of a smallest attractor asymptotically lower bounds all the repetitiveness measures listed above (and others; see [52]). Unfortunately, using indexes based on $\gamma$ comes also with some challenges. Other than computing $\gamma$ is NPhard [49], it is unclear if $\gamma$ is the definitive measure of repetitiveness: we do not know whether one can always represent $T$ in $\mathcal{O}(\gamma)$ space (machine words). This motivated Christiansen et al. [18] to consider a new measure $\delta$ of compressibility, initially introduced in the area of string compression by Raskhodnikova et al. [66], and for which $\delta \leq \gamma$ always holds [18].

- Definition 1 ([18]). Let $T$ be a string and $S_{T}(k)$ its substring complexity: the function counting the number of distinct substrings of length $k$ of $T$. The normalized substring complexity of $T$ is the function $S_{T}(k) / k$ and we set $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ its supremum.

Christiansen et al. also showed that $\delta$ can be computed in $\mathcal{O}(n)$ time using $\Theta(n)$ working space. Kociumaka et al. [52,53] showed that $\delta$ can also be strictly smaller than $\gamma$ by up to a logarithmic factor: for any $n$ and any $\delta$, there are strings with $\gamma=\Omega\left(\delta \log \frac{n}{\delta}\right)$. Moreover, Kociumaka et al. developed a representation of $T$ of size $\mathcal{O}\left(\delta \log \frac{n}{\delta}\right)$, which is worst-case optimal in terms of $\delta$ and allows for accessing any $T[i]$ in time $\mathcal{O}\left(\log \frac{n}{\delta}\right)$ and for finding all occ occurrences of any pattern $P[1 \ldots m]$ in $T$ in near-optimal time $\mathcal{O}\left(m \log n+o c c \log ^{\epsilon} n\right)$, for any constant $\epsilon>0$ (see also [51] and [48] for further improvements). Since for highly compressible strings, $\delta$ is significantly smaller than $n$, we pose the following basic question:

The question on computing $\delta$ in bounded space arises naturally: it extends a large body of work on problems on strings, which admit a straightforward solution if we have the space to construct and store the suffix tree [68]; but as this is often not the case, one needs to overcome the space challenge by investigating space-time trade-offs for these problems.

Related Work. The standard approach for showing space-time trade-off lower bounds for problems answered in polynomial time has been to analyze their complexity on (multi-way) branching programs. In this model, the input is stored in read-only memory, the output in write-only memory, and neither is counted towards the space used by any algorithm. This model is powerful enough to simulate both Turing machines and standard RAM models that are unit-cost with respect to time and log-cost with respect to space. It was introduced by Borodin and Cook, who used it to prove that any multi-way branching program requires a time-space product of $\Omega\left(n^{2} / \log n\right)$ to sort $n$ integers in the range $\left[1, n^{2}\right][11,4]$. Unfortunately, the techniques in [11] yield only trivial bounds for problems with single outputs.

String algorithms that use sublinear space have been extensively studied over the past decades $[36,26,64,13,67,12,54,19,34,20,22,41,40,39,38,21,37,3,63,15,65,56]$. The perhaps most relevant problem to our work is the classic longest common substring of two strings. Formally, given two strings $X$ and $Y$ of total length $n$, the longest common substring (LCS) problem consists in computing a longest string occurring as a substring of both $X$ and $Y$. The LCS problem was conjectured by Knuth to require $\Omega(n \log n)$ time. This conjecture was disproved by Weiner who, in his seminal paper on suffix tree construction [68], showed how to solve the LCS problem in $\mathcal{O}(n)$ time for constant-sized alphabets. Farach showed that the same problem can be solved in the optimal $\mathcal{O}(n)$ time for polynomially-sized integer alphabets [29]. A straightforward space-time trade-off lower bound of $\Omega(b)$ space and $\Omega\left(n^{2} / b\right)$ time for the LCS problem can be derived from the problem of checking whether the length of an LCS is 0 ; i.e., deciding if $X$ and $Y$ have a common letter or not. Thus, in some sense, the LCS problem can be seen as a generalization of the element distinctness problem: given $n$ elements over a domain $D$, decide whether all $n$ elements are distinct.

On the upper bound side, Starikovskaya and Vildhøj showed that for any $b \in\left[n^{2 / 3}, n\right]$, the LCS problem can be solved in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time and $\mathcal{O}(b)$ space [67]. In [54], Kociumaka et al. gave an $\mathcal{O}\left(n^{2} / b\right)$-time algorithm to find an LCS for any $b \in[1, n]$, and also provided a lower bound, which states that any deterministic multi-way branching program that uses $b \leq \frac{n}{\log n}$ space must take $\Omega(n \sqrt{\log (n /(b \log n)) / \log \log (n /(b \log n))})$ time. This lower bound implies that the classic $\mathcal{O}(n)$-time solution for the LCS problem [68, 29] is optimal in the sense that we cannot hope for an $\mathcal{O}(n)$-time algorithm using $o(n / \log n)$ space. Unfortunately, we do not know if the $\mathcal{O}(b)$-space and $\mathcal{O}\left(n^{2} / b\right)$-time trade-off is generally the best possible for the LCS problem. For the easier element distinctness problem, Beame et al. [5] showed a randomized multiway branching program using $\tilde{\mathcal{O}}\left(n^{3 / 2} / \sqrt{b}\right)$-time and $\mathcal{O}(b)$ space.

It is thus a big open question to answer whether the LCS problem can be solved asymptotically faster than $\mathcal{O}\left(n^{2} / b\right)$ using $\mathcal{O}(b)$ space. Towards this direction, Ben-Nun et al. exploited the intuition suggesting that an LCS of $X$ and $Y$ can be computed more efficiently when its length $L$ is large [63] (see also [16]). The authors showed an algorithm which runs in $\tilde{\mathcal{O}}\left(\frac{n^{2}}{L \cdot b}+n\right)$ time, for any $b \in[1, n]$, using $\mathcal{O}(b)$ space. Still, a straightforward lower bound for the aforementioned problem is in $\Omega\left(\frac{n^{2}}{L^{2} \cdot b}+n\right)$ time when $\mathcal{O}(b)$ space is used; it seems that further insight is required to match this space-time trade-off lower bound.

Our Results and Techniques. Our goal is to efficiently compute $\delta$ using $\mathcal{O}(b)$ space. As a preliminary step towards this algorithmic challenge, we show the following theorem.

- Theorem 2. Given a string $T$ of length $n$, we can compute $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ in $\mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$ time using $\mathcal{O}(b)$ space, for any $b \in[1, n]$, in the comparison model.

It is straightforward to show that any comparison-based branching program to compute $\delta$ using $\mathcal{O}(b)$ space requires $\Omega\left(n^{2-o(1)} / b\right)$ time through a reduction from the element distinctness problem [70]. By Yao's lemma, this lower bound also applies to randomized branching programs [70]. This suggests that a natural intermediate step towards fully understanding the computation complexity of computing $\delta$ in small space should be designing an $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time algorithm using $\mathcal{O}(b)$ space (not necessarily in the comparison model).

The natural approach for computing $\delta$ is through computing all values of $S_{T}(k)$. In particular, this is the idea behind the straightforward $\mathcal{O}(n)$-time computation of $\delta$ using $\mathcal{O}(n)$ space [18]. It is unclear to us if a more direct approach exists (see also Section 6 for a combinatorial analysis on the behaviour of $\delta$ ). Under this plausible assumption, we stress that computing $S_{T}(k)$, for all $k$ one-by-one, is a more general problem than computing the length $L$ of an LCS of $X$ and $Y$, as an algorithm computing $S_{T}(k)$ can be used to compute $L$ within the same complexities. This follows by the following argument: we compute $S_{X}(k)$, $S_{Y}(k)$, and $S_{X \# Y}(k)$ (where \# is a special letter that does not occur in $X$ or in $Y$ ) in parallel, and set $L$ equal to the largest $k$ such that $S_{X}(k)+S_{Y}(k)>S_{X \# Y}(k)-k$. As the best-known time upper bound for the very basic question of computing LCS in $\mathcal{O}(b)$ space remains to be $\mathcal{O}\left(n^{2} / b\right)$, this further motivates the algorithmic challenge of designing an algorithm with such bounds for computing $\delta$. We address it by proving the following theorem.

- Theorem 3. Given a string $T$ of length $n$, we can compute $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time using $\tilde{\mathcal{O}}(b)$ space, for any $b \in[\sqrt{n}, n]$, in the word RAM model.

Our algorithms compute $S_{T}(k)$, for all $k$, within the same complexities. To arrive at the $\mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$-time bound, we split the computation of the values $S_{T}(k)$ in $n / b$ phases: in each phase, we restrict to substrings whose length is in a range of size $b$. In turn, in each phase, we process the substrings that start within a range of $b$ positions of $T$ at a time, from left to right. With this scheme, we process in $\mathcal{O}(n \log b)$ time each block of $n / b$ positions of $T$ in each of the $n / b$ phases, resulting in $\mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$ time using $\mathcal{O}(b)$ space. For large enough $b$, we can process all the substrings of a single phase at once, saving a factor of $n / b$. We show in fact that a representation of all the occurrences of all the substrings of a phase can be packed in $\tilde{\mathcal{O}}(b)$ space if $b$ is large enough, and process them in different ways depending on their period, following a scheme similar to [8]; we also adapt a method used in [9] to select a small set of anchors (length- $b$ substrings), so that each fragment of $T$ contains at least one anchor but their total number of occurrences in $T$ is bounded. Note that Theorem 3 implies an $\tilde{\mathcal{O}}\left(n^{1+\epsilon}\right)$-time and $\tilde{\mathcal{O}}\left(n^{1-\epsilon}\right)$-space algorithm to compute $\delta$, for any $0<\epsilon \leq 1 / 2$.

Paper Organization. Section 2 introduces the basic definitions and notation we use and the space-time trade-off lower bound for computing $\delta$. In Section 3, we present a simple $\mathcal{O}\left(n^{3} / b\right)$-time and $\mathcal{O}(b)$-space algorithm, for any $b \in[1, n]$. This algorithm is refined to run in $\mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$ time using $\mathcal{O}(b)$ space, for any $b \in[1, n]$, in Section 4. Our main result, the $\tilde{\mathcal{O}}\left(n^{2} / b\right)$-time and $\tilde{\mathcal{O}}(b)$-space algorithm, for any $b \in[\sqrt{n}, n]$, is presented in Section 5 . In Section 6 , we consider the notion of substring complexity from the combinatorial point of view; and in Section 7, we conclude this paper with a final remark on approximating $\delta$.

## 2 Preliminaries

An alphabet $\Sigma$ is a finite nonempty set of elements called letters. We fix throughout a string $T=T[1] \cdots T[n]$ of length $|T|=n$ over an ordered alphabet $\Sigma$. By $\varepsilon$ we denote the empty string of length 0 . For two indices $1 \leq i \leq j \leq n$, the $(i, j)$-fragment of $T$ is an occurrence of the underlying substring $T[i \ldots j]=T[i] \cdots T[j]$. A prefix of $T$ is a fragment of $T$ of the form $T[1 \ldots j]$ and a suffix of $T$ is a fragment of $T$ of the form $T[i \ldots n]$. A prefix (resp. suffix) of $T$ is proper if it is not equal to $T$. We let $T^{r}=T[n] T[n-1] \cdots T[1]$ denote the reversal of $T$.

A positive integer $p$ is a period of a string $T$ if $T[i]=T[j]$ whenever $i=j(\bmod p)$; we call the period of $T$, denoted by $\operatorname{per}(T)$, the smallest such $p$. A string $T$ is said to be strongly periodic if $\operatorname{per}(T) \leq|T| / 4$ and periodic if $\operatorname{per}(T) \leq|T| / 2$. We call the lexicographically smallest cyclic shift of $T[1 \ldots \operatorname{per}(T)]$ the (Lyndon) root of $T$. Notice that if $T$ is periodic, then the root of $T$ is always a fragment of $T$ (that is, it has an occurrence in $T$ ).

For every string $t$ and every natural number $\ell$, we define the $\ell$ th power of $t$, denoted by $t^{\ell}$, by $t^{0}=\varepsilon$ and $t^{k}=t^{k-1} t$, for integer $k=[1, \ell]$. A run with (Lyndon) root $t$ in a string $T$ is a periodic fragment $T[i \ldots j]=t[q \ldots|t|] t^{\beta} t[1 \ldots \gamma]$, with $q, \gamma \in[1,|t|]$ and $\beta$ a positive integer, such that both $T[i-1 \ldots j]$ and $T[i \ldots j+1]$, if defined, have their smallest period larger than $|t|$; we say that $q \in[1,|t|]$ is the offset of the run $t[q \ldots|t|] t^{\beta} t[1 \ldots \gamma]$ and that two runs with the same root are synchronized if they have the same offset. We represent a run $t[q \ldots|t|] t^{\beta} t[1 \ldots \gamma]$ by its starting and ending positions $(i, j)$ in $T$, its root $t$, and its offset $q$.

The element distinctness problem asks to determine if all the elements of an array $A$ of size $n$ are pairwise distinct. Yao showed that, in the comparison-based branching program model, the time required to solve the element distinctness problem using $\mathcal{O}(b)$ space is in $\Omega\left(n^{2-o(1)} / b\right)$ [70]. We show the following lower bound for computing $\delta$ in the same model.

- Theorem 4. The time required to compute $\delta$ for a string $T$ of length n using $\mathcal{O}(b)$ space in the comparison model is in $\Omega\left(n^{2-o(1)} / b\right)$.

Proof. We reduce the element distinctness problem to computing $\delta$ in $\mathcal{O}(n)$ time as follows. Let $A$ be the input array for the element distinctness problem. Further let $\#_{1}, \#_{2}, \ldots, \#_{n}$ be pairwise distinct elements not occurring in $A$. We set $T=A \cdot \#_{1} \#_{2} \ldots \#_{n}$, with $|T|=2 n, \#_{i} \neq A[j]$, for all $i, j \in[1, n]$. Observe that $S_{T}(k) / k<n$, for all $k \geq 2$, and thus $\delta=S_{T}(1)=n+|\{A\}|$. Then $A$ has a repeating element if and only if $\delta<2 n$.

## $3 \mathcal{O}\left(n^{3} / b\right)$ Time Using $\mathcal{O}(b)$ Space in the Comparison Model

We start with a warm-up lemma to guide the reader smoothly to the $\mathcal{O}\left(n^{3} / b\right)$-time algorithm.

- Lemma 5. Given a string $T$ of length $n$, we can compute $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ in $\mathcal{O}\left(n^{3}\right)$ time using $\mathcal{O}(1)$ space in the comparison model.

Proof. Let us consider each $S_{T}(k)$ separately, for all $k \in[1, n]$.
Set $S_{T}(k)=0$. For all $i \in[1, n]$, we increase $S_{T}(k)$ if $T[i \ldots i+k-1]$ is the first occurrence in $T[1 \ldots i+k-1]$. To perform this we check whether $T[j \ldots j+k-1]=T[i \ldots i+k-1]$, for all $j \in[1, i-1]$. We employ any linear-time constant-space pattern matching algorithm [36, 26, 13] to do this check in $\mathcal{O}(n)$ time using $\mathcal{O}(1)$ space for a single $i$. The statement follows.

We next generalize Lemma 5 by employing the following straightforward observation.

- Observation 6. Let $S$ be a substring of $T$. If $S$ occurs at least twice in $T$, then every substring of $S$ occurs at least twice in $T$; if $S$ occurs only once in $T$, then any substring of $T$ containing $S$ as a substring occurs only once in $T$.


Figure 1 The main setting of the algorithm underlying Proposition 7.

Main Idea. Recall that we have $\mathcal{O}(b)$ budget for space. At any phase of the algorithm, we maintain $S_{T}(k)$ for $b$ values of $k$, and iterate on consecutive non-overlapping substrings of $T$ of length $b$, which we call blocks. This gives $n / b$ phases and $n / b$ iterations per phase, respectively. For each iteration, we define a substring $M$ of $T$, which we call anchor. We search for occurrences of this anchor in $T$ and extend each of the (at most) $n$ occurrences of $M$ in $\mathcal{O}(b)$ time per occurrence. This gives $\mathcal{O}\left(n^{3} / b\right)$ time and $\mathcal{O}(b)$ space.

- Proposition 7. Given a string $T$ of length $n$, we can compute $\delta=\sup \left\{S_{T}(k) / k, k \geq 1\right\}$ in $\mathcal{O}\left(n^{3} / b\right)$ time using $\mathcal{O}(b)$ space, for any $b \in[1, n]$, in the comparison model.

Proof. Our algorithm consists of $n / b-2$ phases. In phase $\alpha$, for all $\alpha \in[2,3, \ldots, n / b-1],{ }^{2}$ we compute altogether the $b$ values of $S_{T}(k)$, for all $k \in[\alpha b+1,(\alpha+1) b]$. Let $\mathcal{S}=\mathcal{S}[1 \ldots b]$ be an array of size $b$ where we store the values of $S_{T}(k)$ corresponding to phase $\alpha$ : $\mathcal{S}[h]=S_{T}(\alpha b+h)$, for $h \in[1, b]$. At the end of phase $\alpha$ we maintain the maximum of $\mathcal{S}[h] /(\alpha b+h)$. Clearly, at the end of the whole procedure, we can output $\delta=\sup \left\{S_{T}(k) / k \mid k \geq 1\right\}$.

We start by decomposing $T$ into $n / b$ blocks $B_{1}, B_{2}, \ldots, B_{n / b}$, each of length $b$. We next describe our algorithm for a fixed phase $\alpha>1$. First we set $\mathcal{S}[h]=0$, for all $h \in[1, b]$. Let $i$ be a position on $T$. For each $k$ in the range of $\alpha$, we want to know if $T[i \ldots i+k-1]$ has its first occurrence in $T$ at position $i$ or if it occurs also at some position to the left of $i$. We process together all positions $i$ in the same block $B_{j}=T[(j-1) b+1 \ldots j b]$, for every $j \in[1, n / b]$. Let $L=B_{j}$ be the block we are currently processing (inspect also Figure 1). To compute $S_{T}(k)$ we consider, for all $k \in[\alpha b+1,(\alpha+1) b]$, the length- $k$ fragments with starting position $i$ in $L$. All such fragments share the same anchor $M=T[j b+1 \ldots(j+\alpha-1) b]$. The fragment of length $k$ ends at position $i+k-1$, which belongs to one of the two blocks succeeding $M$ for all $k \in[\alpha b+1,(\alpha+1) b]$; we denote the concatenation of these two succeeding blocks as fragment $R$. In particular, we have $|M|=(\alpha-1) b$ and $R=B_{j+\alpha} B_{j+\alpha+1}$.

We will use the occurrences of $M$ in $T$ that start before its starting position $j b+1$ as anchors for finding possible occurrences of the length- $k$ fragments starting within $L$. We search for such occurrences of $M$ with any linear-time constant-space pattern matching algorithm $[36,26,13]$. For each such occurrence of $M$, we then need to check the $b$ letters preceding it and the $2 b-1$ letters following it in order to determine whether it generates a previous occurrence of some ( $i, i+k-1$ )-fragment, where $i$ is a position within the block $L$. In particular, we check the $b$ letters preceding it because $L$ is the block of $b$ positions preceding $M$; we check the $2 b-1$ letters following it because $k \leq(\alpha+1) b$.

While processing $L=B_{j}=T[(j-1) b+1 \ldots j b]$, we also maintain an array END $_{L}[1 \ldots b]$ of size $b$. After we have finished processing $L, \operatorname{END}_{L}[q]$ will store the length $r_{q}$ of the longest prefix of $R$ such that $T\left[(j-1) b+q \ldots(j-1) b+q+|M|+r_{q}-1\right]$ occurs in $T$ before
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Figure 2 Largest $r_{q}$ such that $U=T\left[(j-1) b+q \ldots(j-1) b+q+|M|+r_{q}-1\right]$.
position $(j-1) b+q$ (inspect Figure 2). We compute END $_{L}$ as follows. We search for all the occurrences of $M=T[j b+1 \ldots(j+\alpha-1) b]$ in $T[1 \ldots(j+\alpha-1) b-1]$, from left to right. Let $M=T\left[i^{\prime} \ldots i^{\prime}+|M|-1\right]$ be one such occurrence. Let $\ell$ be the length of the longest common suffix of $L$ and $T\left[1 \ldots i^{\prime}-1\right]$; let $r$ be the length of the longest common prefix of $R$ and $T\left[i^{\prime}+|M| \ldots n\right]$. For each $q \geq b-\ell+1$, we update $\operatorname{END}_{L}[q]$ with the maximum between its previous value $\mathrm{END}_{L}[q]$ and $r$ (note that we do not update any values if $\ell=0$ ). After we have processed all the occurrences of $M$, for each $q$ we increase by 1 all $S_{T}(k)$ such that $k>b-q+1+|M|+\operatorname{END}_{L}[q]=b-q+1+(\alpha-1) b+\operatorname{END}_{L}[q]=\alpha b-q+\operatorname{END}_{L}[q]+1$. This is an application of Observation 6: all these occurrences correspond to a substring that is longer than a substring that occurs for the first time in $T$ at position $(j-1) b+q$.

The whole algorithm takes time $\mathcal{O}\left(\frac{n^{3}}{b}\right)$ : there are $\frac{n}{b}$ phases; in each phase, we consider $\frac{n}{b}$ blocks and for each block we spend $\mathcal{O}(n)$ time for pattern matching anchor $M$; for each occurrence of the anchor, we spend $\mathcal{O}(b)$ time for finding and updating the possible extensions, thus $\mathcal{O}(n b)$ time overall. We finally need $\mathcal{O}\left(b^{2}\right)$ time for updating the values of $S_{T}(k)$ for all $k$ 's in the range and all positions $i$ in $L$. Overall this is $\mathcal{O}\left(\frac{n}{b} \cdot \frac{n}{b} \cdot\left(n b+b^{2}\right)\right)=\mathcal{O}\left(\frac{n^{3}}{b}\right)$ time.

## $4 \mathcal{O}\left(\frac{n^{3} \log b}{b^{2}}\right)$ Time Using $\mathcal{O}(b)$ Space in the Comparison Model

Recall that in Proposition 7, we spend $\mathcal{O}\left(n b+b^{2}\right)$ time to process the at most $n$ occurrences of a single anchor $M$ in $T$. We show here that all these occurrences can be processed in $\mathcal{O}(n \log b)$ time. This is made possible by processing together batches of occurrences of $M$ that are close enough in $T$. This is done by means of answering longest common extension queries on suffix trees constructed for certain length- $\mathcal{O}(b)$ fragments of $T$.

The first trick is based on the following remark: The pattern matching algorithm for reporting the occurrences of $M$ (e.g., [13]) reports the occurrences of $M$ in real-time from left to right. Every such occurrence $m$ of $M$ is preceded by a block $L^{\prime}$ of length $b$ on the left of $m$ starting at position $m-b$ and ending at position $m-1$, and it is succeeded by a fragment $R^{\prime}$ of length $2 b$ starting at position $m+|M|$ and ending at position $m+|M|+2 b-1$. We thus need to find the longest common prefix of $R$ and $R^{\prime}$ and the longest common suffix of $L$ and $L^{\prime}$. Let us describe the process for the longest common prefix of $R$ and $R^{\prime}$. (The procedure for the longest common suffix of $L$ and $L^{\prime}$ is analogous and is executed simultaneously.)

We use the so-called standard trick to construct a sequence of $n /(4 b)$ suffix trees for fragments of $T$ of length $4 b$ overlapping by $2 b$ positions. We first concatenate each such fragment of length $4 b$ with $R$. Constructing one such suffix tree takes $\mathcal{O}(b \log b)$ time using $\mathcal{O}(b)$ space [68]. Recall that an occurrence $m$ of $M$ implies an occurrence of $R^{\prime}$ at position $m+|M|$ and thus this position is part of some fragment of length $4 b$. We preprocess this suffix tree in $\mathcal{O}(b)$ time and space to answer longest common prefix queries in $\mathcal{O}(1)$ time [7]. The whole preprocessing thus takes $n /(4 b) \mathcal{O}(b \log b)=\mathcal{O}(n \log b)$ time. Thus, for any occurrence $m$ of $M$ we can find the longest right extension (and the longest left extension with a similar procedure) in $\mathcal{O}(1)$ time; recall that each extension cannot be of length greater than $2 b$ so we do not miss any of them. To memorize the extensions we use an array END $L_{L}$ of size $b$.

For each occurrence of $M$, if we have a left extension of length $\ell>0$ and a right extension of length $r$, we set $\operatorname{END}_{L}[b-\ell+1]=\max \left\{\operatorname{END}_{L}[b-\ell+1], r\right\}$ in $\mathcal{O}(1)$ time. At the end of this process we sweep through $\mathrm{END}_{L}$ and set $\mathrm{END}_{L}[q]=\max \left\{\mathrm{END}_{L}[q-1], \mathrm{END}_{L}[q]\right\}$, for all $i \in[2, b]$ by Observation 6: if we can extend a position $q$ in $L r$ positions to the right of $M$, then we must be able to extend position $q+1$ in $L$ at least $r$ positions to the right of $M$.

The second trick updates all values of $S_{T}(k)$ using array END ${ }_{L}$ in $\mathcal{O}(b)$ time instead of $\mathcal{O}\left(b^{2}\right)$ time. We use an array $I$ of size $b$ with all its entries initialized to $0 ; I[h]$ will store the number of positions $q$ in $L$ such that the shortest unique substring starting at $q$ is of length $\alpha b+h$. We fill in $I$ scanning $\mathrm{END}_{L}$ : the shortest unique substring starting at $q$ is by definition of length $\alpha b-q+\operatorname{END}_{L}[q]+2$, which equals $\alpha b+h$ when $h=\operatorname{END}_{L}[q]-q+2$. We thus increment $I[h]$ by one. We finally increase $S_{T}(\alpha b+h)$ by $\sum_{j=1}^{h} I[j]$ for all $h=1, \ldots, b$. Thus, updating all values of $S_{T}(k)$ is implemented in $\mathcal{O}(b)$ time. We have arrived at Theorem 2.

## $5 \tilde{\mathcal{O}}\left(\frac{n^{2}}{b}\right)$ Time Using $\tilde{\mathcal{O}}(b)$ Space for $b \geq \sqrt{n}$ in the word RAM model

The algorithm underlying Theorem 2 is organized in $n / b$ phases. In phase $\alpha$ we process $b$ values of $S_{T}(k)$ making use of evenly-spaced fragments of $T$, each of length $(\alpha-1) b$, as anchors for finding possible multiple occurrences of the length- $k$ fragments of $T$. Considering $\mathcal{O}(n / b)$ anchors in each phase and processing them one by one is the bottleneck of this algorithm. Our approach here is thus to avoid the burden of considering new anchors at every phase by carefully selecting a set of anchors that will remain unchanged in each phase of the algorithm. Let $c>1$ be any integer constant. We will process the values of $S_{T}(k)$ for $k \leq c b$ (Section 5.1) and for $k>c b$ (Sections 5.2 to 5.5 ) in two different ways.

We work in the word RAM model and our goal is a deterministic algorithm. Recall that a suffix tree of any string of length $d$ can be constructed in $\tilde{\mathcal{O}}(d)$ time using $\mathcal{O}(d)$ space [68, 29].

### 5.1 Computing $\boldsymbol{S}_{\boldsymbol{T}}(\boldsymbol{k})$ for Small $\boldsymbol{k}$

We process together all values $k \in[1, c b]$. Like in Sections 3-4, for such values of $k$ we split $T$ into $n / b$ blocks of $b$ positions and work with each such block separately; we compute all values $S_{T}(k)$ and keep track of $\max _{k \leq c b} S_{T}(k) / k$ before computing $S_{T}(k)$ for all $k>c b$.

Consider block $L=B_{j}=T[(j-1) b+1 \ldots j b]$. We compute an array $\mathrm{LS}_{L}$ of size $b$ such that $\mathrm{LS}_{L}[q]$ is the length the longest substring starting at position $q$ in $L$ that occurs in $T$ before position $(j-1) b+q$, if this length does not exceed $c b$, otherwise we set it to $\infty$. This is done by constructing multiple generalized suffix trees of windows of length $2 c b$ and $L$.

- Lemma 8. $\max _{k \leq c b} \frac{S_{T}(k)}{k}$ can be computed in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time and $\mathcal{O}(b)$ space, for any $b \in[1, n]$.

Proof. We consider a block $L=T[(j-1) b+1 \ldots j b]$ of $b$ positions of $T$ at a time; for each position $i$ of $T$ within $L$, we must compute the length of the longest fragment $T[i . . \ell]$ that occurs to the left of position $i$, if this length does not exceed $c b$. We consider windows of length $2 c b$ over the prefix $T[1 \ldots(j+c) b]$, overlapping by $c b$ positions. Clearly, if a fragment $T[i . . \ell]$ occurs earlier in $T$, then it must be a substring of at least one such window. For a fixed $L$ we initialize all the $b$ positions of an array $\mathrm{LS}_{L}$ to 0 ; we then consider one window $W$ of $2 c b$ positions at a time, from left to right. At the end of the computation for a window $W$, $\mathrm{LS}_{L}[q]$ will store the length of the longest fragment starting at position $(j-1) b+q$ which occurs earlier in $T$. We proceed as follows to achieve this computation.

For the current window $W$ of length $2 c b$, we concatenate $W$ and $T[(j-1) b+1 \ldots(j+c) b]=$ $L \cdot T[j b+1 . .(j+c) b]$ (that is, block $L$ and the following $c b$ positions) constructing a new string $S$; we use a separator letter that does not occur in either of the two strings. We then
construct the suffix tree of $S$; and from there on the Longest Previous Factor (LPF) array of $S$ in $\mathcal{O}(|S|)=\mathcal{O}(b)$ time [25]. The LPF array is an array of length $|S|$; for each position $i$ of $S$, it gives the length of the longest substring of $S$ that occurs both at $i$ and to the left of $i$ in $S$. Finally, we use this information to update the values of $\mathrm{LS}_{L}: \mathrm{LS}_{L}[q]$ maintains the maximum between its previous value and the new value computed for the current $W$. We proceed to the next window. Once we have processed all the windows, we use $\mathrm{LS}_{L}$ to update the corresponding values of $S_{T}$ in $\mathcal{O}(b)$ time the same way as we used END ${ }_{L}$ in Section 4.

The time and space complexity is as follows. There are $n / b$ blocks in $T$, each of length $b$. For each such block, we consider $\mathcal{O}(n / b)$ windows of $2 c b$ positions each, and for each window, we construct the suffix tree and the LPF array of the two underlying fragments of length $\mathcal{O}(b)$ in $\tilde{\mathcal{O}}(b)$ time using $\mathcal{O}(b)$ words of space. The whole procedure, for all $n / b$ blocks and all $\mathcal{O}(n / b)$ windows, thus requires $\tilde{\mathcal{O}}\left(\frac{n}{b} \frac{n}{b} b\right)=\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time using $\mathcal{O}(b)$ words of space.

## $5.2 b$-Runs and $b$-Gaps

When $k>c b$, we process $b$ values of $S_{T}(k)$ at each phase, just like we did in Section 4. Different from Section 4, though, we aim at selecting a global set of anchors, carefully chosen among the length- $b$ substrings of $T$. At each phase, we will distinguish three types of substrings, depending on the period of their length- $b$ substrings. A $b-r u n$ is a maximal fragment of length at least $b$ such that each of its length- $b$ substrings is strongly periodic; a standard reasoning based on the periodicity lemma [33] shows that the period of each $b$-run is at most $b / 4$, and so a $b$-run is indeed a run. A $b$ - gap is a maximal fragment such that none of its length- $b$ substrings is strongly periodic. Any fragment of $T$ of length at least $b$ and period at most $b / 4$ is fully contained in a unique $b$-run; and every fragment of $T$ of length at least $b$ and such that none of its length- $b$ substrings is strongly periodic is fully contained in a unique $b$-gap. At each phase, the substrings to be processed are thus of three types: (i) either they are fully contained in a $b$-gap, or (ii) they are fully contained in a $b$-run, or (iii) neither of the two. We will process the substrings differently depending on their type. A standard reasoning using the periodicity lemma [33] shows that two $b$-runs cannot overlap by more than $b / 2$ letters, so there are only $\mathcal{O}(n / b)$ of them. Lemma 10 states that we can identify and store the $b$-runs of $T$ in such space complexity. For proving it we rely on the space-efficient construction of sparse suffix trees. The term "sparse" refers to constructing the compacted trie of an arbitrary subset of the set of the suffixes of the input string.

- Theorem 9 ([10]). Given a set $B \subseteq[n]$ of size $\Omega(\log n) \leq|B| \leq n$, there exists a deterministic algorithm which constructs the (sparse) suffix tree of $B$ in $\mathcal{O}\left(n \log \frac{n}{|B|}\right)$ time using $\mathcal{O}(|B|)$ words of space.
- Lemma 10. A representation of the b-runs of $T$ can be computed in $\tilde{\mathcal{O}}(n)$ time using $\mathcal{O}(n / b)$ space, which is $\mathcal{O}(b)$ space when $b \geq \sqrt{n}$.

Proof. We process windows of $b$ positions of $T$ at a time, with any two consecutive windows overlapping by $b / 2$ positions. At each step, we compute the longest suffix, which has period at most $b / 4$, of the window in $\mathcal{O}(b)$ time [24]. If such a suffix has nonzero length, we keep track of its starting position in $T$ and extend it naïvely to the right as much as possible. If this extension results in a run of length at least $b$, we store its starting and ending position in a list ordered by starting position and resume the process using the window starting $b-1$ positions before the end of the run. Otherwise, if the extension results in a run shorter than $b$, we ignore it. Whenever we identify a $b$-run, we compute its root $t$ in $\mathcal{O}(b)$ time [28], and store in a list the starting and ending position $\left(s_{r}, e_{r}\right)$ of its root and the starting and
ending position ( $s, e$ ) of the $b$-run (as mentioned above). After computing all $b$-runs in $T$, we construct the sparse suffix tree over the set of all $s_{r}$ positions in the list. Each internal node of the sparse suffix tree, corresponding to a root of a $b$-run of $T$, is associated with the list of the starting and ending positions $(s, e)$ of the $b$-runs corresponding to this root.

This procedure identifies all the $b$-runs of $T$. Indeed, consider a window $T[i \ldots i+b-1]$. If a $b$-run $Y$ with period $p \leq b / 4$ begins between position $i$ and position $i+b-1-p$, a prefix of it of length greater than $p$ is a suffix of the window with period $p$. If it is the longest such suffix, it will be extended to the right allowing the identification of the whole $Y$. Otherwise, suppose there is a longer suffix of $T[i . . i+b-1]$ with period $b / 4 \geq p^{\prime}>p$ (it cannot be $p^{\prime}<p$, because otherwise, $p^{\prime}$ would have been the period of the whole suffix) that includes the whole prefix of $Y$ in $T[i \ldots i+b-1]$. In this case, we only extend the longer suffix and do not find $Y$ at this stage. However, the longer suffix with period $p^{\prime} \leq b / 4$ is part of a run that overlaps with $Y$, and therefore such overlap must be shorter than $b / 2$ because of the periodicity lemma [33]. This means: (a) this situation can only happen when the prefix of $Y$ in $T[i \ldots i+b-1]$ is shorter than $b / 2$, thus a longer prefix of $Y$ will be a suffix of the next window $T[i+b / 2 \ldots i+3 b / 2-1]$; and (b) the period $p^{\prime}$ must break before the end of $T[i+b / 2 \ldots i+3 b / 2-1]$, thus the prefix of $Y$ in $T[i+b / 2 \ldots i+3 b / 2-1]$ must be the longest suffix with period at most $b / 4$ and will therefore be extended, allowing to identify the whole $Y$. Finally, if $Y$ begins between position $i+b-p$ and position $i+b-1$ of $T[i \ldots i+b-1]$, its prefix included in the window does not have a period $p$, and will therefore not be extended. However, the next window is $T[i+b / 2 \ldots i+3 b / 2-1]$ : since the length of any $b$-run is at least $b$, a prefix of the $b$-run of length greater than $b / 2$ is now a suffix of the window, and since $p \leq b / 4$, it will be extended to the right allowing the identification of the whole $b$-run.

The time and space complexity is as follows. We consider $\mathcal{O}(n / b)$ windows of length $b$. At each step, we spend $\mathcal{O}(b)$ time to compute the longest suffix of the current window with period at most $b / 4$. Whenever we identify a suffix of a run $Y$ with period at most $b / 4$, we extend it naïvely to the right in $\mathcal{O}(|Y|)$ time, and the next window we consider only covers the last $b-1$ positions of $Y$. Since consecutive $b$-runs can only overlap by less than $b / 2$ positions because of the periodicity lemma [33], they are at most $\mathcal{O}(n / b)$ and their total length is $\mathcal{O}(n)$, so it takes $\mathcal{O}(n)$ time to perform all extensions. For each $b$-run, we spend $\mathcal{O}(b)$ time to compute its root. For the sparse suffix tree, we employ Theorem 9. Hence the overall time complexity is $\tilde{\mathcal{O}}(n)$. As for the space, we process blocks of $\mathcal{O}(b)$ positions in $\mathcal{O}(b)$ space. We also store a pair of positions for each $b$-run, therefore the space required to store them is $\mathcal{O}(n / b)$, which is $\mathcal{O}(b)$ when $b \geq \sqrt{n}$.

The output of Lemma 10 is a list representing all the $b$-runs of $T$ in the natural left-to-right order. The $b$-gaps can be deduced from this list as follows: if $T[i \ldots j]$ and $T\left[i^{\prime} \ldots j^{\prime}\right]$ are two consecutive $b$-runs in the list, then $T\left[j-b+2 \ldots i^{\prime}+b-2\right]$ is a $b$-gap (if $T[i \ldots j]$ is the first run, then so is $T[1 \ldots i+b-2]$, and similarly for the last run).

A subset of the length- $b$ substrings of $T$ is a valid set of anchors if two properties hold: (i) at least one anchor occurs in each fragment of $T$ of length $c b$; and (ii) the total number of occurrences of all anchors in $T$ is in $\mathcal{O}(n / b \cdot \log n)$. Lemma 11 shown next will be useful to prove that there always exists a set of valid anchors included in the $b$-gaps of $T$.

- Lemma 11. Let $Z$ be a string with all length-d substrings not strongly periodic, and $c>1$ be any integer constant. Then we can compute in $\tilde{\mathcal{O}}\left(|Z|^{2} / d\right)$ time and $\tilde{\mathcal{O}}(|Z| / d+d)$ space a subset $A$ of the length-d substrings of $Z$ such that: (i) at least one $h \in A$ occurs in each fragment of $Z$ of length cd; and (ii) the total number of occurrences of all $h \in A$ in $Z$ is $\mathcal{O}(|Z| / d \cdot \log |Z|)$.

Sketch of Proof. The high-level idea of the proof is to first reduce the problem to the following: we have $\mathcal{O}(|Z| / d)$ strings $Z_{i}$, each of length $5 d / 4$ and with all length- $d$ substrings not strongly periodic, and a set of $\mathcal{O}(|Z|)$ possible anchors consisting of all length- $d$ substrings of the $Z_{i}$ s. We want to choose a subset $A$ of the anchors such that (i) at least one $h \in A$ occurs in each $Z_{i}$, (ii) the total number of occurrences of all $h \in A$ in the $Z_{i}$ s is $\mathcal{O}(|Z| / d \cdot \log |Z|)$. This is a special case of the Node Selection problem, considered in [9] as a strengthening of the well-known Hitting Set problem. ${ }^{3}$ Indeed, we can take $U$ to be the set of strings $Z_{i}, V$ to be the set of possible anchors, and add an edge $(u, v)$ in $G(U, V, E)$ when the possible anchor corresponding to $v$ occurs in the string $Z_{i}$ corresponding to $u$. Because every possible anchor is not strongly periodic and every $Z_{i}$ is of the same length $5 d / 4$, the degree of every node $u \in U$ is $5 d / 4$. Then, by Lemma 5.4 of [9] (the weights are irrelevant) we can choose a set $V^{\prime} \subseteq V$ such that (i) $N[u] \cap V^{\prime} \neq \emptyset$ for every $u \in U$, (ii) $\sum_{u \in U}\left|N[u] \cap V^{\prime}\right|=\mathcal{O}(|U| \log |U|)=\mathcal{O}(|Z| / d \cdot \log |Z|)$, so $V^{\prime}$ corresponds to a set of anchors $A^{\prime}$ with the sought properties. Furthermore, $V^{\prime}$ can be found in linear time and space in the size of $G$, which is $\mathcal{O}(|Z|)$. This is however not enough for our purposes, as we cannot store the whole $G$. Analysing the algorithm used inside the proof of Lemma 5.4 of [9] we see that it considers the nodes $v \in V$ one-by-one while maintaining some information of size $\mathcal{O}(|U|)=\mathcal{O}(|Z| / d)$ and a precomputed table of a size that can be bounded by the maximum degree of any $u \in U$, which is $\mathcal{O}(d)$. Furthermore, the algorithm accesses $G$ only by iterating a constant number of times over the neighbours of the current node $v \in V$. In the full version, we show how to implement this efficiently in our model to achieve the claimed bounds.

### 5.3 Processing the $b$-Gaps

For ease of presentation, in this section, we will assume that all length- $b$ substrings of $T$ are not strongly periodic, but no major changes are required to apply the same reasoning on the set of all $b$-gaps. Assume we have already computed a set $A$ of valid anchors over $T$. For each $h \in A$, we compute a list of its occurrences in $T$. The overall size of these lists is $\mathcal{O}(n / b \cdot \log n)$ because of property (ii), and the occurrences of each $h \in A$ can be generated in $\mathcal{O}(n)$ time and $\mathcal{O}(1)$ space (plus the space to store the list) with any linear-time constant-space pattern matching algorithm, so $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time overall. We divide the computation of $S_{T}(k)$ in $n / b$ phases. Consider phase $\alpha$, in which we consider substrings of length $k \in[\alpha b+1,(\alpha+1) b]$. Because of property (i), at least one anchor occurs in the first $c b$ positions of each such substring. We conceptually associate such a substring with the leftmost anchor $h \in A$ occurring therein, and we say that a fragment of $T$ is anchored at an occurrence $i$ of some anchor $h$ if the leftmost occurrence of any anchor in the fragment is $i$. We then process the substrings according to the anchor with which they are associated.

All substrings associated with an anchor $h \in A$ have a (possibly empty) prefix of length $\mathcal{O}(b)$ where no anchors occur, followed by $h$ and then by a suffix where any anchor can occur. This implies that any occurrence of such substrings can only start in a range of $\mathcal{O}(b)$ positions preceding some occurrence of $h$ in $T$. In particular, if $h$ occurs at position $i$ in $T$ and the closest anchor to its left is at position $i^{\prime}<i$, the starting range of substrings of $T$ associated with $h$ is $\left[i^{\prime}+1, i\right]$, or $[1, i]$ if $i$ is the first occurrence of any anchors in $T$. All starting ranges for all anchors can be computed in $\mathcal{O}(n)$ time by scanning the list of occurrences of the anchors. To update the values of $S_{T}(k)$ with the substrings associated with $h$ we need to
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Figure 3 A previous occurrence of $T[i \ldots j]$ anchored at $i^{\prime}$ can be detected using $D(h)$.
know, for each occurrence $i$ of $h$ in $T$ and each of its previous occurrences $i^{\prime}<i$, the longest left extension within the starting ranges of $i$ and $i^{\prime}$, and the longest right extension of the fragments of $T$ following the occurrences of $h$ at $i$ and $i^{\prime}$. We cannot afford to store all these pairs of values explicitly as this would require $\tilde{\mathcal{O}}\left(n^{2} / b^{2}\right)$ space. We thus construct a separate data structure, denoted by $D(h)$, for each anchor $h \in A$. This data structure encode the same information in a compact form. We next describe the data structure and its construction.
$D(h)$ consists of two compacted tries $\mathrm{TP}^{r}(h)$ and $\mathrm{TS}(h)$. For every occurrence $i$ of $h$ in $T, \mathrm{TS}(h)$ contains a leaf corresponding to $T[i+b \ldots n]$, and $\operatorname{TP}^{r}(h)$ a leaf corresponding to $(T[1 \ldots i-1])^{r}$, both labelled with position $i$. We only store the list of children and the length of the path label of each node, which we call its depth. Because of property (ii), the overall size of these data structures for all anchors is thus in $\mathcal{O}(n / b \cdot \log n)$. For any two occurrences $i, i^{\prime}$ of $h$, the depth of the lowest common ancestor of leaves $i$ and $i^{\prime}$ in $\mathrm{TP}^{r}(h)$ gives the length of their longest left extension, and the depth of their lowest common ancestor in $\operatorname{TS}(h)$ gives the length of their longest right extension: see Figure 3 for an example. $D(h)$ can be efficiently constructed for all $h \in A$, as shown by Lemma 12 .

- Lemma 12. Data structures $D(h)$, for all $h \in A$, can be constructed in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ total time using $\tilde{\mathcal{O}}(n / b)$ space, which is $\tilde{\mathcal{O}}(b)$ when $b \geq \sqrt{n}$.

Proof. Let $\operatorname{occ}(h)$ be the list of occurrences of anchor $h$ in $T$, let $B=\bigcup_{h \in A} \operatorname{occ}(h)$ and $B^{\prime}=\bigcup_{h \in A} \operatorname{occ}(h)+b-1$. Recall that $D(h)$ consists of two compacted tries $\operatorname{TP}^{r}(h)$ and $\mathrm{TS}(h)$. We will first construct two global compacted tries $\mathrm{TP}^{r}(A)$ and $\mathrm{TS}(A)$ for all anchors in $A$, and then extract from them subtries $\operatorname{TP}^{r}(h)$ and $\mathrm{TS}(h)$ for each $h \in A$.
$\operatorname{TP}^{r}(A)$ and $\operatorname{TS}(A)$ are constructed in the same way, except that for $\operatorname{TP}^{r}(A)$ we consider the reversal of strings. To construct $\mathrm{TS}(A)$ we employ Theorem 9 on set $B$, as it is essentially the sparse suffix tree for the suffixes starting at positions in $B$; and to construct $\operatorname{TP}^{r}(A)$ we employ Theorem 9 on the reverse of $T$ and set $B^{\prime}$. Once we have constructed $\operatorname{TS}(A)$ and $\operatorname{TP}^{r}(A)$, to extract subtries $\mathrm{TS}(h)$ and $\mathrm{TP}^{r}(h)$ for $h \in A$ it suffices to spell $h$ from the root of $\operatorname{TS}(A)$ (resp. $h^{r}$ from the root of $\left.\operatorname{TP}^{r}(A)\right)$ and take the subtrie below.

The time and space complexity of computing $\operatorname{TS}(A)$ and $\operatorname{TP}^{r}(A)$ is as follows. The size of sets $B$ and $B^{\prime}$ is $\mathcal{O}(n / b \cdot \log n)=\mathcal{O}(b \log n)$ when $b \geq \sqrt{n}$, thus by Theorem 9 we make use of $\mathcal{O}(b \log n)$ words of space. Again by Theorem 9 , the overall time complexity to construct them is $\tilde{\mathcal{O}}(n)$. To find the right subtrie for each $h \in A$ we then spend $\tilde{\mathcal{O}}(b)$ time for each of the $\mathcal{O}(n / b \log n)$ anchors of $A$, thus again $\tilde{\mathcal{O}}(n)$ time overall.

Computing $\boldsymbol{S}_{\boldsymbol{T}}(\boldsymbol{k})$ Using $\boldsymbol{D}(\boldsymbol{h})$. Similar to Section 4, in each phase $\alpha$ we fill in an auxiliary array $I=I[1 \ldots b]$ such that, at the end of the phase, $I[q]$ contains the number of positions $i$ in $T$ such that the shortest substring that does not occur in $T$ before position $i$ is of length $\alpha b+q$. We proceed as follows. We consider one position of $T$ at the time, from left to right. When we are at position $i$, let $h$ be the leftmost anchor occurring at some position $i^{\prime} \geq i$.

We binary search for the smallest position $j$ such that $T[i . . j]$ does not occur to the left of $i$ using $D(h)$. We first identify in $\operatorname{TP}^{r}(h)$ the highest ancestor $u$ of leaf $i^{\prime}$ with string depth at least $i^{\prime}-i$. This corresponds to answering a weighted level ancestor query [30] on $\operatorname{TP}^{r}(h)$, where the weight of each node is its depth. After linear-time preprocessing, weighted ancestor queries for nodes of a weighted tree with integer weights from a universe $[1 . . U]$ can be answered in $\mathcal{O}(\log \log U)$ time [1]. In our case, the queries thus cost $\mathcal{O}(\log \log n)$ time.

We then start binary searching for the leftmost position $j$ such that $T[i . . j]$ does not occur to the left of position $i$ and such that $|T[i \ldots j]| \in[\alpha b+1,(\alpha+1) b]$ : we thus look for $j$ in the range $[i+\alpha b, i+(\alpha+1) b-1]$. For each value $j$ considered in the binary search, we find in $\mathrm{TS}(h)$ the highest ancestor $v$ of leaf $i^{\prime}$ with string depth at least $j-\left(i^{\prime}+b\right)$, by answering a weighted level ancestor query. We then need to check whether $T[i . . j]$ occurs somewhere to the left of $i$, in correspondence of a previous occurrence of anchor $h$, in which case we increase $j$ in the next step; or it does not occur before, in which case we decrease $j$. We do so by looking at the leaves (occurrences of $h$ ) in the subtree below $u$ in $\operatorname{TP}^{r}(h)$, denoted by $\operatorname{TP}^{r}(h) \mid u$, and in the subtree below $v$ in $\operatorname{TS}(h), \mathrm{TS}(h) \mid v$. Every leaf in the intersection of the two subsets of leaves corresponds to an occurrence of $T[i . . j]$ in $T$. The information we need is whether $i^{\prime}$ is the smallest leaf in the intersection, meaning that $T[i . . j]$ does not occur anywhere before. This reduces to a 2D range searching problem.

We assume that each leaf of each tree has a unique identifier, independent from their label and such that the identifiers of the leaves of any subtree form a contiguous range. For each leaf $\ell$, its identifiers in $\operatorname{TP}^{r}(h)$ and $\operatorname{TS}(h)$ give the coordinates of a point on a plane, to which we assign $\ell$ as weight. By construction, the points corresponding to leaves in the intersection of $\mathrm{TP}^{r}(h) \mid u$ and $\mathrm{TS}(h) \mid v$ are contained in a rectangle: we need to find the point with the smallest weight there and check whether it is $i^{\prime}$ or not. Such queries can be answered in time $\mathcal{O}(\log s)$ with a data structure that is constructed in time and space $\mathcal{O}(s \log s)$, where $s$ is the total number of points [17]. At the end of the binary search, if $j=i+\alpha b+q$ we increase the counter at $I[q]$ by one, unless $j=i+(\alpha+1) b-1$ and $T[i \ldots j]$ occurs before $i$, in which case we do not increase any counters. We finally move to the next position of $T$.

- Lemma 13. Assume that all length-b substrings of $T$ are not strongly periodic. Then $\delta$ can be computed in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time using $\tilde{\mathcal{O}}(n / b+b)$ space, which is $\tilde{\mathcal{O}}(b)$ when $b \geq \sqrt{n}$.
Proof. Set $A$ is selected in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time and $\tilde{\mathcal{O}}(n / b+b)$ space as per Lemma 11, and $D(h)$ can be computed in the same time and space for all $h \in A$ and all phases, as per Lemma 12. In each phase $\alpha$, we go over the $n$ positions of $T$ one at a time. At each position $i$ we binary search for the shortest substring not occurring before $i$ in $\mathcal{O}(\log \alpha b)$ steps, each requiring $\mathcal{O}(\log n)$ time. Over all $\mathcal{O}(n / b)$ phases, this requires $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time and $\tilde{\mathcal{O}}(n / b)$ space.


### 5.4 Processing the $b$-Runs

Recall that we have computed, as per Lemma 10, a representation of all the $b$-runs of $T$. In this section, we only focus on the substrings of length at least $b$ and periods at most $b / 4$. Every occurrence of such a substring is fully contained in some $b$-run, and for ease of presentation we will assume that in phase $\alpha$, in which we process substrings of length $k \in[\alpha b+1,(\alpha+1) b]$, every $b$-run is longer than $\alpha b$. Observe that each substring of a $b$-run $T[s \ldots e]$ with root $t$ occurs also as a prefix of some fragment starting within the first $|t|$ positions of the run, which we call its relevant range. Since we aim to identify the leftmost occurrence of each substring of $T$, we can ignore all positions of a $b$-run after its relevant range. By slightly abusing notation, we select as anchors some fragments of the $b$-runs of $T$, instead of selecting substrings together with the whole set of their occurrences. However,
this set of anchors must have the following property, that for the anchors of Section 5.3 held naturally: for any two occurrences of the same substring in the relevant ranges, the leftmost occurrence of any anchor therein is at the same offset from the beginning of the substring. In phase $\alpha$ we use as anchors the first two occurrences of the root in each $b$-run: let $H$ be this set of fragments of $T$. Clearly, $H$ is of size $\mathcal{O}(n / b)$ because the representation of all the $b$-runs is of such size.

- Lemma 14. For any two occurrences of the same substring of length at least $b$ and period at most b/4, both starting in the relevant ranges of the b-runs of $T$, the leftmost occurrence of any $h \in H$ in each of them is at the same offset from the beginning of the substring.

Proof. Let $Y=t[d \ldots|t|] t^{\beta} t[1 \ldots f]$ be a fragment occurring at the first $t$ positions in some $b$-run $T[s . . e]=t[q . .|t|] t^{\gamma} t[1 . . g]$. The anchors within $T[s . . e]$ are, by definition, the occurrences of $t$ at position $p_{1}=s+(|t|-q+1) \bmod |t|$ and $p_{2}=p_{1}+|t|$. If $d \geq q$, the leftmost occurrence of any anchors in $Y$ is at $p_{1}$, which is at offset $|t|-d+2$ in $Y$. Otherwise, if $d<q$, the leftmost occurrence of any anchors in $Y$ is at $p_{2}$, which is in any case at offset $|t|-d+2$ in $Y$.

Consider another occurrence of $Y$ in the first $|t|$ positions of some other $b$-run $T\left[s^{\prime} . . e^{\prime}\right]=$ $t\left[q^{\prime} . .|t|\right] t^{\gamma^{\prime}} t\left[1 \ldots g^{\prime}\right]$. The anchors are the occurrences of $t$ at position $p_{1}^{\prime}=s^{\prime}+\left(|t|-q^{\prime}+1\right)$ $\bmod |t|$ and $p_{2}^{\prime}=p_{1}^{\prime}+|t|$; depending on whether $d \geq q^{\prime}$ or not, the leftmost occurrence of any anchor in this occurrence of $Y$ is either $p_{1}^{\prime}$ or $p_{2}^{\prime}$, in either case at offset $|t|-d+2$ in $Y$.

Let $P$ be the set of roots of the $b$-runs of $T$. We construct a data structure $D(P)$ for all roots $t \in P$ similar to what we do in Section 5.3, but we use only the occurrences of $t$ corresponding to fragments in $H$. We then proceed as described in Section 5.3 to fill in array $I$, except that, in each $b$-run with root $t$, we disregard any position after the first $|t|$.

We have arrived at the following lemma.

- Lemma 15. The substrings of $T$ that are fully contained within a b-run can be processed in $\tilde{\mathcal{O}}\left(n^{2} / b\right)$ time using $\mathcal{O}(n / b)$ space, which is $\mathcal{O}(b)$ when $b \geq \sqrt{n}$.


### 5.5 Computing $\boldsymbol{S}_{\boldsymbol{T}}(\boldsymbol{k})$ for Large $\boldsymbol{k}$

The occurrences of anchors $h \in A$ selected for the $b$-gaps anchor all the fragments fully contained in a $b$-gap and possibly some other fragments. However, we are not guaranteed that this holds for any fragment not fully contained in a $b$-run. Consider a fragment $T[i \ldots j]$ of length at least $b$ with period larger than $b / 4$ (thus, not contained in any $b$-run) but containing a strongly periodic length- $b$ fragment $T\left[i^{\prime} \ldots j^{\prime}\right]$ inside (so, not contained in any $b$-gap). Then, $T\left[i^{\prime} . . j^{\prime}\right]$ is fully contained in some $b$-run $T[s \ldots e]$. Because $T[i . . j]$ is not fully contained in $T[s \ldots e]$, either $T[s-1 \ldots s+b-2]$ or $T[e-b+2 \ldots e+1]$ (that is, a length- $b$ substring with exactly one letter before or after the $b$-run) is fully within $T[i . . j]$. This suggest that we should augment $A$ with the following length- $b$ substrings: for each $b$-run $T[s . . e], T[s-1 \ldots s+b-2] \in A$ and $T[e-b+2 \ldots e+1] \in A$, and we consider all their occurrences in $T$. By the above reasoning, this guarantees that $T[i . . j]$ contains an occurrence of some anchor inside. We are defining only $\mathcal{O}(n / b)$ new anchors, but then we need to consider all of their occurrences. Therefore, we need to argue that the total number of occurrences of the new anchors is $\mathcal{O}(n / b)$. It is enough to show this for the occurrences of the anchors $T[s-1 \ldots s+b-2]$, where the period of $T[s \ldots s+b-2]$ is at most $b / 4$. We claim that for any two such occurrences $T[s-1 \ldots s+b-2]$ and $T\left[s^{\prime}-1 \ldots s^{\prime}+b-2\right]$ with $s<s^{\prime}$ we have $s+b / 2<s^{\prime}$ : otherwise $T[s \ldots s+b-2]$ and $T\left[s^{\prime} . . s^{\prime}+b-2\right]$ overlap by at least $b / 2$ positions, but two $b$-runs cannot overlap by $b / 2$ positions, a contradiction. We generate all
these occurrences and then process all the anchors as in Section 5.3. The only difference is the starting range associated with the anchors obtained from the suffix of some $b$-run: when they are not preceded by another anchor within $c b$ positions, we take as starting range the $\alpha b$ positions preceding the anchor.

Let us put everything together. Before computing $S_{T}(k)$ in phases, we identify the $b$-runs and the $b$-gaps of $T$ as per Lemma 10. We then extract a set of anchors from the $b$-gaps as described in Lemma 11, and we complement it with the length- $b$ substrings that start one position before each $b$-run, and with the length- $b$ substrings that end one position after the end of each $b$-run, to complete the set $A$ of anchors. We then compute the list of occurrences of each $h \in A$; we also identify the relevant ranges within each $b$-run. We then proceed in phases. In each phase, we scan $T$ from left to right and process all positions in $b$-gaps as per Section 5.3. All positions within a $b$-run are processed as per Section 5.4, and additionally as per Section 5.3, when they are within the starting range of an occurrence of some $h \in A$. At the end of a phase $\alpha$, we have computed an auxiliary array $I$ such that $I[h]$ gives the number of positions $i$ of $T$ such that the shortest substring that does not occur in $T$ before position $i$ is of length $\alpha b+h$. We use $I$ to compute $S_{T}(k)$ for each $k \in[\alpha b+1,(\alpha+1) b]$ as in Section 4.

By combining Lemmas 13 and 15 we arrive at Theorem 3, the main result of this paper.

## 6 Substring Complexity from the Combinatorial Point of View

Knowing the substring complexity of a string can also be used to find other regularities. To mention a few, we have the following straightforward implications in sublinear working space:

- $T$ has a substring of length $k$ repeating in $T$ if and only if $S_{T}(k)<n-k+1$. This yields the length $r$ of the longest repeated substring of $T$ (also known as the repetition index of $T$ ) [68]. It is worth noticing that $S_{T}(k+1)=S_{T}(k)-1$ for every $k>r$ [27] and that $r$ approximates $\mathcal{O}\left(\log _{|\Sigma|} n\right)$ when $T$ is randomly generated by a memoryless source [32].
- A string $S$ is called a minimal absent word of $T$ if $S$ does not occur in $T$ but all proper substrings of $S$ occur in $T$. The length $\ell$ of a longest minimal absent word of $T$ is equal to $2+r$ [32]. This quantity is important because if two strings $X$ and $Y$ have the same set of distinct substrings up to length $\ell$, then $X=Y[32,14]$. The length of a shortest absent word [69] of $T$ over alphabet $\Sigma$ is equal to the smallest $k$ such that $S_{T}(k)<|\Sigma|^{k}$.
- The longest common substring of strings $X$ and $Y$ is equal to the largest $k$ such that $S_{X}(k)+S_{Y}(k)>S_{X \# Y}(k)-k$, where \# does not occur in $X$ nor in $Y$, since there are precisely $k$ distinct substrings of length $k$ containing the letter $\#$ in $X \# Y$.

The substring complexity function is well studied in the area of combinatorics on words, both for finite and infinite strings. However, the normalization $S(k) / k$ and its supremum $\delta$ have not been considered until very recently. In [27] it is proved that the substring complexity $S_{T}(k)$ of a string $T$ takes its maximum precisely for $k=R$, where $R$ is the minimum length for which no substring of $T$ has occurrences followed by different letters, and one has $S_{T}(R)=n+1-\max \{R, K\}$, where $K$ is the length of the shortest unrepeated suffix of $T$. But this seems to be of little help in understanding the behaviour of the normalized substring complexity $S_{T}(k) / k$.

## 7 Approximating $\delta$ in Sublinear Space

Our algorithms compute the exact value of $\delta$. If one is interested in a constant-factor approximation of $\delta$ (e.g., an algorithm's complexity has a polynomial dependency on $\delta[53]$ ), then there is a simple algorithm in our model based on the following combinatorial observation, which follows directly by the number of fragments of length $\ell$ of a string of length $n$ being $n-\ell+1$, and by the fact that each fragment of length $\ell^{\prime}>\ell$ has a prefix of length $\ell$.

- Observation 16. For any string $T$, let $S_{T}(k)$ be the number of distinct substrings of length $k$. The number $S_{T}\left(k^{\prime}\right)$ of distinct substrings of any length $k^{\prime}>k$ is at least $S_{T}(k)-\left(k^{\prime}-k\right)$.
- Lemma 17. Let $\delta^{\prime}=\sup \left\{\left.\frac{S_{T}\left(2^{d}\right)}{2^{d}} \right\rvert\, d=0, \ldots, \log n\right\}$. Then $\delta \leq 2 \delta^{\prime}+1$.

Proof. Let $\delta=\frac{S_{T}(k)}{k}$ for some $k \geq 1$, and let $d$ be the integer such that

$$
\begin{equation*}
2^{d} \leq k<2^{d+1} \tag{1}
\end{equation*}
$$

By the definition of $\delta^{\prime}$, we have that $\delta^{\prime} \geq \frac{S_{T}\left(2^{d+1}\right)}{2^{d+1}}$. By applying Observation 16, we obtain:

$$
\frac{S_{T}\left(2^{d+1}\right)}{2^{d+1}} \geq \frac{S_{T}(k)-\left(2^{d+1}-k\right)}{2^{d+1}} \geq \frac{S_{T}(k)-\left(2^{d+1}-2^{d}\right)}{2^{d+1}} \geq \frac{S_{T}(k)}{2 k}-\frac{2^{d}}{2^{d+1}}=\frac{1}{2} \delta-\frac{1}{2}
$$

Recall that the algorithm underlying Theorem 2 works in $\frac{n}{b}$ phases, where each phase handles a range of $b$ lengths $k$. By plugging in Lemma 17, the number of phases become $\Theta(\log n)$ - instead of $\Theta(n / b)$ - and so we obtain a simple $\tilde{\mathcal{O}}\left(n^{2} / b\right)$-time and $\mathcal{O}(b)$-space algorithm to approximate $\delta$, within a constant factor, in the comparison model.
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#### Abstract

Mixed-integer linear programming (MILP) is at the core of many advanced algorithms for solving fundamental problems in combinatorial optimization. The complexity of solving MILPs directly correlates with their support size, which is the minimum number of non-zero integer variables in an optimal solution. A hallmark result by Eisenbrand and Shmonin (Oper. Res. Lett., 2006) shows that any feasible integer linear program (ILP) has a solution with support size $s \leq 2 m \cdot \log (4 m \Delta)$, where $m$ is the number of constraints, and $\Delta$ is the largest absolute coefficient in any constraint.

Our main combinatorial result are improved support size bounds for ILPs. We show that any ILP has a solution with support size $s \leq m \cdot\left(\log \left(3 A_{\max }\right)+\sqrt{\log \left(A_{\max }\right)}\right)$, where $A_{\max }:=\|A\|_{1}$ denotes the 1-norm of the constraint matrix $A$. Furthermore, we show support bounds in the linearized form $s \leq 2 m \cdot \log \left(1.46 A_{\max }\right)$. Our upper bounds also hold with $A_{\max }$ replaced by $\sqrt{m} \Delta$, which improves on the previously best constants in the linearized form.

Our main algorithmic result are the fastest known approximation schemes for fundamental scheduling problems, which use the improved support bounds as one ingredient.

We design an efficient approximation scheme (EPTAS) for makespan minimization on uniformly related machines $\left(Q \| C_{\max }\right)$. Our EPTAS yields a $(1+\varepsilon)$-approximation for $Q \| C_{\max }$ on $N$ jobs in time $2^{\mathcal{O}\left(1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\mathcal{O}(N)$, which improves over the previously fastest algorithm by Jansen, Klein and Verschae (Math. Oper. Res., 2020) with run time $2^{\mathcal{O}\left(1 / \varepsilon \log ^{4}(1 / \varepsilon)\right)}+N^{\mathcal{O}(1)}$. Arguably, our approximation scheme is also simpler than all previous EPTASes for $Q \| C_{\text {max }}$, as we reduce the problem to a novel MILP formulation which greatly benefits from the small support.
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## 1 Introduction

The Integer Linear Programming (ILP) problem is to find an optimal integral solution $\boldsymbol{x}^{\star} \in \mathbb{Z}_{\geq 0}^{n}$, which minimizes a linear objective $\boldsymbol{c}^{\boldsymbol{\top}} \boldsymbol{x}$ subject to a system $A \boldsymbol{x}=\boldsymbol{b}$ of $m$ linear constraints. In the Mixed-Integer Linear Programming (MILP) problem, the solution sought is a pair $\left(\boldsymbol{x}^{\star}, \boldsymbol{y}^{\star}\right) \in \mathbb{Z}_{\geq 0}^{n} \times \mathbb{Q}_{\geq 0}^{r}$, which minimizes $\boldsymbol{c}^{\boldsymbol{\top}}(\boldsymbol{x} \boldsymbol{y})$ subject to $A \boldsymbol{x}+B \boldsymbol{y}=\boldsymbol{b}_{1}$ and $C \boldsymbol{y}=\boldsymbol{b}_{2}$. Solving (M)ILPs is at the core of many advanced algorithms for fundamental combinatorial optimization problems. Very often, the run time of these algorithms scales with the support size of the (M)ILPs, which is the smallest number of non-zero entries in an optimal solution $\boldsymbol{x}^{\star}$ resp. $\left(\boldsymbol{x}^{\star}, \boldsymbol{y}^{\star}\right)$. Thus, support size bounds have found applications all over computer science, for example in scheduling [5, 25], logic [30, 35], and even complexity theory [21]. Therefore, the smaller the support size, the better these results become. Hence, an important research direction is to prove strong upper bounds on the support size of (M)ILPs. The original result on support size bounds, which is already finding its way into the standard curriculum of integer programming courses [37, Lemma 6.1] is:

- Proposition 1 (Eisenbrand, Shmonin [15, Thm. 1(ii)]). Any feasible and bounded integer program with $m$ constraints admits a solution with support size $s \leq 2 m \log (4 m \Delta)$, where $\Delta$ is the largest absolute value of any entry in the constraint matrix $A$.

The result by Eisenbrand and Shmonin is about feasible solutions, and thus does not depend on any objective function. Aliev et al. [2] improved the Eisenbrand-Shmonin bound to $2 m \log (2 \sqrt{m} \Delta)$, and showed it to hold even for the support size of optimal solutions with respect to any linear objective function. Recently, Gribanov et al. [19] were the first to achieve a leading coefficient of 1 , with a bound of the form $m \log \left(c_{1} \cdot \sqrt{m} \Delta \cdot \sqrt{\log \left(c_{2} \cdot \sqrt{m} \Delta\right)}\right)$, and improved constants of $1.18 m \log (7.02 \sqrt{m} \Delta)$ in the linearized form. For the special cases of positively space spanning matrices [1], and in the average case over all right-hand sides [34], results on the order of $\mathcal{O}(m)$ have recently been obtained. One important application of the Eisenbrand-Shmonin bound are efficient polynomial-time approximation schemes (EPTAS) for scheduling problems [23]. An EPTAS computes, for any problem instance $\mathcal{I}$ and any $\varepsilon>0$, a solution whose value is within $(1+\varepsilon)$ of the optimal solution value in time $f(1 / \varepsilon)\langle\mathcal{I}\rangle^{\mathcal{O}(1)}$, where $\langle\mathcal{I}\rangle$ denotes the encoding size of $\mathcal{I}$. Several EPTAS were devised for the classical scheduling problem of makespan minimization on uniformly related machines. This problem is denoted as $Q \| C_{\max }$ in Graham's 3 -field notation [18]. The input to $Q \| C_{\max }$ is a set $\mathcal{J}$ of $N$ jobs, each of which is characterized by an integer processing time $p_{j}$, and a set $\mathcal{M}$ of $M$ machines, each of which is characterized by an integer speed $s_{i}$. The goal is to find an assignment (or schedule) $\sigma: \mathcal{J} \rightarrow \mathcal{M}$ of jobs to machines, which minimizes the maximum completion time $C_{\max }:=\max _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(i)} p_{j} / s_{i}$ of any machine. Problem $Q \| C_{\max }$ is well-known to be NP-hard, even in the special case of unit speeds $s_{1}=\cdots=s_{m}$, but still approximable to arbitrary precision, in contrast to the setting of unrelated machines. The previously fastest EPTAS for $Q \| C_{\max }$ is due to Jansen, Klein and Verschae [25, 26], and runs in time $2^{\mathcal{O}\left(1 / \varepsilon \log ^{4}(1 / \varepsilon)\right)}+N^{\mathcal{O}(1)}$. Since their result first appeared in 2016, it has been an open question whether the exponential dependency on $1 / \varepsilon$ can be improved. In particular, there is a gap to the best-known lower bound, which shows that a run time of $2^{\mathcal{O}\left((1 / \varepsilon)^{1-\delta}\right)}+N^{\mathcal{O}(1)}$ is not possible for any $\delta>0$, assuming the Exponential-Time Hypothesis [12]. It is unknown, whether this gap can be improved to $\delta=0$, even under stronger assumptions such as Gap-ETH [33]. Further, a gap remains to the best-known run time $2^{\mathcal{O}(1 / \varepsilon \log (1 / \varepsilon) \log (\log (1 / \varepsilon)))}+N^{\mathcal{O}(1)}$ for the case of unit speeds $s_{1}=\cdots=s_{m}$ [8]. Our work shows that this gap could be closed with an algorithm for MILPs with few constraints, as efficient as those available for ILPs with few constraints.

Combinatorial results. Our main combinatorial result improves on the fundamental support size bound of Proposition 1 with regard to the new parameter $A_{\text {max }}$. Prior work used the maximum norm $\Delta:=\|A\|_{\max }=\max _{i, j}\left|A_{i, j}\right|$, the largest absolute value of an entry in the constraint matrix $A$. Instead, we use the 1-norm $A_{\max }:=\|A\|_{1}=\max _{i}\left\|A_{i}\right\|_{1}$, the largest 1-norm of any column $A_{i}$ in $A$. The matrix 1-norm is sub-multiplicative, consistent with the vector 1-norm and recognizes some sparsity, all in contrast to the maximum norm. This makes $A_{\max }$ a natural parameter to consider for studying the properties of ILPs. We show:

- Theorem 2. Any feasible bounded ILP with an m-row constraint matrix $A$ with 1-norm $A_{\max }$ has an optimal solution with support size $s \leq m \cdot\left(\log \left(3 A_{\max }\right)+\sqrt{\log \left(A_{\max }\right)}\right)$.

We also derive parametric support size bounds in linearized form, like $s \leq 1.1 m \cdot\left(3.42 A_{\max }\right)$. As all our upper bounds can equally be derived with $A_{\max }$ replaced by $\sqrt{m} \Delta$, we thereby improve on the constants of Gribanov et al. [19] in this form. For the parameter $A_{\max }$, we show an asymptotically matching lower bound on the support size of an optimal solution:

- Theorem 3. For any $m \in \mathbb{Z}_{\geq 0}$ and any $A_{\max } \in \mathbb{Z}_{\geq 1}$, there is an ILP with $m$ constraints, $n:=m \cdot\left(\left\lfloor\log \left(A_{\max }\right)\right\rfloor+1\right) \geq m \cdot \log \left(A_{\max }\right)$ variables, and 1-norm $A_{\max }$ of the constraint matrix, whose unique optimal solution is the 1-vector.

To obtain this lower bound, we adapt the previously best lower bound of $m \log (\Delta)$ on the support size of an optimal solution by Berndt, Jansen and Klein [9].

Algorithmic results. We use our upper bounds on the support sizes of optimal solutions to ILPs from Theorem 2 as one ingredient to obtain new algorithmic results. Namely, we design a new EPTAS for $Q \| C_{\max }$, which is asymptotically faster than all previous EPTAS for $Q \| C_{\max }$. See Table 1 for a survey of prior work on approximation algorithms for $Q \| C_{\max }$.

- Theorem 4. There is an algorithm for $Q \| C_{\max }$ that, for any $\varepsilon>0$ and any set of $N$ jobs, computes a $(1+\varepsilon)$-approximate schedule in time $2^{\mathcal{O}\left(1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\mathcal{O}(N)$.

Table 1 History of selected complexity results for approximating $Q \| C_{\max }$.

| authors | year | approximation | run time |
| :--- | :---: | :---: | ---: |
| Gonzales, Ibarra, Sahni [17] | 1977 | $2-\frac{2}{M+1}$ | $\mathcal{O}(N \log (N))$ |
| Cho, Sahni [13] | 1980 | $1+\sqrt{\frac{M-1}{2}}$ | $\mathcal{O}(N \log (N))$ |
| Woeginger [38] | 1999 | $2-\frac{1}{M}$ | $\mathcal{O}(N \log (N))$ |
| Hochbaum, Shmoys [22] | 1988 | $1+\varepsilon$ | $N^{\mathcal{O}\left(1 / \varepsilon^{2} \log (1 / \varepsilon)\right)}$ |
| Azar, Epstein [4] | 1998 | $1+\varepsilon$ | $N^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}$ |
| Jansen [23] | 2010 | $1+\varepsilon$ | $2^{\mathcal{O}\left(1 / \varepsilon^{2} \log ^{3}(1 / \varepsilon)\right)}+N^{\mathcal{O}(1)}$ |
| Jansen, Robenek [28] | 2012 | $1+\varepsilon$ | $2^{\mathcal{O}\left(1 / \varepsilon^{2} \log ^{3}(1 / \varepsilon)\right)}+N^{\mathcal{O}(1)}$ |
| Jansen, Klein, Verschae [25, 26] | 2016 | $1+\varepsilon$ | $2^{\mathcal{O}\left(1 / \varepsilon \log ^{4}(1 / \varepsilon)\right)}+N^{\mathcal{O}(1)}$ |
| This paper | 2023 | $1+\varepsilon$ | $2^{\mathcal{O}\left(1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\mathcal{O}(N)$ |

Compared to previous works, we devise a novel MILP formulation for $Q \| C_{\max }$ whose constraint matrix has small column norm. Solving this new formulation not only yields the fastest known EPTAS for $Q \| C_{\max }$, but also an EPTAS which is conceptually much simpler than all previous ones. In particular, we introduce the following simplifications in our algorithm compared to the previous EPTAS results:

- In contrast to all other previous algorithms, we do not need a case distinction that splits the algorithm and its analysis into three or four different cases, depending on the processing time ratios and numbers of machines. Our algorithm handles all these cases simultaneously by incurring an increase in the constants hidden within the $\mathcal{O}$ terms.
- We set up an MILP where both jobs and machines with similar size and speed are combined into few distinct job and machine classes. All but the longest jobs and machines are then scheduled fractionally. Rounding the fractional allocations for relatively tiny jobs in a machine class was usually done via a separate algorithm by Lenstra, Shmoys and Tardos [32]. Instead, we pack these jobs with a simple greedy strategy.
- We assign relatively huge jobs of each rounded machine speed using basic linear program properties. This creates a linear instead of logarithmic overhead, which we accommodate by increasing the number of integer variables by a constant factor. Previous EPTAS mostly used a complex algorithm by Jansen [24] for a particular bin packing problem.
The only remaining algorithm used as a black-box is the well-known algorithm by Lenstra [31] for solving MILPs with constant dimension (resp. its improvement due to Kannan [29]). To show the versatility of our approach, we applied it to three related scheduling problems. Due to space constraints, the details of these applications are only in the full version [7].

High-Multiplicity Scheduling. We study the problem $Q|H M| C_{\text {max }}$, where both jobs and machines are given in the succinct high-multiplicity encoding. We are not aware of any prior constant-factor approximation for $Q|H M| C_{\max }$, only for the restricted setting where only the jobs are given in a high-multiplicity encoding by Filippi and Romanin-Jacur [16].

- Corollary 5. There is an algorithm for $Q|H M| C_{\max }$ that, for any $\varepsilon>0$ and any instance $\mathcal{I}$, computes a $(1+\varepsilon)$-approximate schedule in time $2^{\mathcal{O}\left(1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\langle\mathcal{I}\rangle^{\mathcal{O}(1)}$.

Few Different Machine Speeds. In the special case of $Q \| C_{\text {max }}$ with only $k$ distinct machine speeds, the run time of our algorithm can be improved.

- Theorem 6. There is an algorithm for $Q \| C_{\max }$ that, for any $\varepsilon>0$, any set of $N$ jobs and any $k$ distinct machine speeds, computes a $(1+\varepsilon)$-approximate schedule in time $2^{\mathcal{O}(k \cdot 1 / \varepsilon \log (1 / \varepsilon) \log (\log (1 / \varepsilon)))}+\mathcal{O}(N)$.

Few Different Uniform Machine Types. Jansen and Maack [27] posed $R_{K} Q \| C_{\max }$, a generalization of $Q \| C_{\max }$ where each job can have up to $K$ different processing times.

- Theorem 7. There is an algorithm for $R_{K} Q \| C_{\max }$ that, for any $\varepsilon>0$ and any set of $N$ jobs, computes a $(1+\varepsilon)$-approximate schedule in time $2^{\mathcal{O}\left(K \log (K) 1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\mathcal{O}(K \cdot N)$.


## 2 Preliminaries

We use $\log (2)=1$, i.e., base 2 logarithms and denote Euler's number by $e:=\exp (1)$. For a vector $\boldsymbol{v}$, let $v_{\text {min }}:=\min _{\ell} v_{\ell}$ and $v_{\text {max }}:=\max _{\ell} v_{\ell}$ be its extremal entries and $\operatorname{supp}(\boldsymbol{v}):=$ $\left\{\ell \mid \boldsymbol{v}_{\ell} \neq 0\right\}$ its support, i.e., the set of indices with non-zero entries. For an instance $\mathcal{I}$, its encoding size $\langle\mathcal{I}\rangle$ is given by $\langle\mathcal{I}\rangle:=\sum_{x \in I}(\log (|x|+1)+1)$, the sum over the sizes in binary representations of all quantities. For example, an instance $\mathcal{I}$ of $Q \| C_{\max }$ has size $\langle\mathcal{I}\rangle$ logarithmic in the job processing times and machine speeds, but linear in the number of jobs and machines. We generally use $i$ as index for machines, and $j$ as index for jobs.

Mixed-Integer Linear Programs. The set of feasible solutions of any MILP is

$$
\mathcal{Q}:=\left\{\boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{n}, \boldsymbol{y} \in \mathbb{R}_{\geq 0}^{r} \left\lvert\,\left(\begin{array}{cc}
A & B  \tag{MILP}\\
0 & C
\end{array}\right) \cdot\binom{\boldsymbol{x}}{\boldsymbol{y}}=\boldsymbol{b}\right.\right\}
$$

for matrices $A \in \mathbb{Z}^{m \times n}, B \in \mathbb{Z}^{m \times r}, C \in \mathbb{Z}^{s \times r}$ and a vector $\boldsymbol{b} \in \mathbb{Z}^{m+s}$. The encoding size $\langle M I L P\rangle$ of (MILP) is logarithmic in the absolute value $\Delta:=\max _{i, j}\left|A_{i, j}\right|$ of the largest coefficient and right-hand side $\boldsymbol{b}$, but linear in the number of variables and constraints.

We will make use of the following classical result for finding solutions of (MILP), which was proved first by Lenstra [31] and obtained with improved run time by Kannan [29].

- Proposition 8 (Kannan [29]). For any instance of (MILP), in time $2^{\mathcal{O}(n \log (n))}\langle M I L P\rangle^{\mathcal{O}(1)}$ one either finds a solution $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{Q}$ or determines that $\mathcal{Q}=\emptyset$.

In the following, we reproduce two useful lemmata about the structure of (MILP) solutions, which are inherited from its integral and fractional parts.

- Lemma 9. For any instance of (MILP) and any $(\hat{\boldsymbol{x}}, \hat{\boldsymbol{y}}) \in \mathcal{Q}$, in time $\langle M I L P\rangle^{\mathcal{O}(1)}$ we can find $(\hat{\boldsymbol{x}}, \tilde{\boldsymbol{y}}) \in \mathcal{Q}$ such that $\tilde{\boldsymbol{y}}$ is a vertex solution of the following restricted LP:

$$
\begin{equation*}
\left\{\boldsymbol{y} \in \mathbb{R}_{\geq 0}^{r} \left\lvert\,\binom{ B}{C} \cdot \boldsymbol{y}=\boldsymbol{b}-\binom{A}{0} \cdot \hat{\boldsymbol{x}}\right.\right\} \tag{R-LP}
\end{equation*}
$$

Proof. By assumption, (R-LP) is feasible, as $\hat{\boldsymbol{y}}$ is a solution. With the ellipsoid algorithm [20, Remark 6.5.2] we find a vertex solution $\tilde{\boldsymbol{y}}$ of (R-LP) in polynomial time.

- Lemma 10. For any instance of (MILP) and any $(\hat{\boldsymbol{x}}, \hat{\boldsymbol{y}}) \in \mathcal{Q}$ there is some $(\tilde{\boldsymbol{x}}, \hat{\boldsymbol{y}}) \in \mathcal{Q}$ such that $\tilde{\boldsymbol{x}}$ has minimum support $|\operatorname{supp}(\boldsymbol{x})|$ of all solutions $\boldsymbol{x}$ to the restricted ILP

$$
\begin{equation*}
\left\{\boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{n} \left\lvert\,\binom{ A}{0} \cdot \boldsymbol{x}=\boldsymbol{b}-\binom{B}{C} \cdot \hat{\boldsymbol{y}}\right.\right\} . \tag{R-ILP}
\end{equation*}
$$

Proof. By assumption, (R-ILP) is feasible, as $\hat{\boldsymbol{x}}$ is a solution. Hence, it also has a solution $\tilde{\boldsymbol{x}}$ with minimum support size. Then $(\tilde{\boldsymbol{x}}, \hat{\boldsymbol{y}}) \in \mathcal{Q}$ holds because of $(\hat{\boldsymbol{x}}, \hat{\boldsymbol{y}}) \in \mathcal{Q}$ and $A \cdot \hat{\boldsymbol{x}}=A \cdot \tilde{\boldsymbol{x}}$.

Importantly, Lemma 10 implies that any support size bound for an ILP can be directly applied to the integer variables of an MILP. One of these applications is an algorithm to solve MILPs with few constraints. This was presented explicitly and analyzed in terms of $m$ and $\Delta$ by Rohwedder and Verschae [36, p. 30], see also Dadush et al. [14]. For us, the crucial underlying idea to efficiently solve MILPs is:

- Lemma 11. For any instance of (MILP) and any $s \leq n$, in time $2^{\mathcal{O}(s \log (n))} \cdot\langle M I L P\rangle^{\mathcal{O}(1)}$ we either find a solution $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{Q}_{\leq s}:=\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{Q}:|\operatorname{supp}(\boldsymbol{x})| \leq s\}$ of bounded support, or determine that $\mathcal{Q}_{\leq s}=\emptyset$.
Proof. We exhaustively try all choices of $\operatorname{supp}(\boldsymbol{x})$, which are $\binom{n}{s} \leq n^{s}$ candidates, from $|\operatorname{supp}(\boldsymbol{x})|=0$ up to $s$. For each choice we restrict (MILP) to $\operatorname{supp}(\boldsymbol{x})$, by fixing all other integer variables to 0 . With Proposition 8 we either find a solution with $s$ integral variables, or determine the infeasibility, in time $s^{\mathcal{O}(s)}\langle M I L P\rangle^{\mathcal{O}(1)}$. The run time follows from $s \leq n$.

Note that a support size bound $s$ on any solution of (R-ILP) allows us to use Lemma 11 to find a solution with support size $s$, or decide the infeasibility of the entire (MILP). Lemma 11 directly extends to optimizing a linear objective function; and to finding a non-zero solution of minimum support, which might be of interest for augmentation algorithms.

## 3 Refined Support Size Bounds for Integer Linear Programs

In this section, we refine the general support size bounds independent of $n$ for integer linear programs. Previous such bounds used as parameters the number of constraints $m$, and the largest absolute value $\Delta$ of an entry in the constraint matrix $A$. In our MILP formulation for $Q \| C_{\max }$, we bound the support size by the maximum 1-norm of a column vector, denoted by $A_{\max }:=\|A\|_{1}=\max _{i=1, \ldots, n}\left\|A_{i}\right\|_{1}$. Clearly, $\Delta \leq A_{\max } \leq m \cdot \Delta$ holds, but it also means that support size bounds using only $m$ and $\Delta$ are too coarse for some ranges. In this section, we only consider feasible ILPs $\mathcal{L} \neq \emptyset$ with $\operatorname{rank}(A)=m$. Let $S:=\operatorname{supp}(\boldsymbol{v})$ be the support of the vertex $\boldsymbol{v}$, and let $s:=|S|$ be the size of the support. Our results are based on:

- Proposition 12 (Aliev et al. [2, Thm. 1(2)]). Any ILP $\mathcal{L}$ with constraint matrix $A \in \mathbb{Z}^{m \times n}$ has an optimal solution $\boldsymbol{v} \in \mathcal{L}$ with support size $s:=|\operatorname{supp}(\boldsymbol{v})| \leq m+\log \left(\sqrt{\operatorname{det}\left(A \cdot A^{T}\right)}\right)$.

In this form, the determinant of the support size bound can depend on $n$. The strength of Proposition 12 is the ability to restrict $A$ to the columns with non-zero variables. For our vertex solution $\boldsymbol{v}$ with support $S=\operatorname{supp}(\boldsymbol{v})$, this is exactly $A_{S}$, the columns of the variables in the support. Aliev et al. [2] used the inequality $\sqrt{\operatorname{det}\left(A_{S} \cdot A_{S}^{T}\right)} \leq(\sqrt{s} \Delta)^{m}$ to ultimately obtain the support size bound $s \leq 2 m \log (2 \sqrt{m} \Delta)$ [3, Thm. 1(ii)]. We analyze the term $\operatorname{det}\left(A_{S} \cdot A_{S}^{T}\right)$ in the more fine-grained parameter $A_{\max }$ to obtain a tighter bound:

- Lemma 13. For any matrix $A_{S} \in \mathbb{Z}^{m \times s}$ it holds that $\sqrt{\operatorname{det}\left(A_{S} \cdot A_{S}^{T}\right)} \leq\left(\sqrt{s / m} \cdot A_{\max }\right)^{m}$.

Proof. The matrix $G:=A_{S} \cdot A_{S}^{T}$ is symmetric and positive semi-definite. If $G$ has an eigenvalue of 0 then $\operatorname{det}(G)=0$ and the inequality holds. We will thus assume that $G$ is positive definite, i.e., all eigenvalues are positive. It is a classical result that for positive definite matrices, the Hadamard inequality can be strengthened to $\operatorname{det}(G) \leq \prod_{i=1}^{m} G_{i, i}$, the product of the diagonal entries $G_{i, i}$. We refer to a modern presentation by Browne et al. [10, Thm. 2] for this fact. As $G=A_{S} \cdot A_{S}^{T}$, it is sufficient to bound $\varphi\left(A_{S}\right):=\prod_{i=1}^{m} \sum_{j=1}^{s} A_{S ; i, j}^{2}$ subject to $\sum_{i=1}^{m}\left|A_{S ; i, j}\right| \leq A_{\max }$ for $j=1, \ldots, s$ by $\left(s / m \cdot A_{\max }^{2}\right)^{m}$ to obtain our result. We will first characterize a matrix $A_{S}$ such that $\varphi\left(A_{S}\right)$ is maximal and then relate $\varphi\left(A_{S}\right)$ to $\left(s / m \cdot A_{\max }^{2}\right)^{m}$. As all entries $A_{S ; i, j}$ of $A_{S}$ occur as squares or absolute values in the optimization, we can assume $A_{S ; i, j} \geq 0$ in the following. As $\varphi$ is monotone in each variable, the matrix $A_{S}$ that maximizes $\varphi\left(A_{S}\right)$ under the condition $\sum_{i=1}^{m}\left|A_{S ; i, j}\right| \leq A_{\max }$ will fulfill these constraints with equality, i.e., $\sum_{i=1}^{m}\left|A_{S ; i, j}\right|=A_{\max }$ for $j=1, \ldots, s$. Renaming $A_{S ; i, j}$ to $x_{i, j}$ thus gives us the optimization problem:

$$
\max \prod_{i=1}^{m} \sum_{j=1}^{s} x_{i, j}^{2} \quad \text { s.t. } \sum_{i=1}^{m} x_{i, j}=A_{\max } \quad x_{i, j} \geq 0 \quad \text { for } i=1, \ldots, m ; j=1, \ldots, s
$$

To bound the optimal solutions to this program, we first consider optimal solutions over the same region with objective function $\sum_{i=1}^{m} \sum_{j=1}^{s} x_{i, j}^{2}$. This is a convex objective function over a polyhedral region. By Bauer's maximum principle [6], the maximum is assumed at a vertex and thus has $s$ non-zero variables. Consequently, we have $\sum_{i=1}^{m} \sum_{j=1}^{s} x_{i, j}^{2} \leq s \cdot A_{\max }^{2}$. Now, consider the problem of maximizing $\max \prod_{i=1}^{m} y_{i}$ with $\sum_{i=1}^{m} y_{i} \leq s \cdot A_{\max }^{2}$ and $y_{i} \geq 0$. The logarithm is monotone, so we can apply it to the objective, giving $\sum_{i=1}^{m} \log \left(y_{i}\right)$ instead. For any solution $x_{i, j}^{*}$ maximizing $\sum_{i=1}^{m} \sum_{j=1}^{s} x_{i, j}^{2}$, we can compute the $y_{i}^{*}$ with $y_{i}^{*}=\sum_{j=1}^{s} x_{i, j}^{*}{ }^{2}$ that will maximize $\sum_{i=1}^{m} \log \left(y_{i}\right)$. As the logarithm is concave, we can thus maximize $\sum_{i=1}^{m} \log \left(y_{i}\right)$ by $y_{1}^{*}=\ldots=y_{m}^{*}=s / m \cdot A_{\max }^{2}$, as we could otherwise improve a solution by re-balancing it. Hence, $\varphi\left(A_{S}\right) \leq\left(s / m \cdot A_{\max }^{2}\right)^{m}$, which implies our inequality.

Importantly, by substituting $A_{\max }$ with $\sqrt{m} \Delta$, our inequality in Lemma 13 becomes the one used by Aliev et al. [2]. Therefore, any of the following results can also be obtained for $\sqrt{m} \Delta$ instead of $A_{\text {max }}$. Proposition 12 and Lemma 13 imply the essential intermediate result:

- Corollary 14. Any ILP $\mathcal{L}$ with constraint matrix $A \in \mathbb{Z}^{m \times n}$ has an optimal solution $\boldsymbol{v} \in \mathcal{L}$ with $|\operatorname{supp}(\boldsymbol{v})|=s$ such that $s / m \leq 1+\log \left(\sqrt{s / m} \cdot A_{\max }\right)=1+\log \left(A_{\max }\right)+\log (s / m) / 2$.

The proof of Proposition 12 uses Siegel's Lemma, a deep result from transcendental number theory. In contrast, Berndt et al. [9] derive a support size bound of the same form using only elementary methods, but with worse constants. Building on their approach, we also derive a simple combinatoric, but weaker bound similar to Corollary 14 in the extended version [7].

- Lemma 15. Any ILP $\mathcal{L}$ with constraint matrix $A \in \mathbb{Z}^{m \times n}$ has an optimal solution $\boldsymbol{v} \in \mathcal{L}$ with $|\operatorname{supp}(\boldsymbol{v})|=s$ such that $s / m \leq 1+\log (e)+\log \left(1+(s / m) \cdot A_{\max }\right)$.

Unfortunately, both sides of Corollary 14 are still dependent on $s$. We resolve Corollary 14 for $s$ in two ways, both parametric in the trade-off between constant and super-constant terms. In the first approach, we bound the logarithm by its tangents.

- Lemma 16. For any $\alpha>0$ and $x>0$, it holds $\log (x) \leq \alpha \cdot x-\log (e)+\log (\log (e) / \alpha)$.

Proof. At $x=\log (e) / \alpha$, both sides are $\log (\log (e) / \alpha)$, and the derivatives are $\alpha$. Hence, the affine function of the right-hand side upper bounds the left-hand side, as $\log (x)$ is concave.

This direct approach allows us to give simple and short formulas for the bounds.

- Theorem 17. For any $\alpha \in(0,1)$ there is an optimal solution $\boldsymbol{v}$ of ILP with

$$
s \leq m \cdot \log \left(\sqrt{2 \log (e) /(e \cdot \alpha)} \cdot A_{\max }\right) /(1-\alpha)
$$

Proof. Applying Lemma 16 with $2 \alpha$ to Corollary 14 yields

$$
\begin{aligned}
s / m & \leq 1+\log \left(A_{\max }\right)+(2 \alpha \cdot s / m-\log (e)+\log (\log (e) /(2 \alpha))) / 2 \\
& \leq \log \left(2 A_{\max }\right)+\alpha \cdot s / m+\log \left(\sqrt{\frac{\log (e)}{2 \alpha}}\right) \leq \log \left(\sqrt{\frac{2 \log (e)}{e \cdot \alpha}} \cdot A_{\max }\right)+\alpha \cdot s / m
\end{aligned}
$$

We subtract $\alpha \cdot s / m$, and multiply by $m /(1-\alpha)$, which proves the claim for $0<\alpha<1$.
For example, we can set $\alpha=1 / 2$ or $\alpha=1 / 11$ to obtain the bounds $s \leq 2 m \cdot \log \left(1.46 \cdot A_{\max }\right)$ and $s \leq 1.1 m \cdot \log \left(3.42 \cdot A_{\max }\right)$. This approach, however, only gives bounds with coefficient strictly larger than 1 for the leading term. To reduce this to 1 , we make use of advanced analytical function techniques, to tighter analyze the inequality of Corollary 14.

- Lemma 18. For $s, m, A_{\max } \geq 1$, the inequality in Corollary 14 is equivalent to

$$
s / m \leq-\log (e) \cdot \mathcal{W}_{-1}\left(-1 /\left(2 \log (e) A_{\max }^{2}\right)\right) / 2
$$

where $\mathcal{W}_{-1}$ is the -1 branch of the Lambert $\mathcal{W}$-function, the inverse function of $x \mapsto x e^{x}$.
Proof. We substitute $s / m$ by $-\log (e) \cdot y / 2$, and rearrange to obtain:

$$
\begin{array}{rlrl} 
& -\log (e) \cdot y / 2 & \leq 1+\log \left(A_{\max }\right)+\log (-\log (e) \cdot y / 2) / 2 \\
\Leftrightarrow & \log (-\log (e) \cdot y)+\log (e) \cdot y & \geq-\left(2+2 \log \left(A_{\max }\right)-1\right)=-1-2 \log \left(A_{\max }\right) \\
\Leftrightarrow & -\log (e) \cdot y \cdot 2^{\log (e) \cdot y} \geq 1 /\left(2 \cdot A_{\max }^{2}\right) \Leftrightarrow y \cdot e^{y} \leq-1 /\left(2 \log (e) \cdot A_{\max }^{2}\right) .
\end{array}
$$

For the right-hand side $z:=-1 /\left(2 \log (e) \cdot A_{\max }^{2}\right)$, we have $-1 / e \leq-1 /(2 \log (e)) \leq z \leq 0$. Therefore, the inequality is satisfied exactly when $\mathcal{W}_{-1}(z) \leq y \leq \mathcal{W}_{0}(z)$ holds, where $\mathcal{W}_{k}$ are the real branches of the aforementioned Lambert $\mathcal{W}$-function.

Next, we show $y \leq \mathcal{W}_{0}(z)$ does not restrict any relevant values. For $x \in[-1 / e, 0]$, we have $W_{0}(x) \geq e \cdot x$. Furthermore $s / m \cdot A_{\max }^{2} \geq 1 \geq e / 4$ holds for the relevant values of $s / m \geq 1$ and $A_{\max } \geq 1$. Therefore $\mathcal{W}_{0}(z) \geq-e /\left(2 \log (e) A_{\max }^{2}\right) \geq-2 \cdot(s / m) / \log (e)=y$. This shows that the positive solutions are only constrained from above, by $\mathcal{W}_{-1}(z)$. Applying the resubstitution of $y$ to its lower bound gives the claimed result.

Now, we apply techniques analogous to Chatzigeorgiou [11] to prove parametric bounds for the $\mathcal{W}_{-1}(z)$ branch, which we optimize for $z \rightarrow 0$ instead of $z \rightarrow-1 / e$.

- Lemma 19. For any $\alpha>0$ and $u \geq 0$, it holds $-\mathcal{W}_{-1}\left(-e^{-u-1}\right) \leq u+\sqrt{2 \alpha \cdot u}+\alpha-\ln (\alpha)$.

Proof. Chatzigeorgiou [11] showed for $x=-\mathcal{W}_{-1}\left(-e^{-u-1}\right)-1$ that $g(x)=u$, where $g(x):=x-\ln (1+x)$. To show our result, it thus suffices to show that for all $x \in \mathbb{R}>0$ and some additive term $\beta$, only dependent on $\alpha$, it holds that

$$
-\mathcal{W}_{-1}\left(-e^{-u-1}\right)=x+1 \leq g(x)+\sqrt{2 \alpha \cdot g(x)}+\beta+1=u+\sqrt{2 \alpha \cdot u}+\beta+1
$$

By definition of $g$, this reduces to showing $f(x):=-\ln (1+x)+\sqrt{2 \alpha \cdot(x-\ln (1+x))}+\beta \geq 0$. The function $f$ has a unique minimum, since we will show that $f^{\prime}(x)=0$ has only one solution and $\lim _{x \rightarrow \infty} f(x)=\infty$. Consider the critical condition:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} f(x)=\frac{-1}{1+x}+\frac{\left(1-\frac{1}{1+x}\right) \cdot \alpha}{\sqrt{2 \alpha(x-\ln (1+x))}}=0 \quad \Leftrightarrow \quad \frac{x \alpha}{\sqrt{2 \alpha(x-\ln (1+x))}}=1 \tag{1}
\end{equation*}
$$

We show that Equation 1 has only one solution, a global minimum, because the second derivative of $f(x)$ is always positive, making $f(x)$ monotonously increasing.

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} x^{2}} f(x)=\frac{-x\left(1-\frac{1}{1+x}\right) \alpha^{2}}{(2 \alpha(x-\ln (1+x)))^{3 / 2}}+\frac{\alpha}{\sqrt{2 \alpha(x-\ln (1+x))}}>0 \quad \Leftrightarrow \\
& \frac{-\alpha^{2} x^{2} /(1+x)}{2 \alpha(x-\ln (1+x))}+\alpha>0 \quad \Leftrightarrow \quad \frac{x^{2}}{1+x}<2(x-\ln (1+x)) \quad \Leftrightarrow \quad \frac{x(2+x)}{2(1+x)} \geq \ln (1+x)
\end{aligned}
$$

We know Equation 1 holds at the global minimum. Hence, substituting it in the inequality $f(x) \geq 0$ and applying Lemma 16 on $\ln (1+x)$ bounds the minimal value of $f(x)$ by

$$
f(x)=-\ln (1+x)+\alpha x+\beta \geq-\alpha(1+x)-\ln (1 / \alpha)+1+\alpha x+\beta \geq 0 \quad \Leftrightarrow \quad \beta \geq \alpha+\ln (1 / \alpha)-1 .
$$

We conclude that $-\mathcal{W}_{-1}\left(-e^{-u-1}\right) \leq u+\sqrt{2 \alpha \cdot u}+\alpha+\ln (1 / \alpha)$, as desired.

From Lemma 18 and Lemma 19 we derive our asymptotically tight support size bound.

- Theorem 20. For any $\alpha^{\prime}>0$ there is an optimal solution $\boldsymbol{v}$ of ILP with

$$
s \leq m \cdot\left(\log \left(A_{\max }\right)+\sqrt{\alpha^{\prime}\left(\log \left(A_{\max }\right)+0.05\right)}+\alpha^{\prime} / 2+\log \left(\sqrt{1 / \alpha^{\prime}}\right)+1.03\right) .
$$

Proof. We need to rewrite the argument $z:=-1 /\left(2 \log (e) A_{\max }^{2}\right)$ in Lemma 18 to the form $-e^{-u-1}$ used in Lemma 19. Hence, solving $z=-e^{-u-1}$ gives $u=\ln \left(2 \log (e) A_{\max }^{2} / e\right)=$ $2 \ln \left(A_{\max }\right)+\ln (2 \log (e) / e)$. We now substitute $\alpha$ by $\alpha^{\prime} / \log (e)$ to get $\log$ instead of $\ln$, and through calculation obtain the bound:

$$
\begin{aligned}
s / m & \leq-\log (e) \mathcal{W}_{-1}(z) / 2 \leq \log (e)(u+\sqrt{2 \alpha \cdot u}+\alpha-\ln (\alpha)) / 2 \\
& \leq \log (e)\left(u+\sqrt{2 \alpha^{\prime} / \log (e) \cdot u}+\alpha^{\prime} / \log (e)-\ln \left(\alpha^{\prime} / \log (e)\right)\right) / 2 \\
& \leq \log (e) u / 2+\sqrt{\log (e) \alpha^{\prime} u / 2}+\alpha^{\prime} / 2-\log \left(\alpha^{\prime} / \log (e)\right) / 2 \\
& \leq \log \left(A_{\max }\right)+\log (2 \log (e) / e) / 2+\sqrt{\log (e) \alpha^{\prime} u / 2}-\log \left(\alpha^{\prime} / \log (e)\right) / 2+\alpha^{\prime} / 2 \\
& \leq \log \left(A_{\max }\right)+\sqrt{\alpha^{\prime}\left(\log \left(A_{\max }\right)+\log (2 \log (e) / e) / 2\right)}+\alpha^{\prime} / 2+\log \left(\log (e) \sqrt{2 /\left(e \alpha^{\prime}\right)}\right) .
\end{aligned}
$$

Inserting numerical values for terms independent of $\alpha^{\prime}$ and $A_{\text {max }}$ gives the desired result.
For $\alpha^{\prime}=1$ and $A_{\max } \geq 1$ we obtain the particularly simple bounds

$$
s \leq m \cdot\left(\log \left(A_{\max }\right)+\sqrt{\log \left(A_{\max }\right)+0.05}+1.53\right) \leq m \cdot\left(\log \left(3 A_{\max }\right)+\sqrt{\log \left(A_{\max }\right)}\right)
$$

This immediately implies our main support size bound:

- Theorem 2. Any feasible bounded ILP with an m-row constraint matrix $A$ with 1-norm $A_{\max }$ has an optimal solution with support size $s \leq m \cdot\left(\log \left(3 A_{\max }\right)+\sqrt{\log \left(A_{\max }\right)}\right)$.

In order to understand how tight our bound is, we adapt a construction by Berndt et al. [9] to obtain an asymptotically matching lower bound on the support size:

- Theorem 3. For any $m \in \mathbb{Z}_{\geq 0}$ and any $A_{\max } \in \mathbb{Z}_{\geq 1}$, there is an ILP with $m$ constraints, $n:=m \cdot\left(\left\lfloor\log \left(A_{\max }\right)\right\rfloor+1\right) \geq m \cdot \log \left(A_{\max }\right)$ variables, and 1-norm $A_{\max }$ of the constraint matrix, whose unique optimal solution is the 1-vector.

Proof. With $d:=\left\lfloor\log \left(A_{\max }\right)\right\rfloor$ we construct an ILP as follows:

$$
\begin{gathered}
\max \left(\begin{array}{cccccccccc}
3^{0} & \cdots & 3^{d} & 3^{0} & \cdots & 3^{d} & \cdots & 3^{0} & \cdots & \left.3^{d}\right) \cdot \boldsymbol{x}
\end{array} \quad \begin{array}{cccccccc}
2^{0} . t . & \boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{m(d+1)} \\
0 & \cdots & 2^{d} & 0 & & & \cdots & \\
& \cdots & 0 & 2^{0} & \cdots & 2^{d} & \cdots & 0 \\
\cdots & 0 \\
& \vdots & & & & & & \ddots \\
0 & & & \cdots & & & 0 & 2^{0} \\
0 & \cdots & 2^{d}
\end{array}\right) \cdot \boldsymbol{x}=\left(\begin{array}{c}
2^{d+1}-1 \\
2^{d+1}-1 \\
\vdots \\
2^{d+1}-1
\end{array}\right)
\end{gathered}
$$

Because of $\sum_{i=0}^{d} 2^{i}=2^{d+1}-1$, the 1 -vector is a solution. All coefficients are positive. Hence, in any solution the value of the variables with coefficient $2^{d}$ must be less than 2 . For any other variable $x_{i}$, if it is $x_{i} \geq 2$, we can increase the objective by setting $x_{i}:=x_{i}-2 ; x_{i+1}:=x_{i+1}+1$. Since all objective coefficients are positive, the 1 -vector is the unique optimal solution.

Hence, Theorem 20 is exact in the dominant term. We pose the question, whether there is a support size bound of the form $m \cdot \log \left(c \cdot A_{\max }\right)$ for some constant $c$, as an open problem.

## 4 An Efficient Approximation Scheme for Makespan Minimization on Uniformly Related machines

Our algorithm follows a typical structure of approximation schemes. First, we preprocess the input, by discarding jobs and machines which are so short or slow that assigning them naïvely is acceptable. Next, we perform a binary search on the makespan, to reduce the optimization problem to a feasibility problem. Then, we round the remaining processing times and machine speeds, according to our makespan guess, to make the resulting instance more structured. Now, we construct an MILP, whose feasibility is equivalent to the existence of a schedule. Finally, we solve the MILP and transform the solution into a schedule.

### 4.1 Preprocessing

We reduce the number of parameters bounding the instance to the number of jobs $N$ and a constant fraction $\delta$ of the approximation guarantee $\varepsilon$. To enforce $N \geq M$ we potentially drop the $M-N$ slowest machines, as there is an optimal solution not assigning them a job.

Step 1: Removing Negligible Machines and Jobs. We remove all machines slower than $\delta \cdot s_{\max } / N$ and all jobs shorter than $\delta \cdot p_{\max } / N$. Compensating for the lost processing times on a longest job and the machine speeds on a fastest machine introduces an approximation error of at most a factor $(1+\delta)$ each. Now we have $p_{\min }>\delta \cdot p_{\max } / N$ and $s_{\min }>\delta \cdot s_{\max } / N$ and the largest ratios of job processing times $p_{\max } / p_{\min }<N / \delta$ and machine speeds $s_{\max } / s_{\min }<N / \delta$ are bounded only by the parameters $N$ and $\delta$.

Step 2: Preround the Inputs. To achieve a linear run time, we preround the machine speeds and processing times to fewer distinct values. These are rerounded again more carefully at every iteration of the binary search, reducing the run time at the cost of a limited accuracy loss. We round every processing time $p_{j}$ and machine speed $s_{i}$ down to the next power of $(1+\delta)$, introducing errors of no more than $(1+\delta)$ by construction. Let $\tilde{\eta}_{j}$ be the number of jobs with rounded processing times $\tilde{p}_{j}$ be and $\tilde{\mu}_{i}$ be the number of machines with rounded speed $\tilde{s}_{j}$. Due to step 1, the amount of distinct values after rounding is bounded by $\log _{1+\delta}\left(p_{\max } /\left(p_{\max } \delta / N\right)\right)=\log _{1+\delta}\left(s_{\max } /\left(s_{\max } \delta / N\right)\right) \in \mathcal{O}(1 / \delta \log (1 / \delta \cdot N))$. Because our inputs are sorted, the rounding above can be performed in time $\mathcal{O}(N+1 / \delta \log (1 / \delta \cdot N))$.

Step 3: Binary Search for the Makespan. We reduce finding the optimal makespan $\operatorname{OPT}(\mathcal{I})$ to successively checking whether a schedule with makespan $T$ is realizable. The processing time of a longest job on a fastest machine is a lower bound: $\mathrm{OPT}(\mathcal{I}) \geq p_{\max } / s_{\max }$. The schedule assigning all jobs to a fastest machine proves $\operatorname{OPT}(\mathcal{I}) \leq \sum_{j=1}^{N} p_{i} / s_{\max } \leq$ $N \cdot p_{\max } / s_{\max }$. Hence, we can use a binary search for $\operatorname{OPT}(\mathcal{I})$ in the interval $\left[p_{\max } / s_{\max }, N\right.$. $\left.p_{\max } / s_{\max }\right]$ of ratio $N$. As accuracy up to a factor $(1+\delta)$ is sufficient, we only need to consider integer powers of $(1+\delta)$. Our binary search therefore adds a factor of $\mathcal{O}\left(\log _{1+\delta}(N)\right)=$ $\mathcal{O}(1 / \delta \log (N))$ to the run time of the following steps. We denote the current makespan in the binary search by $T$. This transforms the problem into either finding a schedule with makespan $(1+\mathcal{O}(\delta)) \cdot T$, or deciding that no schedule with makespan $T$ exists.

Step 4: Rounding Machine Speeds and Job Processing Times. A $(1+\varepsilon)$-approximate schedule $\sigma$ satisfies, for each machine $i$, the equivalent inequalities

$$
\begin{equation*}
\sum_{j \in \sigma^{-1}(i)} \frac{p_{j}}{s_{i}} \leq(1+\varepsilon) \cdot T \quad \Leftrightarrow \quad \sum_{j \in \sigma^{-1}(i)} \frac{p_{j}}{T} \leq(1+\varepsilon) \cdot s_{i} \tag{2}
\end{equation*}
$$

With the aforementioned bounds on the makespan we have enforced the descending chain

$$
s_{\max } \geq p_{\max } / T \geq p_{\min } / T>\delta \cdot p_{\max } /(N \cdot T) \geq \delta s_{\max } / N^{2}
$$

Therefore, all relevant quantities - especially the scaled processing times $p_{j} / T$ - are in the interval $I:=\left(\delta \cdot s_{\max } / N^{2}, s_{\max }\right]$, whose left and right end are within a ratio $N^{2} / \delta$. See also Figure 1 for an overview on the relations between the parameters. We now scale each processing time $p_{j}$ with $1 / T$; this yields an instance with scaled processing times $\tilde{p}_{j}=1 / T \cdot p_{j}$, equivalent to our original instance by Equation 2. Our goal is now to cover our interval $I$ by as few subintervals as possible. To this end, we adapt an approach by Berndt


Figure 1 Overview on the range of parameters.
et al. [8] which combines exponential and linear rounding to obtain both sufficient accuracy with few values and useful structural properties. With $\kappa:=\left\lceil\log \left(1 / \delta \cdot N^{2}\right)\right\rceil$, consider the points $b_{k, 0}:=s_{\max } \cdot 2^{-k}$ for $k=0, \ldots, \kappa$. The intervals $\left[b_{k+1,0}, b_{k, 0}\right.$ ] become exponentially finer, but have a ratio of 2 , not the necessary $(1+\delta)$. Therefore, with $\lambda:=\lceil 1 / \delta\rceil$, we add the points $b_{k, \ell}:=(1-\ell /(2 \lambda)) \cdot b_{k, 0}$ for $k=0, \ldots, \kappa-1$ and $\ell=0, \ldots, \lambda$, which is a linear interpolation between $b_{k, 0}$ and $b_{k+1,0}$. Simple calculations show the relations $b_{k, \ell-1} / b_{k, \ell}=1+1 /(2 \lambda-\ell) \leq 1+\delta$ and $b_{k+1,0}=b_{k, 0} / 2=b_{k,\lceil 1 / \delta\rceil}$ for all $k=0, \ldots, \kappa-1$ and $\ell=1, \ldots, \lambda$, which means we have achieved the necessary precision. Crucially, two jobs within a linear interval of the same parity combine exactly to a job in the next larger linear interval. Formally, this is described by

$$
\begin{equation*}
b_{k, \ell}+b_{k, \ell^{\prime}}=\left(2-\frac{\ell+\ell^{\prime}}{2 \lambda}\right) \cdot b_{k, 0}=\left(1-\frac{\left(\ell+\ell^{\prime}\right) / 2}{2 \lambda}\right) \cdot b_{k-1,0}=b_{k-1, \frac{\ell+\ell^{\prime}}{2}} \tag{3}
\end{equation*}
$$

for all $0 \leq \ell \leq \ell^{\prime} \leq \lambda$ with $\ell+\ell^{\prime}$ divisible by 2 , i.e., $\ell$ and $\ell^{\prime}$ are both odd or both even. Equation 3 will allow us to significantly reduce the number of configurations and the maximum 1-norm of a column. To simplify our notations, we re-index the values of $b_{k, \ell}$ in descending order by setting $b_{r}:=b_{k(r), \ell(r)}$ with $k(r)=\lfloor(r-1) / \lambda\rfloor$ and $\ell(r)=(r-1) \bmod \lambda$, such that $b_{k \cdot \lambda+\ell+1}=b_{k, \ell}$. Therefore, the interval $I$ is covered completely by the $\tau:=\kappa \cdot \lambda \in$ $\mathcal{O}(1 / \delta \log (1 / \delta \cdot N))$ intervals $\left(b_{r+1}, b_{r}\right]$ for $r=1, \ldots, \tau$. Finally, we round every machine speed $\tilde{s}_{i}$ as well as every scaled processing time $\tilde{p}_{j}$ in $\left(b_{r+1}, b_{r}\right]$ up to $b_{r}$. Let $\mu_{i}$ be the number of machines with scaled speed $b_{i}$. Let $\eta_{j}$ be the number of jobs with scaled processing time $b_{j}$. This takes time $\mathcal{O}(1 / \delta \log (1 / \delta \cdot N))$, which means steps 1 to 4 can be performed in total time $\mathcal{O}(N+1 / \delta \log (N)(1 / \delta \log (1 / \delta \cdot N)+\tau))=\mathcal{O}\left(N+1 / \delta^{2} \log ^{2}(1 / \delta \cdot N)\right) \subseteq \mathcal{O}\left(1 / \delta^{2+2 \cdot 2}\right)+\mathcal{O}(N)$.

### 4.2 Solving an MILP Formulation

Consider the resulting instance after all steps from subsection 4.1 have been applied. Nearly all previous approaches used a mix of configuration variables that determine the complete schedule of a machine and assignment variables that determine the position of a single job. We combine these different variables into a unified structure called recursive configurations. The core idea of our formulation is that an additional machine $i$ of speed $b_{i}$ can be simulated by placing a corresponding job of the same size $b_{i}$ on a faster machine $i^{\prime}$ with $b_{i^{\prime}}<b_{i}$. In other words, by placing more jobs than the problem requires, we are also allowed to use more machines of the same size than the problem provides. By applying this idea recursively, we can cover a large range of job processing times with configurations of limited range only, as the virtual machines allow us to merge several short jobs (with respect to to a certain machine speed) into a long job. This approach allows us to successively build a configuration from other configurations. Combined with the rounding scheme of Berndt et al. [8] we thereby significantly reduce the overall necessary number of configurations.

For $k=0, \ldots, \kappa$, we define the set $G_{k}:=\left\{r \in\{1, \ldots, \tau\} \mid b_{r} \in\left[b_{k, 0}, b_{k, \lambda}\right]\right\}$ of indices of affine slices in our rounding scheme, separated into $G_{k}^{\text {even }}:=\left\{r \in G_{k} \mid r=0 \bmod 2\right\}$ and $G_{k}^{\text {odd }}:=G_{k} \backslash G_{k}^{\text {even }}$. For $i=1, \ldots, \tau$, we define the set $H_{i}:=\left\{j \in\{1, \ldots, \tau\} \mid b_{j} \in\left(\delta b_{i}, b_{i}\right]\right\}$ of indices of long job speeds, greater than $\delta b_{i}$ and less than the entire machine speed $b_{i}$. We will now define configurations. All configurations are vectors $\gamma$ with $\tau$ entries, each representing multiples of scaled processing times in $\boldsymbol{b}=\left(b_{1}, \ldots, b_{\tau}\right)$. In the following, we describe the configurations for machines with speed $b_{i}$. The set $\mathcal{C}_{i}^{(1)}$ contains all the exact combinations $b_{j}+b_{j^{\prime}}=b_{i}$ as described in Equation 3. With $\boldsymbol{e}_{j} \in\{0,1\}^{\tau}$ being the $j$-th unit vector, let

$$
\mathcal{C}_{i}^{(1)}:=\left\{\boldsymbol{e}_{j}+\boldsymbol{e}_{j^{\prime}} \mid j, j^{\prime} \in G_{k(i)-1} \text { and } j+j^{\prime}=2 \cdot(i-\lambda)\right\}
$$

The second set $\mathcal{C}_{i}^{(2)}$ contains the remaining feasible configurations of long jobs, with at most one job at even and odd positions in an affine slice $G_{k}$ :

$$
\begin{aligned}
& \mathcal{C}_{i}^{(2)}:=\left\{\gamma \in\{0,1\}^{\tau} \mid \boldsymbol{\gamma} \cdot \boldsymbol{b} \leq b_{i} \text { and } \operatorname{supp}(\gamma) \subseteq H_{i}\right. \text { and for all } \\
&\left.k=0, \ldots, \kappa-1: \sum_{r \in G_{k}^{\text {even }}} \gamma_{r} \leq 1 \text { and } \sum_{r \in G_{k}^{\text {odd }}} \gamma_{r} \leq 1\right\}
\end{aligned}
$$

Finally, the set of configurations $\mathcal{C}_{i}$ for machines with speed $b_{i}$ is defined as $\mathcal{C}_{i}:=\mathcal{C}_{i}^{(1)} \cup \mathcal{C}_{i}^{(2)}$. The total number of entries in a configuration $\boldsymbol{\gamma}$ is at most $\|\gamma\|_{1} \leq 2 \log (2 \cdot 1 / \delta)$. Only long jobs from $H_{i}$ are used, and for each $k$ there is at most one job at an even or odd position in $G_{k}$, respectively. We can bound the number of configurations in $\mathcal{C}_{i}^{(1)}$ by $\lambda^{2}$, and the number of configurations in $\mathcal{C}_{i}^{(2)}$ by $\left(\lambda^{2}\right)^{2 \log (2 \cdot 1 / \delta)} \in 2^{\mathcal{O}\left(\log ^{2}(1 / \delta)\right)}$, which implies $\left|\mathcal{C}_{i}\right| \in 2^{\mathcal{O}\left(\log ^{2}(1 / \delta)\right)}$.

We require integrality in the variables only for the fastest $L:=\lambda\left\lceil\log \left(1 / \delta^{3} \log (1 / \delta)\right)\right\rceil \in$ $\mathcal{O}(1 / \delta \log (1 / \delta))$ machine speeds. Intuitively, we just need to assign configurations integrally on these machines, as all remaining configurations are very short relative to the machines with the fastest speed. Hence, we can assign them fractionally and round them later on. The overhead from rounding is then scheduled on a fastest machine. The resulting MILP is:

$$
\begin{aligned}
\sum_{\gamma \in \mathcal{C}_{i}} x_{i, \gamma}-\mu_{i} \stackrel{(4)}{=} \sum_{i^{\prime}=1}^{\tau} \sum_{\gamma \in \mathcal{C}_{i^{\prime}}} \gamma_{i} \cdot x_{i^{\prime}, \gamma}-\eta_{i} \stackrel{(5)}{\geq} 0 & \text { for } i=1, \ldots, \tau \\
x_{i, \gamma} & \geq 0
\end{aligned} \quad \text { for } i=1, \ldots, \tau ; \gamma \in \mathcal{C}_{i} .
$$

Recall that the number of jobs with processing time $b_{j}$ in configuration $\gamma$ is $\gamma_{j}$, the number of machines with speed $b_{i}$ is $\mu_{i}$, and the number of jobs with scaled processing time $b_{j}$ is $\eta_{j}$. The constraints (4) enforce that the number of additional virtual machines of any speed equals the number of additional corresponding jobs of that same size scheduled somewhere else. The constraints (5) ensure that at least as many jobs of each size are assigned in configurations, as are required by the problem. We show (recursive-MILP) is feasible, up to an approximation factor, for a feasible instance.

- Lemma 21. If the original $Q \| C_{\max }-$ instance $\mathcal{I}$ has a schedule $\sigma$ with makespan $T$, then (recursive-MILP) is feasible for makespan $(1+17 \delta) \cdot T$.

Proof. The schedule $\sigma$ specifies which jobs are scheduled on any machine $i$ and that those have sufficient speed. We perform steps $1-4$, which uses additional speed of at most a factor $(1+\delta)^{7}$. If a single job of processing time $b_{i}$ has been assigned to a machine of speed $b_{i}$ by $\sigma$, then we create a new configuration which assigns this job on that machine, and speed up the
machine by a factor $(1+\delta)$. Otherwise, the difficulty is finding configurations for jobs which are not long, i.e., less than $\delta \cdot b_{i}$. We repeatedly combine pairs of jobs according to Equation 3 until we have at most one job at an even and odd position in each affine slice $G_{k}$ on a machine. We partition these jobs $j$ by their value of $\ell=\left\lfloor\log _{\delta}\left(b_{j} / b_{i}\right)\right\rfloor$, i.e., into slices with ratio $\delta$. The total processing time of jobs in slice $\ell$ is bounded by $b_{i} \cdot \delta^{\ell} \cdot 2 \sum_{j=0}^{\infty} 2^{-j}=4 \cdot b_{i} \cdot \delta^{\ell}$. We iteratively bundle all jobs from the same slice, starting with the last slice until only the first slice is left, into at most 8 configurations of size $b_{i} \cdot \delta^{\ell}$. Each configuration can be packed at least half full by the greedy algorithm. The resulting configurations for slice $\ell$ might have to be rounded in size to the next $b_{r}$. Hence, the additional speed introduced for slice $\ell$ is bounded by $8 \cdot b_{i} \cdot \delta^{\ell} \cdot(1+\delta)$. After the creation of such a configuration, if possible, it gets combined again, which uses no additional speed. Eventually, only jobs in the slice for $\ell=0$ are left. These can be scheduled exactly in a configuration on the machine, by the premise. The additional load incurred on a machine can be bounded by $\sum_{\ell=1}^{\infty} 8 \cdot b_{i} \cdot \delta^{\ell} \cdot(1+\delta)=8 \cdot(1+\delta) /(1-\delta) \cdot \delta \cdot b_{i}$. For $\delta \leq 1 / 35$ this is less than $9 \cdot \delta \cdot b_{i}$ and in total a factor $(1+\delta)^{7}(1+9 \delta) \leq(1+17 \delta)$ on the makespan, as claimed. The values $\boldsymbol{x}$ derived from this satisfy constraints (4) and (5) by construction.

For (recursive-MILP), the integer subproblem has $m=2 L \in \mathcal{O}(1 / \delta \log (1 / \delta))$ constraints and maximal 1-norm of a column $\max \left\|A_{i}\right\|_{1} \in \mathcal{O}(\log (1 / \delta))$. The first $L$ machine speeds have $L \cdot 2^{\mathcal{O}\left(\log ^{2}(1 / \delta)\right.}=2^{\mathcal{O}\left(\log ^{2}(1 / \delta)\right)}$ configurations, i.e., integer variables. By Theorem 2 and Lemma 10, if there is a feasible solution of (recursive-MILP), then there is also one with $\mathcal{O}(1 / \delta \log (1 / \delta) \log (\log (1 / \delta)))$ positive integer variables. Lemma 11 thus implies that we can solve (recursive-MILP) $(S)$ in time $2^{\mathcal{O}\left(1 / \delta \log ^{3}(1 / \delta) \log (\log (1 / \delta))\right)} \cdot \log (N)^{\mathcal{O}(1)}$, as the encoding size is $\langle($ recursive-MILP $)(S)\rangle \leq(1 / \delta \log (N))^{\mathcal{O}(1)}$. Note that this is the dominant run time in terms of $1 / \delta$. We thus either find a feasible solution for the current makespan guess $T$, or discover that no such solution exists. In the latter case, we discard our current makespan guess and increase it in the next step of the binary search.

### 4.3 Constructing a Schedule

We need to construct a schedule from a solution $\boldsymbol{x}^{\star}$ to (recursive-MILP). By constraints (5), we know that $\boldsymbol{x}^{\star}$ schedules all jobs in some configuration. By constraints (5), we know that $\boldsymbol{x}^{\star}$ schedules each job in some configuration. By constraints (4), the number of virtual machines equals the additional number of corresponding jobs with equal size scheduled in some configuration. Assigning all configurations to machines within a makespan of approximately $T$ therefore gives a valid schedule, implemented by Algorithm AssignConfsToMachines.

- Lemma 22. Algorithm AssignConfsToMachines gives a schedule of makespan at most $(1+5 \delta) \cdot T$ from a feasible solution $\boldsymbol{x}^{\star}$ to (recursive-MILP) in time $2^{\mathcal{O}(1 / \delta)}+\mathcal{O}\left(N \log ^{2}(N)\right)$.

Proof. The algorithm assigns $\left\lfloor x_{i, \gamma}\right\rfloor+1 \geq x_{i, \gamma}$ configurations, at least as many as $\boldsymbol{x}^{\star}$ uses. By constraints (5), all jobs get assigned, as they are assigned before the additional jobs corresponding to virtual machines. We always have at least as many virtual machines as $\boldsymbol{x}^{\star}$, because of the extra configuration added to a fastest machine. We thus need to guarantee that the additional speed scheduled on a fastest machine is sufficiently bounded. The variables of $\boldsymbol{x}^{\star}$ corresponding to the fastest $L$ machines are already integral. Hence, the first $b_{i}$, for which additional speed is put onto the fastest machine, is at most $\delta^{3} \cdot s_{\max } / \log (1 / \delta)$. There are $\lceil\log (1 / \delta)\rceil \lambda+1$ constraints on the variables $x_{i, \gamma}$ for $\gamma \in \mathcal{C}_{i}$. Consequently, at most that many variables $x_{i, \gamma}$ can be positive in a vertex solution of the projected LP, which we can find in polynomial time by Lemma 9. As each of these has a size $b_{i}$, the total additional speed assigned to a fastest machine is bounded by

```
AssignConfsToMachines
Input: A feasible solution }\mp@subsup{\boldsymbol{x}}{}{\star}\mathrm{ to (recursive-MILP).
Output: An approximate schedule \sigma to the pre-processed instance.
    for decreasing machine speeds }\mp@subsup{b}{i}{}\mathrm{ :
            for each }\gamma\in\mp@subsup{\mathcal{C}}{i}{}\mathrm{ :
            assign \lfloor\mp@subsup{x}{i,\gamma}{}\rfloor\mathrm{ copies of }\gamma\mathrm{ to machines with speed bi}
            if }\mp@subsup{x}{i,\gamma}{}\not\in\mp@subsup{\mathbb{Z}}{\geq0}{}\mathrm{ : assign another copy of }\gamma\mathrm{ to a fastest machine
            for each processing time }\mp@subsup{b}{j}{}\mathrm{ used in }\gamma\mathrm{ :
                assign as many jobs of processing time bj to machines with configuration }
                // stop when all jobs are packed or all configurations are filled
                for each job in a configuration }\gamma\mathrm{ not filled :
                    create a virtual machine with the same speed as the corresponding job
        return the resulting schedule }
```

$$
\begin{gathered}
s_{\max }(\lceil\log (1 / \delta)\rceil \lambda+1) \sum_{r=L}^{\infty} b_{r}=s_{\max }(\lceil\log (1 / \delta)\rceil \lambda+1) \sum_{k=L / \lambda}^{\infty} \sum_{\ell=0}^{\lambda-1}(2-\ell / \lambda) 2^{-k} \\
\leq \frac{\delta^{3} \cdot s_{\max }}{\log (1 / \delta)}(\lceil\log (1 / \delta)\rceil \lambda+1)(1+3 \lambda)<5 \delta s_{\max }
\end{gathered}
$$

The last inequality holds for $\delta \leq 1 / 35$. Adding this much speed to a fastest machine results in a schedule with makespan at most $(1+5 \delta) \cdot T$. The run time needed to construct the schedule is bounded by the number of machines times the effort per machine, resulting in

$$
\mathcal{O}(N \cdot \tau)=\mathcal{O}\left(1 / \delta \cdot N \log \left(1 / \delta \cdot N^{2}\right)\right) \subseteq 2^{\mathcal{O}(1 / \delta)}+\mathcal{O}\left(N \log ^{2}(N)\right)
$$

## 5 Faster Schedule Construction

The results of the previous section already give us an EPTAS for $Q \| C_{\text {max }}$ with almost linear run time of $2^{\mathcal{O}\left(1 / \varepsilon \log ^{3}(1 / \varepsilon) \log (\log (1 / \varepsilon))\right)}+\mathcal{O}\left(N \log ^{2}(N)\right)$. Interestingly, the bottleneck (with respect to $N$ ) of this approach is the transformation from a valid MILP solution into a feasible schedule. In this section, we give a more conventional $Q \| C_{\text {max }}$ MILP formulation (hybrid-MILP) using both configuration and assignment variables to improve the run time in $N$. First, we give an algorithm to transform a solution of (recursive-MILP) into a solution of (hybrid-MILP) in sublinear run time in $N$. Then, we show how to construct a schedule from a solution to (hybrid-MILP) in linear time. This allows us to transform a solution of (recursive-MILP) into a valid schedule in linear run time in $N$.

Note that Lemma 21 constructs a solution to (recursive-MILP) from a schedule to $Q \| C_{\max }$. Hence, both formulations are equivalent up to a multiplicative error of $1+\mathcal{O}(\varepsilon)$.

### 5.1 The Hybrid-MILP Formulation

Let $\mathcal{C}_{i}^{\prime}:=\left\{\gamma \in \mathbb{N}^{\tau} \mid \boldsymbol{\gamma} \cdot \boldsymbol{b} \leq b_{i}\right.$ and $\left.\operatorname{supp}(\gamma) \subseteq H_{i}\right\}$ be the set of configurations of long jobs with range $1 / \delta$ for machine $i$. For any machine speed $b_{i}$ and corresponding configuration $\gamma \in \mathcal{C}_{i}^{\prime}$, let free $(i, \gamma):=b_{i}-\gamma \cdot \boldsymbol{b}$ be the speed of the machine that is free after placing the jobs specified by $\gamma$. Then (hybrid-MILP) is given by

$$
\begin{array}{rlrl}
\sum_{\gamma \in \mathcal{C}_{i}^{\prime}} x_{i, \gamma} & =\mu_{i} & \text { for } i=1, \ldots, \tau \\
\sum_{i=1}^{\tau} \sum_{\gamma \in \mathcal{C}_{i}^{\prime}} \gamma_{j} \cdot x_{i, \gamma}+\sum_{i=1}^{\tau} y_{i, j} & =\eta_{j} & \text { for } j=1, \ldots, \tau \\
\sum_{\gamma \in \mathcal{C}_{i}^{\prime}} \operatorname{free}(i, \gamma) \cdot x_{i, \gamma}-\sum_{j=1}^{\tau} b_{j} \cdot y_{i, j} & \geq 0 & &  \tag{8}\\
x_{i, \gamma}, y_{i, j} & \geq 0 & \text { for } i=1, \ldots, \tau \\
y_{i, j} & =0 & \text { for } i=1, \ldots, \tau ; j=1, \ldots, \tau ; \gamma \in \mathcal{C}_{i} \\
x_{i, \gamma} & \in \mathbb{Z}_{\geq 0} & \text { for } i=\ldots, \tau ; j \in\left\{\min \left(H_{i}\right), \ldots, \tau\right\} \\
\text { for } i=1, \ldots, L ; \gamma \in \mathcal{C}_{i} .
\end{array}
$$

(hybrid-MILP)
In this formulation, there are no recursive configurations. Instead, we use configuration variables $x_{i, \gamma}$, indicating how often a configuration $\gamma$ is used on machine $i$. Short jobs, taking up speed less than $\delta b_{i}$ on machine $i$, are handled via assignment variables $y_{i, j}$ indicating how many jobs of size $b_{j}$ are assigned to machines of speed $b_{i}$. The constraints (6) enforce that every machine is assigned a configuration, the constraints (7) guarantee that every job is scheduled somewhere, and the constraints (8) make sure that the speed used by short jobs is at most the speed left free by configurations.

We now convert a solution $\boldsymbol{x}^{\star}$ of (recursive-MILP) into a solution $(\boldsymbol{x}, \boldsymbol{y})$ of (hybrid-MILP).

```
ConvertMILPsolution
Input: A feasible solution 歪 to (recursive-MILP).
Output: A feasible solution \boldsymbol{x},\boldsymbol{y}\mathrm{ to (hybrid-MILP).}
    for }i=1,\ldots,\tau\mathrm{ :
        initialize }\mp@subsup{\eta}{i}{\prime}:=\mp@subsup{\eta}{i}{}\mathrm{ and }\mp@subsup{x}{i,\gamma}{}=\mp@subsup{x}{i,\gamma}{\star}\mathrm{ for }\gamma\in\mp@subsup{\mathcal{C}}{i}{}\mathrm{ , otherwise }\mp@subsup{x}{i,\gamma}{}=
        for decreasing machine speeds b}\mp@subsup{b}{i}{}\mathrm{ :
        decrease arbitrary }\mp@subsup{x}{i,\gamma}{}>0\mathrm{ until }\mp@subsup{\sum}{\gamma\in\mp@subsup{\mathcal{C}}{i}{\prime}}{}\mp@subsup{x}{i,\gamma}{}=\mp@subsup{\mu}{i}{
        do count the number of jobs }\mp@subsup{\zeta}{j}{}\mathrm{ in configurations }\mp@subsup{x}{i,\gamma}{}\mathrm{ for j }\in\mp@subsup{H}{i}{
            for every job size }\mp@subsup{b}{j}{}\mathrm{ with }\mp@subsup{\zeta}{j}{}\geq\mp@subsup{\eta}{j}{\prime}\mathrm{ :
                substitute }\mp@subsup{\zeta}{j}{}-\mp@subsup{\eta}{j}{\prime}\mathrm{ many jobs in appropriate }\mp@subsup{x}{i,\gamma}{}\mathrm{ with }\mp@subsup{x}{j,\mp@subsup{\gamma}{}{\prime}}{
            (that is, decrease }\mp@subsup{x}{j,\mp@subsup{\gamma}{}{\prime}}{},\mp@subsup{x}{i,\gamma}{}\mathrm{ and increase }\mp@subsup{x}{i,\mp@subsup{\gamma}{}{\prime\prime}}{}\mathrm{ , where }\mp@subsup{\gamma}{}{\prime\prime}\mathrm{ is }\gamma\mathrm{ with
                    jobs j replaced with }\mp@subsup{\gamma}{}{\prime}\mathrm{ and jobs shorter than }\delta\mp@subsup{b}{i}{}\mathrm{ in }\mp@subsup{\gamma}{}{\prime}\mathrm{ dropped)
        until there are no more }\mp@subsup{\zeta}{j}{}\geq\mp@subsup{\eta}{j}{\prime
        decrease every }\mp@subsup{\eta}{i}{\prime}\mathrm{ by }\mp@subsup{\zeta}{j}{
        for increasing machine speeds }\mp@subsup{b}{i}{}\mathrm{ :
            calculate the free machine speed }\mp@subsup{z}{i}{}:=\mp@subsup{\sum}{\gamma\in\mp@subsup{\mathcal{C}}{i}{\prime}}{}\operatorname{free}(i,\gamma)\cdot\mp@subsup{x}{i,\gamma}{
            starting with the shortest jobs }\mp@subsup{b}{j}{}\mathrm{ , increase }\mp@subsup{y}{i,j}{}\mathrm{ , decrease }\mp@subsup{z}{i}{}\mathrm{ and }\mp@subsup{\eta}{j}{\prime
            until }\mp@subsup{z}{i}{}\mathrm{ is }0,\mp@subsup{\eta}{j}{\prime}=0\mathrm{ or }j\in\mp@subsup{H}{i}{
        return (x,y)
```

- Lemma 23. Algorithm ConvertMILPsolution converts a solution $\boldsymbol{x}^{\star}$ of (recursive-MILP) into a solution $(\boldsymbol{x}, \boldsymbol{y})$ of (hybrid-MILP) in time $2^{\mathcal{O}\left(1 / \delta \log ^{2}(1 / \delta)\right)} \log ^{\mathcal{O}(1)}(N)$.

Proof. The algorithm guarantees that the sum of the configuration variables $x_{i, \gamma}$ for machines with speed $b_{i}$ is exactly $\mu_{i}$. Hence, constraints (6) are satisfied. Jobs are only replaced once all original jobs have been accommodated and, by constraints (4), there are exactly as many additional virtual machines, as there are additional jobs. Therefore, this step never reduces the total number of configurations for any machine speed below $\mu_{i}$. After the loop of lines $3-11$ on machines with speed $b_{i}$, only jobs of size $b_{j} \in\left(\delta b_{i}, b_{i}\right]$, or in other words $j \in H_{i}$, are assigned via configurations. Additional short jobs would have been assigned via the recursive configurations on these machines, which we neglect by stopping at $\delta b_{i}$. Thus, these machines have sufficient speed to handle these short jobs, which would have been assigned to them. Instead of their original order, we assign the short jobs by increasing size. This does not change the total load assigned, which therefore still remains sufficient. As the sorting ensures that any short job assigned is smaller or equal to some short job that would have been assigned by the original order, we do not assign jobs which are no longer tiny. Due to having sufficient machine speed and not dropping jobs anywhere in the algorithm, we assign all real jobs and hence satisfy constraints (7). Finally, constraints (8) are satisfied by construction, as we never overfill the available speed. The number of configurations $\left|\mathcal{C}_{i}^{\prime}\right|$ is bounded by $2^{\mathcal{O}\left(1 / \delta \log ^{2}(1 / \delta)\right)}$ and all other quantities are bounded by $\mathcal{O}(1 / \delta \log (1 / \delta \cdot N))$. That allows us to analyze the run time of the algorithm to be within the claimed complexity.

### 5.2 Constructing a Schedule

Now, we have an assignment for all small jobs, albeit with fractional variables. However, we can assign the small jobs integrally faster than if we had to resolve recursive configurations.

- Lemma 24. Given a feasible solution of (hybrid-MILP), a schedule with makespan at most $(1+9 \delta) T$ can be constructed in time $2^{\mathcal{O}\left(1 / \delta \log ^{2}(1 / \delta)\right)}+\mathcal{O}(N)$.

Proof. For the configuration variables, we pursue the same strategy as in Lemma 22, that is, rounding them down and assigning one configuration to a fastest machine for every rounded variable. Through the use of basic solutions, we construct a schedule introducing a multiplicative error of at most $(1+5 \delta)$ in comparison to the optimal makespan. The process takes time $2^{\mathcal{O}\left(1 / \delta \log ^{2}(1 / \delta)\right)} \log ^{\mathcal{O}(1)}(N)$ with our increased number of configurations.

For the assignment variables of the short jobs, we first note that any machine speed $b_{i}$ is assigned at most 2 fractional short jobs, as a variable only becomes fractional when the preceding or current group runs out of speed. As in Lemma 23, we first sort the assignment variables, in time $\mathcal{O}\left((1 / \delta \log (1 / \delta \cdot N))^{4}\right)$. By increasing every machine speed by a factor of $(1+2 \delta)$, those two fractional jobs can be placed on an arbitrary machine of speed $b_{i}$, without exceeding the speed. We get another overhead of a factor of $(1+\delta)$ by greedily packing the assigned jobs to machines, overpacking each machine just slightly. This greedy packing takes time $\mathcal{O}\left(N+(1 / \delta \log (1 / \delta \cdot N))^{2}\right)$. In total the approximation error is bounded by $(1+5 \delta)(1+2 \delta)(1+\delta) \leq(1+9 \delta)$ for $\delta<1 / 35$, as claimed.

By Lemma 21 for an instance $\mathcal{I}$ with makespan $\operatorname{OPT}(\mathcal{I})$ the recursive-MILP with makespan $(1+17 \delta) \cdot \operatorname{OPT}(\mathcal{I})$ is feasible. We then converted a solution to one of hybrid-MILP with Lemma 23. A solution for hybrid-MILP with makespan $(1+17 \delta) \cdot \mathrm{OPT}(\mathcal{I})$ then gives a schedule with makespan $(1+9 \delta)(1+17 \delta) \cdot \operatorname{OPT}(\mathcal{I})$ by Lemma 24. Hence, for $\varepsilon \leq 1$ we can pick $\delta=\varepsilon / 35$ and obtain a schedule with makespan $(1+\varepsilon) \mathrm{OPT}(\mathcal{I})$. All of the above steps take linear run time in $N$. Therefore we have achieved Theorem 4.
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#### Abstract

We revisit the A PRIORI TSP (with independent activation) and prove stronger approximation guarantees than were previously known. In the A PRIORI TSP, we are given a metric space ( $V, c$ ) and an activation probability $p(v)$ for each customer $v \in V$. We ask for a TSP tour $T$ for $V$ that minimizes the expected length after cutting $T$ short by skipping the inactive customers.

All known approximation algorithms select a nonempty subset $S$ of the customers and construct a master route solution, consisting of a TSP tour for $S$ and two edges connecting every customer $v \in V \backslash S$ to a nearest customer in $S$.

We address the following questions. If we randomly sample the subset $S$, what should be the sampling probabilities? How much worse than the optimum can the best master route solution be? The answers to these questions (we provide almost matching lower and upper bounds) lead to improved approximation guarantees: less than 3.1 with randomized sampling, and less than 5.9 with a deterministic polynomial-time algorithm.
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## 1 Introduction

Many algorithms for stochastic discrete optimization problems sample a sub-instance, solve the resulting deterministic problem (often by some approximation algorithm), and extend this solution to the original instance $[8,11,14,15,16,25]$. A nice and well-studied example is the a priori Traveling Salesperson Problem (a Priori TSP), which is the focus of this paper. What guarantee can we obtain by such an approach, even if we take an optimal sample? If we sample randomly, according to which distribution? What guarantee can we obtain by a deterministic polynomial-time algorithm? These are the questions addressed in this paper.

In the A PRIORI TSP (with independent activation), we are given a (semi-)metric space $(V, c)$; the elements of $V$ are called customers. Each customer $v$ comes with an activation probability $0<p(v) \leq 1$, so it will be active independently with probablity $p(v)$. However, we need to design a TSP tour $T$ (visiting all of $V$ ) before knowing which customers will be active. After we know which customers are active we can cut the tour $T$ short by skipping the inactive customers. The goal is to minimize the expected cost of the resulting tour (visiting the active customers).
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Note that computing an optimum a priori tour is APX-hard as the metric TSP is APX-hard [23], which is the special case where all activation probabilities are 1 . We study approximation algorithms. A $\rho$-approximation algorithm for the A PRIORI TSP is a polynomial-time algorithm that computes a tour of expected cost at most $\rho \cdot$ OPT for any given instance, where OPT denotes the expected cost of an optimum a priori tour.

Shmoys and Talwar [25] devised a randomized 4-approximation algorithm and a deterministic 8-approximation algorithm. A randomized constant-factor approximation algorithm was discovered independently by Garg, Gupta, Leonardi and Sankowski [11]. The randomized Shmoys-Talwar algorithm easily improves to a 3.5 -approximation by using the ChristofidesSerdyukov algorithm instead of the double tree algorithm as a subroutine for TSP (as noted by [7]), and slightly better using the new Karlin-Klein-Oveis Gharan algorithm [20]. The deterministic algorithm was improved to a 6.5 -approximation by van Zuylen [28]; a slight improvement of this guarantee follows from the recent deterministic version of the Karlin-Klein-Oveis Gharan algorithm [21].

All known approximation algorithms for the A PRIORI TSP are of the following type. Select a nonempty subset $S$ of customers and find a TSP tour for $S$ (the master tour). Connect each other customer $v \in V \backslash S$ with a pair of parallel edges to a nearest point $\mu(v)$ in the master tour. We call this a master route solution. Once we know the set of active customers, we pay for the entire master tour (pretending to visit also its inactive customers!) and pay $2 c(\mu(v), v)$ for each active customer $v$ outside $S$ to cover the round trip visiting $v$ from $\mu(v)$. See Figure 1 for an example. Of course, we could cut the resulting tour shorter (we visit some inactive customers, and we visit some customers several times), but we will not account for this possible gain (unless fewer than two customers are active).



Figure 1 Left: A master route solution with a master tour (green, thick) and connections of the other customers to that master tour (red, curved). Right: After knowing which customers are active (filled), the master route solution reduces to a tour visiting all of the master tour and the other active customers.

### 1.1 Motivating questions

We start by reviewing the randomized algorithm by Shmoys and Talwar [25]. If fewer than two customers are active, any a priori tour can be cut short to a single point, resulting in cost zero. The algorithm by Shmoys and Talwar [25] selects each customer $v$ independently into $S$ with probability $p(v)$ : exactly the activation probability. Assuming that the resulting set $S$ is nonempty, there exists an associated master route solution with expected cost at most

$$
\operatorname{MR}(S):=\mathbb{E}_{A \sim p}\left[\mathbb{1}_{|A| \geq 2} \cdot\left(\operatorname{OPT}_{\mathrm{TSP}}(S, c)+2 \cdot \sum_{v \in A} c(v, S)\right)\right]
$$

Here $\operatorname{OPT}_{\mathrm{TSP}}(S, c)$ denotes the length of an optimum TSP tour for $S$, and $c(v, S)=$ $\min \{c(v, s): s \in S\}$ denotes the distance between $v$ and a nearest customer in $S$ (which is zero if $v \in S$ ); moreover, $\mathbb{E}_{A \sim p}$ denotes the expectation when the set $A$ of active customers is
sampled with respect to the given activation probabilities. Later on, $\mathbb{P}_{A \sim p}$ is used analogously. We multiply with $\mathbb{1}_{|A| \geq 2}$ (which is 1 if $|A| \geq 2$ and 0 otherwise) because the cost of the solution is zero if fewer than two customers are active.

If there is a customer $d$ with $p(d)=1$ (a depot), then $S$ is never empty and we can bound

$$
\operatorname{MR}(S) \leq \mathrm{OPT}_{\mathrm{TSP}}(S, c)+2 \cdot \mathbb{E}_{A \sim p}\left[\sum_{v \in A \backslash\{d\}} c(v, S \backslash\{v\})\right]
$$

Note that the above upper bound also accounts for connecting active customers in $S$ to the nearest other customer in $S$, which is not necessary but will allow the following. Taking the expectation over the random choice of $S$, an upper bound on the expected cost of that master route solution is

$$
\mathbb{E}_{S \sim p}[\operatorname{MR}(S)] \leq \mathbb{E}_{S \sim p}\left[\mathrm{OPT}_{\mathrm{TSP}}(S, c)\right]+2 \cdot \mathbb{E}_{S \sim p}\left[\sum_{v \in S \backslash\{d\}} c(v, S \backslash\{v\})\right]
$$

as the probability distributions to choose $S$ and $A$ are identical and the vertices are sampled independently. Since $\sum_{v \in S \backslash\{d\}} c(v, S \backslash\{v\}) \leq \mathrm{OPT}_{\mathrm{TSP}}(S, c)$ for all $S$ and $\mathbb{E}_{S \sim p}\left[\mathrm{OPT}_{\mathrm{TSP}}(S, c)\right] \leq$ OPT, where OPT again denotes the expected cost of an optimum a priori tour, this yields

$$
\begin{equation*}
\mathbb{E}_{S \sim p}[\operatorname{MR}(S)] \leq 3 \cdot \mathrm{OPT} \tag{1}
\end{equation*}
$$

The work of Shmoys and Talwar [25] implies that (1) also holds when there is no depot and when we take the conditional expectation under the condition that $|S| \geq 2$ (see also [28]). The Shmoys-Talwar algorithm cannot find an optimum TSP tour for $S$ but uses the double tree algorithm with approximation guarantee 2 . As noted by [7], one can as well use the Christofides-Serdyukov algorithm with approximation guarantee $\frac{3}{2}$, or in fact any $\alpha$-approximation algorithm for TSP. Then the expected cost of the resulting master route solution is at most $(\alpha+2) \cdot$ OPT.

This motivates the following questions:
(i) Is it optimal to sample $S$ with exactly the activation probabilities (which is crucially used in the above analysis), or can we improve on the factor $\alpha+2$ by sampling fewer or more?
(ii) How bad can the best master route solution be? We will call this the master route ratio: by the Shmoys-Talwar analysis, it is at most 3 .
(iii) Can we obtain an approximation guarantee equal to the master route ratio by a master route solution based on random sampling, assuming that we can find optimum TSP tours? What is the best we can achieve with a $\frac{3}{2}$-approximation algorithm for TSP?
(iv) Can we obtain a better deterministic algorithm without a better TSP algorithm?

We give almost complete answers to all these questions.

### 1.2 Our results

The possibility that we sample the empty set or that no customer is active causes significant complications. The previous works [25] and [28] gave ad hoc proofs that their algorithms (which are also formulated with a depot) generalize to the non-depot case. We aim for a general reduction, losing only an arbitrarily small constant: Fortunately, instances in which the expected number of active customers is small can be solved easily with an approximation factor $3+\varepsilon$ (for any $\varepsilon>0$; similar to [8]), and hence much better than the known guarantees. For instances with a large expected number of active customers, one can assume without
loss of generality (with an arbitrarily small loss) that there is a customer $d$ that is always active, i.e., $p(d)=1$ (see full version of this paper [4]). So we assume this henceforth and call $d$ the depot. We summarize (and refer to the full version [4] for the proof):

- Theorem 1. Let $\varepsilon>0$ and $\rho \geq 3$ be constants. If there exists a (randomized) polynomialtime $\rho$-approximation algorithm for instances $(V, c, p)$ of the A PRIORI TSP that have a depot (i.e., a customer $d$ with $p(d)=1$ ), then there is a (randomized) polynomial-time $(\rho+\varepsilon)$-approximation algorithm for general instances of the A PRIORI TSP.

The Shmoys-Talwar algorithm [25] includes a customer $v$ into $S$ with probability $p(v)$ : the sampling probability is exactly the activation probability. Although this is natural and allows for the simple analysis in Section 1.1 (assuming a depot), we show that this is not optimal. Decreasing the probability of including a customer into the master tour improves the approximation guarantee. To be more precise, in Section 2, we analyze the following sampling algorithm for A PRIORI TSP instances with depot. Let $f:(0,1] \rightarrow[0,1]$ with $f(1)=1$.
(i) Sample a subset $S \subseteq V$ by including every customer $v$ independently with probability $f(p(v))$.
(ii) Call an $\alpha$-approximation algorithm for (metric) TSP in order to compute a TSP tour for $S$, which serves as master tour.
(iii) Connect every customer outside $S$ to the nearest customer in $S$ by a pair of parallel edges.
For a given instance this algorithm has expected approximation ratio at most

$$
\begin{equation*}
\frac{1}{\mathrm{OPT}} \cdot \mathbb{E}_{S \sim f \circ p}\left[\alpha \cdot \mathrm{OPT}_{\mathrm{TSP}}(S, c)+2 \cdot \sum_{v \in V} p(v) \cdot c(v, S)\right] \tag{2}
\end{equation*}
$$

(where $\frac{0}{0}:=1$ ). Shmoys and Talwar [25] used the identity function $f(p)=p$. It is easy to construct examples where sampling less or more is better. For example, if $c(v, w)=1$ for all $v, w \in V$ with $v \neq w$ (and all activation probabilities except for the depot are tiny), it is best to include only the depot in the master tour: this yields an approximation ratio of 2 instead of 3. On the other hand, if $V=\left\{v_{0}, \ldots, v_{n-1}\right\}$ and $c\left(v_{i}, v_{j}\right)=\min \{j-i, n+i-j\}$ for $i<j$ (i.e., $(V, c)$ is the metric closure of a cycle), the more we sample, the better. However, even if we choose $f$ depending on the instance, there is a limit on what we can achieve:

- Theorem 2. No matter how $f$ is chosen, even depending on the instance in an arbitrary way, the sampling algorithm has no better approximation ratio than
- 2.655 even if it computes an optimum TSP tour on the sampled customers;
- 3.049 assuming that we never compute a TSP tour on the sampled customers of cost less than 1.4999 times the cost of an optimum tour.

See the full version of our paper [4] for the proof. We do not have a matching upper bound, but we come close. For $\alpha=1.5$ we prove (in Section 2):

- Theorem 3. For $\alpha=1.5$ and $f(p)=1-(1-p)^{\sigma}$ with $\sigma=0.663$, the sampling algorithm for A PRIORI TSP instances with depot has approximation guarantee less than 3.1.

Figure 2 shows this function $f$. Together with Theorem 1 this immediately implies one of our main results:

- Corollary 4. There is a randomized 3.1-approximation algorithm for A PRIORI TSP.


Figure 2 The function $p \mapsto 1-(1-p)^{\sigma}$ with $\sigma=0.663$ (blue, solid) defines the sampling probability in Theorem 3, which is always at most the identity function (green, dotted), and for small $p$ approximately equal to $p \mapsto \sigma \cdot p$ (red, dashed).

We conjecture that the bounds in Theorem 2 are actually attained by the sampling algorithm with $f(p)=1-(1-p)^{\sigma}$, independent of the instance, where $\sigma$ is a positive constant that depends on $\alpha$ only. See Comment 17 for details.

Having explored the limits of the random sampling approach, one might ask what is the limit of choosing an optimal master route solution. By van Zuylen's work [28], the answer to this question is the key to obtain a better deterministic approximation algorithm. Let us define:
$\checkmark$ Definition 5 (master route ratio). The master route ratio is defined to be the supremum of

$$
\frac{\min \{\operatorname{MR}(S): \emptyset \neq S \subseteq V\}}{\mathrm{OPT}}
$$

taken over all A PRIORI TSP instances (where $\frac{0}{0}:=1$ ).
It is very easy to see that the master route ratio is at least 2 (for example, if $c(v, w)=1$ for all $v, w \in V$ with $v \neq w)$. By the Shmoys-Talwar analysis, it is at most 3. We show in the full version of our paper [4]:

- Theorem 6. The master route ratio for A PRIORI TSP instances with depot is at least $\frac{1}{1-e^{-1 / 2}}>2.541$ and less than 2.6.

We conjecture that the master route ratio is exactly $\frac{1}{1-e^{-1 / 2}}$.
As van Zuylen's [28] analysis reveals (cf. [4]), her algorithm is a ( $2+\alpha \rho$ )-approximation algorithm if the master route ratio is $\rho$ and we have an algorithm for TSP that guarantees to produce a tour of cost at most $\alpha$ times the value of the subtour relaxation. So our new upper bound on the master route ratio immediately implies a better guarantee (combining Theorems 1 and 6 with $\left.\alpha=\frac{3}{2}[27]\right)$ :

- Corollary 7. There is a deterministic 5.9-approximation algorithm for A PRIORI TSP.


### 1.3 Our techniques

The lower bounds (Theorem 2 and the lower bound in Theorem 6) are obtained by analyzing simple examples. The main technical difficulty is in proving the upper bounds.

To prove Theorem 3 and the upper bound in Theorem 6, we will show that it suffices to consider instances in which all customers (except the depot) have the same tiny activation probability. We call these instances normalized.

- Definition 8. Let $\varepsilon>0$. An instance ( $V, c, p$ ) of A PRIORI TSP is called $\varepsilon$-normalized if the instance contains a depot $d \in V$ (with $p(d)=1$ ), and $p(v)=\varepsilon$ for all $v \in V \backslash\{d\}$.

Given an instance of A PRIORI TSP with a depot $d$, one can transform it to a normalized instance by replacing each customer $v \in V \backslash\{d\}$ by many copies, each with the same tiny activation probability, such that the probability that at least one of these copies is active is roughly $p(v)$. This way, the master route ratio and the approximation guarantee of the sampling algorithm can only get worse. More precisely, we show in the full version of this paper [4]:

- Lemma 9. Let $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}} \in(0,1]^{\mathbb{N}}$ with $\lim _{i \rightarrow \infty} \varepsilon_{i}=0$. Let $\mathcal{I}$ be the class of all $\varepsilon$-normalized instances with $\varepsilon=\varepsilon_{i}$ for some $i \in \mathbb{N}$. Then
(i) The master route ratio is the same when restricting it to instances in $\mathcal{I}$ and when restricting it to all instances with depot.
(ii) Let $\sigma \in(0,1)$. Every upper bound on (2) for $f(p)=\sigma p \forall p \in(0,1)$ for all instances in $\mathcal{I}$ implies the same upper bound on (2) for $f(p)=1-(1-p)^{\sigma}$ for arbitrary instances with depot.

On a high level, our proofs of Theorem 3 and Theorem 6 are similar. In both cases we will design a linear program that encodes the metric $c$ by variables and minimizes the expected cost of an optimum a priori tour subject to (a relaxation of) the constraint that the expected cost of the output of the sampling algorithm is at least 1 (for Theorem 3) or the expected cost of any master route solution is at least 1 (for Theorem 6), respectively. Then the reciprocals of the LP values yield the desired upper bounds.

However, this approach has to overcome several obstacles. First, it is not obvious how to encode the metric $c$ by finitely many variables, given that we need to consider arbitrary instance sizes. We do this by fixing an optimum a priori tour $T^{*}$ (a cyclic order of the customers) and carefully aggregating distances of customer pairs with the same number of hops in between on $T^{*}$. Of course we exploit the structure of normalized instances.

In the end, we will (almost) ignore variables that correspond to a very large number of hops (where it is very unlikely that none of the customers "in between" is active). These variables have negligible impact because the probability that these edges occur decreases exponentially with increasing number of hops on $T^{*}$, whereas the average length of these edges can only grow linearly due to the triangle inequality.

The next idea is to consider certain structured solutions only. Rather than connecting a customer $v$ that is not in the master tour to the nearest customer $\mu(v)$ in the master tour, we consider only two possible members of the master tour: we traverse $T^{*}$ from $v$ in each of the two possible directions, and consider the first customer that we meet and that is contained in our master tour. None of these two may be a nearest one in the master tour, but we still obtain an upper bound. For bounding the master route ratio, we will in addition only consider master tours whose customers are equidistantly distributed on $T^{*}$ (except for the depot).

In this way, we obtain an optimization problem for a fixed uniform activation probability $p$ (i.e., for $p$-normalized instances). However, we must let $p \rightarrow 0$ according to Lemma 9 and hence need a description that is independent of $p$. This is another major obstacle. To overcome it, we use a second level of aggregation (buckets, rounding the number of hops to integer multiples of, say, $\left.\frac{1}{100 p}\right)$. However, this causes several difficulties. In the case of the
sampling algorithm, describing the expected cost of the output of the sampling algorithm in terms of the buckets is nontrivial. In case of the master route ratio, the same holds for master route solutions and actually requires a third level of aggregation (bucket intervals).

In the end, we obtain (in both cases) a single, relatively compact, linear program that yields an upper bound for all instance sizes and all activation probabilities from a sequence that converges to zero. We solve the dual LP numerically and just need to check feasibility to prove the desired upper bounds.

### 1.4 Further related work

The TSP has also been studied under the aspect of robust optimization, where the set of customers that need to be visited is known in advance, but the edge lengths are chosen probabilistically or even adversarially $[10,26]$. The a priori optimization problem where the set of customers is chosen adversarially is known as universal TSP [11, 13, 24]. The probabilistic version that we consider was introduced by Jaillet [17] and Bertsimas [2]. Since then, various aspects of the problem have been investigated, including the asymptotic behavior of random instances [2, 3, 5, 17, 18], online variants [11], or exact algorithms [1]. Approximation algorithms have also been studied for general probability distributions [6, 13, 24].

Other problems that have been considered in an a priori setting include vehicle routing, traveling repairman, Steiner tree, and network design [7, 8, 9, 11, 14, 15, 16, 22]. However, none of these works managed to determine the approximation guarantee of their algorithms exactly.

Previous approaches to design a linear program that yields the approximation ratio of a certain algorithm for some optimization problem (e.g., [12, 19]) typically required an infinite family of linear programs and could not obtain a bound for general instances by just solving a single linear program.

## 2 Upper bound on the approximation ratio of random sampling

In this section we will prove Theorem 3. As mentioned earlier, we will design a single linear program such that the reciprocal of its optimum value is an upper bound on the approximation ratio of the sampling algorithm for a certain class of normalized instances. For this sake, let $\beta, b_{0}>0$ be constants that we will choose later. We will consider $\varepsilon$-normalized instances where $\varepsilon$ is of the form $\varepsilon=\frac{\beta}{b}$ for some odd integer $b \geq b_{0}$. The meaning of these constants will become clear in Section 2.2. For such instances we will obtain an upper bound on the approximation ratio of the sampling algorithm, when sampling each customer with probability $\sigma p$ for $\sigma=0.663$ (in addition to the depot). Combined with Lemma 9, this immediately yields the same upper bound on the approximation guarantee of the sampling algorithm that samples each customer $v$ with probability $1-(1-p(v))^{\sigma}$ for arbitrary A PRIORI TSP instances with depot.

### 2.1 An optimization problem to bound the approximation ratio

In this section, we first describe an upper bound for all $p$-normalized instances (for a fixed uniform activation probability $p$ ) by a single optimization problem. We will consider the algorithm that samples each customer with probability $\sigma p$. Let $T^{*}$ be a fixed optimum a priori tour, with customers appearing in the order $v_{0}, v_{1}, \ldots, v_{n-1}$; here $v_{0}$ denotes the depot. Let $v_{i}:=v_{0}$ for $i<0$ or $i>n-1$. For $k \in \mathbb{Z}_{\geq 1}$ we define

$$
C_{k}:=p^{2} \cdot \sum_{j \in \mathbb{Z}} c\left(v_{j}, v_{j+k}\right)
$$

Observe that only finitely many summands are nonzero. See Figure 3 for an example. Since $c$ is a metric, the numbers $C_{k}$ are nonnegative and satisfy the triangle inequality, that is, for all $i, j \geq 1$

$$
\begin{equation*}
C_{i+j} \leq C_{i}+C_{j} . \tag{3}
\end{equation*}
$$



Figure 3 The depot $v_{0}$ is the white circle at the top; the tour $T^{*}$ is drawn in black. Adding up the costs of the edges marked in red gives $\frac{C_{3}}{p^{2}}$.

Moreover, we can express the expected cost of $T^{*}$ in terms of the $C_{i}$.

- Proposition 10. The expected cost of $T^{*}$ is exactly

$$
\begin{equation*}
\sum_{i=1}^{\infty}(1-p)^{i-1} \cdot C_{i} \tag{4}
\end{equation*}
$$

Proof. Let $1 \leq i \leq n-2$ and $1 \leq j \leq n-i-1$. Then $v_{j}$ and $v_{j+i}$ are consecutive active customers with probability $p^{2} \cdot(1-p)^{i-1}$; note that the cost of the edge $\left\{v_{j}, v_{j+i}\right\}$ is counted with exactly the same coefficient in (4). Moreover, for $1 \leq j \leq n-1, v_{j}$ is the first active customer after the depot with probability $p \cdot(1-p)^{j-1}$, and the cost of the edge $\left\{v_{0}, v_{j}\right\}$ is counted $\sum_{i=j}^{\infty} p^{2} \cdot(1-p)^{i-1}=p \cdot(1-p)^{j-1}$ times in (4). By symmetry, the terms also match for the last active customer before the depot.

We now consider the master route solution resulting from sampling each customer with probability $\sigma p$ (in addition to the depot). Let $\alpha$ again denote the approximation guarantee of the TSP algorithm that we use. We will now show that the expected cost of this master route solution is at most

$$
\begin{equation*}
\sigma^{2} \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot\left(\alpha \cdot C_{k}+2 p \cdot \sum_{i=1}^{k-1} \min \left\{C_{i}, C_{k-i}\right\}\right) . \tag{5}
\end{equation*}
$$

By the same argumentation as in the proof of Proposition 10, the master tour has expected cost at most

$$
\alpha \cdot \mathbb{E}_{S \sim q}\left[c\left(T^{*}[S]\right)\right]=\alpha \cdot \sigma^{2} \cdot \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot C_{k}
$$

where $q(v)=\sigma p$ for all $v \in V \backslash\{d\}$ and $q(d)=1$.
Next we bound the expected cost of connecting the active customers to the master tour. Instead of connecting $v$ to the nearest customer in the master tour, we consider only two options: the first sampled customer that we meet when traversing $T^{*}$ from $v$ in either
direction. Note that sampling $v_{0}$ with probability 1 is equivalent to sampling each $v_{j}$ with $j \leq 0$ and $j \geq n$ with probability $\sigma p$. Now, for $j \in \mathbb{Z}$ and $k \geq 2$, the probability that $v_{j}$ and $v_{j+k}$ are sampled, but none of the intermediate customers is, equals $(\sigma p)^{2} \cdot(1-\sigma p)^{k-1}$. In this case, the total expected cost of connecting the intermediate active customers can be bounded by $2 p \cdot \sum_{i=1}^{k-1} \min \left\{c\left(v_{j}, v_{j+i}\right), c\left(v_{j+i}, v_{j+k}\right)\right\}$. Thus we can bound the expected cost of connecting all active customers to the master tour by

$$
\begin{aligned}
& \sum_{k=2}^{\infty} \sigma^{2} p^{2} \cdot(1-\sigma p)^{k-1} \cdot \sum_{j \in \mathbb{Z}} 2 p \cdot \sum_{i=1}^{k-1} \cdot \min \left\{c\left(v_{j}, v_{j+i}\right), c\left(v_{j+i}, v_{j+k}\right)\right\} \\
& \leq 2 \sigma^{2} p^{3} \cdot \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot \sum_{i=1}^{k-1} \min \left\{\sum_{j \in \mathbb{Z}} c\left(v_{j}, v_{j+i}\right), \sum_{j \in \mathbb{Z}} c\left(v_{j+i}, v_{j+k}\right)\right\} \\
& =2 \sigma^{2} p^{3} \cdot \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot \sum_{i=1}^{k-1} \min \left\{\sum_{j \in \mathbb{Z}} c\left(v_{j}, v_{j+i}\right), \sum_{j \in \mathbb{Z}} c\left(v_{j}, v_{j+(k-i)}\right)\right\} \\
& =2 \sigma^{2} p \cdot \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot \sum_{i=1}^{k-1} \min \left\{C_{i}, C_{k-i}\right\}
\end{aligned}
$$

We conclude that the ratio of (5) to (4) is an upper bound on the approximation guarantee of the sampling algorithm for that instance. Note that the number of customers appears neither in (4) nor in (5). In other words, minimizing (4) subject to the constraints that (5) is equal to 1 and the $C_{i}$ are nonnegative and satisfy the triangle inequality (3) yields the reciprocal of an upper bound on the approximation guarantee of the sampling algorithm on all $p$-normalized instances. We arrive at the following optimization problem:

$$
\begin{equation*}
\min \sum_{i=1}^{\infty}(1-p)^{i-1} \cdot C_{i} \tag{6}
\end{equation*}
$$

(Sampling-OP)
subject to

$$
C_{i} \geq 0
$$

for $i \in \mathbb{N}$
for $i, j \in \mathbb{N}$

$$
\begin{equation*}
\sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot\left(\alpha \cdot C_{k}+2 p \cdot \sum_{i=1}^{k-1} \min \left\{C_{i}, C_{k-i}\right\}\right) \geq \sigma^{-2} \tag{7}
\end{equation*}
$$

Note that in (8) we only require that (5) is at least 1 instead of exactly 1 . This does not change the infimum because we can always scale all the $C_{i}$ 's. We have proved:

- Lemma 11. Let $0<p<1$. The reciprocal of the value of (Sampling-OP) is an upper bound on the approximation guarantee for the sampling algorithm with $f(p)=\sigma p$ for all p-normalized instances.


### 2.2 Obtaining a single linear program

Note that we have an infinite set of optimization problems (one for each choice of $p$ ), and, in view of Lemma 9, we have to consider the limit for $p \rightarrow 0$.

In the following, we require that $p$ is of the form $p=\frac{\beta}{b}$ for some odd integer $b \geq b_{0}$. Note that $p \rightarrow 0$ as $b \rightarrow \infty$. In order to obtain a single optimization problem for all such values of $p$, we put subsequent $C_{i}$ 's into buckets of size $b$. More precisely, we define buckets

$$
\begin{equation*}
B_{i}:=\sum_{j=\max \left\{1, i b-\frac{b-1}{2}\right\}}^{i b+\frac{b-1}{2}} C_{j} \tag{9}
\end{equation*}
$$

for $i \geq 0$. In the following, we show that we can use the constraints in (Sampling-OP) to generate (slightly relaxed) constraints that only depend on these buckets. First, we note that the buckets are chosen such that they still satisfy the triangle inequality.

- Proposition 12. For all $i, j \geq 1$,

$$
B_{i+j} \leq B_{i}+B_{j}
$$

Proof. Indeed, using (7), as illustrated in Figure 4,

$$
\begin{aligned}
B_{i+j} & =\sum_{k=-\frac{b-1}{2}}^{\frac{b-1}{2}} C_{(i+j) b+k}=\sum_{k=0}^{\frac{b-1}{2}} C_{(i+j) b-\frac{b-1}{2}+2 k}+\sum_{k=1}^{\frac{b-1}{2}} C_{(i+j) b-\frac{b-1}{2}+2 k-1} \\
& \leq \sum_{k=0}^{\frac{b-1}{2}}\left(C_{i b-\frac{b-1}{2}+k}+C_{j b+k}\right)+\sum_{k=1}^{\frac{b-1}{2}}\left(C_{i b+k}+C_{j b-\frac{b-1}{2}+k-1}\right) \\
& =\sum_{k=-\frac{b-1}{2}}^{\frac{b-1}{2}} C_{i b+k}+\sum_{k=-\frac{b-1}{2}}^{\frac{b-1}{2}} C_{j b+k}=B_{i}+B_{j} .
\end{aligned}
$$

(a)

| $B_{0}$ | $B_{1}$ | $B_{2}$ | $B_{3}$ | $B_{4}$ | $B_{5}$ | $B_{6}$ | $B_{7}$ | $B_{8}$ | $B_{9}$ | $B_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C_{9}$ |  |  |  |  |  |  |  |  |  |
|  | $C_{9}$ | ${ }^{\text {C }} 18$ | $C_{27}$ | ${ }^{\text {C }} 36$ | ${ }^{45}$ | ${ }^{\text {C }} 5$ | ${ }^{6} 63$ | ${ }^{\text {C }} 72$ | $C_{81}$ | ${ }^{\text {C90 }}$ |

(b)


Figure 4 (a): The green dots stand for $C_{1}, C_{2}, \ldots$, and the centers of the buckets ( $C_{i b}$ for $i \geq 1$ ) are highlighted. Here the bucket size is $b=9$, and the blue intervals show the buckets $B_{0}, B_{1}, B_{2}, \ldots$ (b): Combining the triangle inequalities for the $C_{i}$ 's leads to triangle inequalities for the $B_{i}$ 's; here shown for $B_{i}=B_{3}$ and $B_{j}=B_{5}$ : We add up all triangle inequalities for $C_{k}$ from $B_{3}$ and $C_{\ell}$ from $B_{5}$ where $C_{k}$ and $C_{\ell}$ have the same color; illustrated with $C_{26}+C_{48} \leq C_{74}$ and $C_{28}+C_{41} \leq C_{69}$.

Next we aim for an upper bound on the left-hand side of (8) that only depends on the buckets. First we show:

## - Lemma 13.

$$
\sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot \sum_{i=1}^{k-1} \min \left\{C_{i}, C_{k-i}\right\} \leq b \cdot \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} e^{-(i+j-1) \cdot \sigma b p} \cdot \min \left\{B_{i}, B_{j}\right\}
$$

Proof. For $i \in \mathbb{Z}_{\geq 0}$, let $I_{i}=\left\{\max \left\{1, i b-\frac{b-1}{2}\right\}, \ldots, i b+\frac{b-1}{2}\right\}$ be the set of indices in the $i$-th bucket. Then

$$
\begin{aligned}
& \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot \sum_{i=1}^{k-1} \min \left\{C_{i}, C_{k-i}\right\} \\
& =\sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty}(1-\sigma p)^{k+\ell-1} \cdot \min \left\{C_{k}, C_{\ell}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{i=0}^{\infty} \sum_{j=0}^{\infty}(1-\sigma p)^{\max \{0, i+j-1\} \cdot b} \cdot \sum_{k \in I_{i}} \sum_{\ell \in I_{j}} \min \left\{C_{k}, C_{\ell}\right\} \\
& \leq \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} e^{-(i+j-1) \cdot \sigma b p} \cdot \sum_{k \in I_{i}} \sum_{\ell \in I_{j}} \min \left\{C_{k}, C_{\ell}\right\} .
\end{aligned}
$$

In the last inequality we used $1-x \leq e^{-x}$ for all $x \in \mathbb{R}$. Now, for $i, j \in \mathbb{Z}_{\geq 0}$, consider the complete bipartite graph $H$ where one bipartition consists of $\left|I_{j}\right|$ copies of every element of $I_{i}$, and the other bipartition consists of $\left|I_{i}\right|$ copies of every element of $I_{j}$. Then

$$
\sum_{(k, \ell) \in E(H)} \min \left\{C_{k}, C_{\ell}\right\}=\left|I_{i}\right| \cdot\left|I_{j}\right| \cdot \sum_{k \in I_{i}} \sum_{\ell \in I_{j}} \min \left\{C_{k}, C_{\ell}\right\} .
$$

We can partition $E(H)$ into $t:=\left|I_{i}\right| \cdot\left|I_{j}\right|$ perfect matchings $M_{1}, \ldots, M_{t}$. Then

$$
\begin{aligned}
\sum_{(k, \ell) \in E(H)} \min \left\{C_{k}, C_{\ell}\right\} & =\sum_{s=1}^{t} \sum_{(k, \ell) \in M_{s}} \min \left\{C_{k}, C_{\ell}\right\} \\
& \leq \sum_{s=1}^{t} \min \left\{\sum_{(k, \ell) \in M_{s}} C_{k}, \sum_{(k, \ell) \in M_{s}} C_{\ell}\right\} \\
& =\sum_{s=1}^{t} \min \left\{\left|I_{j}\right| \cdot \sum_{k \in I_{i}} C_{k},\left|I_{i}\right| \cdot \sum_{\ell \in I_{j}} C_{\ell}\right\} \\
& =\left|I_{i}\right| \cdot\left|I_{j}\right| \cdot \min \left\{\left|I_{j}\right| \cdot B_{i},\left|I_{i}\right| \cdot B_{j}\right\} .
\end{aligned}
$$

Note that the second equality follows from the fact that $V(H)$ contains $\left|I_{j}\right|$ copies of each element in $I_{i}$ and vice versa. Moreover, summing over the endpoints of the edges in a perfect matching in $M$ is the same as summing over $V(H)$. Division by $\left|I_{i}\right| \cdot\left|I_{j}\right|$ yields

$$
\sum_{k \in I_{i} \in I_{j}} \sum_{\min }\left\{C_{k}, C_{\ell}\right\} \leq \min \left\{\left|I_{j}\right| \cdot B_{i},\left|I_{i}\right| \cdot B_{j}\right\} \leq b \cdot \min \left\{B_{i}, B_{j}\right\} .
$$

Using Lemma 13 and $\beta=b p$, the left-hand side of (8) can be upper bounded by

$$
\begin{align*}
& \alpha \cdot \sum_{k=1}^{\infty}(1-\sigma p)^{k-1} \cdot C_{k}+2 b p \cdot \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} e^{-(i+j-1) \cdot \sigma b p} \cdot \min \left\{B_{i}, B_{j}\right\} \\
& \leq \alpha \cdot \sum_{k=0}^{\infty}(1-\sigma p)^{\max \left\{0, k b-\frac{b-1}{2}-1\right\}} \cdot B_{k}+2 b p \cdot \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} e^{-(i+j-1) \cdot \sigma b p} \cdot \min \left\{B_{i}, B_{j}\right\} \\
& \leq \alpha \cdot \sum_{k=0}^{\infty} e^{-(k-1) \cdot \sigma \beta} \cdot B_{k}+2 \beta \cdot \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} e^{-(i+j-1) \cdot \sigma \beta} \cdot \min \left\{B_{i}, B_{j}\right\} . \tag{10}
\end{align*}
$$

The last inequality follows from $(1-\sigma p)^{k b-\frac{b-1}{2}-1} \leq(1-\sigma p)^{k b-b}$ and $1+x \leq e^{x}$ for all $x \in \mathbb{R}$. Note that we still sum over infinitely many variables. Hence, in order to get a finite linear program, we aim for an upper bound on (10) that only depends on the buckets $B_{i}$ with $i \leq N$ for some integer $N$ that we will choose later. For this, we use the triangle inequality (Proposition 12) to bound the terms depending on buckets $B_{i}$ with $i>N$ by some term depending on $B_{1}, \ldots, B_{N}$ only. For large $N$ this will result in a negligible error as the coefficients in (10) decrease exponentially. In Section 2.4 we prove the following bound on the error term:

Lemma 14. Let $\delta_{1}:=\frac{4 \beta}{e^{N \sigma \beta}\left(e^{\sigma \beta}-1\right)}$ and $\delta_{2}:=\left(\alpha+\frac{2 \beta}{e^{N \sigma \beta}\left(e^{\sigma \beta}-1\right)}\right) \cdot \frac{e^{-N \sigma \beta}}{\left(1-e^{-\sigma \beta}\right)^{2}} \cdot\left(1+N-e^{-\sigma \beta} N\right)$. Then

$$
\begin{aligned}
& \alpha \cdot \sum_{k=N+1}^{\infty} e^{-(k-1) \cdot \sigma \beta} \cdot B_{k}+2 \beta \cdot \sum_{i, j \in \mathbb{Z}_{\geq 0}: \max \{i, j\}>N} e^{-(i+j-1) \cdot \sigma \beta} \cdot \min \left\{B_{i}, B_{j}\right\} \\
& \leq \delta_{1} \cdot \sum_{k=0}^{N} e^{-(k-1) \cdot \sigma \beta} \cdot B_{i}+\delta_{2} \cdot B_{1} .
\end{aligned}
$$

Therefore, we get a lower bound on (Sampling-OP) by minimizing $\sum_{i=1}^{\infty}(1-p)^{i-1} \cdot C_{i}$ subject to (9) and $B_{i} \geq 0$ for $i \geq 0, B_{i+j} \leq B_{i}+B_{j}$ for $i, j \geq 1$ with $i+j \leq N$, and

$$
\begin{equation*}
\left(\alpha+\delta_{1}\right) \cdot \sum_{k=0}^{N} e^{-(k-1) \cdot \sigma \beta} \cdot B_{k}+4 \beta \cdot \sum_{j=0}^{N} \sum_{i=0}^{j} e^{-(i+j-1) \cdot \sigma \beta} \cdot \min \left\{B_{i}, B_{j}\right\}+\delta_{2} \cdot B_{1} \geq \sigma^{-2} \tag{11}
\end{equation*}
$$

Note that the objective still contains infinitely many variables and depends on $p$. The first problem can easily be resolved by bounding

$$
\begin{equation*}
\sum_{i=1}^{\infty}(1-p)^{i-1} \cdot C_{i} \geq \sum_{i=0}^{\infty}(1-p)^{b i+\frac{b-1}{2}-1} \cdot B_{i} \geq \sum_{i=0}^{N}(1-p)^{\left(i+\frac{1}{2}\right) b} \cdot B_{i} \tag{12}
\end{equation*}
$$

It remains to get rid of the dependence on $b$ and $p$ (recall that $p=\frac{\beta}{b}$ ). To this end, we exploit that $\lim _{b \rightarrow \infty}\left(1-\frac{\beta}{b}\right)^{\left(i+\frac{1}{2}\right) b}=e^{-\left(i+\frac{1}{2}\right) \beta}$ for all $i=0, \ldots, N$, and that by Lemma 9 , we can choose $b_{0}$ arbitrarily large. This will allow us to conclude that we can replace the objective by $\sum_{i=0}^{N} e^{-\left(i+\frac{1}{2}\right) \beta} \cdot B_{i}$ and still obtain an upper bound (see the proof of Lemma 15 for the technical details). Putting everything together, we arrive at the following LP.

$$
\begin{align*}
& \min \sum_{i=0}^{N} e^{-\left(i+\frac{1}{2}\right) \beta} \cdot B_{i} \\
& \text { subject to } \begin{aligned}
\left(\alpha+\delta_{1}\right) \cdot \sum_{k=0}^{N} & e^{-(k-1) \cdot \sigma \beta} \cdot B_{k}+\delta_{2} \cdot B_{1}+4 \beta \cdot \sum_{j=0}^{N} \sum_{i=0}^{j} e^{-(i+j-1) \cdot \sigma \beta} \cdot M_{i, j} \geq \sigma^{-2} \\
B_{i}+B_{j} & \geq B_{i+j} \\
B_{i} & \geq M_{i, j} \\
B_{j} & \geq M_{i, j} \\
B, M & \text { for } 1 \leq i \leq j \leq N \text { with } i+j \leq N
\end{aligned} \quad \text { (14) } \\
& \text { for } 0 \leq i \leq j \leq N \tag{14}
\end{align*}
$$

Recall that $\delta_{1}$ and $\delta_{2}$ were defined in Lemma 14. We conclude:

- Lemma 15. Let $N$ be an integer and $\beta>0$. The reciprocal of the optimum value of (Sampling-LP) is an upper bound on the approximation guarantee of the sampling algorithm for $f(p)=1-(1-p)^{\sigma}$ (using an $\alpha$-approximation algorithm for TSP), for all A PRIORI TSP instances with depot.

Proof. We compare the value of (Sampling-LP) to the value of (Sampling-OP). We showed above that for any feasible solution $C$ to (Sampling-OP) we obtain a feasible solution ( $B, M$ ) to (Sampling-LP) via (9) and $M_{i, j}=\min \left\{B_{i}, B_{j}\right\}$.

Fix $\delta>0$. Then there exists $b_{0} \in \mathbb{N}$ such that for all odd integers $b \geq b_{0}$

$$
\sum_{i=0}^{N} e^{-\left(i+\frac{1}{2}\right) \beta} \cdot B_{i} \leq(1+\delta) \cdot \sum_{i=0}^{N}\left(1-\frac{\beta}{b}\right)^{\left(i+\frac{1}{2}\right) b} \cdot B_{i} \stackrel{(12)}{\leq}(1+\delta) \cdot \sum_{i=0}^{\infty}\left(1-\frac{\beta}{b}\right)^{i-1} \cdot C_{i}
$$

Thus the value of (Sampling-LP) is at most $(1+\delta)$ times the value of (Sampling-OP) with $p=\frac{\beta}{b}$ for all odd integers $b \geq b_{0}$. Hence, by Lemma 11, $(1+\delta)$ times the reciprocal of the optimum value of (Sampling-LP) is an upper bound on (2) for all $\frac{\beta}{b}$-normalized instances for all odd integers $b \geq b_{0}$. By Lemma 9, the same bound then holds for all instances with depot. Since this bound holds for all $\delta>0$, it also holds for $\delta=0$.

### 2.3 The dual LP

In order to obtain a lower bound on the optimum value of (Sampling-LP), we provide a feasible solution to the dual linear program. For the dual LP, we introduce variables $x_{i, j}$ for the inequalities of type (14), variables $v_{i, j}$ and $w_{i, j}$ for the inequalities of type (15) and (16), respectively, and a variable $y$ for inequality (13). Using these variables, the dual LP looks as follows:

$$
\begin{array}{rlr}
\max \sigma^{-2} \cdot y & & \text { (Dual-Sampling-LP) } \\
\text { subject to } & \text { for } 0 \leq i \leq j \leq N \text { (18) } \\
\left(\alpha+e^{-(i+j-1) \cdot \sigma \beta} \cdot y \leq v_{i, j}+w_{i, j}\right) \cdot e^{-(k-1) \cdot \sigma \beta} \cdot y+\sum_{j=k}^{N} v_{k, j}+\sum_{j=0}^{k} w_{j, k}+\mathbb{1}_{k=1} \cdot \delta_{2} \cdot y & \\
+\mathbb{1}_{k>0} \cdot\left(\begin{array}{ll}
\left(\sum_{i=1}^{\min \{k, N-k\}}\right. & \left.x_{i, k}+\sum_{i=k}^{N-k} x_{k, i}-\sum_{\substack{1 \leq i \leq j \leq N, i+j=k}} x_{i, j}\right) \leq e^{-\left(k+\frac{1}{2}\right) \beta} \\
x, y, v, w & \text { for } 0 \leq 0 .
\end{array}\right.
\end{array}
$$

- Corollary 16. Let $N$ be an integer and $\beta>0$. For any feasible solution $(x, y, v, w)$ to (Dual-Sampling-LP), $\sigma^{2} / y$ is an upper bound on the approximation ratio of the sampling algorithm with $f(p)=1-(1-p)^{\sigma}$ restricted to A PRIORI TSP instances with depot.

We have computed a dual solution using Gurobi 10.0 .1 with $\alpha=1.5, \beta=\frac{1}{100}, N=2500$, and $\sigma=0.663$, yielding an upper bound of 3.094 and thus proving Theorem 3. The dual solution and a Python script that verifies that this is a feasible solution to (Dual-Sampling-LP) can be found at https://doi.org/10.60507/FK2/JCUIRI. For $\alpha=1$, we get an upper bound of 2.694 .

- Comment 17. Solving (Sampling-LP) with the same values for $\alpha, \beta, N$, and $\sigma$ yields an A PRIORI TSP instance of the same shape as the lower bound example provided in [4]. Hence we conjecture that the upper bound given by (Dual-Sampling-LP) converges to the lower bound given in Theorem 2 for $\beta \rightarrow 0$ and $N \beta \rightarrow \infty$.


### 2.4 Bounding the error term (Proof of Lemma 14)

We first prove the following auxiliary lemma:

- Lemma 18. Let $n \in \mathbb{N}$ and $q \in(0,1)$. Then

$$
\begin{equation*}
\sum_{k=n+1}^{\infty} k \cdot q^{k-1}=\frac{q^{n}}{(1-q)^{2}} \cdot(1+n-q n) \tag{21}
\end{equation*}
$$

Proof. By induction on $n$. For $n=0$, the statement is equivalent to the well-known formula

$$
\sum_{k=1}^{\infty} k \cdot(1-q) \cdot q^{k-1}=\frac{1}{1-q}
$$

for the expected value of a geometrically distributed random variable. Next, assume that (21) holds for some $n \in \mathbb{N}$. Then

$$
\begin{aligned}
& \sum_{k=n+2}^{\infty} k \cdot q^{k-1}=\sum_{k=n+1}^{\infty} k \cdot q^{k-1}-(n+1) \cdot q^{n} \stackrel{(21)}{=} \frac{q^{n}}{(1-q)^{2}} \cdot(1+n-q n)-(n+1) \cdot q^{n} \\
& =\frac{q^{n}}{(1-q)^{2}} \cdot\left(1+n-q n-(n+1) \cdot(1-q)^{2}\right)=\frac{q^{n+1}}{(1-q)^{2}} \cdot(n+2-q(n+1))
\end{aligned}
$$

which is (21) for $n+1$.
Now we are ready to prove Lemma 14:
Proof of Lemma 14. We compute

$$
\begin{aligned}
& 2 \beta \cdot \sum_{i, j \in \mathbb{Z}_{\geq 0}: \max \{i, j\}>N} e^{-(i+j-1) \cdot \sigma \beta} \cdot \min \left\{B_{i}, B_{j}\right\} \\
& \leq 4 \beta \cdot \sum_{i=0}^{N} \sum_{j=N+1}^{\infty} e^{-(i+j-1) \cdot \sigma \beta} \cdot B_{i}+2 \beta \cdot \sum_{i=N+1}^{\infty} \sum_{j=N+1}^{\infty} e^{-(i+j-1) \cdot \sigma \beta} \cdot B_{i} \\
& =4 \beta \cdot \sum_{i=0}^{N} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i} \cdot \sum_{j=N+1}^{\infty} e^{-j \sigma \beta}+2 \beta \cdot \sum_{i=N+1}^{\infty} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i} \cdot \sum_{j=N+1}^{\infty} e^{-j \sigma \beta} \\
& =\delta_{1} \cdot \sum_{i=0}^{N} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i}+\frac{2 \beta}{e^{N \sigma \beta}\left(e^{\sigma \beta}-1\right)} \cdot \sum_{i=N+1}^{\infty} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i}
\end{aligned}
$$

Bounding $B_{i} \leq i \cdot B_{1}$ for $i>N$ by using to the triangle inequality (Proposition 12), we obtain

$$
\begin{aligned}
& \alpha \cdot \sum_{k=N+1}^{\infty} e^{-(k-1) \cdot \sigma \beta} \cdot B_{k}+2 \beta \cdot \sum_{i, j \in \mathbb{Z}_{\geq 0}: \max \{i, j\}>N} e^{-(i+j-1) \cdot \sigma \beta} \cdot \min \left\{B_{i}, B_{j}\right\} \\
& \leq \delta_{1} \cdot \sum_{i=0}^{N} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i}+\left(\alpha+\frac{2 \beta}{e^{N \sigma \beta}\left(e^{\sigma \beta}-1\right)}\right) \cdot \sum_{k=N+1}^{\infty} e^{-(k-1) \cdot \sigma \beta} \cdot B_{k} \\
& \leq \delta_{1} \cdot \sum_{i=0}^{N} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i}+\left(\alpha+\frac{2 \beta}{e^{N \sigma \beta}\left(e^{\sigma \beta}-1\right)}\right) \cdot \sum_{k=N+1}^{\infty} e^{-(k-1) \cdot \sigma \beta} \cdot k \cdot B_{1} \\
& =\delta_{1} \cdot \sum_{i=0}^{N} e^{-(i-1) \cdot \sigma \beta} \cdot B_{i}+\delta_{2} \cdot B_{1},
\end{aligned}
$$

where we used Lemma 18 in the final equality with $n=N$ and $q=e^{-\sigma \beta}$.

## 3 Discussion

We conjecture (but could not prove) that our lower bound examples (cf. [4]) are really worst-case examples, and that the values of our linear programs converge to these bounds.

Another question is whether the master route ratio is $\frac{1}{1-e^{-1 / 2}}$ even for low-activity instances. Currently we only know the upper bound of 3 from [25], but know no example with master route ratio larger than $\frac{1}{1-e^{-1 / 2}}$ (and this value is attained by our example only as the activity tends to infinity). The analogous question applies to the sampling algorithm: whether we need to consider the low-activity case separately is an open question.

Finally, we hope that our approach can also help for proving a better bound for related problems where similar random sampling techniques are used, or for showing that known bounds are best possible.
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#### Abstract

It is well-known that the 2-Thief-Necklace-Splitting problem reduces to the discrete Ham Sandwich problem. In fact, this reduction was crucial in the proof of the PPA-completeness of the Ham Sandwich problem [Filos-Ratsikas and Goldberg, STOC'19]. Recently, a variant of the Ham Sandwich problem called $\alpha$-Ham Sandwich has been studied, in which the point sets are guaranteed to be well-separated [Steiger and Zhao, DCG'10]. The complexity of this search problem remains unknown, but it is known to lie in the complexity class UEOPL [Chiu, Choudhary and Mulzer, ICALP'20]. We define the analogue of this well-separation condition in the necklace splitting problem - a necklace is $n$-separable, if every subset $A$ of the $n$ types of jewels can be separated from the types $[n] \backslash A$ by at most $n$ separator points. Since this version of necklace splitting reduces to $\alpha$-Ham Sandwich in a solution-preserving way it follows that instances of this version always have unique solutions.

We furthermore provide two FPT algorithms: The first FPT algorithm solves 2-Thief-NecklaceSplitting on ( $n-1+\ell$ )-separable necklaces with $n$ types of jewels and $m$ total jewels in time $2^{O(\ell \log \ell)}+O\left(m^{2}\right)$. In particular, this shows that 2-Thief-Necklace-Splitting is polynomial-time solvable on $n$-separable necklaces. Thus, attempts to show hardness of $\alpha$-Ham Sandwich through reduction from the 2-Thief-Necklace-Splitting problem cannot work. The second FPT algorithm tests $(n-1+\ell)$-separability of a given necklace with $n$ types of jewels in time $2^{O\left(\ell^{2}\right)} \cdot n^{4}$. In particular, $n$-separability can thus be tested in polynomial time, even though testing well-separation of point sets is co-NP-complete [Bergold et al., SWAT'22].
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## 1 Introduction

The necklace splitting problem is one of the most famous problems in fair division. It is usually illustrated by the following story: two thieves have stolen a valuable necklaces with $n$ different types of jewels (diamonds, rubies, etc.). They want to divide their bounty fairly between them, that is, in such a way that both of them get the same number of jewels of each type. As cutting through the necklace takes a lot of effort, they want to do this with as few cuts as possible. A mathematically inclined thief who knows the necklace splitting theorem [1, 3, 12] will realize that no matter how the jewels are ordered on the necklace, $n$ cuts will always suffice for this. However, all known proofs of this result are of a topological nature and do
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not give our thief any information on how to find the cuts. Thus, a more algorithmically inclined thief might wonder whether a set of $n$ cuts can be found efficiently. Unfortunately, it turns out that the search problem of finding $n$ cuts is in general PPA-complete [11], making an efficient algorithm unlikely. In this paper, we study separability conditions under which the thieves can find the cuts efficiently.

The ideas for the separability conditions stem from a variant of another famous fair division problem, namely the Ham Sandwich problem. The Ham Sandwich theorem [19] states that any $d$ point sets (or mass distributions) in $\mathbb{R}^{d}$ can be simultaneously bisected by a single hyperplane. Again, finding such a Ham Sandwich Cut is in general PPA-complete [11]. However, under the assumption that the point sets are well-separated (which we will formally define in Section 2), the cut is unique [18] and the corresponding search problem lies in the complexity class UEOPL [5]. UEOPL is a subclass of PPA. It is conjectured to be a strict subclass, with a recent paper showing a black-box separation between the two classes [14].

The Ham Sandwich problem and the necklace splitting problem are intimately related. In fact, the necklace splitting theorem can be proved by lifting the necklace with $n$ types of jewels to the moment curve in $\mathbb{R}^{n}$, which is the curve parameterized by $\left(t, t^{2}, t^{3}, \ldots, t^{n}\right)$, and then applying the Ham Sandwich theorem. By the same idea, the PPA-hardness for the Ham Sandwich problem follows from the PPA-hardness of the necklace splitting problem. In the well-separated setting, no hardness result is known for finding the now unique Ham Sandwich cut. A natural approach to show for example UEOPL-hardness of this problem would be to show hardness for a necklace splitting variant whose lifts give well-separated point sets. This leads to the definition of $n$-separable necklaces, which we again define formally in Section 2 .

However, as we show in this paper, this approach will not work, as the necklace splitting problem on $n$-separable necklaces can be solved in polynomial time. Relaxing the notion of separability further, we get an FPT algorithm for the necklace splitting problem, parameterized by the separability:

- Theorem 1. 2-Thief-Necklace-Splitting can be solved in time $2^{O(\ell \log \ell)}+O\left(m^{2}\right)$ on every ( $n-1+\ell$ )-separable necklace $C$ with $n$ types of jewels and $m$ total jewels.

We also provide an FPT algorithm to check whether a necklace is $(n-1+\ell)$-separable. This is again in contrast to the Ham Sandwich problem, where it has been shown that checking well-separation is co-NP-complete [4].

Our work provides the first FPT viewpoint on the necklace splitting problem, which so far has only been studied from the viewpoint of approximation algorithms [2].

## 2 Preliminaries

### 2.1 Separability and Unique Solutions

- Definition 2 (Necklace). A necklace is a family $C$ of disjoint finite point sets in $\mathbb{R}$. The sets in $C$ are called colors.

Note that in the literature, the points in each color $c \in C$ are also called beads or jewels of color $c$. Furthermore, this kind of necklace is sometimes also called an open necklace, since the colors are arranged in $\mathbb{R}$ and not on a cycle.

For simplicity, in the rest of this paper we assume that each color has an odd number of points. All of our results can be adapted to the more general setting without this restriction, or even to the setting where colors are finite unions of intervals. However, the definitions and proofs have to be adjusted carefully. We discuss these possible extensions of our results in the full version of the paper.

Since colors in a necklace are disjoint, we can view our necklace as a string over the alphabet $C$ : each color defines one character and the sequence of characters is defined by the order in which the colors appear when going from $-\infty$ to $\infty$, with consecutive occurrences of the same color yielding just one character. See Figure 1 for an example.

We call the number of occurrences of a color $c$ in this string the number of components it consists of. We say a color $c \in C$ is an interval, if it consists of exactly one component. In other words, a color $c$ is an interval if its convex hull does not intersect any other color $c^{\prime} \in C$. In Figure 1a, the green color $c$ is an interval, whereas the red color $a$ is not, it consists of two components.

- Definition 3 (Separability). A necklace $C$ is $k$-separable if for all $A \subseteq C$ there exist $k$ separator points $s_{1}<\ldots<s_{k} \in \mathbb{R}$ that separate $A$ from $C \backslash A$. More formally, if we alternatingly label the intervals $\left(-\infty, s_{1}\right],\left[s_{1}, s_{2}\right], \ldots,\left[s_{k-1}, s_{k}\right],\left[s_{k}, \infty\right)$ with $A$ and $\bar{A}$, for every interval I labelled $A$ we have $I \cap \bigcup_{c \in(C \backslash A)} c=\emptyset$ and for every interval $I^{\prime}$ labelled $\bar{A}$ we have $I^{\prime} \cap \bigcup_{c \in A} c=\emptyset$.

The separability $\operatorname{sep}(C)$ of a necklace $C$ is the minimum integer $k \geq 0$ such that $C$ is $k$-separable.


Figure 1 Necklace $C$ with 3 colors $a, b$ and $c$.

Note that for a necklace with $n$ colors, $\operatorname{sep}(C) \geq n-1$, and this is tight, as can be seen in Figure 1a. Our definition of $k$-separability is strongly related to the well known notion of well-separation.

- Definition 4. Let $P_{1}, \ldots, P_{k} \subset \mathbb{R}^{d}$ be point sets. They are well-separated if and only if for every non-empty index set $I \subset[k]$, the convex hulls of the two disjoint subfamilies $\bigcup_{i \in I} P_{i}$ and $\bigcup_{i \in[k] \backslash I} P_{i}$ can be separated by a hyperplane.

A set of two colors in $\mathbb{R}$ is 1 -separable if and only if it is well-separated. Furthermore we observe the following property.

- Lemma 5. Let $C$ be a set of $n$ colors in $\mathbb{R}$. Let $C^{\prime}$ be the set of subsets of $\mathbb{R}^{n}$ obtained by lifting each point in each color of $C$ to the $n$-dimensional moment curve using the function $f(t)=\left(t, t^{2}, \ldots, t^{n}\right)$. Then the set $C$ is $n$-separable if and only if $C^{\prime}$ is well-separable.

Proof. If $C$ is $n$-separable, for each subset $A$ of $C$, there exist $n$ points $S=\left(s_{1}, \ldots, s_{n}\right)$ partitioning $C$ into intervals alternatingly labelled $A$ and $\bar{A}$. Let $H$ be the hyperplane that goes through these separator points $S$ lifted to the moment curve. By [15, Lemma 5.4.2], at each separating point, the moment curve passes from one side of $H$ to the other. The points belonging to intervals labelled $A$ lie on one side of the hyperplane and the points belonging to intervals labelled $\bar{A}$ lie on the other side. Since this holds for all subsets of $C$, it follows that $C^{\prime}$ is well-separated.

If $C^{\prime}$ is well-separated, for each subset $A^{\prime}$ of colors, there exists a hyperplane that separates $A^{\prime}$ from $C^{\prime} \backslash A^{\prime}$. By [15, Lemma 5.4.2], this hyperplane intersects the moment curve at at most $n$ points. These points define the separator points that show that $C$ is $n$-separable.

The problem of Necklace Splitting is that two thieves want to split the necklace they stole into equal parts with as few cuts as possible. Mathematically we partition the necklace into several intervals which belong to each thief in turn.

- Definition 6 (2-Thief-Necklace-Splitting). Given a necklace $C$ with $n$ colors, find $n$ split points that split the necklace into $n+1$ open intervals alternatingly labelled $A^{+}$and $A^{-}$, such that for each color $c \in C$, the union of all intervals labelled $A^{+}$contains the same number of points of $c$ as the union of all intervals labelled $A^{-}$.

It is well known that there always exists a solution to this problem [1, 3, 12]. Note that due to our assumption of every color containing an odd number of points, every solution must contain exactly one point per color as a split point.


Figure 2 Example of solutions to 2-Thief-Necklace-Splitting.

- Theorem 7. Let $C$ be an n-separable necklace with $n$ colors. There is a unique solution to 2-Thief-Necklace-Splitting on C.

In order to prove the above theorem, we consider the classical reduction of 2-Thief-Necklace-Splitting to the Ham-Sandwich problem obtained by lifting the points to the moment curve, as it appeared in many works before [7, 11, 15, 17]. However, since the necklace we apply this reduction to is $n$-separable, by Lemma 5 , the resulting points are well-separated, which allows us to apply the following stronger version of the Ham-Sandwich theorem due to Steiger and Zhao [18].

- Lemma 8 ( $\alpha$-Ham-Sandwich Theorem, [18]). Let $P_{1}, \ldots, P_{n} \subset \mathbb{R}^{n}$ be finite well-separated point sets in weak general position ${ }^{1}$, and let $\alpha_{1}, \ldots, \alpha_{n}$ be positive integers with $\alpha_{i} \leq\left|P_{i}\right|$, then there exists a unique $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$-cut, i.e., a hyperplane $H$ that contains a point from each color and such that for the closed positive halfspace $H^{+}$bounded by $H$ we have $\left|H^{+} \cap P_{i}\right|=\alpha_{i}$.

Proof of Theorem 7. We lift all the points in $C$ to the moment curve. The points are in general position [15] (and thus also in weak general position). By Lemma 5 if $C$ is $n$-separable, then the point sets lifted to the moment curve are well-separated.

By the $\alpha$-Ham-Sandwich theorem there exists a unique ( $\left\lceil\frac{\left|c_{1}\right|}{2}\right\rceil, \ldots,\left\lceil\frac{\left|c_{n}\right|}{2}\right\rceil$ )-cut that halves all colors. This cut is a hyperplane $H$ that goes through $n$ lifted points, one point of each color. These points define a solution $Q=\left(q_{1}, \ldots, q_{n}\right)$ of 2-Thief-Necklace-Splitting.

Assume that the solution $Q$ is not unique, i.e., there is another solution $Q^{\prime} \neq Q$ to $C$. The points $Q^{\prime}$ lifted to the moment curve define another hyperplane $H^{\prime} \neq H$ with one point of each color, which is also a $\left(\left\lceil\frac{\left|c_{1}\right|}{2}\right\rceil, \ldots,\left\lceil\frac{\left|c_{n}\right|}{2}\right\rceil\right)$-cut. But by Lemma 8 there is a unique hyperplane with this property, so $Q^{\prime}$ cannot exist.

[^7]In this proof, we do not use the property that Lemma 8 guarantees that there is a solution for every choice of $\alpha$, we merely use it for the guaranteed uniqueness of a solution for a halving cut.

Note that the opposite direction of Theorem 7 does not hold, i.e., there are necklaces with $n$ colors which are not $n$-separable but still have unique solutions for 2-Thief-Necklace-Splitting, see Figure 2c for an example.

### 2.2 Graph-Theoretic Aspects

To argue about the separability of necklaces, we wish to think about graphs rather than strings or even point sets. For every necklace, we thus define its walk graph:

- Definition 9 (Walk graph). Given a necklace $C$, the walk graph $G_{C}$ is the multigraph with $V=C$ and with every potential edge $\{a, b\} \in\binom{V}{2}$ having multiplicity equal to the number of substrings "ab" plus the number of substrings " $b a$ " in the string describing $C$.

The walk graphs of the example necklaces in Figure 1 can be seen in Figure 3.

(a) Walk graph for " $a b c a$ ".

(b) Walk graph for " $a b a c$ ".

(c) Walk graph for " $a b a b c$ ".

Figure 3 Walk graphs of the examples in Figure 1.

Note that given a necklace $C$ as a set of point sets, both the string describing it as well as the walk graph can be built in linear time in the size of the necklace $\sum_{c \in C}|c|$.

Recall that a graph is Eulerian if it contains a Eulerian tour, a closed walk that uses all edges exactly once. A graph is semi-Eulerian if it contains a Eulerian path, a (not necessarily closed) walk that uses all edges exactly once.

- Observation 10. The walk graph of a necklace is connected and semi-Eulerian.

Recall the following well-known fact about semi-Eulerian graphs.

- Lemma 11. In a semi-Eulerian (multi-)graph, at most two vertices have odd degrees.

The separability of a necklace turns out to be equivalent to the max-cut in its walk graph.

- Definition 12 (Cut). In a (multi-)graph $G$ on the vertices $V$, a cut is a subset $A \subseteq V$. The size $\mu(A)$ of a cut $A$ is the number of edges $\{u, v\}$ in $G$ such that $u \in A$ and $v \notin A$. The max-cut, denoted by $\mu(G)$, is the largest size of any cut $A \subseteq V$.
- Lemma 13. For every necklace $C$, we have $\operatorname{sep}(C)=\mu\left(G_{C}\right)$.

Proof. For every subset $A \subseteq C$, the number of separator points needed to separate the colors in $A$ from $C \backslash A$ is given by the size of the cut $A$ in $G_{C}$, since the edges going over this cut correspond one to one to the points in the necklace where the necklace switches from a color in $A$ to a color not in $A$, or vice versa. Thus, the max-cut $\mu\left(G_{C}\right)$ corresponds to the maximal number of separator points we need to separate any two subsets of colors.

In our proofs we will often show that certain structures or properties do not appear in walk graphs of necklaces with bounded separability. The general strategy for these proofs will be to show that walk graphs with these structures or properties have a large max-cut, and thus the corresponding necklaces cannot have the claimed separability. Our main tool for this is the following bound, originally conjectured by Erdős [10] and proven by Edwards [8, 9].

- Theorem 14 (Edwards-Erdős bound). A simple connected graph $G$ with $n$ vertices and $m$ edges has a maximum cut $\mu(G)$ of at least $\omega(G):=\frac{m}{2}+\frac{n-1}{4}$.

Since walk graphs are not simple graphs, we will use a corollary of the following strengthening, due to Poljak and Turzík [16]:

- Theorem 15 ([16]). For a connected graph $G$ with weight function $w: E \rightarrow \mathbb{R}_{+}$, there exists a cut of weight at least

$$
\frac{\sum_{e \in E} w(e)}{2}+\frac{t(G, w)}{4}
$$

where $t(G, w)$ is the weight of a minimum-weight spanning tree of $G$.

- Corollary 16. A connected (multi-)graph $G$ with $n$ vertices and $m$ edges has a maximum cut $\mu(G)$ of at least $\omega(G):=\frac{m}{2}+\frac{n-1}{4}$.

For determining the separability of a necklace, we will use an algorithm due to Crowston, Jones and Mnich [6] to decide max-cut beyond the Edwards-Erdős bound.

- Theorem 17 (FPT algorithm [6]). There exists an algorithm that decides whether for a given simple connected graph $G$ with $n$ vertices and $m$ edges the max-cut $\mu(G)$ is at most $\omega(G)+k$ in time $2^{O(k)} \cdot n^{4}$.

This is a so-called fixed-parameter algorithm; for any fixed parameter $k$, the algorithm runs in polynomial time in $n$, with the exponent not depending on $k$. Note again that this algorithm only works on simple graphs, thus, we will need to alter the walk graphs to be able to apply this algorithm.

## 3 An FPT Algorithm for 2-Thief-Necklace-Splitting

In this section we show Theorem 1:

- Theorem 1. 2-Thief-Necklace-Splitting can be solved in time $2^{O(\ell \log \ell)}+O\left(m^{2}\right)$ on every ( $n-1+\ell$ )-separable necklace $C$ with $n$ types of jewels and $m$ total jewels.

The algorithm we use is recursive, based on the following crucial observation.

- Theorem 18. Let $C$ be an $(n-1+\ell)$-separable necklace with $n$ colors. If $n \geq 6 \ell+2$ there must exist
(i) two neighboring colors that are both intervals, or
(ii) one color that only consists of exactly two components.

Proof. Since the walk graph is semi-Eulerian, it contains either 0 or 2 vertices with odd degree (recall Observation 10 and Lemma 11). A color that is an interval has degree 2, unless it is at the beginning or end of the necklace. A color that consists of more than two components has degree at least 6 (or 5 or 4 if it is at the beginning and/or end of the necklace).

Let $A \subseteq C$ be the set of intervals. Note that if no two intervals are neighboring, we can pick all the intervals as a cut $A$, which has size at least $\mu(A) \geq 2|A|-2$. Since we know that $\mu\left(G_{C}\right) \leq n-1+\ell$, we must have that $|A| \leq \frac{n+1+\ell}{2}$.

Assume that the theorem does not hold, and that there thus exist no neighboring intervals and no color consisting of exactly two components. We can then bound the sum of degrees $\sum_{c \in C} \operatorname{deg}(c) \geq 2 \cdot \frac{n+1+\ell}{2}+6 \cdot\left(n-\frac{n+1+\ell}{2}\right)-2=4 n-2 \ell-4$. Thus, the number of edges $|E|$ in $G_{C}$ is bounded $|E| \geq \frac{4 n-2 \ell-4}{2}=2 n-\ell-2$. Due to Corollary 16 we thus get that $\mu\left(G_{C}\right) \geq \frac{2 n-\ell-2}{2}+\frac{n-1}{4}=\frac{5}{4} n-\frac{\ell}{2}-\frac{5}{4}$. By the assumption $n \geq 6 \ell+2$, we therefore have $\mu\left(G_{C}\right) \geq n-\frac{3}{4}+\ell$, which is a contradiction to the assumption that $\mu\left(G_{C}\right) \leq n-1+\ell$. Thus, the theorem follows.

To use Theorem 18 to recursively solve smaller instances, we need to make sure that the separability of the smaller instances translates back to the separability of the original instance. The following two lemmas provide this necessary correspondence.

Lemma 19. Let $C$ be a necklace. Let $C^{\prime}$ be the necklace obtained by removing two neighboring intervals $c, c^{\prime}$ from $C$. Then, $\operatorname{sep}\left(C^{\prime}\right)=\operatorname{sep}(C)-2$.

Proof. In the walk graph, removing two neighboring intervals corresponds to replacing a path ( $a, c, c^{\prime}, b$ ) of length 3 by a direct edge connecting $a$ and $b$.

Every cut $A^{\prime} \subseteq C^{\prime}$ in $G_{C^{\prime}}$ of size $k$ can be extended to a cut $A \subseteq C$ in $G_{C}$ of size $k+2$ : For every vertex $v \in C^{\prime}$, we have $v \in A^{\prime}$ iff $v \in A$. Furthermore, $c \in A$ iff $a \notin A^{\prime}$ and $c^{\prime} \in A$ iff $b \notin A^{\prime}$. Thus, $\operatorname{sep}(C) \geq \operatorname{sep}\left(C^{\prime}\right)+2$.

Similarly, every cut $A \subseteq C$ in $G_{C}$ of size $k$ induces a cut $A^{\prime}=A \cap C^{\prime}$ of size at least $k-2$ in $G_{C^{\prime}}$. Thus, $\operatorname{sep}\left(C^{\prime}\right) \geq \operatorname{sep}(C)-2$, and we get $\operatorname{sep}\left(C^{\prime}\right)=\operatorname{sep}(C)-2$.

- Lemma 20. Let $C$ be a necklace on $n$ colors that is $(n-1+\ell)$-separable. The necklace $C^{\prime}$ obtained by reducing a color $c \in C$ to a subset $\emptyset \subset c^{\prime} \subset c$ is still $(n-1+\ell)$-separable .

Proof. By simplifying a necklace, we cannot increase its separability.
We are now ready to present Algorithm 1, an FPT algorithm to solve 2-Thief-NecklaceSplitting on ( $n-1+\ell$ )-separable necklaces. The strategy is to reduce the given necklace either by removing two neighboring intervals, or by removing one of the two components in a color that consists of exactly two components. By Lemmas 19 and 20 , if $C$ is $(n-1+\ell)$-separable, the resulting necklace $C^{\prime}$ is again ( $n^{\prime}-1+\ell$ )-separable (for $n^{\prime}=\left|C^{\prime}\right|$ ), and can thus be solved recursively. The solution of the reduced case is then extended back to a solution of the original necklace. A necklace can be reduced as long as Theorem 18 applies, and thus we only need to solve the case $n<6 \ell+2$ directly.

For an example of the execution of the algorithm, see Figure 4 and Figure 5. Note that these small instances would technically be solved by brute-force and merely serve as illustrations.

Proof of Theorem 1. We first argue for correctness of Algorithm 1. By Theorem 18, if we reach line 8 we can always find a color which consists out of exactly two components, so the algorithm can never fail to finish.

We have to argue that our algorithm returns a correct solution in both line 6 and line 15 .
(i) Line 6: The constructed solution splits the two neighboring intervals correctly. Since we place two splits, the parity of the partition outside of these intervals does not change in comparison to the solution $Q$ obtained recursively. Thus, all other colors are also split correctly.

Algorithm 1 Recursivens.

```
Input: An \((n-1+\ell)\)-separable necklace \(C\) with \(n\) colors.
    Output: \(n\) split points.
    if \(n<6 \ell+2\) then
        \(Q \leftarrow \operatorname{BruteForce}(C)\)
        return \(Q\)
    else if there exist two neighboring intervals \(c, c^{\prime} \in C\) then
        \(Q \leftarrow \operatorname{RECURSIVENS}\left(C \backslash\left\{c, c^{\prime}\right\}\right)\)
        return \(Q \cup\left\{\operatorname{median}(c)\right.\), median \(\left.\left(c^{\prime}\right)\right\}\)
    else
        \(c \leftarrow\) a color consisting of two components \(c_{1}, c_{2}\)
        \(c^{\prime} \leftarrow\) largest component of \(c\)
        if \(\left|c^{\prime}\right|\) is even then
            Add a median point to \(c^{\prime}\)
        \(Q \leftarrow\) Recursivens \(\left((C \backslash\{c\}) \cup\left\{c^{\prime}\right\}\right)\)
        \(\{q\} \leftarrow Q \cap c^{\prime}\)
        \(q^{\prime} \leftarrow q\) shifted right/left by \(\left\lceil\frac{\min \left(\left|c_{1}\right|,\left|c_{2}\right|\right)}{2}\right\rceil\) points of \(c^{\prime} \triangleright\) direction depending on parity
        of number of split points in \(Q\) between \(c_{1}\) and \(c_{2}\)
        return \(Q \backslash\{q\} \cup\left\{q^{\prime}\right\}\)
```

(ii) Line 15: The constructed solution splits color correctly, and $q^{\prime}$ lies in the same component of $c$ as $q$, since $c^{\prime}$ is the larger of the two components. Shifting the split within the same component of $c$ does not change the partition outside of this component in comparison to the solution $Q$ obtained recursively. Thus, all other colors are also split correctly.

It remains to argue for the runtime of Algorithm 1. Clearly, we only use the brute-force approach at line 2 once. In an $(n-1+\ell)$-separable necklace with $n<6 \ell+2$, each color has at most $O(\ell)$ components. For each guess of one component per color, it can be determined in polynomial time in $\ell$ whether this guess admits a solution. There are at most $\ell^{O(\ell)}$ guesses, thus we can solve this base case in time $2^{O(\ell \log \ell)}$.

In the rest of the algorithm, on each level of the recursion we reduce the number of points in the necklace by at least one, and we can make the necessary adjustments and find the needed colors in linear time in the number of points. Thus, the total runtime of the algorithm is $2^{O(\ell \log \ell)}+O\left(\sum_{c \in C}|c|\right)^{2}$, as claimed.


Figure 4 Example step of Algorithm 1 using the reduction of removing two neighboring intervals ( $b$ and $c$ ).

For the special case of $n$-separable necklaces, i.e., $\ell=1$, we get the following corollary:

- Corollary 21. Finding the unique solution for 2-Thief-Necklace-Splitting on an n-separable necklace with $n$ colors takes polynomial time.


Figure 5 Example step of Algorithm 1 using the reduction of removing a component from the two-component color $a$.

Until now, both Theorem 1 and Corollary 21 work under the initial promise that $C$ is ( $n-1+\ell$ )-separable (or $n$-separable respectively). If the algorithm fails because none of the cases applies, this certifies that the input necklace was not ( $n-1+\ell$ )-separable. On the other hand, Algorithm 1 may run successfully, even if the input necklace is not ( $n-1+\ell$ )-separable, and if it does run successfully, its output is always a correct solution. Since Algorithm 1 can produce these "false positives", it cannot be used to decide $(n-1+\ell)$-separability. We tackle that problem in the next section.

## 4 Testing Separability

At first, it seems like finding a polynomial-time algorithm for deciding whether a necklace is ( $n-1+\ell$ )-separable may be futile, since we have the following theorem due to Guruswami [13]:

- Theorem 22 ([13]). Given a Eulerian graph $G$ and an integer $k$, deciding whether the size of the max-cut $\mu(G) \geq k$ is NP-complete.

Since to compute the separability of a necklace we need to compute the max-cut of its walk graph, and since every Eulerian graph is the walk graph of some necklace ${ }^{2}$, we get the following corollary:

- Corollary 23. Given a necklace $C$ of $n$ colors and an integer $k$, deciding whether $C$ is $k$-separable is co-NP-complete.

However, not all hope is lost. To check whether a necklace is $(n-1+\ell)$-separable, we do not need to compute the max-cut of its walk graph, we merely need to check whether it is at most $(n-1+\ell)$. We next provide an FPT algorithm that checks $(n-1+\ell)$-separability for fixed parameter $\ell$. With $\ell=1$ this shows that testing $n$-separability of $n$ colors is solvable in polynomial time, even though both testing $k$-separability of $n$ colors with $k$ as input as well as testing well-separation of point sets are co-NP-complete [4]. More generally, we show the following theorem:

- Theorem 24. There exists an FPT algorithm for fixed parameter $\ell$ that can decide whether the max-cut of a given semi-Eulerian multigraph $G_{C}$ with $n$ vertices is at most $n-1+\ell$, i.e., it can decide whether $\mu\left(G_{C}\right) \leq n-1+\ell$ in time $2^{O\left(\ell^{2}\right)} \cdot n^{4}$.

By Theorem 17, there exists an algorithm that decides whether a simple graph $G$ with $n$ vertices and a fixed parameter $k$ has a max-cut of size $\mu(G) \leq \omega(G)+k=\frac{|E(G)|}{2}+\frac{n-1}{4}+k$ in $2^{O(k)} \cdot n^{4}$ time. But our input graph $G_{C}$ is a multigraph and we have no bound on its number of edges, nor on the distance between $\omega\left(G_{C}\right)$ and $n-1+\ell$. In order to use this algorithm to decide separability, we need the following:

[^8]1. Derive a graph $G_{C}^{\prime}$ from $G_{C}$ such that we can lower bound $\left|E\left(G_{C}^{\prime}\right)\right|$ and thus $\omega\left(G_{C}^{\prime}\right)$.
2. Prove that there is a bounded number of multi-edges in $G_{C}^{\prime}$.
3. Transform $G_{C}^{\prime}$ into a simple graph $G_{C}^{\prime \prime}$ by blowing up its multi-edges by a constant factor.

In the following, we will use the term interval for intervals on necklaces as well as their corresponding vertices interchangeably. The intervals in $C$ correspond to the vertices in $G_{C}$ with degree at most 2 , except for possibly one vertex of degree 2 that is both the starting and ending point of the fixed Eulerian path; this single vertex does not correspond to an interval.

- Lemma 25. Given a semi-Eulerian multigraph $G$ on $n$ vertices, we can either detect that $\mu(G)>n-1+\ell$, or we can build a multigraph $G^{\prime}$ on $n^{\prime}$ vertices such that $\left|E\left(G^{\prime}\right)\right| \geq \frac{3}{2} n^{\prime}-\frac{\ell}{2}-1$, and such that $\mu(G) \leq n-1+\ell$ if and only if $\mu\left(G^{\prime}\right) \leq n^{\prime}-1+\ell$.

Proof. Given a multigraph $G$, let $G^{\prime}$ be the result of applying Lemma 19 on $G$ exhaustively. As long as there are two adjacent intervals in $G$, we can remove the two intervals, thus reducing the maximum cut size by 2 . In each such step we remove 2 vertices, 3 edges and add 1 new edge. Thanks to Lemma 19, we have the desired correspondence between $\mu(G)$ and $\mu\left(G^{\prime}\right)$.

Assume there are at least $\frac{n^{\prime}+\ell}{2}+1$ intervals in $G^{\prime}$. Then the cut $A$ in $G^{\prime}$ with all intervals on one side and all other vertices on the other side has size $\mu(A) \geq 2 \cdot\left(\frac{n^{\prime}+\ell}{2}+1\right)-2=n^{\prime}+\ell$. It follows that $\mu\left(G^{\prime}\right) \geq \mu(A)>n^{\prime}-1+\ell$. In this case we can thus detect that $\mu(G)>n-1+\ell$.

In the other case, there are strictly fewer than $\frac{n^{\prime}+\ell}{2}+1$ intervals in $G^{\prime}$. All other vertices have degree at least 4 (excluding the start and end vertex). Therefore the sum of degrees in $G^{\prime}$ is

$$
\sum_{v \in V\left(G^{\prime}\right)} \operatorname{deg}(v) \geq \frac{n^{\prime}+\ell}{2} \cdot 2+\frac{n^{\prime}-\ell}{2} \cdot 4-2=3 n^{\prime}-\ell-2
$$

Thus the number of edges in $G^{\prime}$ is $\left|E\left(G^{\prime}\right)\right| \geq \frac{3}{2} n^{\prime}-\frac{\ell}{2}-1$.
We can now see the following.

- Observation 26. Given this bound on $\left|E\left(G^{\prime}\right)\right|$, the bound $\omega\left(G^{\prime}\right)$ given by Corollary 16 can be bounded by

$$
\omega\left(G^{\prime}\right) \geq \frac{\frac{3}{2} n^{\prime}-\frac{\ell}{2}-1}{2}+\frac{n^{\prime}-1}{4}=n^{\prime}-\frac{\ell}{4}-\frac{3}{4}
$$

Thus, by the process of eliminating neighboring intervals, we have managed to get the difference between $\left(n^{\prime}-1+\ell\right)$ and $\omega\left(G_{C}^{\prime}\right)$ to be a constant depending only on $\ell$.

Next we show that the total multiplicity $M$ of the multi-edges in $G_{C}^{\prime}$ cannot be too large. We show that if $G_{C}^{\prime}$ has maximum cut size at most $n^{\prime}-1+\ell$, the total multiplicity of multi-edges can be bounded by a function solely depending on $\ell$, and not $n$ or $\left|E\left(G_{C}^{\prime}\right)\right|$.

- Lemma 27. In a multigraph $G$ on $n$ vertices with $\mu(G) \leq n-1+\ell$, the total multiplicity of the multi-edges in $G$ is at most $2 \ell^{2}$.

Proof. Let $G^{\prime}$ be a weighted simple graph with an edge of weight $m-1$ for every multi-edge of multiplicity $m \geq 2$ in the graph $G$. Note that the total weight of $G^{\prime}$ is at least half of the total multiplicity of multi-edges in $G$.

Let $F$ be a spanning forest in $G^{\prime}$ with total weight $w$. Given $F$, we can build a spanning tree $T$ of $G$ of total weight $n-1+w$, since every edge of $F$ of weight $m^{\prime}-1$ corresponds to a multi-edge of multiplicity $m^{\prime}$ in $G$, and all additional edges used to make $F$ into a spanning
tree have weight 1 . Since every tree is bipartite, the weight of $T$ is a lower bound on the max-cut of $G: \mu(G) \geq n-1+w$. Thus, for a given $G$ with $\mu(G) \leq n-1+\ell$, the total weight of $F$ must be at most $\ell$.

We thus only need to show that in a simple weighted graph (in our case, $G^{\prime}$ ), in which every weight is at least 1 , and whose maximum-weight spanning forest has weight at most $\ell$, the total weight of the graph is at most $\ell^{2}$. To see this, we successively remove spanning forests from $G^{\prime}$ until $G^{\prime}$ is empty. Every spanning forest we remove has weight at most $\ell$. As every edge has weight at least 1 , every vertex in $G^{\prime}$ has degree at most $\ell$. Thus, we are done after removing at most $\ell$ spanning forests. Thus, the total weight of $G^{\prime}$ is at most $\ell^{2}$.

We conclude that the total multiplicity of multi-edges in $G$ can be at most $2 \ell^{2}$.
Finally, we show how $G_{C}^{\prime}$ can be transformed into a simple graph $G_{C}^{\prime \prime}$. Let $a$ and $b$ be vertices in $G_{C}^{\prime}$ with a multi-edge of multiplicity $m$ between them. We construct the graph $G_{C}^{\prime \prime}$ from $G_{C}^{\prime}$ by removing the multi-edge between $a$ and $b$ and introducing $m$ paths of length three from $a$ to $b$, all going through separate vertices. See Figure 6 for an example application of this process.


Figure 6 Example of blowing up a multi-edge of multiplicity 2 to make the graph simple.
This process is again constructed in such a way that the change of the max-cut is predictable:

- Lemma 28. Let $G$ be a multigraph on $n$ vertices. Let $a$ and $b$ be vertices in $G$ with $a$ multi-edge of multiplicity $m$ between them. Let $G^{\prime}$ be the result of blowing up the multi-edge between $a$ and $b$ in $G$. Then, $\mu\left(G^{\prime}\right)=\mu(G)+2 m$.

Proof. Let $A \subseteq V(G)$ be some max-cut in $G$ with $\mu(A)=\mu(G)$.
We distinguish between two cases. If the multi-edge goes across the cut, i.e. $a \in A$ and $b \notin A$, the same cut in $G^{\prime}$ has $m$ fewer edges (namely the multi-edge) and $3 m$ edges more, namely all of the newly introduced edges of the paths, see Figure 7a. If the multi-edge between $a$ and $b$ is not in the max-cut of $G$, there is a cut in $G^{\prime}$ that has $2 m$ new edges, namely one of each newly introduced path, see Figure 7b. Thus, a max-cut of size $\mu(G)$ in $G$ implies a cut of size $\mu(G)+2 m$ in $G^{\prime}$, and thus $\mu\left(G^{\prime}\right) \geq \mu(G)+2 m$.

For the other direction, consider a max-cut $A^{\prime}$ of $G^{\prime}$. Since $A^{\prime}$ is maximal, it must either contain all $3 m$ intermediate edges between $a$ and $b$, and put $a$ and $b$ on different sides of the cut, or it must put $a$ and $b$ on the same side of the cut, and contain exactly $2 m$ intermediate edges (see again Figure 7). Thus, there must exist a cut $A$ in $G$ which contains exactly $2 m$ fewer edges than $A^{\prime}$, and we get $\mu(G) \geq \mu\left(G^{\prime}\right)-2 m$.

We conclude that $\mu\left(G^{\prime}\right)=\mu(G)+2 m$.
We are now ready to put this all together and describe the algorithm proving Theorem 24.
Proof of Theorem 24. We prove that Algorithm 2 is correct and runs in time $2^{f(\ell)} \cdot n^{4}$. Correctness follows from Lemma 25, Lemma 27 and Lemma 28. Clearly, all steps except the invocation of the FPT algorithm of Theorem 17 in the last line can be performed in $O\left(n^{2}+\ell^{2}\right)$.

(a) Case 1: The multi-edge is in max-cut of $G$.

(b) Case 2: The multi-edge is not in max-cut of $G$.

Figure 7 Change of max-cut size when blowing up a multi-edge of multiplicity 2 .

Algorithm 2 FPT algorithm for testing $\mu\left(G_{C}\right) \leq n-1+\ell$ with fixed parameter $\ell$.
Input: A semi-Eulerian multigraph $G_{C}$ on $n$ vertices.
Output: True iff $\mu\left(G_{C}\right) \leq n-1+\ell$.
$G_{C}^{\prime} \leftarrow G_{C}$
while there exist neighboring intervals in $G_{C}^{\prime}$ do
Remove two neighboring intervals from $G_{C}^{\prime}$.
$n^{\prime} \leftarrow\left|V\left(G_{C}^{\prime}\right)\right|$
$i \leftarrow$ The number of intervals in $G_{C}^{\prime}$.
if $i>\frac{n^{\prime}+\ell}{2}$ then return false $\quad$ based on Lemma 25
$M \leftarrow$ The total multiplicity of multi-edges in $G_{C}^{\prime}$.
if $M>2 \ell^{2}$ then return false $\triangleright$ based on Lemma ${ }^{27}$
$G_{C}^{\prime \prime} \leftarrow$ The result of applying Lemma 28 to every multi-edge in $G^{\prime}$.
return $\mu\left(G_{C}^{\prime \prime}\right) \leq\left(n^{\prime}-1+\ell\right)+2 M$
$\triangleright$ using FPT algorithm of Theorem $1 \%$.

We choose $k$ such that when we call the FPT algorithm of Theorem 17 with $G_{C}^{\prime \prime}$ and $k$ it decides $\mu\left(G_{C}^{\prime \prime}\right) \leq\left(n^{\prime}-1+\ell\right)+2 M$, i.e., we choose $k$ such that $\left(n^{\prime}-1+\ell\right)+2 M=\omega\left(G_{C}^{\prime \prime}\right)+k$. Therefore let $k:=\left(\left(n^{\prime}-1+\ell\right)+2 M\right)-\omega\left(G_{C}^{\prime \prime}\right)$.

For bounding the runtime of this invocation, we need to check that $k$ is dependent only on $\ell$. Recall that by Observation 26 we can bound $\left(n^{\prime}-1+\ell\right)-\omega\left(G_{C}^{\prime}\right) \leq \frac{5}{4} \ell-\frac{1}{4}$, a quantity depending only on our parameter $\ell$. To relate $\omega\left(G_{C}^{\prime \prime}\right)$ to $\omega\left(G_{C}^{\prime}\right)$, we can see that blowing up a multi-edge in $G^{\prime}$ of multiplicity $m$ adds $2 m$ edges and $2 m$ vertices and thus changes $\omega$ by $\frac{2 m}{2}+\frac{2 m}{4}=\frac{3}{2} m$. Thus we have $\omega\left(G_{C}^{\prime \prime}\right)=\omega\left(G_{C}^{\prime}\right)+\frac{3}{2} M$. We can now put everything together and get $k \leq 2 M+\frac{5}{4} \ell-\frac{1}{4}-\frac{3}{2} M=\frac{1}{2} M+\frac{5}{4} \ell-\frac{1}{4}$, and since $M \leq \ell^{2}$, we get that $k$ is bounded by $O\left(\ell^{2}\right)$. Thus, the final invocation of the algorithm of Theorem 17 runs in time $2^{O\left(\ell^{2}\right)} \cdot n^{4}$.

## 5 Conclusion and Further Directions

In conclusion, we proved that 2-Thief-Necklace-Splitting on $n$-separable necklaces has a unique solution and can be solved in polynomial time. Also $n$-separability can be tested in polynomial time. Furthermore, we showed that 2-Thief-Necklace-Splitting, which in general is known to be PPA-complete, admits an FPT algorithm for the parameter $\ell$ such that the input necklace is $(n-1+\ell)$-separable. Lastly, we showed that testing $(n-1+\ell)$-separability is also FPT, even though testing well-separation of point sets in $\mathbb{R}^{n}$ is co-NP-complete.

The condition of $n$-separability is only sufficient for uniqueness of the solution to 2-Thief-Necklace-Splitting. An interesting followup question is whether there also exist necessary conditions for such uniqueness.

As our main open question we wonder how our algorithm for 2-Thief-Necklace-Splitting can be extended to more general settings. Firstly, can we also find polynomial time algorithms for $k$-Thief-Necklace-Splitting under the constraint of $n$-separability? Secondly, instead of halving every color class, can we maybe find an algorithm to find any ( $\alpha_{1}, \ldots, \alpha_{n}$ )-cut? The existence of these cuts is also guaranteed by Lemma 8, however our algorithm really only works for halving, since if we are not halving, the solution is not guaranteed to split a color with two components in the bigger component.

Another interesting followup question is whether one can lift the definition of $k$-separability into higher dimensions. In other words, for $n$ point sets $P=\left\{P_{1}, \ldots, P_{n}\right\}$ in $\mathbb{R}^{d}$, can each subset $A$ of $P$ be separated from $P \backslash A$ by $k$ hyperplanes? Well-separation then becomes 1 -separability. Thus, deciding $k$-separability for $k$ as input or even for the case $k=1$ is co-NP-hard. It is likely that special cases such as $d$-separability or $n$-separability are also hard to decide. While well-separation is also contained in co-NP, this is not clear for $k$-separability for $k>1$. Like 2-Thief-Necklace-Splitting, which has a unique solution under the condition of $n$-separability, one could also investigate whether there are other geometric problems which gain interesting properties under the condition of the input being well-separated, or $k$-separable for some $k$.

Finally, can we extend our FPT algorithm for deciding $\mu(G) \leq n-1+\ell$ on semi-Eulerian multigraphs to work on all connected multigraphs? Furthermore, can we maybe also decide $\mu(G) \leq \omega(G)+\ell$ (to get a direct analogue of the algorithm of Crowston, Jones, and Mnich for multigraphs) and not just $\mu(G) \leq n-1+\ell$ ?
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#### Abstract

We develop algorithms for (min, + )-Convolution and related convolution problems such as Super Additivity Testing, Convolution 3-Sum and Minimum Consecutive Subsums which use the degree of convexity of the instance as a parameter. Assuming the min-plus conjecture (Künnemann-Paturi-Schneider, ICALP'17 and Cygan et al., ICALP'17), our results interpolate in an optimal manner between fully convex instances, which can be solved in near-linear time using Legendre transformations, and general non-convex sequences, where the trivial quadratic-time algorithm is conjectured to be best possible, up to subpolynomial factors.
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## 1 Introduction

The (min, + )-convolution, also called tropical convolution, is an operation on sequences that forms the analogue of polynomial multiplication in the tropical semiring: additions are replaced by taking minima, whereas multiplications become additions.

Let $\overline{\mathbb{R}}=\mathbb{R} \cup\{\infty\}$. Formally, the (min, +)-convolution $a * b$ of two sequences $a=$ $\left(a_{0}, \ldots, a_{n}\right) \in \overline{\mathbb{R}}^{n+1}$ and $b=\left(b_{0}, \ldots, b_{n}\right) \in \overline{\mathbb{R}}^{n+1}$ is defined as the sequence $c=\left(c_{0}, \ldots, c_{2 n}\right) \in$ $\overline{\mathbb{R}}^{2 n+1}$ where

$$
\begin{equation*}
c_{k}=\min _{i+j=k} a_{i}+b_{j} \text { for } k=0, \ldots, 2 n \tag{1}
\end{equation*}
$$

For computational purposes, the inputs are restricted to sequences over $\overline{\mathbb{Z}}=\mathbb{Z} \cup\{\infty\}$. Associated with this operation is the following problem.

$$
(\min ,+) \text {-Convolution }
$$

Input: Two sequences $a, b \in \overline{\mathbb{Z}}^{n+1}$
Output: All entries of $c=a * b$
The trivial algorithm computing $a * b$ given $a$ and $b$ takes a quadratic number of steps in $n$. Over the years, great efforts have been directed at improving substantially over this trivial bound to no avail. Consequently, it has been conjectured that this is essentially optimal up to subpolynomial factors:

- Conjecture 1 ([19, 25]). There is no algorithm solving (min, +)-CONVOLUTION in time $n^{2-\varepsilon} \cdot \operatorname{poly} \log (d)$ on integral inputs $a, b$ of maximal absolute value $d$, for any constant $\varepsilon>0$.
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While polynomial improvements seem out of reach, there are faster algorithms for the problem, shaving off subpolynomial factors $[10,31,15]$.

However, some algorithms can solve the problem in truly subquadratic time, but do so only on restricted input classes. Namely, Chan and Lewenstein [14] give an $O\left(n^{1.87}\right)$-time algorithm for inputs consisting of monotone sequences with numbers bounded by $O(n)$. This was recently improved to $\tilde{O}\left(n^{1.5}\right)$ by a break-through result by Chi et al. [16]. Further, there is an algorithm that solves (min, + )-Convolution on convex input sequences in time $\tilde{O}(n)$. It can be formulated abstractly as an application of the so-called Legendre transformation, which can even be implemented in linear instead of quasilinear time [27].

Tropical convolutions on general inputs are conjectured to need a least a quadratic running time, whereas there is a linear-time algorithm if both sequences are convex. So far, no results are known which interpolate between fully convex and non-convex sequences in a way that reproduces the quadratic running time in the hardest cases, and the linear running time in the easiest cases. This shows that the role convexity plays is not yet well understood and raises the following question: Can this difference in complexity be quantified? In particular, can the degree of convexity of a sequence be measured in a way that explains both the linear and the quadratic running times in the "most convex" and "most non-convex" cases? We answer these questions in the affirmative. We give two sensible measures to quantify the convexity of an instance. Further, we use them to obtain algorithms which interpolate between convex and non-convex instances.

This line of research can be understood as part of a recent branch of research in parameterized algorithms referred to as FPT-in-P algorithms [2, 22, 23, 24, 28]. ${ }^{1}$ These are algorithms that admit FPT-style running times of the form $f(k) \cdot n^{O(1)}$, but for problems that are polynomial-time solvable, with the goal of reducing the polynomial dependency on $n$ for small values of $k$.

## Related Problems

Given that (min, +)-Convolution is a well-studied problem within fine-grained complexity theory, there are many other, closely related problems that can either be reduced to (min, +)Convolution or that (min, +)-Convolution reduces to. The independent articles by Cygan et al. [19] and Künnemann, Paturi and Schneider [25] give an excellent overview over these problems and their relations to each other, and we make no attempt of recalling all of them here.

Yet, there are some specific problems that are relevant in the context of this article. Let us first address some obvious variations of ( $\mathrm{min},+$ )-Convolution. Consider the problem obtained from (min, + )-Convolution after changing the min in the definition of $a * b$ for a $\max$, thereby obtaining the following problem.

```
(max, + )-Convolution
    Input: Two sequences \(a, b \in \overline{\mathbb{Z}}^{n+1}\)
    Output: All entries of the sequence \(c \in \overline{\mathbb{Z}}^{2 n+1}\), where \(c_{k}=\max _{i+j=k} a_{i}+b_{j}\)
```

For general inputs, these two cases are interreducible via a pointwise negation of the inputs. Since we are concerned with convexity of inputs, we note that whatever applies to convex sequences for ( $\mathrm{min},+$ )-Convolution applies equally to concave sequences for $(\max ,+$ )Convolution, which are precisely the pointwise negations of convex sequences. In particular,

[^9]our algorithmic results and even our notion of measuring convexity translate in a direct manner to algorithmic results about (max, +)-Convolution. For ease of exposition, we thus only speak about (min, + )-Convolution in the remainder of this article.

Another very closely related problem studied in its maximization-guise in [19] is:

## Super Additivity Testing

Input: A sequence $a \in \overline{\mathbb{Z}}^{n+1}$
Output: Whether $a_{k} \leq \min _{i+j=k} a_{i}+a_{j}$ for all $k$ holds
This can be immediately reduced to the special case of (min, + )-Convolution where $a=b$ holds, and $O(n)$ additional comparisons - in particular, all our algorithms for (min, +)Convolution yield also algorithms for Super Additivity Testing.

One more problem relevant for this article that is close in spirit to (min, +)-Convolution is the following:

```
Convolution 3-Sum
Input: A sequence t\in䩚的
Output: Whether there are 0\leqi\leqj\leqn such that ti}+\mp@subsup{t}{j}{}=\mp@subsup{t}{i+j}{
```

This problem is a variant of the well-known 3-SUM problem. Most relevant to our work is the reduction from 3 -Sum to Convolution 3 -Sum, first appearing as a randomized reduction [29]. Later, this reduction was made deterministic [13].

Finally, we deal with the following problem.

```
Minimum Consecutive Subsums
    Input: A sequence t\in\mp@subsup{\mathbb{Z}}{}{n}
    Output: For each length }k=1,\ldots,n,\mp@subsup{\operatorname{min}}{i=1,\ldots,n-k+1}{}\mp@subsup{\sum}{j=i}{i+k-1}\mp@subsup{t}{i}{
```

In prose, we are looking for the minimum consecutive sum of every length in the sequence $t$. The fine-grained equivalence between (min, +)-Convolution and Minimum Consecutive Subsums was first observed in [26]. Like (min, +)-Convolution, the problem Minimum Consecutive Subsums has an obvious maximization variant Maximum Consecutive Subsums, which we also discuss.

## Our Contribution

We present new measures to capture the degree of convexity of an instance of (min, + )Convolution, namely, the convex sequence number and the convex rank. We present a linear-time algorithm to compute the convex sequence number of a sequence (and its decomposition into convex sub-sequences). This measure can be large for a particular class of inputs whose convexity can nevertheless be exploited efficiently. To handle such cases, we introduce a generalization to the convex sequence number, which we call the convex rank of a sequence. We prove that we can compute a sufficiently accurate approximation to this parameter and output the corresponding convex sequences in polynomial time.

Secondly, we present efficient algorithms for (min, +)-Convolution, Super Additivity Testing, Convolution 3-Sum, and Minimum Consecutive Subsums under both parameters. This yields $\tilde{O}(s n)$ algorithms for each problem if the input sequence(s) have length $n$ and a convex sequence number of $s$. As for the convex rank, (min, + )-Convolution, Super Additivity Testing, and Minimum Consecutive Subsums can be solved in time $\tilde{O}\left(r^{2} n\right)$ for $r$ being the convex rank of the input sequence(s). These algorithms contribute to the understanding of the usefulness of convexity and the structural properties
of instances with bounded convexity. Further, our observations also lead to the result for ( $\mathrm{min},+$ )-Convolution on fully convex sequences but avoids the heavy machinery of Legendre transformations.

## Related Work

We have already pointed out related algorithmic results on ( $\mathrm{min},+$ )-Convolution. More closely related to our bounded-convexity regime, there are other works that consider sequences that are "near-convex" in other ways. For instance, Axiotis-Tzamos [4] consider $k$-step concave sequences (and the extension to convexity is trivial); Bateni et al. [6] as well as a recent preprint of Bringmann-Cassis [11] use so-called $\Delta$-convexity; furthermore, Arkin et al. define a convex partition number [3] in a different context. While all of these measures are wellmotivated in the respective papers, they do not meet the criterion that motivates the research reported on in the present paper: they do not allow in a natural manner to interpolate between maximally non-convex sequences (corresponding to parameter value roughly $n$ ) and maximally convex (that is, plainly, convex) sequences (corresponding to parameter value 1 ). It is this gap that this article addresses.

## 2 Preliminaries

A sequence $a \in \overline{\mathbb{R}}^{n+1}$ is called convex if, for all $i=1, \ldots, n-1$, it holds that

$$
2 a_{i} \leq a_{i-1}+a_{i+1}
$$

This can be seen as a discretized version of the characterization that a differentiable function is convex if and only if its derivative is monotonically increasing; in particular, the preceding condition is equivalent to the slopes of the sequence satisfying

$$
a_{i}-a_{i-1} \leq a_{i+1}-a_{i} .
$$

By convention, we regard every sequence of length less than three as convex. This is in line with the characterization of convex sequences as those sequences whose piecewise-linear interpolation epigraph is convex.

Let us formally define the matrix consisting of all possible index combinations $a$ and $b$.

- Definition 2. Let $[a, b] \in \overline{\mathbb{R}}^{(n+1) \times(n+1)}$ denote the tropical rank-1 matrix associated with $a \in \overline{\mathbb{R}}^{(n+1)}$ and $b \in \overline{\mathbb{R}}^{(n+1)}$, defined through:

$$
[a, b]_{i, j}=a_{i}+b_{j} \text { for } i, j=0, \ldots, n
$$

- Remark 3. There are several inequivalent variants of the tropical rank of a matrix, each stemming from a different characterization of matrix rank in the usual sense. The notion of rank-1 matrices employed here corresponds to what is sometimes called the Barvinok rank of a matrix [21].
Define the entries in the $k$-th antidiagonal for $k=0, \ldots, 2 n$ in $[a, b]$ as

$$
[a, b]^{(k)}= \begin{cases}\left([a, b]_{0, k},[a, b]_{1, k-1}, \ldots,[a, b]_{k, 0}\right) & \text { if } 0 \leq k \leq n \\ \left([a, b]_{n, k-n},[a, b]_{n-1, k-n+1}, \ldots,[a, b]_{n-(k-n), 2 k-2 n}\right) & \text { if } n<k \leq 2 n\end{cases}
$$

Computing $a * b$ can be equivalently viewed as finding the minimum in each antidiagonal in $[a, b]_{i, j}$. In particular,

$$
c_{k}=\min [a, b]^{(k)}
$$

and thus,

$$
a * b=c=\left(\min [a, b]^{(0)}, \ldots, \min [a, b]^{(2 n)}\right)
$$

The two following lemmas will come in handy for our algorithms.

- Lemma 4. Let $a, b \in \overline{\mathbb{R}}^{n+1}$ be convex sequences. Then, for each $k$, the $k$-th antidiagonal $[a, b]^{(k)}$ is also a convex sequence.

Proof. Let $\tilde{a}_{k}=\left(a_{0}, \ldots, a_{k}\right)$ for $0 \leq k \leq n$ and $\tilde{a}_{k}=\left(a_{k-n}, \ldots, a_{n}\right)$ for $n<k \leq 2 n$, i.e., the subsequence of $a$ used to form the antidiagonal $[a, b]^{(k)}$. We define analogously $\tilde{b}_{k}=\left(b_{k}, \ldots, b_{0}\right)$ for $0 \leq k \leq n$ and $\tilde{b}_{k}=\left(b_{n}, \ldots, b_{k-n}\right)$ for $n<k \leq 2 n$. It is clear that $\tilde{a}_{k}$ is convex for all $k$. The convexity of $\tilde{b}_{k}$ for all $k$ follows geometrically from the fact that convexity of the epigraph is retained by reflection along a line parallel to the ordinate. The sum of $\tilde{a}_{k}$ and $\tilde{b}_{k}$ is convex since $\tilde{a}_{k}$ and $\tilde{b}_{k}$ are, and this sum is precisely $[a, b]^{(k)}$.

- Lemma 5. The minimum of a convex sequence $t \in \overline{\mathbb{R}}^{n+1}$ can be computed in time $O(\log n)$.

Proof. Convex sequences are characterized by the differences between the values at adjacent positions increasing, and their minimum is attained where these differences pass from negative to positive. Since there are $n$ differences and they form a non-decreasing sequence, this can be done in time $O(\log n)$ using binary search.

- Remark 6. Note now that Lemmas 5 and 4 imply directly a $\tilde{O}(n)$ algorithm for (min, + )Convolution on convex sequences, by computing the minima of the $2 n+1$ anti-diagonals in time $O(\log n)$. We extend this algorithm based on binary search on the anti-diagonals to more general, non-convex sequences. The same principle will be useful for algorithms for other problems related to (min, + )-convolutions.

In addition to this method, we use a second approach, recently described in [12, 4], that can be employed to design a linear-time algorithm for convolving a convex sequence and an arbitrary sequence, convex or not. This is based on a variant of the matrix $[a, b]$, defined as follows:

- Definition 7. Pad b with $n+1 \infty$-entries to the left, by setting $b_{-i}=\infty$ for $1 \leq i \leq n+1$, and let $\overline{[a, b]} \in \overline{\mathbb{R}}^{(n+1) \times(n+1)} \overline{[a, b]}_{k, i}=a_{i}+b_{k-i}$. We call $\overline{[a, b]}$ the shifted rank-1 matrix associated to $a$ and $b$.

We then make the following observation, as done in [12]:

- Lemma 8. Let b be convex. Then $\overline{[a, b]}$ is Monge, that is

$$
\overline{[a, b]}_{i, j}+\overline{[a, b]}_{i+1, j+1} \leq \overline{[a, b]}_{i+1, j}+\overline{[a, b]}_{i, j+1}
$$

Proof. First, note that padding $b$ with $\infty$-entries does not impact convexity. Then, we have that

$$
\begin{aligned}
& \overline{[a, b]}_{i, j}+\overline{[a, b]}_{i+1, j+1}-\overline{[a, b]}_{i+1, j}-\overline{[a, b]}_{i, j+1}= \\
& a_{i}+b_{j-i}+a_{i+1}+b_{j-i}-a_{i+1}-b_{j-i-1}-a_{i}-b_{j-i+1}= \\
& 2 b_{j-i}-b_{j-i-1}-b_{j-i+1},
\end{aligned}
$$

and $2 b_{k} \leq b_{k-1}+b_{k+1}$ is precisely the definition of $b$ being convex.

- Remark 9. Note that instead of searching for minima of anti-diagonals in $[a, b]$, the equivalent task for $\overline{[a, b]}$ is finding the minimum of each row, which, for Monge matrices, can be accomplished in linear time via the SMAWK algorithm [1].


## 3 Convexity Measures

In the following, we introduce two related, natural definitions for quantifying convexity. Both of these measures come with different advantages and can be used in different settings, witnessing their independent relevance.

The first convexity measure called convex sequence number captures the smallest number of cuts to divide a sequence $t \in \overline{\mathbb{R}}^{n+1}$ into convex sub-sequences in a straightforward manner. In turn, the convex rank of $t$ is the number of convex sequences of length $n+1$ such that their index-wise minimum equals $t$. While the convex sequence number is easy to compute, it may be large compared to the convex rank whenever the convex length $n+1$ sub-sequences are "entangled." We elaborate on an example below. However, we do not know how to compute the convex rank exactly. Instead, we show how to efficiently compute an $O(\log (n))$ approximation algorithm for the convex rank, which is indeed sufficient to (nearly) maintain the running time guarantees of our algorithms.

## Convex Sequence Number

Let us define the convex sequence number $s$ formally.

- Definition 10. Let $t=\left(t_{0}, \ldots, t_{n}\right) \in \overline{\mathbb{R}}^{n+1}$ be a sequence. If there exist indices $I=$ $\left(i_{0}, i_{1} \ldots, i_{s-2}\right)$ with $i_{0}<i_{1}<\cdots<i_{s-2}$ such that the sequences $\left(t_{0}, \ldots, t_{i_{0}}\right)$, $\left(t_{i_{0}+1}, \ldots t_{i_{1}}\right)$, $\ldots,\left(t_{i_{s-2}+1}, \ldots, t_{n}\right)$ are convex and $|I|$ is of minimum cardinality, then we call $s=|I|+1$ the convex sequence number of $t$.

That is, the convex sequence number measures the smallest amount of cuts we have to make in $t$ such that all $s$ sub-sequences are convex, which we believe to be a natural way of measuring how convex a sequence is that is accessible on an intuitive level. We refer to the indices in $I$ as cuts. If it is not obvious from the context, we use the convention to denote the convex sequence number of a sequence $t$ by $s_{t}$.

Indeed, we can compute the convex sequence number efficiently.

- Theorem 11. There is a linear-time algorithm that outputs the minimum number of cuts for a decomposition of a sequence $t \in \overline{\mathbb{R}}^{n+1}$ into convex sub-sequences.

Proof. We proceed in a greedy fashion. That is, we pass through the sequence and check if each new point added to the sequence satisfies the convexity property.

In detail, we start with the first sub-sequence. Every two next points can always be added (or less, if we already arrived at the end of the instance). For every next new point with index $i+1$, we check whether the second-order difference $t_{i-1}-2 t_{i}+t_{i+1}$ is non-negative. If so, we add the point and continue. Otherwise, we define $i+1$ as the cut and repeat the procedure.

Regarding minimality, this is indeed optimal as we cannot add any further point to the current sub-sequence and each new point is independent of the points selected before the direct two predecessors. As for correctness, note that the resulting sub-sequences are convex by construction.

It is clear that this procedure takes a linear amount of steps in the input length.
The following property is crucial for our algorithms.

- Lemma 12. Let $a, b \in \overline{\mathbb{Z}}^{n+1}$. The parameter convex sequence number is subadditive on each antidiagonal, that is,
$s_{[a, b](k)} \leq s_{a}+s_{b}$
holds for all $k$.

Proof. Let $I=i_{0}<\ldots<i_{s_{a}-2}$ be the cuts of a decomposition into convex sub-sequences of $a$, and similarly, $J=j_{0}<\cdots<j_{s_{b}-2}$ for $b$.

Let $\ell_{0}<\ell_{1}<\ldots<\ell_{s-2}$ be the union of $I$ and $J$ in increasing order. Note that we can still assume this arrangement to be strictly increasing, since taking the union of two sets removes any potential duplicates. Then, clearly, it holds that $s \leq s_{a}+s_{b}$.

It remains to show that $\ell_{0}, \ldots, \ell_{s-2}$ are indeed the cuts of $[a, b]^{(k)}$ into convex subsequences, and thus $s \geq s_{[a, b]^{(k)}}$. Since $a$ and $b$ are per definition convex on each of their sub-sequences, they are also convex on every contiguous subset of them. That is, on each sub-sequence induced by the breakpoints $\ell, a$ and $b$ are both convex. Hence, $[a, b]^{(k)}$ is convex on these sub-sequences as well, which was to show.

- Remark 13. We may at this point already observe the following generalization of the convolution algorithm for purely convex sequences described in Remark 6: Namely, there is an algorithm for (min, + )-Convolution on two sequences $a, b \in \overline{\mathbb{Z}}^{n+1}$ running in time $\tilde{O}\left(\left(s_{a}+s_{b}\right) \cdot n\right)$, by employing Theorem 11 and Lemma 12, and observing that the merged index sets in the proof of the latter can be computed in linear time in $n$.


## Convex Rank

For convex sequences, also the procedure from the previous remark can be adapted to use the SMAWK algorithm. To this end, let $b^{(1)}, \ldots, b^{\left(s_{b}\right)} \in \overline{\mathbb{R}}^{n+1}$ be the pieces of the convex sequence decomposition of $b$, with each $b^{(i)}$ padded with $\infty$-entries outside the indices corresponding to the $i$-th index interval in the decomposition of $b$. Let $c=a * b$ as before. Then, observe that

$$
c_{k}=\min _{s=1, \ldots, s_{b}}\left(a * b^{(s)}\right)_{k}
$$

holds for all $k$, that is, $c$ is given as the point-wise minimum of $a * b^{(1)}, \ldots, a * b^{\left(s_{b}\right)}$. Using the fact that $b^{(s)}$ is convex by definition for each $s$, we can then apply the SMAWK-based algorithm from Remark 9 to compute $c$ in time $O\left(\min \left\{s_{a}, s_{b}\right\} \cdot n\right)$ This observation can be generalized as follows.

- Lemma 14. Let $a, b^{(1)}, \ldots, b^{(r)} \in \overline{\mathbb{R}}^{n+1}$ be any convex sequences, and let $b \in \overline{\mathbb{R}}^{n+1}$ be defined by setting $b_{i}=\min _{\rho} b_{i}^{(\rho)}$, that is, $b$ is the point-wise minimum of the $b^{(\rho)}$. Let $c=a * b$ and $c^{(\rho)}=a * b^{(\rho)}$. Then,

$$
c_{k}=\min _{\rho} c_{k}^{(\rho)}
$$

for all $k$, that is, $c$ is the point-wise minimum of the $c^{(\rho)}$.
Proof. Follows directly from the fact that $x+\min \{y, z\}=\min \{x+y, x+z\}$ for all $x, y, z \in$ $\overline{\mathbb{R}}$.

This observation motivates directly and naturally the following definition:

- Definition 15. Let $t=\left(t_{0}, \ldots, t_{n}\right) \in \overline{\mathbb{R}}^{n+1}$ be a sequence. If there exists a set $T=$ $\left\{t^{(0)}, t^{(1)} \ldots, t^{(r-1)}\right\}$ of convex sequences with $t_{i} \in \overline{\mathbb{R}}^{n+1}$ such that the index-wise minimum satisfies $t_{k}=\min \left\{t_{k}^{(0)}, \ldots, t_{k}^{(r-1)}\right\}$, then we call $T a$ convex $r$-decomposition of $t$. The minimum $r$ such that there exists a convex $r$-decomposition for $t$ we call the convex rank of $t$.


Figure 1 The solid line is the piece-wise linear extension of a non-convex sequence $c$. The dashed and dotted lines define the piece-wise linear extension of two convex sequences $a$ and $b$ whose point-wise minimum is $c$ (the values of $a$ and $b$ are indicated by disks and crosses, respectively). Dashed, gray vertical lines signify the cut points of the convex sequence number of the sequence $c$.

Beyond the motivation through the structural observation in Lemma 14, it may require further elaboration to make plausible the supposition that the convex rank is indeed a natural measure of convexity. In essence, it can be viewed as one answer to the question: How many convex sequences are needed to build $t$ from them? Any answer to this question depends on what operation constitutes the formal meaning of "building" a sequence from others.

In the general context of mathematical structures, this is formalized as having a set $S$ with a binary operation $\oplus$ (the "building" operation), such that $S$ contains some distinguished subset $X \subset S$ of particular interest. Then, it is natural to ask for the $X$-rank of an arbitrary element $s \in S$ : If $s \in X$, its $X$-rank is one, and in general it is the minimum number $r$ needed to write $s=x_{1} \oplus \cdots \oplus x_{r}$ with $x_{i} \in X$ for all $1 \leq i \leq r$. Examples of this abound in the familiar setting of $\oplus$ being ordinary addition over a linear space: If $S$ is a linear space of matrices, $X$ can be taken to be the set of matrices of the form $A=u v^{T}$ for vectors $u$ and $v$ of the appropriate dimension; in this case, $X$-rank recovers the ordinary matrix rank. A more involved example from algebraic geometry is furnished by secant varieties of a variety $X$, arising as (the closure of projectivized) ordinary sums of points on the variety $X$, recovering symmetric, anti-symmetric and tensor (border) rank (when choosing $X$ to be the Veronese, Grassmannian and Segre, respectively), see [8] for ample background on this particular class of examples.

In the more closely related context of tropical convolutions, the operation $\oplus$ being the point-wise minimum of its operands is the natural "additive" operation, forming a semiring together with the operation of tropical convolution. For example, the Barvinok rank of a tropical matrix (see [5] and the treatment in [21]), is the smallest number of tropical rank-one matrices needed to express a given matrix as their pointwise minimum. Work by Develin [20] deepens the analogy to ordinary ranks through a tropical analogue of secant varieties. In all of the cases outlined, $X$-rank corresponds to the complexity of some object with respect to a representation (as a sum) by the set $X$. Given this mathematical context, it is a very natural thing to measure the degree of convexity through the concept of $X$-rank of a sequence, where $X$ is the set of convex sequences.

## Relation to Convex Sequence Numbers

From its definition, it is clear that the convex rank of a sequence is at most its convex sequence number. However, the two measures can be arbitrarily far apart: Roughly speaking, the critical instances are those where two non-consecutive sub-sequences of $t$ together form a convex sub-sequence (padding the missing indices accordingly). In particular, two convex sequences can be intertwined arbitrarily often. Choosing points which are always at the pointwise minimum of the two sequences, we can produce an arbitrarily large convex sequences number as every time the sequences are intertwined further, their intersection point defines a new cut in the sense of convex sequence numbers. Indeed, consider any prefix of the infinite sequences which are defined for $i \geq 0$ as

$$
\begin{aligned}
a_{2 i} & =i^{2}+(i \bmod 2), \\
b_{2 i} & =i^{2}+1-(i \bmod 2) \\
b_{2 i+1}=a_{2 i+1} & =i^{2}+i+1
\end{aligned}
$$

An easy calculation shows that both $a$ and $b$ define convex sequences, but their point-wise minimum has unbounded convex sequence number. See Figure 1 for an illustration.

## Algorithms and Properties

An obvious question is how to compute the convex rank of a sequence. First, note the following.

Proposition 16. There is an algorithm running in time $O\left(r^{n}\right)$ to decide whether or not a given sequence $a \in \overline{\mathbb{Z}}^{n+1}$ has convex rank at most $r$.

Proof. Let $a \in \overline{\mathbb{Z}}^{n+1}$ and $r$ be given. By definition, for every $i=0, \ldots, n$ in any convex $r$-decomposition $a^{(1)}, \ldots, a^{(r)}$ of $a$ there must be some $\rho$ such that $a_{i}=a_{i}^{(\rho)}$. Now, we may guess this $\rho$ for every $i$ and obtain $r$ sequences $\hat{a}^{(1)}, \ldots, \hat{a}^{(r)}$ defined partially only at those indices $i$ for which the current guess assumed a given $\hat{a}^{(\rho)}$ to satisfy $a_{i}=\hat{a}_{i}^{(\rho)}$. However, it is easy to extend these partial definitions in a piece-wise linear manner (and with $\infty$ from the left and the right) and check if the resulting sequences are convex and define $a$ as their point-wise minimum. Clearly, if all $\hat{a}^{(\rho)}$ are convex and yield $a$ point-wise, $a$ is of convex rank at most $r$. If this is not the case for any guess of assignments, then $a$ is of convex rank at least $r+1$.

In addition to this brute-force approach, we now show how we can approximate the convex rank of a sequence $t$ with a greedy method efficiently, yielding the following theorem. For the remainder of the paper, we write $r_{t}$ to denote the convex rank of a sequence $t$.

- Theorem 17. There is an $O(\log (n))$-approximation algorithm running in time $O\left(r_{t}\right.$. $n^{4} \log n$ ) that outputs for a sequence $t \in \overline{\mathbb{R}}^{n+1}$ its decomposition into convex sequences of length $n+1$ such that their index-wise minimum equals $t$.

The algorithm is a greedy algorithm enriched with a dynamic program. The intuition is as follows: We consider the problem as a sort of arithmetic variant of Set Cover. In particular, we are given a sequence of numbers $t$, and the goal is to "cover" this sequence of numbers with convex sequences $t^{(0)}, \ldots, t^{(r-1)}$, such that for each index $i$, none of the elements $t_{i}^{(j)}$ in any sequences $j$ in the covering can be strictly less than $t_{i}$. The approach is similar to the greedy approximation algorithm for SET Cover. However, making locally optimal decisions in each step requires a separate dynamic program.

Proof of Theorem 17. We make the assumption that $t$ contains no $\infty$-entries: trailing and leading $\infty$-entries can simply be removed from $t$ without changing the optimum. Furthermore, if there is an $\infty$ in the interior of $t$, this splits $t$ into two disjoint parts, $t(1)$ and $t(2)$, such that $t=(t(1), \infty, t(2))$. Any convex sequence $t^{(i)}$ that can contribute to a solution (that is, has $t_{j}^{(i)}=t_{j}$ for at least one $j$ ) can be less than $\infty$ on at most one of $t(1)$ or $t(2)$, so we may treat $t(1)$ and $t(2)$ as separate instances, and their optimal solutions are the unions of any two optimal solutions of $t(1)$ and $t(2)$, respectively. This procedure can be repeated for any remaining $\infty$-entries of $t$.

Now, at each step of our greedy algorithm, we aim to solve the following problem. Given a set of indices $I \subseteq\{0, \ldots, n\}$, we wish to compute a convex sequence $t^{(j)} \in \overline{\mathbb{R}}^{n+1}$ that satisfies $t_{i}^{(j)} \geq t_{i}$ for all $i \in\{0, \ldots, n\}$, and furthermore, meets the following criterion: Let $J_{j} \subseteq\{0, \ldots, n\}$ be the set of indices where equality holds, i.e., $t_{i}^{(j)}=t_{i}$ if and only if $i \in J_{j}$. Then, our goal is to find a sequence $t^{(j)}$ maximizing $\left|J_{j} \backslash I\right|$. The set $I$ will take on the following role in the greedy procedure: At every step, we keep track of the indices in the original sequence $t$ that already have been covered by the selection of sequences up until this point. The set $J_{j} \backslash I$ is then the set of indices that are covered by the newly constructed sequence $t^{(j)}$.

For this intermediate problem, we now construct a dynamic program that solves it optimally. First, we argue that we can make the following assumption on any optimal solution $t^{(j)}$ without loss of generality: Firstly, the piece-wise linear extension of $t^{(j)}$ is not linear precisely at the indices $J_{j}$. Secondly, $t_{i}^{(j)}=\infty$ for all values of $i$ outside of $\left[\min J_{j}, \max J_{j}\right]$. Let us refer to such sequences $t^{(j)}$ as $t$-compatible. This can be seen as follows. Consider some convex sequence $t^{(j)}$ that satisfies $t_{i}^{(j)} \geq t_{i}$ at all $i$, and has $t_{i}^{(j)}=t_{i}$ at indices $i \in J_{j}=\left(j_{1}, \ldots, j_{p}\right)$, where $j_{1}<\ldots<j_{p}$. Observe that replacing $t_{i}^{(j)}$ with $\infty$ both strictly before and after $j_{1}$ and $j_{p}$ retains convexity of $t^{(j)}$. We further replace the segment of the piece-wise linear extension of $t^{(j)}$ between $j_{\ell}$ and $j_{\ell+1}$ with the straight line segment connecting the points $\left(j_{\ell}, t_{j \ell}^{(j)}\right)$ and $\left(j_{\ell+1}, t_{j_{\ell+1}}^{(j)}\right)$ contained in this epigraph. By the geometric characterization of convexity of a sequence as convexity of the epigraph of its piece-wise linear extension, and in turn by the definition of convexity as containing all line segments between any pair of contained points, the sequence $t^{\left(j^{\prime}\right)}$ obtained by this operation has $t^{\left(j^{\prime}\right)} \geq t^{(j)} \geq t$ at every point. Moreover, replacing $t^{(j)}$ by $t^{\left(j^{\prime}\right)}$ corresponds to intersecting the epigraph of the piece-wise linear extension of $t^{(j)}$ with a collection of half-planes. Therefore, $t^{\left(j^{\prime}\right)}$ is a convex sequence satisfying $t^{\left(j^{\prime}\right)} \geq t^{(j)} \geq t$ (point-wise), and the restrictions of $t^{\left(j^{\prime}\right)}, t^{(j)}$ and $t$ to $J_{j}$ are all equal. By construction, $t^{\left(j^{\prime}\right)}$ is $t$-compatible.

Consider now $\Delta$, the set of normalized differences between any two (possibly nonconsecutive) values of $t$, that is, $\Delta=\left\{\left.\frac{t_{i}-t_{j}}{|i-j|} \right\rvert\, i \neq j\right\} \cup\{ \pm \infty\}$. In our dynamic program, we keep track of the following data: For each index $i$ and every $\delta \in \Delta$, we are interested in $t$-compatible sequences $t^{(j)}$ maximizing $\left|J_{j} \backslash I\right|$ among all choices of $t^{(j)}$ such that the following holds: (1) $t_{i}^{(j)}=t_{i}, t_{\ell}^{(j)}=\infty$ for all $\ell>i$, and (2) $t_{i}^{(j)}-t_{i-1}^{(j)} \leq \delta$ if $i>0$. For each $i>0$ and $\delta$, let $T[i, \delta]$ contain such a sequence. If indeed these conditions are satisfied, then $\bigcup_{i} T[i, \infty]$ contains an optimal solution. Now, towards constructing $T$ that contains such an optimal sequence at every index, let first $T[0, \delta]=\left(t_{0}, \infty, \ldots, \infty\right)$ for all $\delta>-\infty$, and $T[i,-\infty]=\left(\infty, \ldots, \infty, t_{i}, \infty, \ldots, \infty\right)$ for all $i$. Note that the condition $t_{i}^{(j)}-t_{i-1}^{(j)} \leq-\infty$ forces $t_{i}^{(j)}<\infty$ and $t_{i-1}^{(j)}=\infty$. Compute then, for every $i$, the set $V(i)$ of all indices visible from $i$, that is, all indices $j<i$ such that the straight line segment between $t_{i}$ and $t_{j}$ is contained in the epigraph of the piece-wise linear extension of $t$. Then, for $\delta>-\infty, T[i+1, \delta]$ is given by the optimum sequence $t^{(j)}$ contained in $\bigcup_{j \in V(i+1)} T[j, \delta]$, extended between $j$ and $i+1$ with the straight-line segment connecting $\left(j, t_{j}\right)$ and $\left(i, t_{i+1}\right)$. In particular, $t_{i+1}^{(j)}-t_{i}^{(j)}=\delta$ in the sequence corresponding to this straight-line extension.

The sequences are $t$-compatible by construction: The sequence has a possible leading and trailing stretch of $\infty$, and at all points in between, it is constructed by forming straight-line connections between points of the form $\left(i, t_{i}\right)$ and $\left(j, t_{j}\right)$. Furthermore, the sequences are convex, because the slopes between consecutive line segments are chosen to be non-decreasing. Optimality follows inductively. Now, applying this algorithm greedily yields the desired approximation bound, with an identical analysis as for SEt Cover [17].

As for the running time, the table $T$ has $O\left(n^{3}\right)$ entries; computing the sets $\Delta$, as well as $V(i)$ over all $i$, takes $O\left(n^{2}\right)$ time. Computing a single table entry therefore requires $O(n)$ time because each $V(i)$ is of size $O(n)$, and over all $O\left(n^{3}\right)$ table entries yields an algorithm running time in $O\left(n^{4}\right)$. Performing this greedily at most $O\left(r_{t} \log n\right)$ times gives the claimed running time bound.

- Remark 18. The greedy set cover approach has proved useful in a vast number of combinatorial and geometric problems. Notably, e.g. the so-called convex partition number [3] admits a similar, if much more direct approximation via the greedy set cover heuristic, which is however known to NP-hard to compute. Another concept related at least in spirit to convex rank is the notion of Barvinok rank, where one asks for the minimum number of tropical rank-one matrices needed to express a given matrix as their entry-wise minimum. This quantity, in turn, is hard to compute (and even approximate) [30]. One pressing question raised by these results is the complexity of exactly computing the convex rank of a sequence.
As it will turn out, the running time for computing the decomposition is the bottleneck in the algorithms. The blow-up for the algorithms itself is negligible though, as it only adds a factor of $O(\log n)$. So, to distinguish between computing the decomposition and the running times of the algorithms, we suppose in the following that the decomposition is given. Such assumptions are commonly used since at least 1993 [18] in the regime of fine-grained complexity and fixed-parameter tractability to distinguish the running times with respect to some parameter and the corresponding computation of the decomposition, see, e.g., the parameters and algorithms for treewidth [9], cliquewidth [18], and twinwidth [7] (which is even NP-hard to compute optimally) among others.
- Lemma 19. Let $a, b \in \overline{\mathbb{Z}}^{n+1}$. It holds that

$$
r_{[a, b]^{(k)}} \leq r_{a} \cdot r_{b}
$$

for all $k$.
Proof. Denote by $A=\left\{a^{(0)}, a^{(1)} \ldots, a^{\left(r_{a}-1\right)}\right\}$ the convex sequences of the decomposition of $a$, and similarly, $B=\left\{b^{(0)}, b^{(1)} \ldots, b^{\left(r_{b}-1\right)}\right\}$ for $b$.

Set $\left.C=\left\{a^{(\ell)} * b^{(m)} \mid a^{(\ell)} \in A, b^{(m)} \in B\right)\right\}$. We claim that $C$ corresponds to a decomposition of $[a, b]^{(k)}$ into convex sequences.

Let $[a, b]^{(k)}=c=\left(c_{0}, \ldots, c_{2 n}\right)$ be the entries of the antidiagonal. Each entry $c_{k}$ is a sum of two sequences $a_{i}^{(\ell)} \in A$ and $b_{k-i}^{(m)} \in B$ as all entries of $a$ and, respectively, $b$ are preserved in (at least) one of the sequences of the decompositions.

All entries corresponding to one of such combinations $a^{(\ell)}, b^{(m)}$ form a convex sequence as adding two convex sequences remains convex.

It holds that $|C|=r_{a} \cdot r_{b}>r_{[a, b](k)}$. This concludes the proof.

## 4 Convolution Problems

In this section, we present efficient algorithms for the convolution problems under the paradigm of both convexity measures. Note that $r_{a} \leq s_{a}$ implies that, whenever the dependence on $r_{a}$ in an algorithm is linear, this also implies an algorithm with linear dependence on $s_{a}$.

However, there are cases where the algorithms we obtain have running times depending on $r_{a}$ e.g. quadratically, in which case a separate treatment of parameterizations by $s_{a}$ still makes sense.

## (min, + )-Convolution

We start with the ( $\mathrm{min},+$ )-Convolution problem with respect to the convex rank, expediting Lemma 14.

- Theorem 20. There is an algorithm for (min, +)-CONVOLUTION on two sequences $a, b \in$ $\overline{\mathbb{Z}}^{n+1}$ running in time $O\left(r_{a} \cdot n\right)$, provided a convex rank decomposition $a^{(1)}, \ldots, a^{\left(r_{a}\right)}$ of $a$ is given.
Proof. From Lemma 14, it suffices to compute $a^{(\rho)} * b$ for all $\rho=1, \ldots, r_{a}$, which can be accomplished in time $O(n)$ using the SMAWK algorithm as pointed out in Remark 9. Taking point-wise minima can be done in time $O\left(r_{a} \cdot n\right)$, and this shows the claimed running time.
- Remark 21. This algorithm applies to the case of max-convolution of concave rank decomposition, yielding the same running time bounds. In case the decomposition is not given, we note that the overhead of applying the decomposition algorithm of Theorem 17 to the entire input naively, adding a $O\left(n^{4} r_{t}\right)$ preprocessing step, can be ameliorated to some degree: Split $a$ and $b$ into $n^{c}$ consecutive parts of length $n^{1-c}$ each. Then, preprocess each part separately in time $O\left(n^{4(1-c)} r_{t}\right)$, and use the $O\left(n^{1-c} r_{t}\right)$-time algorithm for each of the $n^{2 c}$ pairs of such parts to find the solution of the original instance in time $O\left(n^{4-3 c}+n^{c+1}\right)$, which is minimized for $c=3 / 4$, giving an algorithm running in time $O\left(n^{7 / 4} r_{t}\right)$.

Observe that there is a direct lower bound under the ( $\min ,+$ )-convolution conjecture: There is no algorithm solving (min, + )-Convolution in time less than $\left(\left(s_{a}+s_{b}\right) n\right)^{1-\epsilon}$. polylog $(d)$ on integral inputs $a, b$ of maximal absolute value $d$, for any constant $\epsilon>0$ : Suppose that there exists an algorithm solving (min, + )-Convolution in time ( $\left(s_{a}+\right.$ $\left.\left.s_{b}\right) n\right)^{2-\epsilon} \cdot \operatorname{polylog}(d)$ on integral inputs $a, b$ of maximal absolute value $d$, for any constant $\epsilon>0$. As each sequence $a$ (and $b$ ) can have a convex sequence number of at most $n / 2$ (every two consecutive points form one convex sub-sequence), this would mean that we can solve (min, + )-Convolution in time

$$
\left(\left(s_{a}+s_{b}\right) n\right)^{1-\epsilon} \cdot \operatorname{polylog}(d) \leq((n / 2+n / 2) n)^{1-\epsilon} \leq n^{2-\epsilon^{\prime}} \cdot \operatorname{polylog}(d)
$$

on integral inputs $a, b$ of maximal absolute value $d$, for some constant $\epsilon^{\prime}>0$, contradicting the ( $\mathrm{min},+$ )-convolution conjecture.

## Minimum Consecutive Subsums

We consider the Minimum Consecutive Subsums problem on convex inputs. Even though there exists a reduction to ( $\mathrm{min},+$ )-Convolution, see [26], it does not preserve the convexity of the input. In particular, the reduction computes $a$ such that the $i$-th entry is the sum of the first $i$ elements in the (in our case convex) input sequence $t$. For $b$, the reduction computes the sum of the last $i$ elements as its $i$-th entry. While the first sequence remains convex, the second becomes concave. Convolving a convex with a concave sequence results in an arbitrary output with respect to the convexity and thus, our algorithm for (min, + )-Convolution cannot be used to obtain an algorithm with the desired running time bound. However, we observe other structural properties of potential solutions, so that we can indeed solve this problem optimally within the same running time bounds as above yielding the following two theorems.

- Theorem 22. There is an algorithm for Minimum Consecutive Subsums on a sequence $t \in \overline{\mathbb{Z}}^{n+1}$ running in time $\tilde{O}\left(s_{t} n\right)$.

Proof. We first compute the decompositions of $t$ into at most $s_{t}$ convex sub-sequences in time $O(n)$ using Theorem 11. Next, we divide each convex sub-sequence into two parts (one of which may be empty), namely a monotonically decreasing sub-sequence (preceding the minimum), and a monotonically increasing part (following the minimum). Call the set of monotone sequences $t^{(1)}, \ldots, t^{(k)}$ with $k \leq 2 s_{t}$.

When executing the algorithm, we maintain a table $M$ with $n$ entries where the $i$ th entry corresponds to the best solution found so far for a consecutive subsum of length $i$. Initialize each value with $\infty$ (or a sufficiently large value). We then sweep once through the whole sequence $t$ and compute for each point $t_{j}$ the minimum consecutive subsum starting at $t_{j}$, but only for all reasonable lengths (defined below) $i \in\{1, \ldots, n\}$.

More formally, for each point $t_{j}$ and each monotone sequence $t^{(k)}$, find its reasonable interval $I^{(k)}=\left[t_{\ell}^{(k)}, t_{\ell+1}^{(k)}, \ldots, t_{\ell_{k}}^{(k)}\right]$ such that $t_{\ell}^{(k)}-t_{j-1}<0$ (shifting the whole sum one index to the left is not improving) and $t_{j}-t_{\ell_{k}+1}^{(k)}<0$ (shifting the whole sum one index to the right is not improving). Update all entries in the table $M$ which corresponds to the length of consecutive sums from $t_{j}$ to $t_{p}^{(k)}$ for all $j, k$ and $t_{p}^{(k)} \in I^{(k)}$ if they are smaller than the current entry in $M$. Finally, output $M$ as the solution. During execution, edge cases are simulated by padding with $\pm \infty$ at the end/beginning of monotonically increasing/decreasing sequences.

Correctness follows easily, as each potential interval holding the minimum is considered. Regarding the running time, it is crucial to see that each monotone piece will be divided into non-overlapping intervals by different $t_{j}$. Thus, while considering all start points $t_{j}$, we overall go through all points once. Hence, computing the reasonable intervals for each $t_{j}$ and $k$, and the corresponding consecutive subsum overall costs time $\tilde{O}\left(s_{t} n\right)$ (using a standard trick, we assume that we computed all initial partial sums of $t$ in a single pass, which makes the interval sums $\sum_{i=i_{1}}^{i_{2}} t_{i}$ accessible in time $\left.\tilde{O}(1)\right)$.

- Theorem 23. There is an algorithm for Minimum Consecutive Subsums on a sequence $t \in \overline{\mathbb{Z}}^{n+1}$ running in time $\tilde{O}\left(r_{t}^{2} n\right)$ given the convex rank decomposition of $t$.

Proof. The algorithm proceeds basically as in Theorem 22. However, we now have to deal with multiple convex sequences. This means that for every point $t_{j}$, we consider the reasonable intervals of all convex sequences. Again, there will be exactly one interval for each convex sequence and they are non-overlapping. This leads to a blow-up of a factor of $r_{t}$, as we now have $r_{t} n$ instead of $n$ points overall. Also note that once we determined the start index and end index in the interval, we sum up the actual values in $t$ and not the ones from the decomposition into convex sequences.

- Remark 24. As we only care about the monotone sub-sequences of the sequence, the concave case can be solved equivalently. Further, by defining the reasonable intervals such that $t_{\ell}^{(k)}-t_{j-1}>0$ and $t_{j}-t_{\ell+1}^{(k)}>0$, and initializing the table with $-\infty$ entries, we can also solve the maximising version of the problem called Maximum Consecutive Subsums.


## Super Additivity Testing

Turning our attention to SUper Additivity Testing, we can immediately deduce the following by applying our previous results.

- Theorem 25. There is an algorithm for Super Additivity Testing on a sequence $a \in \overline{\mathbb{Z}}^{n+1}$ running in time $O\left(r_{a} \cdot n\right)$ given the convex rank decomposition of $a$.

Proof. This follows from choosing $b=a$, applying Theorem 20, and then checking whether the result is at least $a_{i}$ for each $i$.

Remark 26. As (min, +)-Convolution is used as a subroutine, we can easily see that these algorithms also work for concave inputs.

## Convolution 3-Sum

While the previous problems relied on the SMAWK algorithm, we will now employ the strategy laid out in Remarks 6 and 13.

- Theorem 27. There is an algorithm for Convolution 3-Sum on a sequence $a \in \overline{\mathbb{Z}}^{n+1}$ running in time $\tilde{O}\left(s_{a} \cdot n\right)$.

Proof. We first compute the decompositions of $a, b$ into at most $s_{a}$ convex sub-sequences in time $O(n)$ using Theorem 11. Then, for every anti-diagonal $[a, a]^{(k)}$ of $[a, a]$, the breakpoints of a decomposition of $[a, a]^{(k)}$ into convex sub-sequences is immediate from the proof of Lemma 12. Instead of asking for the minimum (as for ( $\mathrm{min},+$ )-Convolution), the Convolution 3 -Sum problem asks whether a specific element $a_{k}$ is contained in the $k$-th anti-diagonal $[a, a]^{(k)}$ (although finding the minimum of a convex sub-sequence is still part of our algorithm). We can answer this question in $O(\log n)$ time for each of the $O\left(s_{a}\right)$ convex sub-sequences of $[a, a]^{(k)}$, by performing, first, a binary search to find the minimum of each convex subsequences, as in the case of (min, + )-Convolution. Each convex sub-sequence is thereby divided into two parts (one of which may well be empty), namely a monotonically decreasing sub-sequence (preceding the minimum), and a monotonically increasing part (following the minimum). On each of those (at most) two parts, we may then perform an ordinary binary search in order to determine the presence or absence of the element $a_{k}$ in the current convex sub-sequence of $[a, a]^{(k)}$. Correctness and running time follow immediately.

Interestingly, this algorithm cannot be adapted for the parameter convex rank as before. This is due to the issue that we do preserve the real minimum values, but cannot guarantee that each value in the $k$ th antidiagonal corresponds to some sum $t_{i}+t_{j}$ for $i+j=k$. Testing this would give an increase in the running time by a factor of $n$ as each antidiagonal could have up to $n$ positions of the desired value, which would be worse than the trivial known algorithm for this problem. It remains an interesting question whether there exists an $O\left(r_{t} n\right)$ algorithm for Convolution 3-Sum.

## 5 Open Questions

The results in the present paper suggest further research directions: Some of the algorithms could not be shown to be tight as known reduction do not retain the convexity of the instances, see [19]. Also, excluding a running time of the form $O\left(n+k^{2}\right)$ for both convexity measures $k$ would be of great interest. Further, whether or not the quadratic dependency on the convex rank in the algorithms is necessary is yet to be determined. It remains open if we can compute the convex rank exactly in polynomial time or if this problem is NP-hard.
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# Matrix Completion: Approximating the Minimum Diameter 
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#### Abstract

In this paper, we focus on the matrix completion problem and aim to minimize the diameter over an arbitrary alphabet. Given a matrix $M$ with missing entries, our objective is to complete the matrix by filling in the missing entries in a way that minimizes the maximum (Hamming) distance between any pair of rows in the completed matrix (also known as the diameter of the matrix). It is worth noting that this problem is already known to be NP-hard. Currently, the best-known upper bound is a 4 -approximation algorithm derived by applying the triangle inequality together with a well-known 2-approximation algorithm for the radius minimization variant.

In this work, we make the following contributions: - We present a novel 3-approximation algorithm for the diameter minimization variant of the matrix completion problem. To the best of our knowledge, this is the first approximation result that breaks below the straightforward 4 -factor bound. - Furthermore, we establish that the diameter minimization variant of the matrix completion problem is $(2-\varepsilon)$-inapproximable, for any $\varepsilon>0$, even when considering a binary alphabet, under the assumption that $P \neq N P$. This is the first result that demonstrates a hardness of approximation for this problem.
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## 1 Introduction

With the advent of big data, the occurrence of missing values in data objects has become increasingly common. These missing entries can arise due to various errors occurring at different stages of data processing, including data collection, data transfer, and data cleaning, and they often even occur arbitrarily. Handling such missing data is widely recognized as a challenging task, and numerous methods, including heuristic, greedy, convex optimization, and statistical approaches, have been proposed in the context of practical applications [1]. One such popular technique is data imputation, which, albeit finds extensive use in data mining, machine learning, and computational biology, requires prior knowledge of the dataset or the adoption of certain statistical assumptions [33].

Addressing the issue of incomplete matrices by filling in missing values is a fundamental problem in data analysis, often approached as an optimization task [10, 20, 21, 29, 16, 17]. In the context of clustering, a popular objective function is to minimize the cluster diameter (e.g., $[25,13,24,29,17]$ ), which represents the maximum pairwise distance among data points within a cluster. When dealing with missing entries (or wildcards denoted by *), a fundamental question arises: Given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$ (over an arbitrary alphabet $\Sigma$ ), how can we fill the $*$-entries with symbols from $\Sigma$ to obtain a
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completion $\bar{M} \in \Sigma^{n \times d}$ that minimizes the maximum pairwise distance between rows? In this paper, we consider the Hamming distance as the underlying distance measure, which is arguably one of the most prevalent distance functions used in a wide range of applications. This problem is known as the Minimum Diameter Matrix Completion (DMC) problem.

The DMC problem is a combinatorial matrix completion problem with numerous applications in coding theory, computational biology, and data science. For instance, in computational biology, the DMC problem arises in assessing the degree of relatedness among genome sequences, where missing entries represent missing data points. The DMC problem is encountered in data science when completing entities with their attributes while satisfying pairwise dissimilarity constraints. The stringology literature extensively explores several consensus problems closely related to DMC [7, 4, 6, 10, 9, 11, 14, 26, 27, 37, 34, 32, 38].

The DMC problem, like most other variants of matrix completion problems, is known to be NP-hard. Koana, Froese, and Niedermeier [29] conducted a comprehensive complexity study on the DMC problem, considering diameter bounds and the maximum number of missing entries, and identified various polynomial-time solvable cases and NP-hard cases. The parameterized complexities of the DMC problem, specifically a more general $k$-clustering version, have also been investigated in terms of various parameters [16, 17]. Regarding approximation algorithms, only a 4-approximation algorithm is currently known for the DMC problem. This approximation factor is derived from the result of another closely related matrix completion problem called Minimum Radius Matrix Completion (RadMC) [28, 27]. In the RadMC problem, the objective is to find a completion and a "center" string such that the distance between each row of the completed matrix and the center string is minimized. A straightforward application of the triangle inequality shows that any $c$-approximation (for any $c \geq 1$ ) to the RADMC problem implies a $2 c$-approximation to the DMC problem. Since a simple (folklore) 2-approximation algorithm ${ }^{1}$ exists for the RADMC problem, it immediately provides a 4 -factor approximate solution for the DMC problem. However, it has been proven that no $(2-\varepsilon)$-approximation algorithm for the RADMC problem exists unless $P=N P[12]$, and thus there is no hope of getting a better factor than 4 to the DMC problem by improving the approximation factor of the RADMC problem.

Currently, the possibility of improving the 4 -factor approximation for the DMC problem remains an open question. Moreover, there is no known inapproximability result for the DMC problem, leaving room for the plausibility of achieving a polynomial-time approximation scheme (PTAS). In this paper, we refute this possibility by demonstrating that no polynomial-time $(2-\varepsilon)$-approximation algorithm for the DMC problem exists unless $P=N P$. Furthermore, we present a 3 -approximation algorithm that surpasses the 4 -factor bound obtained from a direct application of the triangle inequality, along with a 2 -factor algorithm for the RADMC problem.

Our contributions and techniques. One of our primary contributions is a 3-approximation algorithm for the DMC problem, which to the best of our knowledge, is the first one to break below the straightforward 4-approximation bound.

- Theorem 1. There is a polynomial-time algorithm that, given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, computes a 3 -approximate solution for the Minimum Diameter Matrix Completion (DMC) problem over an arbitrary alphabet $\Sigma$.

1 The 2-approximation is attained by first solving the LP relaxation of the standard ILP formulation of the RadMC problem and then applying a simple deterministic rounding. We use a similar argument to get a 2-approximation for a restricted version of the DMC problem, namely the DRMC problem (see Appendix A).

To show our result, we consider an intermediate restricted variant of the DMC problem, which we refer to as Minimum Diameter Restricted Matrix Completion (DRMC). In this variant, we add a column restriction - all the missing entries of a column must be filled in with the same symbol - for feasible completion of an incomplete matrix. The main advantage of putting this restriction is that now we can formulate this restricted variant as an ILP. Then we solve the corresponding LP relaxation, and finally, applying a simple deterministic rounding, we get a 2-approximation for the DRMC problem (Theorem 5).

Since the only distinction between the DMC and the DRMC problem is the column restriction imposed on feasible completions in the DRMC problem, any feasible solution to the DRMC problem is also a feasible solution to the DMC problem. Surprisingly, we show that for any input incomplete matrix $M$, the optimum objective value to the DRMC problem is at most $3 / 2$ times that of the DMC problem (Lemma 3). By leveraging this finding along with the 2-approximation algorithm for the DRMC, we can effectively establish Theorem 1.

To build the relationship between the optimal solution of the DRMC and the DMC, we consider an (arbitrary) optimal completion $\bar{M}^{*}$ for the DMC problem, acknowledging that this completion may not satisfy the column restriction requirement for the DRMC problem. To overcome this, we modify the completion by taking any arbitrary row, say the first row $\bar{M}_{1}^{*}$, and then for each column $\ell$ depending on the symbol at the $\ell$-th coordinate of the row $\bar{M}_{1}^{*}$ fill in all the missing entries of that column in the whole input (incomplete) matrix. This modification yields a completion $\tilde{M}$ that satisfies the column restriction and thus becomes a feasible solution to the DRMC problem. Let $\Delta$ and $\Delta_{R}$ represent the diameters of the completed matrices for DMC $\left(\bar{M}^{*}\right)$ and DRMC $(\tilde{M})$, respectively. We aim to demonstrate that $\Delta_{R} \leq \frac{3}{2} \cdot \Delta$. To provide a high-level idea, let us consider any two rows $i, j$. It is not hard to see that by applying the triangle inequality, the distance between the rows $\tilde{M}_{i}$ and $\tilde{M}_{j}$ is at most twice $\Delta$. However, that only shows $\Delta_{R} \leq 2 \Delta$, which, when combined with a 2-approximation of the DRMC, only gives a 4-approximation to the DMC problem, which is no better than the already known bound. Overcoming this challenge requires developing an argument that surpasses this naive application of the triangle inequality. To tackle this challenge, we divide the rows $\tilde{M}_{i}$ and $\tilde{M}_{j}$ into three parts: The first one comprises coordinates where no missing entries are there in both the $i$-th and $j$-th row of the input matrix, the second one contains all the coordinates with missing entries in the $i$-th row but no missing entries in the $j$-th row, and the third one consists of all the coordinates with missing entries in the $j$-th row but no missing entries in the $i$-th row (we disregard the coordinates with missing entries in both the rows because these positions do not contribute to the Hamming distance due to the column restriction). We emphasize that this partitioning is solely for the sake of analysis. Next, we look into these three parts separately and analyze their contributions to the overall Hamming distance. Finally, by using the fact that in $\bar{M}^{*}$, all the pairwise distances between the rows $\bar{M}_{1}^{*}, \bar{M}_{i}^{*}$, and $\bar{M}_{j}^{*}$ are bounded by $\Delta$, we establish that the distance between the rows $\tilde{M}_{i}$ and $\tilde{M}_{j}$ is at most $\frac{3}{2} \cdot \Delta$. The detailed argument is provided in Section 3.

Our next significant contribution is an inapproximability result for the DMC problem. We show that it is NP-hard to get a $(2-\varepsilon)$-approximation, the first inapproximability result for the DMC problem.

- Theorem 2. Consider any $\varepsilon>0$. There is no deterministic polynomial-time algorithm that, given an incomplete matrix $M \in\{0,1, *\}^{n \times d}$, computes a $(2-\varepsilon)$-approximate solution for the Minimum Diameter Matrix Completion (DMC) problem, unless $\mathrm{P}=\mathrm{NP}$.

We highlight that the aforementioned inapproximability result holds even for a binary alphabet. To establish the inapproximability bound, we employ a reduction from the wellknown Label Cover problem to a gap version of the DMC problem (Definition 6). Informally
speaking, in the label cover problem, we are presented with a (left and right-regular) bipartite graph with each edge having a function (defined on a label set) as a constraint relation, and the objective is to come up with an assignment (of labels to each vertex) that satisfies "as many" edges as possible (see Definition 7). It is well-known that a gap version of the label cover problem - deciding whether an assignment (of labels) satisfies all the edge constraints or no assignment (of labels) can satisfy more than a small constant fraction of the edges - is NP-hard, even for constant-sized label set and constant left/right-degree bipartite graphs [2, 36]. Given such a label cover instance, we construct a "sparse" incomplete matrix (DMC instance), i.e., a matrix with only a small number of non-* entries per row. For the construction, we utilize the concept of a dictatorship gadget [3] (see Section 4 for the reduction). The completeness of our reduction follows from the properties of the dictatorship gadget. However, for soundness, we need more intricate arguments. The crux of the argument lies in the fact that if the given label cover instance is a No instance (i.e., no assignment can satisfy more than a small constant fraction of the edges), then in our constructed incomplete matrix, for every possible completion we can find "a large" subset of rows where the sum of pairwise distances is large and as a consequence, by averaging a "distant" pair of rows exists.

We remark that a similar proof provides the same inapproximability bound to the restricted version of DMC, namely DRMC, that we consider as an intermediate problem to show our 3-approximation result, establishing that our 2-approximation algorithm for the DRMC is essentially optimal

Other related works. Various optimization tasks with numerous applications have been investigated in the matrix completion problem [5, 39, 19, 18]. In addition to minimizing the diameter of a cluster, as in the case of the DMC problem, researchers have also studied the problem of radius minimization, known as the Minimum Radius Matrix Completion (RADMC) problem. Alternatively, the RADMC problem is also formulated as the closest string with wildcards problem (or the 1-center in Hamming distance with wildcards). The parameterized complexities of this problem have been explored in [27, 28]. A result of $(2-\varepsilon)$-inapproximability (for any $\varepsilon>0$ ) was demonstrated in [12] under the assumption that $P \neq N P$, while a 2-approximation algorithm is commonly known. Notably, when there are no missing entries (i.e., without wildcards), the closest string problem admits a polynomial-time approximation scheme (PTAS) [31].

Both the DMC and the RADMC problems are specific variations of clustering problems. In $[16,17]$, the authors considered a more general version of the clustering problem, where the goal is to partition the rows of an incomplete matrix into clusters while minimizing the diameter or radius of each cluster. Besides radius and diameter, [20] investigated the minimization of rank and the number of distinct rows in the completed matrix. In [21], the authors explore the complexity of completing an incomplete matrix in a way that satisfies specific constraints and can be partitioned into low-rank subspaces. Within the clustering literature, numerous variants of non-combinatorial matrix completion, such as $k$-center and $k$-means clustering, have also been extensively studied from the perspective of designing approximation algorithms $[22,23,30,35,15,8]$.

## 2 Preliminaries

Notations. Let $[n]$ denote the set $\{1,2, \ldots, n\}$. For any $n \times d$ dimensional matrix $M$, we use $M_{i}$ to denote the $i$-th row of $M$, and $M_{i}[j]$ (or sometimes for brevity $M_{i j}$ ) to denote the $(i, j)$-th entry of $M$. Further, for any subset of indices $J=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\} \subseteq[d]$, we use $M_{i}[J]$
to denote the sequence $M_{i}\left[j_{1}\right] M_{i}\left[j_{2}\right] \cdots M_{i}\left[j_{k}\right]$. For two strings $x, y \in \Sigma^{d}$, we use $\mathcal{H}(x, y)$ to denote the Hamming distance between $x$ and $y$, which counts the number of coordinates where the symbols of $x$ and $y$ do not match, i.e., $\mathcal{H}(x, y):=|\{i \in[d] \mid x[i] \neq y[i]\}|$.

Matrix Completion. For any incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, we call $\bar{M} \in \Sigma^{n \times d}$ a valid (feasible) completion iff for all $i \in[n], j \in[d]$ with $M_{i}[j] \neq *, \bar{M}_{i}[j]=M_{i}[j]$. Sometimes we refer to $\bar{M}$ as a complete matrix of $M$.

Given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, for any feasible completion $\bar{M} \in \Sigma^{n \times d}$ of $M$, we refer to the quantity $\max _{i \neq j \in[n]} \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right)$ as the objective value of $\bar{M}$, denoted by $\operatorname{Obj}(\bar{M})$. For any completion $\bar{M}^{*}$ that minimizes $\operatorname{Obj}(\bar{M})$, we denote $\operatorname{Obj}\left(\bar{M}^{*}\right)$ by $\mathrm{OPT}_{\mathrm{DMC}}(M)$ (or simply $\mathrm{OPT}(M)$ when the problem DMC is clear from the context). We call a feasible solution $\bar{M}$ a $c$-approximate solution (for $c \geq 1$ ) of $M$ iff $\operatorname{Obj}(\bar{M}) \leq c \cdot \mathrm{OPT}(M)$.

## 3 Approximation Algorithm for DMC

In this section, we describe a 3-approximation algorithm for the Minimum Diameter Matrix Completion (DMC) problem over an arbitrary alphabet $\Sigma$.

- Theorem 1. There is a polynomial-time algorithm that, given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, computes a 3 -approximate solution for the Minimum Diameter Matrix COMPLETION (DMC) problem over an arbitrary alphabet $\Sigma$.

In proving the above theorem, we first consider a restricted version of the DMC problem, namely Minimum Diameter Restricted Matrix Completion (DRMC), which, given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, asks to find a (valid) completion $\bar{M}$ of $M$ with a restriction, referred to as column restriction, that

- For each column $\ell \in[d]$, for all $i, j \in[n]$, if $M_{i}[\ell]=M_{j}[\ell]=*$, then $\bar{M}_{i}[\ell]=\bar{M}_{j}[\ell]$, while minimizing the objective value $\max _{i \neq j \in[n]} \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right)$.

It is worth noting that the only difference between DMC and DRMC is that in a complete matrix for DMC, the missing entries of a single column can be completed with different symbols, whereas for DRMC, the missing entries of any particular column must be completed with the same symbol. Thus, it is easy to observe that any feasible solution to the DRMC problem is also a feasible solution to the DMC problem, although the converse may not be true. We provide an LP-based 2-approximation algorithm for the DRMC problem and then argue that it also gives us a 3-approximate solution to the DMC problem. The heart of the argument lies in the relationship between the optimum solution of the DMC problem and that of the DRMC problem.

Relationship between DMC and DRMC. For any incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, let us use $\operatorname{OPT}_{\mathrm{DMC}}(M)$ and $\mathrm{OPT}_{\mathrm{DRMC}}(M)$ to denote the optimum objective value of the DMC and DRMC problem, respectively. Recall that no matter whether it is the DMC or DRMC problem, the objective value of a (feasible) complete matrix $\bar{M}$ is defined as $\operatorname{Obj}(\bar{M})=\max _{i \neq j \in[n]} \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right)$.

- Lemma 3. For any $M \in(\Sigma \cup\{*\})^{n \times d}$, $\operatorname{OPT}_{D M C}(M) \leq \operatorname{OPT}_{D R M C}(M) \leq \frac{3}{2} \cdot \operatorname{OPT}_{D M C}(M)$.

Proof. First, observe that any feasible solution to the DRMC problem is also a feasible solution to the DMC problem. It immediately implies that

$$
\operatorname{OPT}_{\mathrm{DMC}}(M) \leq \mathrm{OPT}_{\mathrm{DRMC}}(M)
$$

We now focus on proving that $\operatorname{OPT}_{\text {DRMC }}(M) \leq \frac{3}{2} \cdot \operatorname{OPT}_{\mathrm{DMC}}(M)$. For that purpose, let us first consider an (arbitrary) optimal completion $\bar{M}^{*}$ of $M$ with respect to the DMC problem. Next, we use this solution to come up with a feasible solution (complete matrix) $\tilde{M}$ of $M$ to the DRMC problem. We construct $\tilde{M}$ using $\bar{M}^{*}$ as follows:

- Consider any arbitrary row, say the first row, of $\bar{M}^{*}$, i.e., $\bar{M}_{1}^{*}$.
- Next, for each $i \in[n]$ and $j \in[d]$, if $M_{i}[j]=*$, then set $\tilde{M}_{i}[j]=\bar{M}_{1}^{*}[j]$; otherwise set $\tilde{M}_{i}[j]=M_{i}[j]$.
It is straightforward to see that $\tilde{M}$ is a feasible completion of $M$ for the DRMC problem. Next, we claim the following.
$\triangleright$ Claim 4. For all $i, j \in[n], \mathcal{H}\left(\tilde{M}_{i}, \tilde{M}_{j}\right) \leq \frac{3}{2} \cdot \mathrm{Obj}\left(\bar{M}^{*}\right)$.
This claim is pivotal in proving our lemma. We will prove this claim later, and let us now conclude the proof of the lemma by assuming the above claim.

$$
\begin{aligned}
\operatorname{Obj}(\tilde{M})=\max _{i \neq j \in[n]} \mathcal{H}\left(\tilde{M}_{i}, \tilde{M}_{j}\right) & \leq \frac{3}{2} \cdot \operatorname{Obj}\left(\bar{M}^{*}\right) & & (\text { By Claim 4) } \\
& =\frac{3}{2} \cdot \mathrm{OPT}_{\mathrm{DMC}}(M) & & \left(\text { Since } \bar{M}^{*} \text { is an optimal solution to DMC }\right) .
\end{aligned}
$$

Now, since $\tilde{M}$ is a feasible completion of $M$ for the DRMC problem,

$$
\operatorname{OPT}_{\mathrm{DRMC}}(M) \leq \operatorname{Obj}(\tilde{M}) \leq \frac{3}{2} \cdot \mathrm{OPT}_{\mathrm{DMC}}(M)
$$

which concludes the proof of the lemma.
It now remains to prove Claim 4. Before proceeding with the proof, let us recall that for any subset of indices $J=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\} \subseteq[d]$, we use $M_{i}[J]$ to denote the sequence $M_{i}\left[j_{1}\right] M_{i}\left[j_{2}\right] \cdots M_{i}\left[j_{k}\right]$.

Proof of Claim 4. Consider any $i, j \in[n]$. Let us now consider the indices with $*$-entries in the $i$-th and the $j$-th row of the matrix $M \in(\Sigma \cup\{*\})^{n \times d}$. Formally,

$$
I:=\left\{\ell \in[d] \mid M_{i}[\ell]=*\right\}, \quad J:=\left\{\ell \in[d] \mid M_{j}[\ell]=*\right\}, \text { and } \quad K:=[d] \backslash(I \cup J) .
$$

By the construction of $\tilde{M}$,

$$
\begin{equation*}
\tilde{M}_{i}[I]=\bar{M}_{1}^{*}[I], \quad \tilde{M}_{j}[J]=\bar{M}_{1}^{*}[J], \quad \tilde{M}_{i}[K]=\bar{M}_{i}^{*}[K], \quad \tilde{M}_{j}[K]=\bar{M}_{j}^{*}[K] \tag{1}
\end{equation*}
$$

Let us now focus on the Hamming distances between the subsequences induced by the index sets $I, J$, and $K$ of the rows $\bar{M}_{1}^{*}, \bar{M}_{i}^{*}$, and $\bar{M}_{j}^{*}$. Let

$$
\begin{array}{lll}
\alpha_{1}:=\mathcal{H}\left(\bar{M}_{1}^{*}[I], \bar{M}_{i}^{*}[I]\right), & \beta_{1}:=\mathcal{H}\left(\bar{M}_{1}^{*}[J], \bar{M}_{i}^{*}[J]\right), & \gamma_{1}:=\mathcal{H}\left(\bar{M}_{1}^{*}[K], \bar{M}_{i}^{*}[K]\right), \\
\alpha_{2}:=\mathcal{H}\left(\bar{M}_{1}^{*}[I], \bar{M}_{j}^{*}[I]\right), & \beta_{2}:=\mathcal{H}\left(\bar{M}_{1}^{*}[J], \bar{M}_{j}^{*}[J]\right), & \gamma_{2}:=\mathcal{H}\left(\bar{M}_{1}^{*}[K], \bar{M}_{j}^{*}[K]\right), \\
\alpha_{3}:=\mathcal{H}\left(\bar{M}_{i}^{*}[I], \bar{M}_{j}^{*}[I]\right), & \beta_{3}:=\mathcal{H}\left(\bar{M}_{i}^{*}[J], \bar{M}_{j}^{*}[J]\right), & \gamma_{3}:=\mathcal{H}\left(\bar{M}_{i}^{*}[K], \bar{M}_{j}^{*}[K]\right) .
\end{array}
$$

See Figure 1 for a pictorial representation of the distances. The Hamming distance between the rows $\tilde{M}_{i}$ and $\tilde{M}_{j}$ is

$$
\begin{aligned}
\mathcal{H}\left(\tilde{M}_{i}, \tilde{M}_{j}\right) & \leq \mathcal{H}\left(\tilde{M}_{i}[I], \tilde{M}_{j}[I]\right)+\mathcal{H}\left(\tilde{M}_{i}[J], \tilde{M}_{j}[J]\right)+\mathcal{H}\left(\tilde{M}_{i}[K], \tilde{M}_{j}[K]\right) \\
& =\mathcal{H}\left(\bar{M}_{1}^{*}[I], \bar{M}_{j}^{*}[I]\right)+\mathcal{H}\left(\bar{M}_{i}^{*}[J], \bar{M}_{1}^{*}[J]\right)+\mathcal{H}\left(\bar{M}_{i}^{*}[K], \bar{M}_{j}^{*}[K]\right) \quad \text { (By Equation 1) } \\
& =\alpha_{2}+\beta_{1}+\gamma_{3} .
\end{aligned}
$$



Figure 1 An example matrix $M$ partitioned into coordinate sets $I, J, K$. For simplicity, in this figure, we assume $I$ and $J$ are disjoint (however, our proof works in full generality).

Thus, to prove our claim, it suffices to argue that

$$
\alpha_{2}+\beta_{1}+\gamma_{3} \leq \frac{3}{2} \cdot \operatorname{Obj}\left(\bar{M}^{*}\right)
$$

Observe that the Hamming distance between the rows $\bar{M}_{1}^{*}$ and $\bar{M}_{i}^{*}$ is

$$
\begin{align*}
& \mathcal{H}\left(\bar{M}_{1}^{*}, \bar{M}_{i}^{*}\right) \leq \alpha_{1}+\beta_{1}+\gamma_{1} \leq \operatorname{Obj}\left(\bar{M}^{*}\right) \\
& \quad \Longrightarrow \alpha_{1}+\beta_{1} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{1} \tag{2}
\end{align*}
$$

Similarly, the Hamming distance between the rows $\bar{M}_{1}^{*}$ and $\bar{M}_{j}^{*}$ is

$$
\begin{align*}
& \mathcal{H}\left(\bar{M}_{1}^{*}, \bar{M}_{j}^{*}\right) \leq \alpha_{2}+\beta_{2}+\gamma_{2} \leq \operatorname{Obj}\left(\bar{M}^{*}\right) \\
& \Longrightarrow \alpha_{2}+\beta_{2} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{2} . \tag{3}
\end{align*}
$$

Also, the Hamming distance between the rows $\bar{M}_{i}^{*}$ and $\bar{M}_{j}^{*}$ is

$$
\begin{align*}
& \mathcal{H}\left(\bar{M}_{i}^{*}, \bar{M}_{j}^{*}\right) \leq \alpha_{3}+\beta_{3}+\gamma_{3} \leq \operatorname{Obj}\left(\bar{M}^{*}\right) \\
& \Longrightarrow \alpha_{3}+\beta_{3} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{3} . \tag{4}
\end{align*}
$$

Next, the Hamming distance between $\bar{M}_{i}^{*}[K]$ and $\bar{M}_{j}^{*}[K]$ is

$$
\begin{align*}
\gamma_{3} & =\mathcal{H}\left(\bar{M}_{i}^{*}[K], \bar{M}_{j}^{*}[K]\right) \\
& \leq \mathcal{H}\left(\bar{M}_{i}^{*}[K], \bar{M}_{1}^{*}[K]\right)+\mathcal{H}\left(\bar{M}_{1}^{*}[K], \bar{M}_{j}^{*}[K]\right) \quad \text { (By the triangle inequality) } \\
& =\gamma_{1}+\gamma_{2} \tag{5}
\end{align*}
$$

Also, the Hamming distances between $\bar{M}_{1}^{*}[I]$ and $\bar{M}_{j}^{*}[I]$ is

$$
\begin{aligned}
\alpha_{2} & =\mathcal{H}\left(\bar{M}_{1}^{*}[I], \bar{M}_{j}^{*}[I]\right) & & \\
& \leq \mathcal{H}\left(\bar{M}_{1}^{*}[I], \bar{M}_{i}^{*}[I]\right)+\mathcal{H}\left(\bar{M}_{i}^{*}[I], \bar{M}_{j}^{*}[I]\right) & & \text { (By the triangle inequality) } \\
& =\alpha_{1}+\alpha_{3} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{1}-\beta_{1}+\alpha_{3} & & \text { (By Equation 2) }
\end{aligned}
$$

which in turn implies that

$$
\begin{equation*}
\alpha_{2}+\beta_{1} \leq \mathrm{Obj}\left(\bar{M}^{*}\right)-\gamma_{1}+\alpha_{3} . \tag{6}
\end{equation*}
$$

Similarly, from the Hamming distance between $\bar{M}_{i}^{*}[J]$ and $\bar{M}_{j}^{*}[J]$, we get the following

$$
\left.\beta_{1} \leq \beta_{2}+\beta_{3} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{2}-\alpha_{2}+\beta_{3} \quad \quad \text { (By Equation } 3\right)
$$

which in turn implies that

$$
\begin{equation*}
\alpha_{2}+\beta_{1} \leq \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{2}+\beta_{3} . \tag{7}
\end{equation*}
$$

Adding Equation 6 and Equation 7, we get

$$
\begin{aligned}
2\left(\alpha_{2}+\beta_{1}\right) & \leq 2 \cdot \operatorname{Obj}\left(\bar{M}^{*}\right)-\left(\gamma_{1}+\gamma_{2}\right)+\left(\alpha_{3}+\beta_{3}\right) \\
& \leq 2 \cdot \operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{3}+\left(\operatorname{Obj}\left(\bar{M}^{*}\right)-\gamma_{3}\right) \quad \text { (By Equation } 5 \text { and Equation 4) } \\
& \leq 3 \cdot \operatorname{Obj}\left(\bar{M}^{*}\right)-2 \gamma_{3}
\end{aligned}
$$

which implies that $\alpha_{2}+\beta_{1}+\gamma_{3} \leq \frac{3}{2} \cdot \operatorname{Obj}\left(\bar{M}^{*}\right)$. This completes the proof.

2-approximation for DRMC. In this subsection, we design a 2-approximation algorithm for the DRMC problem, which, when combined with Lemma 3 provides a 3-approximation guarantee for the DMC problem.

- Theorem 5. There is a polynomial-time algorithm that, given an incomplete matrix $M \in$ $(\Sigma \cup\{*\})^{n \times d}$, computes a 2 -approximate solution for the Minimum Diameter Restricted Matrix Completion (DRMC) problem over an arbitrary alphabet $\Sigma$.

We first formulate the problem using an integer linear program (ILP), and then relax the integer constraints to get a linear program (LP), and finally apply a simple (deterministic) rounding scheme on an optimal solution to that LP. We defer the details to Appendix A.

Completing the proof of Theorem 1. Next, we combine Theorem 5 and Lemma 3 to get a 3 -approximation algorithm for the DMC problem.

Proof of Theorem 1. Given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$, we run the algorithm mentioned in Theorem 5 to get a complete matrix $\bar{M} \in \Sigma^{n \times d}$. Since any feasible solution to the DRMC problem is also a feasible solution to the DMC problem, $M$ is a feasible solution to the DMC problem for the input (incomplete) matrix $M$. Further,

$$
\begin{array}{rlrl}
\operatorname{Obj}(\bar{M}) & \leq 2 \cdot \mathrm{OPT}_{\mathrm{DRMC}}(M) & & (\text { By Theorem } 5) \\
& \leq 2 \cdot \frac{3}{2} \cdot \mathrm{OPT}_{\mathrm{DMC}}(M) \\
& =3 \cdot \mathrm{OPT}_{\mathrm{DMC}}(M) . & & (\text { By Lemma } 3) \\
\end{array}
$$

Thus $\bar{M}$ is a 3-approximate solution to the DMC problem, which completes the proof.

## 4 Inapproximability of the DMC problem

In the previous section, we have seen a 3 -approximation algorithm for the DMC problem. On the hardness side, so far, we only know that the DMC problem is NP-hard. No inapproximability result is known. In this section, we refute the possibility of getting better than a 2 -factor approximation algorithm unless $P=N P$, even when the alphabet $\Sigma$ is binary, i.e., $\Sigma=\{0,1\}$. In particular, we prove Theorem 2 .

- Theorem 2. Consider any $\varepsilon>0$. There is no deterministic polynomial-time algorithm that, given an incomplete matrix $M \in\{0,1, *\}^{n \times d}$, computes a $(2-\varepsilon)$-approximate solution for the Minimum Diameter Matrix Completion (DMC) problem, unless $\mathrm{P}=\mathrm{NP}$.

To show the $(2-\varepsilon)$-inapproximability result, we consider the following gap-version of the DMC problem.

- Definition 6. Consider an alphabet $\Sigma$ and an $\varepsilon>0$. Given an incomplete matrix $M \in(\Sigma \cup\{*\})^{n \times d}$ and a positive integer $g$, decide between the following two cases:

YES: $\operatorname{OPT}(M) \leq g$,
NO: $\operatorname{OPT}(M)>(2-\varepsilon) g$.

Label cover problem and dictatorship gadget. To show the inapproximability result, we provide a reduction from the well-known label cover problem to the gap-version of the DMC problem. Let us start by defining the label cover problem.

- Definition 7 (Label Cover Instance). A label cover instance $\Psi=(U, V, E, \Pi)$ consists of
- A bipartite graph $G=(U, V, E)$ that is left and right regular. Let $D_{U}$ and $D_{V}$ be the degrees of each vertex in $U$ and $V$ respectively,
- Label sets $\mathcal{L}_{U}$ and $\mathcal{L}_{V}$ for $U$ and $V$ respectively,
- For each edge $e \in E$, a function $\pi_{e}: \mathcal{L}_{V} \rightarrow \mathcal{L}_{U}$. Let $\Pi=\left\{\pi_{e}: \mathcal{L}_{V} \rightarrow \mathcal{L}_{U} \mid e \in E\right\}$.

A labelling $\sigma$ is a mapping that assigns each $u \in U$ a label $\sigma(u) \in \mathcal{L}_{U}$, and each $v \in V$ a label $\sigma(v) \in \mathcal{L}_{V}$. A labelling $\sigma$ is said to satisfy an edge $e=(u, v) \in E$ iff $\pi_{e}(\sigma(v))=\sigma(u)$. The value of a labelling $\sigma$, denoted by $\operatorname{Val}(\Psi, \sigma)$, is defined as the fraction of edges of $E$ satisfied by $\sigma$.

It is known that a gap version of the label cover problem is NP-hard.

- Theorem $8([2,36])$. For every $\delta \in(0,1)$, there exists $(1 / \delta)^{O(1)}$-sized label sets $\mathcal{L}_{U}, \mathcal{L}_{V}$ such that, given a label cover instance $\Psi=(U, V, E, \Pi)$ with label sets $\mathcal{L}_{U}$ and $\mathcal{L}_{V}$ and the left degree and the right degree of the instance (bipartite) graph being at most $(1 / \delta)^{O(1)}$, it is NP-hard to decide between the following two cases:
- There exists a labelling $\sigma$ of $\Psi$ such that $\operatorname{Val}(\Psi, \sigma)=1$,
- For every labelling $\sigma$ of $\Psi, \operatorname{Val}(\Psi, \sigma) \leq \delta$.

One of the standard tools to provide a reduction from the label cover problem is the dictatorship gadget. Here, we use a construction of a dictatorship gadget presented in [3]. Before presenting a brief description of the dictatorship construction, let us first introduce a few notions. Let $\neg$ be a negation operator that works both on bits and strings, where the negation of a string is obtained by negating each of its bits individually. A function $f:\{0,1\}^{m} \rightarrow\{0,1\}$ is said to be odd or folded if for every $x, f(\neg x)=\neg f(x)$. The oddness of $f$ allows us to store only the value of $f(x)$ for every pair $(x, \neg x)$. If $f(\neg x)$ is needed, we use $\neg f(x)$ instead.

Let us now describe the dictatorship gadget given in [3]. Consider a positive integer $k$. A $k$-dictatorship gadget is a CNF formula defined over $2^{m}$ (for some positive integer $m$ ) variables, where an assignment can be viewed as a function $f:\{0,1\}^{m} \rightarrow\{0,1\}$ and assumed to be folded. The set of constraints $\mathcal{C}$ on $f$ is the set of all the clauses of the form $\left(f\left(x_{1}\right) \vee f\left(x_{2}\right) \vee \cdots \vee f\left(x_{2 k+1}\right)\right)$, where $x_{1}, \ldots, x_{2 k+1}$ are such that for each $\ell \in[m]$,

$$
\begin{equation*}
\sum_{i=1}^{2 k+1} x_{i, \ell} \geq k \tag{8}
\end{equation*}
$$

where $x_{i, \ell}$ denotes the $\ell$-th bit of the string $x_{i}$.

Before proceeding further, let us define a few basic notions. A function $f:\{0,1\}^{m} \rightarrow\{0,1\}$ is said to be a dictatorship function if there exists an $\ell \in[m]$ such that for every input $x_{i} \in\{0,1\}^{m}, f\left(x_{i}\right)=x_{i, \ell}$. For a function $f:\{0,1\}^{m} \rightarrow\{0,1\}$, we call a coordinate $\ell \in[m]$ relevant if there exists an input $x_{i} \in\{0,1\}^{m}$ such that $f\left(x_{i}\right) \neq f\left(x_{i}^{\oplus \ell}\right)$, where $x_{i}^{\oplus \ell}$ denotes the input obtained by just flipping the $\ell$-th bit of $x_{i}$. A function $f$ is said to depend on $r$ variables if there are $r$ relevant coordinates. The following result about the dictatorship gadget plays a crucial role in our reduction.

- Lemma 9 ([3]).

1. If $f$ is a dictatorship function, then it satisfies at least $k$ literals of every clause in the constraint set $\mathcal{C}$.
2. Any assignment $f$ that is odd and satisfies all the clauses in the constraint set $\mathcal{C}$ depends on at most $2 k-1$ variables.

It is worth remarking that Item 1 of the above lemma follows immediately from the construction of the dictatorship gadget, especially from Equation 8, whereas Item 2 of the above lemma (which is a weaker converse of Item 1) was shown in [3].

Reduction from the label cover problem. Consider a $\delta \in(0,1)$. Let us consider a label cover instance $\Psi=(U, V, E, \Pi)$, where $\Pi=\left\{\pi_{e}: \mathcal{L}_{V} \rightarrow \mathcal{L}_{U} \mid e \in E\right\}$. Let us assume that the sizes of both the label set $\mathcal{L}_{V}$ and $\mathcal{L}_{U}$ are upper bounded by some $L=(1 / \delta)^{\Theta(1)}$. Also, the left degree and the right degree of the instance graph $(U, V, E)$ are upper bounded by some $D=(1 / \delta)^{\Theta(1)}$. We associate a function $f_{u}:\{0,1\}^{\left|\mathcal{L}_{U}\right|} \rightarrow\{0,1\}$ (intended to be a dictator of a label of $u$ ) to each vertex $u \in U$. Similarly, we associate $f_{v}:\{0,1\}^{\left|\mathcal{L}_{V}\right|} \rightarrow\{0,1\}$ to each $v \in V$. Let us partition the set $\{0,1\}^{\left|\mathcal{L}_{U}\right|}$ into two disjoint equal-sized sets $T_{U}$ and $F_{U}$ (arbitrarily) such that for each $x \in T_{U}, \neg x \in F_{U}$. Similarly, partition the set $\{0,1\}^{\left|\mathcal{L}_{V}\right|}$ into two disjoint equal-sized sets $T_{V}$ and $F_{V}$. (The purpose of this partitioning is that we store the value of the functions only on $T_{U}$ (and $T_{V}$ ) when the functions are folded.)

Let us consider a positive integer $k=(\min \{L, D, 1 / \delta\})^{1 / 3}$ (which is at most $(1 / \delta)^{\Theta(1)}$, and this choice of the value of $k$ is used in the proof of Claim 13). We now construct an incomplete matrix $M_{\Psi}$ (for brevity, we drop $\Psi$ and simply refer to it as $M$ ). For each $u \in U$, consider the $k$-dictatorship gadget on $f_{u}$, and similarly, for each $v \in V$, consider the $k$-dictatorship gadget on $f_{v}$. For each $u \in U$ (resp., $v \in V$ ), there is a column corresponding to each $x \in T_{U}$ (resp., $x \in T_{V}$ ). (So each column is essentially indexed by either $f_{u}\left(x_{i}\right)$ for $u \in U, x_{i} \in T_{U}$, or $f_{v}\left(x_{i}\right)$ for $v \in V, x_{i} \in T_{V}$.) Thus, the number of columns is

$$
d=|U| \cdot 2^{\left(\left|\mathcal{L}_{u}\right|-1\right)}+|V| \cdot 2^{\left(\left|\mathcal{L}_{v}\right|-1\right)}
$$

We create rows as follows:

- Left Vertex Rows: For each $u \in U$, consider the $k$-dictatorship gadget on $f_{u}$, and let $\mathcal{C}_{u}$ be the corresponding constraint set. Then add a row for each clause $C \in \mathcal{C}_{u}$ as follows: For each $x \in T_{U}$, if the literal represented by $f_{u}(x)$ is present in $C$, then set the corresponding entry in the row to be 1 ; if the literal represented by $f_{u}(\neg x)$ is present in $C$, then set the corresponding entry in the row to be 0 ; otherwise (none of $f_{u}(x)$ and $f_{u}(\neg x)$ is present in $C$ ), set the corresponding entry in the row to be $*$.
- Right Vertex Rows: For each $v \in V$, consider the $k$-dictatorship gadget on $f_{v}$, and let $\mathcal{C}_{v}$ be the corresponding constraint set. Then add a row for each clause $C \in \mathcal{C}_{v}$ in a way similar to the above.
- Edge Rows: For each edge $e=(u, v) \in E$, add rows as follows: For each possible $k$ inputs $x_{1}, \ldots, x_{k} \in\{0,1\}^{\left|\mathcal{L}_{U}\right|}$ on the $U$ side, and $k+1$ inputs $y_{1}, \ldots, y_{k+1} \in\{0,1\}^{\left|\mathcal{L}_{V}\right|}$ on the $V$ side, we add a row if the following holds:

$$
\begin{equation*}
\text { For each label } \ell \in \mathcal{L}_{V}, \quad \sum_{j=1}^{k} x_{j, \pi_{e}(\ell)}+\sum_{j=1}^{k+1} y_{j, \ell} \geq k \tag{9}
\end{equation*}
$$

In this added row, we set the entries as: If $x_{i} \in T_{U}$, then set the entry corresponding to the column $f_{u}\left(x_{i}\right)$ to be 1 ; otherwise $\left(x_{i}=\neg x_{i}^{\prime}\right.$ for some $\left.x_{i}^{\prime} \in T_{U}\right)$, set the entry corresponding to the column $f_{u}\left(x_{i}^{\prime}\right)$ to be 0 . Similarly, if $y_{i} \in T_{V}$, then set the entry corresponding to the column $f_{v}\left(y_{i}\right)$ to be 1 ; otherwise ( $y_{i}=\neg y_{i}^{\prime}$ for some $y_{i}^{\prime} \in T_{V}$ ), set the entry corresponding to the column $f_{v}\left(y_{i}^{\prime}\right)$ to be 0 . All the remaining entries of the row are set to $*$.

It is straightforward to observe that the number of rows $n$ of the constructed matrix $M$ is at most polynomial in the size of the label cover instance (due to our choice of $k$ ). Before arguing about the completeness and soundness of the above reduction, let us make a simple observation that immediately follows from the construction of $M$.

- Observation 10. For any label cover instance $\Psi$, let $M$ be the incomplete matrix constructed as mentioned above. Then each row of $M$ contains exactly $2 k+1$ non-* entries.

Proof. For any left vertex row or right vertex row, by the construction of the $k$-dictatorship gadget, it contains exactly $2 k+1$ non-* entries. For any edge row, by the construction of that row, it contains exactly $2 k+1$ non- $*$ entries.

Let us now state the completeness of the reduction, the proof of which is relatively direct from the construction and Lemma 9.

- Lemma 11 (Completeness). If there exists a labelling $\sigma$ of $\Psi$ such that $\operatorname{Val}(\Psi, \sigma)=1$, then OPT $(M) \leq 2 k+2$.

Proof. Let $\sigma$ be a labeling such that $\operatorname{Val}(\Psi, \sigma)=1$, i.e., for all the edges $e=(u, v) \in E$, $\pi_{e}(\sigma(v))=\sigma(u)$. For each $u \in U$, let $f_{u}$ be the dictatorship function of the label $\sigma(u)$, i.e., for every $x \in\{0,1\}^{\left|\mathcal{L}_{U}\right|}, f_{u}(x)$ is equal to the $\sigma(u)$-th bit of $x$. Similarly, for each $v \in V$, let $f_{v}$ be the dictatorship function of the label $\sigma(v)$. Then create a string $s \in\{0,1\}^{d}$ as follows: For each $u \in U$ and $x \in T_{U}$ (resp., each $v \in V$ and $x \in T_{V}$ ), set the corresponding entry of $s$ to be equal to $f_{u}(x)$ (resp., $f_{v}(x)$ ).

Let us now create a feasible completion $\bar{M}$ by setting each $*$-entry of any column $r$ of $M$ to be $s[r]$ (i.e., the $r$-th entry of the string $s$ ). Next, observe, for each left vertex row or right vertex row $M_{i}$, it immediately follows from Item 1 of Lemma 9 that $\mathcal{H}\left(\bar{M}_{i}, s\right) \leq k+1$ (since by Observation 10, there are only $2 k+1$ non-* entries in $M_{i}$ ). Also, for each edge row $M_{i}$, by the construction (Equation 9), it follows from Observation 10 that $\mathcal{H}\left(\bar{M}_{i}, s\right) \leq k+1$. Hence, for any two $i \neq j$, by the triangle inequality,

$$
\mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right) \leq \mathcal{H}\left(\bar{M}_{i}, s\right)+\mathcal{H}\left(s, \bar{M}_{j}\right) \leq 2 k+2
$$

Next, we consider the more intriguing case of soundness.

- Lemma 12 (Soundness). For any $\delta \in(0,1)$, there exists an $\varepsilon \in(0,1)$, such that if for every labelling $\sigma$ of $\Psi, \operatorname{Val}(\Psi, \sigma) \leq \delta$, then $\operatorname{OPT}(M)>(2-\varepsilon) \cdot 2 k$.

We devote the rest of this section to proving the soundness.

Proof of soundness. Let us fix a $\delta \in(0,1)$, and set $\varepsilon=(\min \{\delta, 1 / k\})^{2}$ (which is $\delta^{\Theta(1)}$ and this choice of the value of $\varepsilon$ is used in the proof of Claim 13). For each row $M_{i}$, let us denote the set of coordinates with non-* entries by $N_{i}$, i.e.,

$$
N_{i}:=\left\{r \in[d] \mid M_{i}[r] \neq *\right\} .
$$

We now show the soundness in two steps. First, we argue that if for every labelling $\sigma$ of $\Psi, \operatorname{Val}(\Psi, \sigma) \leq \delta$, then for every plausible completion (represented by a string $s \in\{0,1\}^{d}$ ) of any particular row, there exists a "large" subset of rows with every pair of rows having mutually disjoint sets of non-* coordinates. Formally,
$\triangleright$ Claim 13. If for every labelling $\sigma$ of $\Psi, \operatorname{Val}(\Psi, \sigma) \leq \delta$, then for every row $M_{p}$ of $M \in(\Sigma \cup\{*\})^{n \times d}$ (where $\Sigma=\{0,1\}$ ), and for every (feasible) completion $s \in\{0,1\}^{d}$ of that row, there exists a subset $C_{s} \subseteq[n]$ of rows of $M$ such that

- $\left|C_{s}\right| \geq 2 / \varepsilon+1$,
- For every $i \in C_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$,
- For every $i \in C_{s}, N_{p} \cap N_{i}=\emptyset$, and
- For every $i \neq j \in C_{s}, N_{i} \cap N_{j}=\emptyset$.

Proof. We prove the claim in two parts.
A "large" subset of non-* disjoint rows exists. For a $\delta \in(0,1)$, fix a suitably small constant $\lambda \in(0,1)$ that depends on $\delta$. First, we show that if for every labeling $\sigma$ of $\Psi$, $\operatorname{Val}(\Psi, \sigma) \leq \delta$, then for every row $M_{p}$ of $M$, and for every (feasible) completion $s \in\{0,1\}^{d}$ of that row, there exists a subset $K_{s} \subseteq[n]$ of rows of $M$ such that

- $\left|K_{s}\right| \geq(1-\lambda) n$, and
- For every $i \in K_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$.

The proof of this part resembles the argument used in [3]. We prove the contrapositive of the above statement. For that purpose, let us consider a row $M_{p}$, a feasible completion $s \in\{0,1\}^{d}$ of that row, and a subset $K_{s} \subseteq[n]$ of size at least $(1-\lambda) n$ such that

For every $i \in K_{s}$, there exists $r \in N_{i}, M_{i}[r]=s[r]$.
Let $U^{\prime}$ denote the set of all $u \in U$ such that for all the left vertex rows $i \in[n]$ corresponding to $u$, there exists $r \in N_{i}$, such that $M_{i}[r]=s[r]$. Similarly, define $V^{\prime} \subseteq V$. Also, let $E^{\prime}$ denote the set of all $e \in E$ such that for all the edge rows $i \in[n]$ corresponding to $e$, there exists $r \in N_{i}$, such that $M_{i}[r]=s[r]$. Recall that the label sets $\mathcal{L}_{U}$ and $\mathcal{L}_{V}$ are of size at most $L=(1 / \delta)^{O(1)} \leq \operatorname{poly}(k)$ (for our choice of $k$ ), and thus the number of left vertex rows (resp., right vertex rows) for each $u \in U$ (resp., $v \in V$ ) is at most some constant that depends only on $k$. Also, the left degree and the right degree of the instance graph ( $U, V, E$ ) are upper bounded by some $D=(1 / \delta)^{O(1)} \leq \operatorname{poly}(k)$ (for our choice of $k$ ), and thus the number of edge rows is also at most $r(k) \cdot|U|$, where $r(k)$ is some constant that depends only on $k$. Thus for small enough $\lambda$, there exists a constant $\lambda^{\prime}>0$ such that

$$
\left|U^{\prime}\right| \geq\left(1-\lambda^{\prime}\right)|U|, \quad\left|V^{\prime}\right| \geq\left(1-\lambda^{\prime}\right)|V|, \text { and }\left|E^{\prime}\right| \geq\left(1-\lambda^{\prime}\right)|E|
$$

Observe, by the construction, for each $u \in U^{\prime}$ (resp., $v \in V^{\prime}$ ), the substring of $s$ corresponding to be positions of $f_{u}$ (resp., $f_{v}$ ) (viewed as an assignment) satisfies the $k$-dictatorship gadget for $u$ (resp., $v$ ). For simplicity, we refer to these substrings of $s$ as the assignment $f_{u}$ (resp., $f_{v}$ ). Thus by Item 2 of Lemma $9, f_{u}$ (resp., $f_{v}$ ) depends on at most $2 k-1$ variables. For each $u \in U^{\prime}$ (resp., $v \in V^{\prime}$ ), let $S_{u} \subseteq \mathcal{L}_{U}$ (resp., $S_{v} \subseteq \mathcal{L}_{V}$ ) be the set of variables $f_{u}$ (resp., $f_{v}$ ) depend on.

Next, we focus on a subset of $E^{\prime}$, which contains edges with both endpoints in $U^{\prime}$ and $V^{\prime}$. Formally,

$$
E^{\prime \prime}:=\left\{e=(u, v) \in E^{\prime} \mid u \in U^{\prime}, v \in V^{\prime}\right\} .
$$

It is not hard to observe that $\left|E^{\prime \prime}\right| \geq\left(1-3 \lambda^{\prime}\right)|E|$. Furthermore, we claim that for each $e \in E^{\prime \prime}, S_{u} \cap \pi_{e}\left(S_{v}\right) \neq \emptyset$. To see this, for the sake of contradiction, assume $S_{u} \cap \pi_{e}\left(S_{v}\right)=\emptyset$. Consider $k$ inputs $x_{1}, \ldots, x_{k} \in\{0,1\}^{\left|\mathcal{L}_{U}\right|}$ on the $U$ side such that $f_{u}\left(x_{j}\right)=0$ and $r$-th bit of $x_{j}$ is 1 for all $r \in \mathcal{L}_{U} \backslash S_{u}$, and $k+1$ inputs $y_{1}, \ldots, y_{k+1} \in\{0,1\}^{\left|\mathcal{L}_{V}\right|}$ on the $V$ side such that $f_{v}\left(y_{j}\right)=0$ and $r$-th bit of $y_{j}$ is 1 for all $r \in \mathcal{L}_{V} \backslash S_{v}$. It is easy to verify that this set of inputs satisfies Equation 9. Thus, by the construction, all the bits of the corresponding row in $M$ are different from that of the string $s$, which is a contradiction.

Now, if we assign labels to each $u \in U^{\prime}$ and $v \in V^{\prime}$ by picking labels uniformly at random from $S_{u}$ and $S_{v}$ respectively, then each edge $e=(u, v) \in E^{\prime \prime}$ is satisfied with probability $\frac{1}{\left|S_{u}\right| \cdot\left|S_{v}\right|} \geq \frac{1}{(2 k-1)^{2}}$. This implies that there exists a labeling $\sigma$ of $\Psi$ such that $\operatorname{Val}(\Psi, \sigma) \geq\left(1-3 \lambda^{\prime}\right) /(2 k-1)^{2} \geq \delta$ (for our choice of $k$ and $\lambda$ ).

A "large" subset of non-* pairwise-disjoint rows exists. Next, let us consider any row $M_{p}$ of $M$ and any (feasible) completion $s \in\{0,1\}^{d}$ of that row. We have already argued that there exists a subset $K_{s} \subseteq[n]$ of rows of $M$ such that

- $\left|K_{s}\right| \geq(1-\lambda) n$, and
- For every $i \in K_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$.

We now claim that there exists a subset $C_{s} \subseteq K_{s}$ such that

1. $\left|C_{s}\right| \geq 2 / \varepsilon+1$,
2. For every $i \in C_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$,
3. For every $i \in C_{s}, N_{p} \cap N_{i}=\emptyset$, and
4. For every $i \neq j \in C_{s}, N_{i} \cap N_{j}=\emptyset$.

We construct a subset $C_{s} \subseteq K_{s}$ as follows: Consider the row $M_{p}$. If the row $M_{p}$ is a left/right vertex row for a vertex $u$, then discard all other left/right vertex rows added for that vertex $u$, and also all the edge rows corresponding to any of the incident edges of $u$. If the row $M_{p}$ is an edge row for an edge $e=(u, v)$, then discard all the other edge rows corresponding to that edge and all the edge rows corresponding to incident edges of $u$ and $v$, and also all the left/right vertex rows corresponding to $u$ and $v$. Then, pick a row arbitrarily from the remaining rows from $K_{s}$. Again, discard the rows as before and proceed unless we pick $2 / \varepsilon+1$ rows.

Note, $\left|K_{s}\right| \geq(1-\lambda) n$. Further, recall the number of left vertex rows (resp., right vertex rows) for each $u \in U$ (resp., $v \in V$ ) is at most some constant that depends only on $k$, and also the number of edge rows for each edge is at most some constant that depends only on $k$. Thus, in the above construction of $C_{s}$, at each step, we discard at most some constant (that depends only on $k$ ) many rows. Hence, the above construction process does not terminate before picking $2 / \varepsilon+1$ rows.

Item 1,3 and 4 are immediate from the construction. Since $C_{s} \subseteq K_{s}$, Item 2 also follows. This concludes the proof of the claim.

Next, we argue that if for every string $s \in\{0,1\}^{d}$, such a subset $C_{s}$ exists, then for every feasible completion $\bar{M}$ of $M, \operatorname{Obj}(\bar{M}) \geq(2-\varepsilon) \cdot 2 k$.
$\triangleright$ Claim 14. Let $n$ and $d$ denote the number of rows and columns of $M$, respectively. If for every row $M_{p}$, and any (feasible) completion $s \in\{0,1\}^{d}$ of that row, there exists a subset $C_{s} \subseteq[n]$ of rows of $M$ such that

- $\left|C_{s}\right| \geq 2 / \varepsilon+1$,
- For every $i \in C_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$,
- For every $i \in C_{s}, N_{p} \cap N_{i}=\emptyset$, and
- For every $i \neq j \in C_{s}, N_{i} \cap N_{j}=\emptyset$.
then $\operatorname{OPT}(M) \geq(2-\varepsilon) \cdot 2 k$.
Proof. Let us consider a feasible completion $\bar{M}$ of $M$, and then consider any arbitrary row, say the first row, of it. Let $s=\bar{M}_{1}$. Then, by the premise of the claim, there exists a subset $C_{s} \subseteq[n]$ such that

1. $\left|C_{s}\right|=c \geq 2 / \varepsilon+1$ (the value to be fixed),
2. For every $i \in C_{s}$ and every index $r \in N_{i}, M_{i}[r] \neq s[r]$,
3. For every $i \in C_{s}, N_{1} \cap N_{i}=\emptyset$, and
4. For every $i \neq j \in C_{s}, N_{i} \cap N_{j}=\emptyset$.

Recall, for any subset of indices $J=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\} \subseteq[d]$, we use $\bar{M}_{i}[J]$ to denote the sequence $\bar{M}_{i}\left[j_{1}\right] \bar{M}_{\underline{i}}\left[j_{2}\right] \cdots \bar{M}_{i}\left[j_{k}\right]$. For any $i \neq j \in C_{s}$, let $\alpha_{i j}=\mathcal{H}\left(\bar{M}_{i}\left[N_{i}\right], \bar{M}_{j}\left[N_{i}\right]\right)$ and $\alpha_{j i}=\mathcal{H}\left(\bar{M}_{i}\left[N_{j}\right], \bar{M}_{j}\left[N_{j}\right]\right)$. Thus for any $i \neq j \in C_{s}$, we have that

$$
\begin{equation*}
\mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right) \geq \mathcal{H}\left(\bar{M}_{i}\left[N_{i}\right], \bar{M}_{j}\left[N_{i}\right]\right)+\mathcal{H}\left(\bar{M}_{i}\left[N_{j}\right], \bar{M}_{j}\left[N_{j}\right]\right)=\alpha_{i j}+\alpha_{j i} . \tag{11}
\end{equation*}
$$

Further, consider any $i \neq j \in C_{s}$. Since $\bar{M}$ is a feasible completion of $M$, by Item 2, for every index $r \in N_{j}, \bar{M}_{j}[r] \neq \bar{M}_{1}[r]$. Now, since $\bar{M} \in\{0,1\}^{n \times d}$, for any index $r \in N_{j}$, $\bar{M}_{i}[r]=\bar{M}_{1}[r]$ if and only if $\bar{M}_{i}[r] \neq \bar{M}_{j}[r]$. Thus

$$
\begin{equation*}
\mathcal{H}\left(\bar{M}_{1}\left[N_{j}\right], \bar{M}_{i}\left[N_{j}\right]\right)=\left|N_{j}\right|-\alpha_{i j} \tag{12}
\end{equation*}
$$

Hence, for any $i \in C_{s}$, we get that

$$
\begin{align*}
\mathcal{H}\left(\bar{M}_{i}, \bar{M}_{1}\right) & \geq \sum_{j \in C_{s}} \mathcal{H}\left(\bar{M}_{i}\left[N_{j}\right], \bar{M}_{1}\left[N_{j}\right]\right) & & \\
& =\left|N_{i}\right|+\sum_{j \in C_{s}: j \neq i}\left(\left|N_{j}\right|-\alpha_{i j}\right) & & \text { (By Item 2 and Equation 12) } \\
& =(2 k+1) c-\sum_{j \in C_{s}: j \neq i} \alpha_{i j} & & \text { (By Observation 10). } \tag{13}
\end{align*}
$$

Now, if for some $i \in C_{s}, \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{1}\right) \geq 4 k$, then clearly $\operatorname{Obj}(\bar{M}) \geq 4 k$ and we are done with the proof. So let us assume that for all $i \in C_{s}, \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{1}\right) \leq 4 k$. Then by Equation 13, for every $i \in C_{s}$,

$$
\begin{equation*}
\sum_{j \in C_{s}: j \neq i} \alpha_{i j} \geq(2 k+1) c-4 k=2 k(c-2)+c \tag{14}
\end{equation*}
$$

Then it follows from Equation 11,

$$
\begin{aligned}
\sum_{i \in C_{s}} \sum_{j \in C_{s}: j \neq i} \mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right) & \geq \sum_{i \in C_{s}} \sum_{j \in C_{s}: j \neq i}\left(\alpha_{i j}+\alpha_{j i}\right) \\
& =2 \sum_{i \in C_{s}} \sum_{j \in C_{s}: j \neq i} \alpha_{i j} \\
& \geq 2 c(2 k(c-2)+c) \quad \text { (By Equation 14). }
\end{aligned}
$$

Then, by a simple averaging, there must exist $i \neq j \in C_{s}$ such that

$$
\mathcal{H}\left(\bar{M}_{i}, \bar{M}_{j}\right) \geq \frac{2 c(2 k(c-2)+c)}{c(c-1)}>(2-\varepsilon) \cdot 2 k
$$

where the last inequality follows since $c \geq 2 / \varepsilon+1$. So we have argued that for any feasible completion $\bar{M}$ of $M, \operatorname{Obj}(\bar{M})>(2-\varepsilon) \cdot 2 k$, and hence $\operatorname{OPT}(M)>(2-\varepsilon) \cdot 2 k$.

Finally, by combining Claim 13 and Claim 14, we get our desired soundness Lemma 12.

- Remark 15. We want to remark that our reduction also establishes $(2-\varepsilon)$-inapproximability for the restricted variant of the DMC problem, namely the Minimum Diameter Restricted Matrix Completion (DRMC) problem, for which we provide a 2-approximation algorithm in Theorem 5. To understand why this is the case, first, observe that we indeed get a solution to the DRMC problem in our completeness proof. For soundness, using a similar (though much simpler) argument that is used in the proof of Lemma 12, we can show that if $\operatorname{Val}(\Psi, \sigma) \leq \delta$, then for every string $s \in\{0,1\}^{d}$, we get at least two rows whose non-* entries do not match with the corresponding entries of $s$ and the set of non-* coordinates are disjoint. Consequently, by an argument similar to that in Claim 14, their distance must be at least $(2-\varepsilon) \cdot 2 k$.


## 5 Conclusion

In this paper, we focus on the task of completing an incomplete matrix while minimizing the diameter, which represents the maximum pairwise distance between any two rows. Currently, the only known approach is a 4 -factor approximation algorithm derived from a straightforward utilization of the triangle inequality combined with a simple 2-approximation algorithm for the radius minimization variant. Although the problem is known to be NP-hard, no inapproximability result has been established until now. Our main contribution is the development of a novel 3-approximation algorithm. Notably, this result surpasses the existing 4 -factor approximation, marking the first improvement in approximating this problem.

Additionally, we demonstrate that the problem is $(2-\varepsilon)$-inapproximable for any $\varepsilon>0$, even when considering a binary alphabet. This represents the first inapproximability result for this problem. One of the intriguing open problems is to bridge the gap between the 3 -factor approximation and the $(2-\varepsilon)$-inapproximability. Furthermore, it would be interesting to extend our approximation approach to a more general variant of $k$-clustering, with a focus on minimizing the diameter of each cluster.
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## A Approximation Algorithm for the DRMC Problem

Let us start by restating the theorem.
$\rightarrow$ Theorem 5. There is a polynomial-time algorithm that, given an incomplete matrix $M \in$ $(\Sigma \cup\{*\})^{n \times d}$, computes a 2-approximate solution for the MINIMUM DIAMETER RESTRICTED Matrix Completion (DRMC) problem over an arbitrary alphabet $\Sigma$.

We now prove the above theorem. We first formulate the problem using an integer linear program (ILP), and then relax the integer constraints to get a linear program (LP), and finally apply a simple (deterministic) rounding scheme on an optimal solution to that LP. It is worth mentioning that the argument used here is very similar to the folklore 2-approximation algorithm for the RADMC problem.

LP relaxation and rounding. Let us first give an ILP formulation. For each column $\ell \in[d]$ and symbol $\sigma \in \Sigma$, we consider a $\{0,1\}$-variable $x_{\ell, \sigma}$. The variable $x_{\ell, \sigma}$ denotes whether all the $*$ entries of $M$ in the $\ell$-th column are set to the symbol $\sigma$. More specifically, if $x_{\ell, \sigma}=1$, then all the $*$ entries of $M$ in the $\ell$-th column are set to $\sigma$.

Let us define $\delta_{i j}$ to be the Hamming distance between the non-*-entries of the $i$-th and $j$-th row of $M$. More formally, let

$$
K_{i j}:=\left\{\ell \in[d] \mid M_{i}[\ell] \neq * \text { and } M_{j}[\ell] \neq *\right\}
$$

Then $\delta_{i j}:=\mathcal{H}\left(M_{i}\left[K_{i j}\right], M_{j}\left[K_{i j}\right]\right)$. For each row $i \in[n]$, let $I_{i}$ denote the set of indices with non-* entries in $M$. Formally,

$$
I_{i}:=\left\{\ell \in[d] \mid M_{i}[\ell] \neq *\right\} .
$$

We use these notations to describe our ILP formulation.

$$
\begin{align*}
& \text { Minimize } z \\
& \text { s.t. } \sum_{\ell \in I_{i} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{i}[\ell]} x_{\ell, \sigma}\right)+\sum_{\ell \in I_{j} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{j}[\ell]} x_{\ell, \sigma}\right)+\delta_{i j} \leq z \quad \forall i, j \in[n]  \tag{15}\\
& \sum_{\sigma \in \Sigma} x_{\ell, \sigma}=1 \quad \forall \ell \in[d]  \tag{16}\\
& x_{\ell, \sigma} \in\{0,1\} \quad \forall \ell \in[d], \forall \sigma \in \Sigma \tag{17}
\end{align*}
$$

In the above ILP, the constraints 16 ensure that for each column, for all the $*$ entries, exactly one symbol is selected. It is easy to observe that the constraints 15 ask the Hamming distance between $i$-th and $j$-th row (for every pair of $i, j \in[n]$ ) of the output complete matrix to be at most $z$, which we minimize in the ILP. Hence, the above ILP provides an optimal solution to the DRMC problem on input $M$.

In order to convert it to LP, we relax the constraints 17 to

$$
x_{\ell, \sigma} \in[0,1], \quad \forall \ell \in[d], \forall \sigma \in \Sigma .
$$

Let us consider an optimal solution $\left(x_{\ell, \sigma}^{*}\right)_{\ell \in[d], \sigma \in \Sigma}$ to the above LP. Next, we use the following simple (deterministic) rounding: For each $\ell \in[d]$, if there exists a symbol $\sigma \in \Sigma$ such that $x_{\ell, \sigma}^{*} \geq 1 / 2$ (break ties arbitrarily), then set $\bar{x}_{\ell, \sigma}=1$, and set $\bar{x}_{\ell, \sigma^{\prime}}=0$ for all $\sigma^{\prime} \neq \sigma$. For an $\ell \in[d]$, if for all $\sigma \in \Sigma, x_{\ell, \sigma}^{*}<1 / 2$, then pick a symbol $\sigma \in \Sigma$ arbitrarily and set $\bar{x}_{\ell, \sigma}=1$, and set $\bar{x}_{\ell, \sigma^{\prime}}=0$ for all $\sigma^{\prime} \neq \sigma$.

It is straightforward to see that by the above rounding, the following holds:

$$
\text { For each } \ell \in[d], \quad \sum_{\sigma \in \Sigma} \bar{x}_{\ell, \sigma}=1
$$

Thus, it provides us with a feasible completion of $M$ for the DRMC problem.

Approximation guarantee. Now we argue that the solution $\left(\bar{x}_{\ell, \sigma}\right)_{\ell \in[d], \sigma \in \Sigma}$ obtained by the rounding provides a 2 -approximate solution to the DRMC problem for the incomplete input matrix $M$.

Let $z^{*}$ be the value of $z$ of any optimal solution to our LP formulation. Let $\bar{z}$ be the minimum integer such that

$$
\sum_{\ell \in I_{i} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{i}[\ell]} \bar{x}_{\ell, \sigma}\right)+\sum_{\ell \in I_{j} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{j}[\ell]} \bar{x}_{\ell, \sigma}\right)+\delta_{i j} \leq \bar{z} \quad \forall i, j \in[n] .
$$

We want to claim that $\bar{z} \leq 2 z^{*}$, and as a consequence, we get that the solution $\bar{x}_{\ell, \sigma}$ (for all $\ell \in[d], \sigma \in \Sigma)$ obtained by the rounding, provides a 2-approximate solution to the DRMC problem.

To show that $\bar{z} \leq 2 z^{*}$, we analyze each term separately in the constraints 15 . By our rounding procedure, for any $j \in[n], \ell \in[d], \sum_{\sigma \neq M_{j}[\ell]} \bar{x}_{\ell, \sigma}=1$ if and only if $x_{\ell, M_{j}[\ell]}^{*} \leq 1 / 2$ that means $\sum_{\sigma \neq M_{j}[\ell]} x_{\ell, \sigma}^{*} \geq 1 / 2$. Hence, $\sum_{\sigma \neq M_{j}[\ell]} \bar{x}_{\ell, \sigma} \leq 2 \cdot \sum_{\sigma \neq M_{j}[\ell]} x_{\ell, \sigma}^{*}$. Hence,

$$
\sum_{\ell \in I_{i} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{i}[\ell]} \bar{x}_{\ell, \sigma}\right)+\sum_{\ell \in I_{j} \backslash K_{i j}}\left(\sum_{\sigma \neq M_{j}[\ell]} \bar{x}_{\ell, \sigma}\right)+\delta_{i j} \leq 2 z \quad \forall i, j \in[n]
$$

which implies $\bar{z} \leq 2 z^{*}$. This concludes the proof of Theorem 5 .
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#### Abstract

We design the first dynamic distance oracles for interval graphs, which are intersection graphs of a set of intervals on the real line, and for proper interval graphs, which are intersection graphs of a set of intervals in which no interval is properly contained in another.

For proper interval graphs, we design a linear space data structure which supports distance queries (computing the distance between two query vertices) and vertex insertion or deletion in $O(\lg n)$ worst-case time, where $n$ is the number of vertices currently in $G$. Under incremental (insertion only) or decremental (deletion only) settings, we design linear space data structures that support distance queries in $O(\lg n)$ worst-case time and vertex insertion or deletion in $O(\lg n)$ amortized time, where $n$ is the maximum number of vertices in the graph. Under fully dynamic settings, we design a data structure that represents an interval graph $G$ in $O(n)$ words of space to support distance queries in $O(n \lg n / S(n))$ worst-case time and vertex insertion or deletion in $O(S(n)+\lg n)$ worst-case time, where $n$ is the number of vertices currently in $G$ and $S(n)$ is an arbitrary function that satisfies $S(n)=\Omega(1)$ and $S(n)=O(n)$. This implies an $O(n)$-word solution with $O(\sqrt{n \lg n})$-time support for both distance queries and updates. All four data structures can answer shortest path queries by reporting the vertices in the shortest path between two query vertices in $O(\lg n)$ worst-case time per vertex.

We also study the hardness of supporting distance queries under updates over an intersection graph of 3D axis-aligned line segments, which generalizes our problem to 3D. Finally, we solve the problem of computing the diameter of a dynamic connected interval graph.
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## 1 Introduction

The computation of the shortest path and the distance between a pair of vertices in a graph are fundamental problems in graph algorithms. The shortest path between two vertices $x$ and $y$ in an unweighted graph is the path with the fewest number of edges with $x$ and $y$ as endpoints, and the distance between $x$ and $y$ is the number of edges in this path.
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The study of these problems has many applications including contextual searching [27], social network analysis [28] and molecular topology indices [29].

To support online queries, shortest path oracles and distance oracles have been designed. They are constructed by preprocessing the given $n$-vertex graph $G$, such that, given a pair of vertices $x$ and $y$ of $G$, the shortest path query, which asks for the list of vertices on the shortest path between $x$ and $y$, or the distance query, which asks for the distance between $x$ and $y$, can be answered efficiently. A naive solution is to precompute information between all pairs of vertices, but the space cost is quadratic. As this space cost is believed to be necessary for fast distance queries, to improve space efficiency, much work has been done to design approximate distance oracles $[24,1]$. For example, given a pair of vertices $x$ and $y$ at distance $d$, the $O\left(n^{5 / 3}\right)$-word distance oracles of Pǎtraşcu and Roditty [24] can compute in constant time an approximate distance in $[d, 2 d+1]$.

These distance oracles often use $O\left(n^{1+\Omega(1)}\right)$ space, so for modern applications processing large graphs, they tend not to fit in main memory. Therefore, a trend in the design of distance oracles is to take advantage of the structural properties of various classes of graphs to design more space-efficient solutions. The classes of graphs considered include both sparse graphs such as planar graphs [21,20] and potentially dense graphs such as interval graphs [17, 18] and chordal graphs [25, 23]. Among them, interval graphs are intersection graphs of a set of intervals on the real line and have applications in operations research [5] and bioinformatics [30].

The recent result of He et al. [18] is a succinct representation of interval graphs that occupies $n \lg n+(5+\epsilon) n+o(n)$ bits of space (which is $n+o(n)$ words) for any constant positive $\epsilon$ and answers distance queries in constant time. It can also answer shortest path queries using time linear in the length of the path. In addition, they show how to represent a proper interval graph, which are interval graphs with no interval properly contained in another, in $2 n+o(n)$ bits to provide the same query support.

One reason why the above work on interval graphs is interesting is that, to achieve linear space, it is not possible to store the edges explicitly; unlike planar graphs, the number of edges in an interval graph can possibly be quadratic. Instead, researchers focus on designing data structures over the intervals represented by the graph. Thus, this provides answers to the question of whether one can get more efficient solutions to graph problems when graphs are provided implicitly. In other words, this is an instance in which graphs cannot be written down explicitly, and you want data structures that use linear or near linear space or algorithms that work in linear or near linear time, without explicitly constructing all edges. Other instances include the work of Alman et al. [3] on geometric graphs and that of Munro and Sinnamon [22] on distributive lattices.

Previous work on distance oracles for interval graphs focused on static graphs, while distance oracles for dynamic general graphs require $\Omega\left(n^{2}\right)$ update time [14, 26]. Previous results on dynamic interval graph data structures, worked under the update model of inserting and deleting individual edges, with update times $\Theta(n)$ [13]. Hence, in this paper, we design data structures that support distance and shortest path queries over dynamic interval and proper interval graphs, under the model of updating the graph by the insertion and deletion of an interval, along with all the corresponding edges. By working on these problems, we hope to provide some answers to the following question: "What graphs allow more efficient solutions to dynamic graph problems when the graphs are provided implicitly?"

Previous Work. To solve the all-pairs shortest paths problem over interval graphs, Chen et. al [11] built an $O(n)$-word structure that answers distance queries in $O(1)$ times. Further work by Acan et. al [2] in reducing the space yielded $n \lg n+(3+\varepsilon) n+o(n)$ (for constant
$\varepsilon>0)$ bits of space data structure for shortest paths, and further improvements of He et al. [18] gave a $n \lg n+(5+\varepsilon) n+o(n)$ bits of space data structure that also allows distance queries in $O(1)$ time. In the same work, Acan et al. [2] showed how to use $2 n+o(n)$ bits of space to support shortest path queries in proper interval graphs in $O(1)$ time per vertex on the path, and He et al.[18] showed how to support distance queries in the same $2 n+o(n)$ bits of space, in $O(1)$ time ${ }^{1}$.

In a slightly different model of distance labeling, the data structure is distributed among the vertices, and we compute the distance between two vertices from only their labels. The best known result is a $5 \lg n$-bit label of Gavoille and Paul [17] (so a total space of $5 n \lg n$ bits), which computes the distance in $O(1)$ time.

Interval graphs are a subset of circular arc graphs, which are intersection graphs of arcs on a circle. The results on interval graphs can be extended to circular arc graphs by unrolling the circular arc graph (twice) and reducing it to an interval graph instance on twice the number of vertices. Interval graphs are also a subset of chordal graphs, which are intersection graphs of subtrees in a tree. For chordal graphs, we have the approximate distance oracle of Singh et. al [25] which uses $O(n)$ words of space and computes in $O(1)$ time a distance between $[d, 2 d+8]$ where $d$ is the true distance. This was improved by Munro and $\mathrm{Wu}[23]$ to compute a distance between $[d, d+1]$ using $n+o(n)$ words. Munro and Wu also gave an exact oracle using $n^{2} / 4+o\left(n^{2}\right)$ bits of space with query time $O(n f(n))$ for any $f(n) \in \omega(1)$.

Another way of generalizing interval graphs is to define intersection graphs of line segments or boxes in two or higher dimensions. Chan and Skrepetosz [9] solved the all-pairs shortest path problem over several classes of geometric intersection graphs, including intersection graphs of axis-aligned line segments, arbitrary line segments or axis-aligned boxes. Researchers have also designed distance oracles for intersection graphs over unit disks [16, 10].

Our Results. We consider interval graphs given as a set of intervals with edges represented implicitly by the intersections between these intervals. An update is performed by adding a vertex represented by an interval, and this implies the insertions of all its incident edges implicitly, or by deleting vertices represented by an interval which implies the removal of all its incident edges. This is natural in our setting as our edges are implicit in this intersection model, and adding or deleting arbitrary edges may give us a graph outside of our graph class.

Under this model, we design a data structure in Section 3 that represents a proper interval graph $G$ in $O(n)$ words, where $n$ is the number of vertices currently in $G$, to answer distance queries and to support vertex insertion or deletion in $O(\lg n)$ worst-case time. The shortest path query can also be answered in $O(\lg n)$ worst-case time per vertex on the path.

For general interval graphs, we first consider the incremental case, in which we start from an empty graph and insert $n$ vertices one by one, and the decremental case, in which we start from an $n$-vertex graph and perform $n$ vertex deletions.

Queries can be made at any time during these update sequences. For these settings, we design in Section 4 an $O(n)$-word representation that supports distance queries in $O(\lg n)$ worst-case time, and vertex insertions (in the incremental case) or deletions (in the decremental case) in $O(\lg n)$ amortized time. The shortest path query can be answered in $O(\lg n)$ worst-case time per vertex on the path.

[^10]Under fully dynamic settings in which we can mix insertions and deletions, we further design in Section 5 a data structure that represents a general interval graph $G$ in $O(n)$ words of space to answer distance queries in $O(n \lg n / S(n))$ worst-case time and to support the insertion or deletion of a vertex into or from $G$ in $O(S(n)+\lg n)$ worst-case times, where $n$ is the number of vertices currently in $G$ and $S(n)$ is an arbitrary function that satisfies $S(n)=\Omega(1)$ and $S(n)=O(n)$. It also answers a shortest path query in $O(\lg n)$ worst-case time per vertex on the path. Thus, setting $S(n)=\sqrt{n \lg n}$ yields an $O(n)$-word solution with $O(\sqrt{n \lg n})$-time support for both distance queries and updates. These solutions are the first that support distance and shortest path queries over dynamic interval and proper interval graphs efficiently.

In addition, we also study in Section 6 the hardness of the problem of supporting distance queries under updates in an intersection graph of 3D axis-aligned line segments, which generalizes our problem to 3D. We reduce the online Boolean Matrix vector multiplication (OMv) problem [19] to it. Thus, for any constant $\varepsilon>0$, the distance query and update times over such a graph cannot be $O\left(n^{1 / 2-\varepsilon}\right)$ simultaneously, unless the OMv conjecture [19] is false. This implies conditional lower bounds for more general graphs such as intersection graphs of 3D axis-aligned boxes and intersection graphs of arbitrary line segments in 3D [9, 7, 12, 8]. Due to space constraints, some details are omitted.

## 2 Definitions and Preliminaries

### 2.1 Definitions

Let $G=(V, E)$ denote a graph with vertex set $V$ and edge set $E$, and we consider unweighted graphs only. We use $n=|V|$ and $m=|E|$ to refer to the number of vertices and edges, respectively. As is standard, we assume the word-RAM model with $\Theta(\lg n)$-size words.

An intersection graph is formed from a finite family of non-empty sets. We associate each vertex with a set, and two vertices are adjacent if and only if the corresponding sets intersect. Then, an interval graph is an intersection graph of a set of intervals on the real line, while a proper interval graph is an interval graph where we may associate each vertex with an interval so that no interval is completely covered by another.

The representing interval of a vertex $v$ of an interval graph is denoted by $I_{v}=\left[l_{v}, r_{v}\right]$. We use $\mathcal{I}$ to refer to the current interval set of the graph, and we say that $\mathcal{I}$ is an interval representation of $G$. $\mathcal{I}$ may change when the graph is dynamic. We define the following operators over an interval graph $G$ :

- insert $(v)$ : adds to $G$ a vertex $v$ given by the interval $I_{v}$.
- delete $(v)$ : deletes from $G$ a vertex $v$ given the interval $I_{v}$.
- dist $(u, v)$ : returns the distance between two vertices in $G$.


### 2.2 Static Data Structure for Distances in Interval Graphs

Here we will review some previous results for the static case [18, 2], which we will build upon. For each interval $v$, we define the parent relationship parent $(v)$ as the vertex $u$ such that

$$
\begin{equation*}
u=\arg \min \left\{l_{w} \mid r_{w} \geq l_{v}\right\} \tag{1}
\end{equation*}
$$

- Definition 1. Let $G$ be an interval graph, with a fixed interval representation. The distance tree $T(G)$ is defined under the parent relationship parent $(v)$. For every vertex $v$, we order the children of $v$ in order of the left end point of the vertices. That is, if $u, w$ are two children of $v$ with $l_{u}<l_{w}$, then $u$ is to the left of $w$.

If $G$ is disconnected, then we have a forest instead, with one tree per vertex $v$ where $\operatorname{parent}(v)=v$. Furthermore, in the context of a vertex $v$, the distance tree $T(G)$ of a disconnected graph $G$ refers to the tree in the forest that contains $v$.


Figure 1 An Interval Graph (middle) with Interval Representation (left), and distance tree constructed (right).

For a tree $T$ and a node $v$, the quantity $\operatorname{pos}_{T}^{X}(v)$ denotes the index of $v$ in the $X$ traversal of $T$, where $X$ could be level, pre, post indicating a breadth-first traversal, preorder traversal and postorder traversal, respectively. We will omit the subscript when the tree being referred to is clear. Then we have

- Lemma 2 (Lemma 7 of [18]). Let $G$ be a proper interval graph with distance tree $T(G)$ and vertices $u, v$. $\operatorname{pos}^{\text {level }}(u)<\operatorname{pos}^{\text {level }}(v)$ if and only if $l_{u}<l_{v}$. In the special case that $\operatorname{depth}(u)=\operatorname{depth}(v), \operatorname{pos}^{X}(u)<\operatorname{pos}^{X}(v)$ if and only if $l_{u}<l_{v}$ for $X=$ pre, post, level.

The main property of the distance tree is that it encodes distances between vertices.

- Lemma 3. Let $G$ be an interval graph with distance tree $T(G)$, and $u, v$ be two vertices in the same connected component of $G$ with $\operatorname{pos}^{\text {level }}(u)>\operatorname{pos}^{l e v e l}(v)$. Let the node to root path of $u$ be $u=u_{1}, \ldots, u_{k}=r$, and $i$ be the first index where $l_{u_{i}} \leq r_{v}$. Then a shortest path from $u$ to $v$ is $u=u_{1}, \ldots, u_{i}, v$, and depth $\left(u_{i}\right)$ is $\operatorname{depth}(v)-1$, $\operatorname{depth}(v)$ or $\operatorname{depth}(v)+1$.

In the proper interval graph case, we may state it more succinctly as

- Lemma 4. Let $G$ be a proper interval graph with distance tree $T(G)$ and $u, v$ be two vertices in the same connected component of $G$ with $\operatorname{pos}^{\text {level }}(u)>\operatorname{pos}^{\text {level }}(v)$. Then dist $(u, v)=$ $\operatorname{depth}(u)-\operatorname{depth}(v)+\mathbf{1}\left(\operatorname{pos}^{\text {post }}(u)>\operatorname{pos}^{\text {post }}(v)\right)$, where the last term evaluates to 1 if the expression inside the brackets is true and 0 otherwise.


## 3 Fully Dynamic Proper Interval Graphs

As proper interval graphs are a special class of interval graphs, we naturally modify the insert $(v)$ operation. If the interval $[l, r]$ inserted is incompatible with the proper interval graph - that is it either covers or is covered by another interval, we abort the operation.

Our dynamic solution modifies the distance tree of He et al. [18] so that it is more easily maintainable. The distance tree $T(G)$ (Definition 1) in general has an unbounded degree, which makes updates difficult. To alleviate this, we will apply the well-known isomorphism between ordinal trees and binary trees to ensure that the tree is binary. To preserve depths, sibling edges in the binary tree will have a weight 0 , while parent edges in the binary tree will have a weight 1.

More formally, let $T$ be an ordinal tree on $n$ nodes. Define the weighted binary tree $T_{B}$ also on $n$ nodes as follows: For each vertex $v$ in $T_{B}$, the left child of $v$ is its left sibling in $T$, the right child of $v$ is its rightmost child in $T$. Left child edges have a weight 0 , right child edges have a weight 1 . Using this convention, whenever we add a vertex as the left child of
another vertex, it is implicit that we also set the weight of that edge to 0 , similarly for right child edges. This transformation preserves post-order traversal. Furthermore, when we talk about node depth or path length in $T_{B}$, we refer to weighted node depth or weighted path length, respectively. Hence, any path length in $T(G)$ is invariant under this transformation.

Thus Lemma 4 still holds under this transformation. Furthermore, we will use pos ${ }^{\text {level }}(u)$ to refer to the level-order position of $u$ in $T(G)$ before the transformation as the levelorder position no longer has any meaning after the transformation. As concepts are more easily stated on $T(G)$, we will mainly use it for stating relationships between vertices, but straightforwardly translate the operations on $T_{B}(G)$ which we will maintain.

Under this transformation, we also immediately have the analogous notion of ancestors. For a vertex $v$, the node $u=\operatorname{anc}_{T}(v, d)$ is the ancestor of $v$ at depth $d$ in $T$. The node $u$ in $T_{B}$ is the closest ancestor of $v$ at depth $d$ (as the edges may have 0 weights, there are multiple ancestors at each depth). We will store the tree $T_{B}(G)$ as a top tree [4], which allows us to make dynamic changes along with useful path queries in $O(\lg n)$ time.

- Lemma 5 (Top Tree [4]). Let $T$ be a forest. A top tree data structure on $T$ occupies $O(n)$ words of space and supports the following operations in $O(\lg n)$ time: $\operatorname{link}(u, v)$, where $u$ and $v$ are in different trees, links these trees by adding the edge $(u, v)$ to $T$; cut $(e)$, removes the edge e from $T$; update_weight $(e, w)$, update the weight of the edge $e$ to $w$; weighted_distance $(u, v)$, returns the weight of the path between $u$ and $v$; anc $(u, v, d)$, returns the first node on the path from $u$ to $v$ at distance $d$ from $u$.

For a proper interval graph $G$, with intervals $\mathcal{I}$, we will maintain the following: 1)A top tree of $T_{B}(G)$. For each component, we store a variable indicating the root $r$ of that component. 2)A mapping between the vertices $v$ of $G$ and the interval $I_{v}=\left[l_{v}, r_{v}\right]$. 3) A mapping from the end points of intervals to the vertex itself. Note that no two intervals can share left end points nor right end points in a proper interval graph, but the left end point of one interval can be the right end point of another. 4) The left end points of all the intervals. 5) The right end points of all the intervals. For the last 4 items, we will use a red-black tree, so that searches can be done in $O(\lg n)$ time. For the last 2 items, this also allows us to support successor and predecessor queries, denoted by $\operatorname{pred}_{L} / \operatorname{succ}_{L}$, on the set of left endpoints and pred${ }_{R} / \operatorname{succ}_{R}$ on the set of right endpoints. The total space is $O(n)$ words.

Now we translate the distance calculation from $T(G)$ into our data structure essentially by translating the comparison between pos ${ }^{\text {level }}$ to a comparison between interval endpoints.

- Lemma 6. The data structures in this section can compute $\operatorname{dist}(u, v)$ in $O(\lg n)$ time given two vertices, $u, v$ of $G$.

Proof. In the case that $\operatorname{depth}(u)=\operatorname{depth}(v)$, we retrieve the endpoints. Assume without loss of generality that $l_{u}>l_{v}$. Since $\operatorname{pos}^{\text {post }}(u)>\operatorname{pos}^{p o s t}(v) \Leftrightarrow \operatorname{pos}^{l e v e l}(u)>\operatorname{pos}^{l e v e l}(v) \Leftrightarrow$ $l_{u}>l_{v}$, by lemma 4 we have that $\operatorname{dist}(u, v)=1$.

Now suppose that $\operatorname{depth}(u)>\operatorname{depth}(v)$. By the property of a breadth-first traversal, we also have $\operatorname{pos}^{\text {level }}(u)>\operatorname{pos}^{\text {level }}(v)$. Using the top tree, we find $w=\operatorname{anc}(u, \operatorname{depth}(v))$ in $O(\lg n)$ time. Then $\operatorname{pos}^{p o s t}(u)>\operatorname{pos}^{p o s t}(v) \Leftrightarrow \operatorname{pos}^{p o s t}(w)>\operatorname{pos}^{p o s t}(v) \Leftrightarrow l_{w}>l_{v}$, so a comparison between $l_{w}$ and $l_{v}$ is sufficient to apply lemma 4.

Now we consider the maintaining of the distance tree $T(G)$ (conceptually) and $T_{B}(G)$ (concretely) under updates. To do so, we first characterize the parent relationship in $T_{B}(G)$.

Lemma 7. Let $G$ be a proper interval graph with distance tree $T_{B}(G)$. Let $v$ be a vertex. If $v$ is not a root of one of the components, then $\operatorname{parent}_{T_{B}(G)}(v)$ is

$$
\begin{equation*}
\arg \min \left(\left\{l_{w} \mid l_{w} \geq l_{v}\right\} \cup\left\{r_{w} \mid r_{w} \geq l_{v}\right\}\right) \tag{2}
\end{equation*}
$$

If two vertices $u, w$ have endpoints such that $r_{u}=l_{w}$, break ties in the above quantity by treating $l_{w}<r_{u}$. Furthermore, let $v^{\prime}$ be the vertex such that $l_{v^{\prime}}=\operatorname{pred}_{L}\left(l_{v}\right)$. Then $v$ is the root of its component if and only if $v^{\prime}$ is not adjacent to $v$.

Proof. First suppose that $v^{\prime}$ is adjacent to $v$. Then, since $l_{v^{\prime}}<l_{v}$, we have $r_{v^{\prime}} \geq l_{v}$, and hence, $v^{\prime}$ is a candidate in the parent (in $T(G)$ ) relationship of $v$. Therefore, $v$ would have a parent in $T(G)$ and thus would not be the root. Conversely, let $p$ denote the parent of $v$ in $T(G)$. If $v^{\prime} \neq p$, we have $l_{p}<l_{v^{\prime}}<l_{v} \leq r_{p}<r_{v^{\prime}}$. The first and third inequality comes from $p$ being the parent of $v$, while the others come from the fact that $G$ is a proper interval graph. Thus $v^{\prime}$ is adjacent to $v$.

Now suppose that $v$ is not the root of its component. By the construction of $T_{B}(G), v$ 's parent in $T_{B}(G)$ is either its right sibling or, if it has no right sibling, its parent in $T(G)$. Let $u=\arg \min \left\{l_{w} \mid l_{w} \geq l_{v}\right\} \cup\left\{r_{w} \mid r_{w} \geq l_{v}\right\}$. Suppose that $u$ is obtained from the first set which consists of left end points. Then as there are no right end points between $l_{v}$ and $l_{u}$, they have the same parent in $T(G)$. Since $l_{u}=\operatorname{succ}_{L}\left(l_{v}\right), u$ must be the immediate right sibling of $v$. If $u$ is obtained from the second set which consists of right end points, then as $G$ is a proper interval graph, $u=\arg \min \left\{l_{w} \mid r_{w} \geq l_{v}\right\}$, so $u$ is the parent of $v$ in $T(G)$. We note that $v$ is the rightmost child of $u$ in $T(G)$. This can be seen as there are no vertices $v^{\prime}$ with $l_{v} \leq l_{v^{\prime}} \leq r_{u}$ which any right sibling of $v$ must have.

To support updates, we will first consider insertions. Let $w$ be the vertex with interval $I_{w}=[l, r]$ be our insertion candidate. We will accomplish this in two steps: first, check that $w$ contains or is contained by some interval in $G$. If so, we stop immediately. Then, determine the links of $T_{B}(G)$ that need to be updated. For step 1 , we only need to check the containment between the two immediate predecessor and successor of $w$.

- Lemma 8. Let $G$ be a proper interval graph with intervals $\mathcal{I}$. Let $w=[l, r]$ such that $l \neq l_{v}$ $i s^{2}$ not the left end point of any interval $I_{v} \in \mathcal{I}$. Let $v$ be the vertex such that $l_{v}=\operatorname{pred}_{L}(l)$ and $u$ be the vertex such that $l_{u}=\operatorname{succ}_{L}(l)$.

Then $w$ is contained in some interval $I_{v^{\prime}}$ if and only if $w$ is contained in $I_{v}$, and $w$ contains some interval $I_{u^{\prime}}$ if and only if $w$ contains $I_{u}$.

Proof. By assumption, $l_{v} \neq l_{w} \neq l_{u}$. As $v$ is the predecessor of $w, l_{v^{\prime}} \leq l_{v}$. If $w$ is contained in $I_{v^{\prime}}$, then $l_{v^{\prime}} \leq l_{v}<l_{w}<r_{w} \leq r_{v^{\prime}}<r_{v}$, so $w$ is also contained in $I_{v}$. Conversely, we choose $v^{\prime}=v$. Now suppose that $w$ contains some interval $I_{u^{\prime}}$. Then we have $l_{w}<l_{u} \leq l_{u^{\prime}} \leq r_{u}<r_{u^{\prime}}<r_{w}$, so $w$ contains $u$.

We will now assume that $G \cup\{w\}$ is a proper interval graph.

- Lemma 9. $O(1)$ links need to be updated to transform $T_{B}(G)$ to $T_{B}(G \cup\{w\})$.

Proof. By Lemma 7 for a vertex $v$, the parent in $T_{B}(G)$ is given by equation 2. By adding $l_{w}$ and $r_{w}$, we may need to add an edge between $w$ and parent $T_{T_{B}(G \cup\{w\})}(w)$, and we also add links whenever $w$ is the result of equation 2. Furthermore, as roots do not have parents, if $w$ becomes the new root of some component, the old root would need to relink as well.

[^11]Thus by the analysis above, at most 4 links need to be updated. We note that to compute the new parent of any node, equation 2 can be calculated using $\operatorname{succ}_{L}\left(l_{v}\right)$ and $\operatorname{succ}_{R}\left(l_{v}\right)$, then taking the minimum of the result.

To be complete, we will explicitly state the vertices that need to be relinked. If $w$ is the new root of some component, then the old root is $l_{r}=\operatorname{succ}_{L}\left(l_{w}\right)$ if $r$ is adjacent to $w$. Otherwise, $w$ is in a component by itself. In the case that $r$ is adjacent to $w, r$ will need to recalculate its parent link. If $w$ is not the new root of some component, then we calculate the parent of $w$. The two children of $w$ are the vertices whose left end points immediately precede $l_{w}$ and $r_{w}$. Let $u, v$ be the vertices such that $l_{u}=\operatorname{pred}_{L}\left(l_{w}\right)$ and $l_{v}=\operatorname{pred}_{L}\left(r_{w}\right)$. We may need to relink $u$ and $v$ as they may now be children of $w$.

- Lemma 10. The insert operation has time complexity $O(\lg n)$.

Proof of Lemma 10. insert first checks that $w$ is consistent with the other intervals in $O(\lg n)$ time. The transformation from $T_{B}(G)$ to $T_{B}(G \cup\{w\})$ requires the relinking of $O(1)$ links, which takes $O(\lg n)$ time. Adding $w$ to the maps between vertices and end points and adding the end points of $w$ to the trees require $O(\lg n)$ time. Thus in total, insert requires $O(\lg n)$ time.

The delete operation is in essence the reverse of insert. Details for it and the following query, used in Section 4, are omitted. Given two vertices $u, v$ (represented by intervals) not in $G$, compute $\operatorname{dist}(u, v)$ in $G \cup\{u, v\}$ without requiring $G \cup\{u, v\}$ to be a proper interval graph. The main idea is that if $l_{u}<r_{u}<l_{v}$, then dist $(u, v)$ depends only on $r_{u}$ and $l_{v}$. Thus we compute two vertices $u^{\prime}, v^{\prime}$ with $r_{u}=r_{u^{\prime}}, l_{v}=l_{v^{\prime}}$ so that $G \cup\left\{u^{\prime}, v^{\prime}\right\}$ is a proper interval graph, and the distance can be computed by replacing $u, v$ with $u^{\prime}, v^{\prime}$. Thus we have:

- Theorem 11. A proper interval graph $G$ can be represented in $O(n)$ words of space, where $n$ is the number of vertices currently in $G$, to support insert, delete, dist in $O(\lg n)$ time, and shortest_path in $O(\lg n)$ time per vertex on the path. Furthermore, dist supports arguments not in the graph $G$ : for intervals $x=\left[l_{x}, r_{x}\right], y=\left[l_{y}, r_{y}\right]$ not necessarily in $G$, $\operatorname{dist}_{G \cup\{x, y\}}(x, y)$ is supported in $O(\lg n)$ time.


## 4 Dynamic Interval Graphs in Incremental and Decremental Settings

In this section, we will study dynamic interval graphs in the incremental and decremental settings; Some details are omitted.

We do this by observing that any interval that is contained in some other interval can be removed without changing the length of the shortest paths. By maintaining the set of remaining intervals, which we will say are exposed, we reduce the problem to the fully dynamic proper case. In the incremental setting, once an interval becomes contained by another interval (that is, no longer exposed), it will remain so for the remaining operations; in the decremental setting, once an interval is no longer contained by another interval (that is, becomes exposed), it will remain so until it is deleted. Hence, the total number of updates to the proper interval graph data structure will be $O(n)$. The two main theorems for this section are:

- Theorem 12 (Incremental). There is a data structure that maintains an interval graph $G$ in $O(n)$ words of space, where $n$ is the total number of vertices to be inserted into $G$, and supports dist in $O(\lg n)$ worst-case time and insert in $O(\lg n)$ amortized time.
- Theorem 13 (Decremental). There is a data structure that starts with a given n-vertex interval graph $G$ and uses $O(n)$ words to support dist in $O(\lg n)$ worst-case time and delete in $O(\lg n)$ amortized time.

As we briefly explained, these will be solved (in an amortized fashion) by reducing to the problem on dynamic proper interval graphs. Formally, for an interval graph $G$ with intervals $\mathcal{I}$, we say that an interval $x \in \mathcal{I}$ is exposed if it is not contained by another interval of $\mathcal{I}$, and we let $\mathcal{I}^{\text {exposed }}(G)$ denote the set of all exposed interval of $G$. By the association between vertices and intervals, we will use the terms interval and vertex interchangeably. We note that by definition, the subgraph of $G$ consisting of exposed vertices forms a proper interval graph. Let $x, y \in \mathcal{I}^{\text {exposed }}(G)$ be two exposed vertices, and by symmetry suppose that $l_{x}<l_{y}$. As $x, y$ belong to a proper interval graph, we also have $r_{x}<r_{y}$. We will use $x<y$ to denote that $l_{x}<l_{y}$ for two exposed vertices, and $<$ defines a strict total order on the exposed vertices of the interval graph $G$ (i.e. < simply makes a comparison on the left endpoints of the given vertices, which must be unique). The following lemma allows us to reduce the distance query on interval graphs to the proper interval graph on the exposed vertices only.

- Lemma 14. Given an interval graph $G$ with fixed interval representation $\mathcal{I}$, its exposed intervals $\mathcal{I}^{\operatorname{exposed}}(G)$ form a proper interval graph $H$ with the following properties:
- Any interval $x$ is contained by an interval of $G$ iff $x$ is contained by an interval of $H$.
- For any two vertices $x, y \in G$, $\operatorname{dist}_{G}(x, y)=\operatorname{dist}_{H \cup\{x, y\}}(x, y)$.

Intuitively, we only need exposed intervals because, by definition of parent (equation 1), all parent intervals are exposed. Thus, Lemma 14 implies that, to support dist on interval graphs, it suffices to maintain an instance of fully dynamic proper interval graphs using Theorem 11, on the exposed vertices of $G$. Thus it remains to determine and maintain exposed vertices. To do so, in addition to using an instance of the fully dynamic proper interval graph structure, we will also store the exposed intervals in an auxiliary data structure:

- Lemma 15. There exists a data structure using $O(n)$ words where $n$ is the number of intervals current in the data structure, that can store the exposed intervals and support the following operations given an interval $x$ in $O(\lg n)$ time: 1) determine whether $x$ is contained by some interval currently in the data structure. 2) report all intervals that are contained by $x$ and delete all of them, in $O(k \lg n)$ time, where $k$ is the number of deleted intervals. 3) If $x$ does not contain and is not contained by any interval currently in the data structure, insert it. 4) If $x$ is in the data structure, return its predecessor or successor with respect to $<$, or report that it doesn't exist.

We can use a red-black tree to store the exposed intervals using the left end points as the keys and the right end points as the values. This is sufficient to support the operations in Lemma 15. We now sketch our support for dynamic interval graphs under only insertions.

Proof Sketch of Theorem 12. We maintain the fully dynamic proper interval graph structure of Theorem 11 on the graph $H$ whose vertices are the exposed intervals of $G$. We also maintain the binary search tree, $T_{H}$ in Lemma 15 on the same intervals. Upon the insertion of an interval, if it is contained in some other interval, then we do nothing. If the new interval is exposed, then any interval it contains will no longer be exposed and must be deleted. As the deletion of intervals from the proper interval graph structure uses $O(\lg n)$ time and any exposed interval can only be deleted once, the total time over $n$ insertions is $O(n \lg n)$.

### 4.1 Data Structure for Decremental Interval Graphs

In this subsection, we consider the decremental case, where the updates are the deletion of intervals. First, we investigate how the set of exposed intervals change after a deletion.

- Lemma 16. Let $G$ be a proper interval graph, and $G^{\prime}=G-x$ for some vertex $x \in G$. If $x$ is not exposed in $G$, then, $\mathcal{I}^{\text {exposed }}(G)=\mathcal{I}^{\text {exposed }}\left(G^{\prime}\right)$.

If $x$ is exposed in $G$, then $\mathcal{I}^{\text {exposed }}(G) \backslash\{x\} \subseteq \mathcal{I}^{\text {exposed }}\left(G^{\prime}\right)$, and, for all $y \in \mathcal{I}^{\text {exposed }}\left(G^{\prime}\right) \backslash$ $\mathcal{I}^{\text {exposed }}(G), y \subseteq x$. Furthermore, $\mathcal{I}^{\text {exposed }}\left(G^{\prime}\right)=\left(\mathcal{I}^{\text {exposed }}(G) \backslash\{x\}\right) \dot{\cup}\left\{y \in \mathcal{I}^{\text {exposed }}\left(G^{\prime}\right):\right.$ $\left.x^{-}<y<x^{+}\right\}$( $\dot{U}$ denotes a disjoint union), where $x^{-}$and $x^{+}$are respectively the predecessor and the successor of $x$ in $\mathcal{I}^{\text {exposed }}(G)$ (if either $x^{-}$or $x^{+}$does not exist, then that constraint is omitted). That is, the newly added elements of $\mathcal{I}^{\text {exposed }}\left(G^{\prime}\right)$ are between $x^{-}$and $x^{+}$.

In plain words, the lemma states that any new exposed intervals must fall between the predecessor and successor of the removed exposed interval.

We will now assume that the deleted vertex $x$ is exposed, as there is nothing to be done if not. We wish to find set $\left\{y \in \mathcal{I}^{\operatorname{exposed}}\left(G^{\prime}\right): x^{-}<y<x^{+}\right\}$. To do so, we will iteratively find these newly exposed intervals from the smallest to the largest.

- Lemma 17. Consider a set of intervals $S$, and let $x \in S$ be an exposed interval. Let $x^{\prime} \in S$ be the interval with minimum $l_{x^{\prime}}$ (ties broken by largest $r_{x^{\prime}}$ ) such that $r_{x^{\prime}}>r_{x}$. Then, $x^{\prime}$ is exposed, and there does not exist any exposed interval $z \in S$ such that $x<z<x^{\prime}$. If no such $x^{\prime}$ exists, then there is no exposed interval $w \in S$ such that $x<w$.

Next we give a data structure which applies the criteria given in Lemma 17.

- Lemma 18. There is an $O(n)$-word data structure that can maintain a set of intervals (initially a given set, and not necessarily exposed) and support the following operations

1. Delete an interval in $O(\lg n)$ time;
2. Given any two exposed intervals $x$ and $y$ where $x<y$, report all exposed intervals $z$ such that $x<z<y$ in $O((k+1) \lg n)$ time, where $k$ is the number of returned intervals. We also allow $x=-\infty$ and/or $y=\infty$, in which case the constraint involving them is omitted.

The structure is an augmented red-black tree storing all intervals, where the keys are the right endpoints of intervals (ties are broken by largest left end points of intervals), and to support the second operation, at each node, we store the minimum left endpoint of all the intervals in the subtree. Finally, we give a sketch of the data structure for supporting delete.

Proof sketch of Theorem 13. We build the data structures for the incremental case and also maintain $T_{G}$, the binary search tree in Lemma 18 on all the intervals of $G$. If the vertex $x$ to be deleted is not exposed, then nothing needs to be done. If it is, then we find its predecessor and successor in $\mathcal{I}^{\text {exposed }}(G)$ using $T_{H}$, delete it, and find all the newly exposed vertices using Lemma 17 and $T_{G}$, and add them into the proper interval graph. As every interval can become exposed at most once, it is added into the proper interval graph at most once (and deleted at most once). Hence, over $n$ deletes, the total run time is $O(n \lg n)$.

## 5 Fully Dynamic Interval Graphs

The main goal of this section is to prove the following result:

- Theorem 19. An interval graph $G$ can be represented in $O(n)$ words to support dist in $O(n \lg n / S(n))$ time, shortest_path in $O(\lg n)$ time per vertex on the path, and insert and delete in $O(S(n)+\lg n)$ time, where $n$ is the number of vertices currently in $G$ and $S(n)$ is an arbitrary function that satisfies $S(n)=\Omega(1)$ and $S(n)=O(n)$. Setting $S(n)=\sqrt{n \lg n}$ yields an $O(n)$-word solution with $O(\sqrt{n \lg n})$-time support for dist, insert and delete.

To prove this result, we first design a data structure to compute parent under updates. We decompose distance queries so that the structures can be more easily updated in Sections 5.1 and 5.2. Finally, we show how to update these in Section 5.3.

We define the jump of $i$ as moving from the current vertex $i$ to its parent( $i$ ) (as in Lemma 3) ${ }^{3}$. Then we can interpret Lemma 3 to a series of jumps from $u$ to $u_{i}$, then to $v$. First, we give a data structure computing jump. By definition of parent (equation 1), the parent of a vertex $i$ is the vertex $j=\arg \min _{r_{j} \geq l_{i}} l_{j}$. To compute this, we store all intervals in a red-black tree with their right endpoints as keys. At each node, we store both the minimal left endpoint among all intervals stored in the subtree rooted at that node and a pointer to the node containing that interval. We call this the global interval tree, and it uses $O(n)$ words. Given an interval $i$, to find $j$, we search for $l_{i}$ to obtain a path (i.e. the nodes encountered on the standard binary search algorithm) and a set of subtrees (i.e. the subtrees rooted at right children of any node on the path, given that path continues towards the left child) containing the intervals $v$ with $r_{v} \geq l_{i}$. For each we calculate the maximal left endpoint contained in the node (for those on the path) or the subtree and take the minimum. As the tree is balanced, this takes $O(\lg n)$ time. This tree can also be updated upon interval insertion or deletion in $O(\lg n)$ time. This simple structure is also a dynamic shortest path oracle for interval graphs.

### 5.1 Distance Computation

In this section, we will give an algorithm to compute the distance between two vertices $x$ and $y$ that is compatible with updates. The main idea is to break the interval graph into blocks of size $S(n)$. If we take the naive approach of calculating a shortest path, then the time complexity to compute the distance between two vertices $x$ and $y$ will depend on the distance itself. To combat this, we will decompose the path into subpaths each residing entirely within one of the blocks, and compute them quickly.

We sort the $n$ given intervals by left endpoints, fix $S(n)$ and then divide the vertices (consecutively) into $\Theta\left(\frac{n}{S(n)}\right)$ blocks, with each block containing $O(S(n))$ vertices (intervals). From left to right, we number blocks incrementally by $B_{1}, B_{2}, \ldots$. For vertex $i$ we say that the jump $i \rightarrow \operatorname{parent}(i)$ is an in-block jump if both $i$ and parent $(i)$ belong to the same block, and it is an out-of-block jump otherwise.


Figure 2 Depicting the parent relationship where the intervals are coloured to depict the decomposition into blocks of size 3 .

[^12]- Example 20. Consider figure 2. We see that any jump from the vertices represented by the red intervals are in-block jump, while jumps from all other vertices are out-of-block jumps. In particular, for any other vertex, since the jump is out-of-block, their parent in the distance tree of their block $T_{i}$ (to be constructed in Section 5.2) would be different than their parent over all. However, for the red vertices these two parent relationships would coincide.

For any shortest path $x=p_{1}, \ldots p_{k}, y$ where $p_{i+1}=\operatorname{parent}\left(p_{i}\right)$, we can decompose it into a sequence of in-block jumps followed by an out-of-block jump - and repeat. To compute the path length, we will compute the length of each of the in-block sequences and count the out-of-block jumps using

- compressed-in-block-jump( $x$, optional: $y$ ): Return the last vertex $t$ such that all jumps between $x, \ldots, t$ are all in-block jumps, together with the distance between $x$ and $t$. If $y$ is given, also returns the distance between $x$ and $y$ or report that there is no path between them in the block.
- jump $(x)$ : given a vertex $x$, return its (global) parent.

Thus given two vertices $x$ and $y$ (with $l_{y}<l_{x}$ so that the block of $x$ comes no earlier than the block of $y$ ) to the distance problem, we propose algorithm 1.

Algorithm 1 Compressed computation of the distance between vertices $x$ and $y$.

```
\(p\), dist \(\leftarrow x, 0\)
while \(p\) and \(y\) are not in the same block do
        \(q, d(p, q) \leftarrow\) compressed-in-block-jump \((p)\)
        if \(q\) is adjacent to \(y\) then
            return dist \(+d(p, q)+1\)
        \(p\), dist \(\leftarrow \operatorname{parent}(q)\), dist \(+d(p, q)+1\)
        if \(p=q\) (i.e. \(q=\operatorname{parent}(q)\) ) then
            return unreachable
        if \(p\) is adjacent to \(y\) then
        return dist +1
    \(q, d(p, q), d(p, y) \leftarrow\) compressed-in-block-jump \((p, y)\)
    if \(l_{y}<l_{q}\) then
        if parent \((q)\) is adjacent to \(y\) then
            return dist \(+d(p, q)+1\)
        else
            return unreachable
return dist \(+d(p, y)\)
```

To show that this algorithm is correct, first we note that the blocks we visit is (weakly) monotonic. That is, at each jump, the block number never increases. Hence after each cycle of compressed-in-block-jump and jump the block number always decreases. This can be seen as by definition, for any $x$, parent $(x)$ has a smaller left endpoint, and as our blocks are obtained by sorting the left endpoints, it cannot be in a larger numbered block.

Proof. (Correctness of Algorithm 1) Let $s_{1}>s_{2}>s_{3} \ldots$ be the sequence of block numbers in our jump sequence. Let $p_{i}$ be the first vertex in our path of block $s_{i}$ and $q_{i}=$ compressed-in-block-jump $\left(p_{i}\right)$ be the last vertex of block $s_{i}$. Let $t$ be the block number of $y$. We have two cases: If $s_{i}>t>s_{i+1}$ for some $i$, then either $q_{i}$ is adjacent to $y$ or $p_{i+1}$ is necessarily adjacent to $y$, the first we check on line 4 , the second on line 9 . The edge case here is if $s_{i}>t$ for all $i$, then at the end $q_{i}$ would have no parent (which we defined
as parent $\left.\left(q_{i}\right)=q_{i}\right)$ as it is the end of its component, at which point we return that it is unreachable (on line 7-8). If $t=s_{i}$ for some $i$, then once we hit $p_{i}$, the while loop ends and we compute the remaining distance within the block. If $q_{i}, y$ are in the same block with $l_{q_{i}} \leq l_{y}$, then the distance computation between $p_{i}$ and $y$ use only in-block jumps and thus is correct (line 17). Otherwise, if $l_{q_{i}}>l_{y}$, then we have the same situation as above. If it has a parent, then the parent must be adjacent to $y$ (line 13-14). If it does not, then $y$ cannot be reached (line 16).

Given this, the time complexity of the distance algorithm is upper bounded by the time complexity of compressed-in-block-jump and parent multiplied by $O\left(\frac{n}{S(n)}\right)$, as each operation is called at most $O\left(\frac{n}{S(n)}\right)$ (the number of blocks) times.

### 5.2 Data Structures for Analyzing Jumps in Block

Now, we will discuss how to implement the compressed-in-block-jump subroutine after some preprocessing of each block. For each block $B_{i}$, we construct the distance tree, $T_{i}$ (which may be a forest) of the interval graph $G_{i}$ induced by the intervals in $B_{i}$. We precompute the depth, $\operatorname{dep} \operatorname{th}\left(T_{i}, x\right)$, of each node $x$ in $T_{i}$ and also preprocess $T_{i}$ using the approach of Bender and Farach-Colton [6] to provide constant-time support for the level ancestor operator, $\operatorname{anc}\left(T_{i}, x, d\right)$, which, given a node $x$ in $T_{i}$, returns the ancestor of $x$ at depth $d$ of $T_{i}$. The preprocessing time is $O\left(\left|B_{i}\right|\right)$, and $T_{i}$ uses $O\left(\left|B_{i}\right|\right)$ words of space after preprocessing. By Lemma 3, depth and anc are sufficient to compute in constant time the distance, dist $\left(G_{i}, x, y\right)$, of two vertices $x$ and $y$ in $G_{i}$ or determine that there is no path between them (i.e. when the two vertices belong to different trees in the forest). We will also store all the intervals of $B_{i}$ using the left endpoint as keys in a red-black tree.

We propose the following compressed-in-block-jump algorithm (Algorithm 2).

```
Algorithm 2 compressed-in-block-jump( \(x\), optional: \(y\) ).
    if \(y\) exists then
    return \(\operatorname{dist}\left(G_{i}, x, y\right)\) and also perform the below steps
    Compute \(L_{\text {limit }}(i)\)
    Compute \(v_{\text {limit }}(i)\)
    if \(L_{\text {limit }}(i) \geq x\) then
        return \(x, 0\) as \(x\) jumps out of block already
    Apply Lemma 3 to obtain \(z\left(u_{i}\right.\) in Lemma 3\()\) the last node before \(v_{\text {limit }}(i)\) on the path
    between \(x\) and \(v_{\text {limit }}(i)\) - or unreachable if a path cannot be found (i.e. they are in
    different subtrees).
    if Line 7 is unreachable then
        return anc \(\left(T_{i}, x, 0\right), \operatorname{depth}(x)\)
    if \(l_{z} \leq L_{\text {limit }}\) then
        return \(z, \operatorname{depth}_{T_{i}}(x)-\operatorname{depth}_{T_{i}}(z)\)
    else
        return parent \(T_{T_{i}}(z), \operatorname{depth}_{T_{i}}(x)-\operatorname{depth}_{T_{i}}(z)+1\)
```

Define $L_{\text {limit }}(i)=\max \left\{r_{w} \mid l_{w}<\min \left\{l_{v} \mid v \in B_{i}\right\}\right\}$ and, if $L_{\text {limit }}(i)<\min \left\{l_{v} \mid v \in B_{i}\right\}$, we set it as $-\infty$ for convenience. This has the property that, for any $v \in B_{i}$ with $l_{v}<L_{\text {limit }}(i)$, jump $(v)$ is out-of-block as $w$ (the interval achieving the maximum value in the definition of $\left.L_{\text {limit }}(i)\right)$ is a candidate for $\operatorname{parent}(v)$ and is out-of-block. Conversely, jump $(v)$ for any
$v$ with $l_{v}>L_{\text {limit }}(i)$ is in-block since any out of block jump from $v$ would move $L_{\text {limit }}(i)$ to its right. Let $v_{l i m i t}(i)=\arg \max _{\left\{v \in B_{i} \mid l_{v}<L_{\text {limit }}(i)\right\}} l_{v}$ be the last out-of-block jump vertex, computed by searching for $L_{\text {limit }}(i)$ over the left endpoints of the intervals in the block.

We may compute $L_{\text {limit }}(i)$ by descending the global interval tree. First search for the value $\min \left\{l_{v} \mid v \in B_{i}\right\}$ to obtain a path and a set of subtrees as right children of nodes on the path - these are all the intervals with right endpoint greater than $\min \left\{l_{v} \mid v \in B_{i}\right\}$. For each subtree and node on the path (in reverse in-order: starting with the subtree/node containing the interval with the largest right endpoint), we check if the minimal left endpoint in the subtree (or the left endpoint of the interval for a node on the path) is less than $\min \left\{l_{v} \mid v \in B_{i}\right\}$. If not, then we move on to the next subtree or node on the path. If so we return this interval for a node, and for a subtree we traverse it: for any node, if the right children's minimal left endpoint is less than $\min \left\{l_{v} \mid v \in B_{i}\right\}$, we move to it. Otherwise, we check the current node's interval and return it if its left endpoint is less than $\min \left\{l_{v} \mid v \in B_{i}\right\}$. If not, we move to the left child. If at the end, none of the subtrees nor nodes have a left endpoint smaller than $\min \left\{l_{v} \mid v \in B_{i}\right\}$, we return $-\infty$.

To find the first vertex with an out-of-block jump we compute $L_{\text {limit }}(i)$ and $v_{\text {limit }}(i)$. Then we apply $\operatorname{dist}\left(v_{\text {limit }}(i), x\right)$ as in Lemma 3 . Since $v_{\text {limit }}(i)$ is the boundary between the in-block jumps and out-of-block jumps, The penultimate vertex on the path to $v_{\text {limit }}(i)$ (i.e. $u_{i}$ in Lemma 3) will also be on the boundary between being in-block and out-of-block (i.e. either it is the first out-of-block jump or it is the last in-block jump, and we check which by its relative order with $\left.v_{\text {limit }}(i)\right)$.

Correctness of compressed-in-block-jump. For computing the distance between $x$ and $y$ in the block, we call dist $\left(G_{i}, x, y\right)$ directly, which has been analyzed in Lemma 3 as a constant time operation with the constant-time support for depth and anc in $T_{i}$.

Furthermore, we want the number of jumps before we reach past $v_{l i m i t}(i)$. If $x$ and $v_{\text {limit }}(i)$ are in different trees in the forest $T_{i}$, then either $x$ jumps out of block already, or we cannot reach $v_{\text {limit }}(i)$ via in-block jumps starting from $x$ and the sequence of jumps ends at the root of the tree containing $x$. If they are in the same tree, we compute the path from $x$ to $v_{\text {limit }}(i)$ and find the penultimate node on the path $x_{d}$ (i.e. $u_{i}$ in Lemma 3). If $x_{d}$ jumps out of block, then $x_{d-1}$ cannot, since otherwise it would also be adjacent to $v_{\text {limit }}(i)$. Similarly, if $x_{d}$ does not jump out of block, then, as parent $\left(x_{d}\right) \leq v_{\text {limit }}(i)\left(v_{\text {limit }}(i)\right.$ is a candidate for the parent of $x_{d}$ ), parent $\left(x_{d}\right)$ must jump out of block.

The query time of compressed-in-block-jump is $O(\lg n)$ since, all steps taken, such as the computation of $L_{\text {limit }}(i)$ and parent, are $O(\lg n)$ time. As the time complexity of the distance algorithm is the time complexity of compressed-in-block-jump and parent multiplied by $O\left(\frac{n}{S(n)}\right)$, Algorithm 1 uses $O(n \lg n / S(n))$ time to answer a distance query.

### 5.3 Maintaining Data Structure under Update Operations

Update operations include vertex (interval) insertions and deletions. For any update, we have to maintain the following structures:

1. The global data structure of parent computation (i.e. the global interval tree).
2. The local parent structure of each block (i.e $T_{i}$ for each block $B_{i}$ ).
3. The block structure of the whole graph.

As discussed the global interval tree can be maintained in $O(\lg n)$ time for each update. This part is independent of the block structure. As the structure for each local block only uses the intervals of that block, for each update, we need only update the structures for the
block containing the inserted or deleted interval. Since the update will change the interval set of this block, we rebuild the local structures in $O(S(n))$ time. Thus overall each update has complexity $O(S(n)+\lg n)$.

Note that we assume the block size stays $O(S(n))$ for the previous analysis. However, the block size will change whenever an update occurs in it. In the worst case, all updates would occur in the same block, and thus we must be able to maintain our block sizes to be $\Theta(S(n))$. Moreover, the total number of intervals $n$ will also change, and thus $S(n)$ will also change. The efficiency may not be guaranteed if the total number of intervals no longer correlates with our block size. Therefore, we use two processes, Split and Rebuild, to maintain block sizes of $\Theta(S(n))$. In general, Split happens whenever a block's size is too large, which might degenerate the complexity of compressed-in-block-jump. A Rebuild will occur after a certain number of updates in order to control the number of blocks and ensure that the block size corresponds to the current $S(n)$ value.

Split: The key part of the analysis is that we assume the block size is $O(S(n))$ all the time. The Split process is for maintaining this property. After any insert, if the size of the block containing the new vertex is $2 S(n)$, we will split the block into two blocks, and each block has $S(n)$ intervals sorted by left endpoints. As we need to rebuild two blocks of size $S(n)$, the time needed is $O(S(n))$. Finally, we note that since every block begins with $S(n)$ vertices and has $S(n)$ vertices after a split, at least $S(n)$ inserts must occur in a block to split it.

Rebuild: This process denotes a complete rebuilding of the whole block structures, including block dividing and all local preprocessing of blocks. Since the cost of building the structure for each block is linear, the total cost is $O(n)$. The motivation of this operation comes from two causes. Firstly, when the number of blocks increases greatly, the compressed distance computing, which is dominated by the number of blocks, will degenerate. Secondly, denoting the number of intervals in the last Rebuild as $n^{\prime}$, if $n^{\prime}$ differs greatly from $n, S(n)$ may also be different enough from $S\left(n^{\prime}\right)$, so that our complexity will not be $O(n \lg n / S(n))$ per query or $O(S(n)+\lg n)$ per update (corresponding to the current $S(n)$ ). Therefore, we trigger a Rebuild after every $\frac{n^{\prime}}{2}$ updates. After all $\frac{n^{\prime}}{2}$ updates, the current number of intervals $n$ stays within $\left[\frac{n^{\prime}}{2}, \frac{3 n^{\prime}}{2}\right]$, and at most $\frac{n^{\prime}}{2 S\left(n^{\prime}\right)}$ blocks are created or destroyed. To see this, to destroy a block requires $S(n)$ deletions and to add a block also needs $S(n)$ insertions to trigger a Split. Thus the number of blocks remains $\Theta\left(\frac{n^{\prime}}{S\left(n^{\prime}\right)}\right)=\Theta\left(\frac{n}{S(n)}\right)$. Since $S(n)$ is a function that satisfies $S(n)=O(n)$, the complexity of all these $n^{\prime}$ updates and queries in between stays the same corresponding to the previous $S\left(n^{\prime}\right)$.

To deamortize, whenever we Rebuild, we create a new structure over the next $\frac{n}{4}=\Theta\left(n^{\prime}\right)$ updates containing the contents of the original structure (using the new $S(n)$ as our block size) and the $\frac{n}{4}$ updates. While we rebuild, we also perform the updates in the old structure and answer queries using the old structure. Thus for each of the next $\frac{n}{4}$ updates, we incur an extra $O\left(S\left(n^{\prime}\right)\right)$ time per update. Upon the completion of the rebuild, we switch to using the newly created structure. Lastly, we summarize every part and prove the main theorem here.

Proof of Theorem 19. For an interval graph $G$ that the number of vertices is currently $n$, in our algorithm, we only maintain a global structure to maintain parents and do local preprocessing for answering depth and anc in each block. The parent data structure takes $O(n)$ space. The preprocessing of each of the $\Theta\left(\frac{n}{S(n)}\right)$ blocks occupies $O(T)$ words ( $T$ denotes the number of intervals in this block). The aggregation gives $O(n)$ space in total. Since $S(n)=O(n)$, the interval graph is therefore represented in $O(n)$ words of space. Distance
queries takes $O(n \lg n / S(n))$ time. For any update, we showed in Section 5.3, that it takes $O(S(n)+\lg n)$ time. Moreover, the extra Split and Rebuild processes only guarantee the cost is not degenerated and does not affect the complexity per operation. Hence, we have our proof for the main theorem.

## 6 A Lower Bound for Axis-Aligned Line Segments in 3D

In this section, we show that the problem of supporting distance queries over dynamic intersection graphs of 3D axis-aligned line segments is conditionally hard by reducing from the online matrix-vector multiplication problem.

- Definition 21 (Online Boolean Matrix Vector Multiplication (OMv)). Let M be a $n \times n$ boolean matrix, and let $v_{1}, \ldots, v_{n}$ be a set of $n \times 1$ vectors. We must compute and output $M v_{i}$ for each $i$ before receiving the next vector.

The corresponding hardness conjecture is by Henzinger et al. [19]. For any constant $\varepsilon>0$, there is no $O\left(n^{3-\varepsilon}\right)$-time algorithm that solves OMv with error probability at most $1 / 3$.

- Theorem 22. If updates and distance queries over an intersection graph of 3D axis-aligned line segments can be respectively supported in $O(Q(n))$ and $O(T(n))$ time, then $O M v$ can be solved in $O\left(n^{2}(T(n)+Q(n))\right)$ time. Thus, for any constant $\varepsilon>0, T(n)$ and $Q(n)$ can not both be $O\left(n^{1-\varepsilon}\right)$, unless the $O M v$ conjecture is false. Here $n$ is the length of the vectors. If $\hat{n}$ is the number of vertices of the graph, then $T(\hat{n})$ and $Q(\hat{n})$ cannot both be $O\left(\hat{n}^{1 / 2-\varepsilon}\right)$.

Proof. For each $i \in[1, n]$, define a line segment $X_{i}$ between end points $(0, i, 0)$ and $(2 n, i, 0)$, and a segment $Y_{i}$ between $(i, 0,1)$ and $(i, 2 n, 1)$. For each entry $M_{i, j}=1$, we create a line segment $Z_{j, i}$ between $(j, i, 0)$ and $(j, i, 1)$. We will refer to the 3 types of line segments as type $X$, type $Y$ and type $Z$ segments. Furthermore, we add the line segment $X_{n+1}$ whose end points are $(0, n+1,0)$ and $(2 n, n+1,0)$ to represent the incoming vector. When given a vector $v_{i}$, we add the following type $Z$ segments. For each entry $v_{i}(j)=1$, we add a type $Z$ segment $Z_{j, n+1}$ with end points $(j, n+1,0)$ and $(j, n+1,1)$. By construction, both type $X$ and type $Y$ segments are only adjacent to type $Z$ segments, and each type $Z$ segment $Z_{i, j}$ is only adjacent to two other segments $X_{j}$ and $Y_{i}$.

We now claim that $M v_{i}(j)=1$ if and only if $\operatorname{dist}\left(X_{j}, X_{n+1}\right)=4$. First suppose that $\operatorname{dist}\left(X_{j}, X_{n+1}\right)=4$. Then by construction, there exists an index $w$ such that the path is $X_{j}, Z_{w, j}, Y_{w}, Z_{w, n+1}, X_{n+1}$. This implies that $M(j, w)=1$ and $v_{i}(w)=1$, and thus $M v_{i}(j)=1$. Conversely, suppose that $M v_{i}(j)=1$. Then there exists an index $w$ such that $M(j, w)=v_{i}(w)=1$. Thus $X_{j}, Z_{w, j}, Y_{w}, Z_{w, n+1}, X_{n+1}$ is a path of length 4 , so $\operatorname{dist}\left(X_{j}, X_{n+1}\right) \leq 4$. To see that it cannot be strictly less than 4 , we note that, since each type $Z$ segment is adjacent to a single type $X$ segment and a single type $Y$ segment, we may view it as a subdivision of an edge between its two incident segments. Since segments of types $X($ and $Y)$ are never adjacent to segments of the same type, if we contract vertices representing type $Z$ segments, we are left with a bipartite graph. If dist ${ }_{G}\left(X_{j}, X_{n+1}\right)<4$, it must be 2 (by the subdivision of edges), but it cannot be 2 as that implies two type $X$ segments are adjacent.

Thus, the computation of a single $M v_{i}$ operation is reduced to $O(n)$ insertions and deletions of segments of type $Z$, and $n$ distance queries. Over all $n$ operations, this incurs $O\left(n^{2}\right)$ updates and $O\left(n^{2}\right)$ queries. Therefore, $O\left(n^{2} T(n)+n^{2} Q(n)\right)$ cannot be $O\left(n^{3-\varepsilon}\right)$ for any constant $\varepsilon>0$ unless the OMv conjecture is false. Finally, we note that by construction, the number of vertices in the graph is at most $\hat{n}=O\left(n^{2}\right)$ and the theorem follows.
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#### Abstract

Treewidth is a useful tool in designing graph algorithms. Although many NP-hard graph problems can be solved in linear time when the input graphs have small treewidth, there are problems which remain hard on graphs of bounded treewidth. In this paper, we consider three vertex selection problems that are W[1]-hard when parameterized by the treewidth of the input graph, namely the capacitated vertex cover problem, the target set selection problem and the vector dominating set problem. We provide two new methods to obtain FPT approximation algorithms for these problems. For the capacitated vertex cover problem and the vector dominating set problem, we obtain $(1+o(1))$-approximation FPT algorithms. For the target set selection problem, we give an FPT algorithm providing a tradeoff between its running time and the approximation ratio.
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## 1 Introduction

We consider problems whose goals are to select a minimum sized vertex set in the input graph that can "cover" all the target objects. In the capacitated vertex cover problem (CVC), we are given a graph $G$ with a capacity function $c: V(G) \rightarrow \mathbb{N}$, the goal is to find a set $S \subseteq V(G)$ of minimum size such that every edge of $G$ is covered ${ }^{1}$ by some vertex in $S$ and each vertex $v \in S$ covers at most $c(v)$ edges. This problem has application in planning experiments on redesign of known drugs involving glycoproteins [24]. In the target set selection problem (TSS), we are given a graph $G$ with a threshold function $t: V(G) \rightarrow \mathbb{N}$. The goal is to select a minimum sized set $S \subseteq V(G)$ of vertices that can activate all the vertices of $G$. The activation process is defined as follows. Initially, all vertices in the selected set $S$ are activated. In each round, a vertex $v$ gets active if there are $t(v)$ activated vertices in its neighbors. The study of TSS has application in maximizing influence in social network [26]. Vector dominating set (VDS) can be regarded as a "one-round-spread" version of TSS, where the input consists of a graph $G$ and a threshold function $t: V(G) \rightarrow \mathbb{N}$, and the goal is to find a set $S \subseteq V(G)$ such that for all vertices $v \in V$, there are at least $t(v)$ neighbors of $v$ in $S$.

Since CVC generalizes the vertex cover problem, while TSS and VDS are no easier than the dominating set problem ${ }^{2}$, they are both NP-hard and thus have no polynomial time algorithm unless $P=N P$. Polynomial time approximation algorithms for capacitated vertex
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cover problem have been studied extensively $[24,12,22,34,11,36,35]$. The problem has a 2-approximation polynomial time algorithm [22]. Assuming the Unique Game Conjecture, there is no polynomial time algorithm for the vertex cover problem with approximation ratio better than 2 [27]. As for the TSS problem, it is known that the minimization version of TSS cannot be approximated to $2^{\log ^{1-\epsilon} n}$ assuming $P \neq N P$, or $n^{0.5-\epsilon}$ assuming the conjecture on planted dense subgraph [10, 9]. Cicalese et al. proved that VDS cannot be approximated within a factor of $c \ln n$ for some $c$ unless $P=N P$ [13].

Another way of dealing with hard computational problems is to use parameterized algorithms. For any input instance $x$ with parameter $k$, an algorithm with running time upper bounded by $f(k) \cdot|x|^{O(1)}$ for some computable function $f$ is called FPT. A natural parameter for a computational problem is the solution size. The first FPT algorithm with running time $1.2^{k^{2}}+n^{2}$ for capacitated vertex cover problem parameterized by solution size was provided in [25]. In [17], the authors gave an improved FPT algorithm that runs in $k^{3 k} \cdot|G|^{O(1)}$. However, using the solution size as parameter might be too strict for CVC. Note that CVC instances with sublinear capacity functions cannot have small sized solutions. On the other hand, TSS parameterized by its solution size is $\mathrm{W}[\mathrm{P}]$-hard ${ }^{3}$ according to [1]. VDS is W[2]-hard since it generalizes the dominating set problem.

In this paper, we consider these problems parameterized by the treewidth [33] of the input graph. In fact, since the treewidth of a graph having $k$-sized vertex cover is also upper-bounded by $k$ [17], CVC parameterized by treewidth can be regarded as a natural generalization of CVC parameterized by solution size. And it is already proved in [17] that CVC parameterized only by the treewidth of its input graph has no FPT algorithm assuming $W[1] \neq F P T$. As for the TSS problem, it can be solved in $n^{O(w)}$ time for graphs with $n$ vertices and treewidth bounded by $w$ and has no $n^{o(\sqrt{w})}$-time algorithm unless ETH fails [3]. VDS is also $W[1]$-hard when parameterized by treewidth [4], however, it admits an FPT algorithm with respect to the combined parameter $(w+k)$ [32].

Recently, the approach of combining parameterized algorithms and approximation algorithms has received increased attention [19]. It is natural to ask whether there exist FPT algorithms for these problems with approximation ratios better than that of the polynomial time algorithms. Lampis [29] proposed a general framework for approximation algorithms on tree decomposition. Using his framework, one can obtain algorithms for CVC and VDS which outputs a solution of size at most $\operatorname{opt}(I)$ on input instance $I$ but may slightly violate the capacity or the threshold requirement within a factor of $(1 \pm \epsilon)$. However, the framework of Lampis can not be directly used to find an approximation solution for these problems satisfying all the capacity or threshold requirement. The situation becomes worse in the TSS problem, as the error might propagate during the activation process. We overcome these difficulties and give positive answer to the aforementioned question. For the CVC and VDS problems, we obtain $(1+o(1))$-approximation FPT algorithms respectively.

- Theorem 1. There exists an algorithm ${ }^{4}$, which takes a CVC instance $I=(G, c)$ and a tree decomposition $(T, \mathcal{X})$ with width $w$ for $G$ as input and outputs an integer $\hat{k}_{\min } \in$ $\left[\operatorname{opt}(I),\left(1+O\left(1 /\left(w^{2} \log n\right)\right)\right) \operatorname{opt}(I)\right]$ in $(w \log n)^{O(w)} n^{O(1)}$ time.
- Theorem 2. There exists an algorithm running in time $2^{O\left(w^{5} \log w \log \log n\right)} n^{O(1)}$ which takes as input an instance $I=(G, t)$ of VDS and a tree decomposition of $G$ with width $w$, finds a solution of size at most $\left(1+1 /(w \log \log n)^{\Omega(1)}\right) \cdot \operatorname{opt}(I)$.

[^14]Notice that the running time stated in above theorems are FPT running time, because $(\log n)^{f(w)} \leq f(w)^{O(f(w))}+n^{O(1)}$.

For the TSS problem, we give an approximation algorithm with a tradeoff between the approximation ratio and its running time.

- Theorem 3. For all $C \in \mathbb{N}$, there is an algorithm which takes as input an instance $I=(G, t)$ of TSS and a tree decomposition of $G$ with width $w$, finds a solution of size $(1+(w+1) /(C+1)) \cdot \operatorname{opt}(I)$ in time $n^{C+O(1)}$.

Open problems and future work. Note that our FPT approximation algorithm for TSS has ratio equal to the treewidth of the input graph. An immediate question is whether this problem has parameterized $(1+o(1))$-approximation algorithm. We remark that the reduction from $k$-Clique to TSS in [3] does not preserve the gap. Thus it does not rule out constant FPT approximation algorithm for TSS on bounded treewidth graphs even under hypotheses such as parameterized inapproximablity hypothesis (PIH) [30] or GAP-ETH [16, 31].

In the regime of exact algorithms, we have the famous Courcelle's Theorem which states that all problems defined in monadic second order logic have linear time algorithm on graphs of bounded treewidth [2,14]. It is interesting to ask if one can obtain a similar algorithmic meta-theorem [23] for approximation algorithms.

### 1.1 Overview of our techiniques

Capacitated Vertex Cover. Our starting point is the exact algorithm for CVC on graphs with treewidth $w$ in $n^{\Theta(w)}$ time. The exact algorithm has running time $n^{\Theta(w)}$ because it has to maintain a set of $(w+1)$-dimension vectors $d: X_{\alpha} \rightarrow[n]$ for every node $\alpha$ in the tree decomposition. One can get more insight by checking out the exact algorithm for CVC in Section 3. To reduce the size of such a table, Lampis' approach [29] is to pick a parameter $\epsilon \in(0,1)$ and round every integer to the closest integer power of $(1+\epsilon)$. In other words, an integer $n$ is represented by $(1+\epsilon)^{x}$ with $(1+\epsilon)^{x} \leq n<(1+\epsilon)^{x+1}$. Thus it suffices to keep $(\log n)^{O(w)}$ records for every bag in the tree decomposition. The price of this approach is that we can only have approximate values for records in the table. Note that the errors of approximate values might accumulate after addition (See Lemma 9). Nevertheless, we can choose a tree decomposition with height $O\left(w^{2} \log n\right)$ and set $\epsilon=1 / \operatorname{poly}(w \log n)$ so that if the dynamic programming procedure only involves adding and passing values of these vectors, then we can have $(1+o(1))$-approximation values for all the records in the table.

Unfortunately, in the forgetting node for a vertex $v$, we need to compare the value of $d(v)$ and the capacity value $c(v)$. This task seems impossible if we do not have the exact value of $d(v)$. Our idea is to modify the "slightly-violating-capacity" solution, based on two crucial observations. The first is that, in a solution, for any vertex $v \in V$, the number of edges incident to $v$ which are not covered by $v$ presents a lower bound for the solution size. The second observation is that one can test if a "slightly-violating-capacity" solution can be turned into a good one in polynomial time. These observations are formally presented in Lemma 10 and 11.

Target Set Selection and Vector Dominating Set. We observe that both of the TSS and VDS problems are monotone and splittable, where the monotone property states that any super set of a solution is still a solution and the splittable property means that for any separator $X$ of the input graph $G$, the union of $X$ and solutions for components after removing $X$ is also a solution for the graph $G$. We give a general approximation for vertex
subset problems that are monotone and splittable. The key of our approximation algorithm is an observation that any bag in a tree decomposition is a separator in $G$. As the problem is splittable, we can design a procedure to find a bag, and remove it, which leads to a separation of $G$ and we then deal with the component "rooted" by this bag. We can use this procedure repeatedly until the whole graph is done.

### 1.2 Organization of the Paper

In Section 2 the basic notations are given, and we formally define the problem we study. In Section 3 we present the exact algorithm for CVC. In Section 4 we present the approximate algorithm for CVC. In Section 5, we give the approximation algorithms for TSS and VDS.

## 2 Preliminaries

### 2.1 Basic Notations

We denote an undirected simple graph by $G=(V, E)$, where $V=[n]$ for some $n \in \mathbb{N}$ and $E \subseteq\binom{V}{2}$. Let $V(G)=V$ and $E(G)=E$ be its vertex set and edge set. For any vertex subset $S \subseteq V$, let the induced subgraph of $S$ be $G[S]$. The edges of $G[S]$ are $E[S]=E(G) \cap\binom{S}{2}$. For any $S_{1}, S_{2} \subseteq V$, we use $E\left[S_{1}, S_{2}\right]$ to denote the edge set between $S_{1}$ and $S_{2}$, i.e. $E\left[S_{1}, S_{2}\right]=\left\{e=(u, v) \in E \mid u \in S_{1}, v \in S_{2}\right\}$. For every $v \in V(G)$, we use $N(v)$ to denote the neighbors of $v$, and $d(v):=|N(v)|$.

For an orientation $O$ of a graph $G$, which can be regarded as a directed graph whose underlying undirected graph is $G$, we use $D_{O}^{+}(v)$ to denote the outdegree of $v$ and $D_{O}^{-}(v)$ its indegree. In a directed graph or an orientation, an edge $(u, v)$ is said to start at $u$ and sink at $v$. Reversing an edge is an operation, in which an edge $(u, v)$ is replaced by $(v, u)$.

In a graph $G=(V, E)$, a separator is a vertex set $X$ such that $G[V \backslash X]$ is not a connected graph. In this case we say $X$ separates $V$ into disconnected parts $C_{1}, C_{2}, \ldots \subseteq V \backslash X$, where $C_{i}$ and $C_{j}$ are disconnected for all $i \neq j$ in $G[V \backslash X]$.

Let $f: A \rightarrow B$ be a mapping. For a subset $A^{\prime} \subseteq A$, let $f\left[A^{\prime}\right]$ denote the mapping with domain $A^{\prime}$ and $f\left[A^{\prime}\right](a)=f(a)$, for all $a \in A^{\prime}$. Let $f \backslash a$ be $f[A \backslash\{a\}]$. For all $b \in B$, let $f^{-1}(b)$ be the set $\left\{a \in A^{\prime} \mid f(a)=b\right\}$.

Let $\gamma \geq 0$ be a small value, we use $\mathbb{N}_{\gamma}$ to denote $\{0\} \cup\left\{(1+\gamma)^{x} \mid x \in \mathbb{N}\right\}$. For $a, b \in \mathbb{R}$, we use $a \sim_{\gamma} b$ to denote that $b /(1+\gamma) \leq a \leq(1+\gamma) b$. It's easy to see this is a symmetric relation. Further, we use $[a]_{\gamma}$ to denote $\max _{x \in \mathbb{N}_{\gamma}, x \leq a} x$. Notice that $[a]_{\gamma} \sim_{\gamma} a$.

### 2.2 Problems

Capacitated Vertex Cover. An instance of CVC consists of a graph $G=(V, E)$ and a capacity function $c: V \rightarrow \mathbb{N}$ on the vertices. A solution is a pair ( $S, M$ ) where $S \subseteq V$ and $M: E \rightarrow S$ is a mapping. If for all $v \in S,\left|M^{-1}(v)\right| \leq c(v)$ and for all $e \in E, M(e) \in e$, then we say that $S$ is feasible. The size of a feasible solution is $|S|$. The goal of CVC is to find a feasible solution of minimum size. An equivalent description of this problem is the following. Let $O$ be an orientation of all the edges in $E . O$ is a feasible solution if and only if for all $v \in V, D_{O}^{-}(v) \leq c(v)$. The size of $O$ is defined as $\left|\left\{v \in V \mid d^{-}(v)>0\right\}\right|$. Here we actually use a directed edge $(u, v)$ to represent that $\{u, v\}$ is covered by $v$. We mainly use this definition as it's more convenient for organizing our proof and analysis.

Target Set Selection. Given a graph $G=(V, E)$, a threshold function $t: V \rightarrow \mathbb{N}$, and a set $S \subseteq V$, the set $S^{\prime} \subseteq V$ which contains the vertices activated by $S$ is the smallest set that:

- $S \subseteq S^{\prime}$;
- For a vertex $v$, if $\left|N(V) \cap S^{\prime}\right| \geq t(v)$, then $v \in S^{\prime}$.

One can find the vertices activated by $S$ in polynomial time. Just start from $S^{\prime}:=S$, as long as there exists a vertex $v$ such that $\left|N(v) \cap S^{\prime}\right| \geq t(v)$, add $v$ to $S^{\prime}$, until no such vertex exists. A vertex set that can activate all vertices in $V$ is called a target set. The goal of TSS is to find a target set of minimum size.

Vector Dominating Set. Given a graph $G=(V, E)$, a threshold function $t: V \rightarrow \mathbb{N}$, the goal of Vector Dominating Set problem is to find a minimum vertex subset $S \subseteq V$ such that every vertex $v \in V \backslash S$ satisfies $|N(v) \cap S| \geq t(v)$.

### 2.3 Tree Decomposition

In this paper, we consider problems parameterized by the treewidth of the input graphs. A tree decomposition of a graph $G$ is a pair $(T, \mathcal{X})$ such that

- $T$ is a rooted tree and $\mathcal{X}=\left\{X_{\alpha}: \alpha \in V(T), X_{\alpha} \subseteq V(G)\right\}$ is a collection of subsets of $V(G)$;
- $\bigcup_{\alpha \in V(T)} X_{\alpha}=V(G)$;
- For every edge $e$ of $G$, there exists an $\alpha \in V(T)$ such that $e \subseteq X_{\alpha}$;
- For every vertex $v$ of $G$, the set $\left\{\alpha \in V(T) \mid v \in X_{\alpha}\right\}$ forms a subtree of $T$.

The width of a tree decomposition $(T, \mathcal{X})$ is $\max _{\alpha \in V(T)}\left|X_{\alpha}\right|-1$. The treewidth of a graph $G$ is the minimum width over all its tree decompositions.

The sets in $\mathcal{X}$ are called "bags". For a node $\alpha \in V(T)$, let $T_{\alpha}$ denote the subtree of $T$ rooted by $\alpha$. Let $V_{\alpha} \subseteq V$ denote the vertex set $V_{\alpha}=\cup_{\alpha^{\prime} \in V\left(T_{\alpha}\right)} X_{\alpha^{\prime}}$. Let $Y_{\alpha}:=V_{\alpha} \backslash X_{\alpha}$. For a node $\alpha$, we use $\alpha_{1}\left(, \alpha_{2}\right)$ to denote its possible children. By the definition of tree decompositions, for a join node $\alpha, Y_{\alpha_{1}} \cap Y_{\alpha_{2}}=\emptyset$.

It is convenient to work on a nice tree decomposition. Every node $\alpha \in V(T)$ in this nice tree decomposition is expected to be one of the following:
(i) Leaf Node: $\alpha$ is a leaf and $X_{\alpha}=\emptyset$;
(ii) Introducing $\boldsymbol{v}$ Node: $\alpha$ has exactly one child $\alpha_{1}, v \notin X_{\alpha_{1}}$ and $X_{\alpha}=X_{\alpha_{1}} \cup\{v\}$;
(iii) Forgetting $\boldsymbol{v}$ Node: $\alpha$ has exactly one child $\alpha_{1}, v \notin X_{\alpha}$ and $X_{\alpha} \cup\{v\}=X_{\alpha_{1}}$;
(iv) Join Node: $\alpha$ has exactly two children $\alpha_{1}, \alpha_{2}$ and $X_{\alpha}=X_{\alpha_{1}}=X_{\alpha_{2}}$.

Treewidth is a popular parameter to consider because tree decompositions with optimal or approximate treewidth can be efficiently computed [28]. We refer the reader to [15, 6, 5] for more details of treewidth and nice tree decomposition. Using the tree balancing technique [7] and the method of introducing new nodes, we can transform any tree decomposition with width $w$ in polynomial time into a nice tree decomposition with width $O(w)$, depth upper bounded by $O\left(w^{2} \log n\right)$, and containing at most $O(n w)$ nodes. Moreover, we can add $O(w)$ nodes so that the root $\alpha_{0}$ is assigned with an empty set $X_{\alpha_{0}}=\emptyset$. Notice that in this case, $Y_{\alpha_{0}}=V_{\alpha_{0}}=V$. We assume all the nice tree decompositions discussed in this paper satisfy these properties.

## 3 Exact Algorithm for CVC

We present the exact algorithm for two reasons. The first is that one can gain some basic insights on the structure of the approximate algorithm by understanding the exact algorithm, which is more comprehensible. The other is that we need to compare the intermediate results of the exact algorithm and the approximate algorithm, so the total description of the algorithm can also be regarded as a recursive definition of the intermediate results (which are the sets $R_{\alpha}$ 's defined in the following).

### 3.1 Definition of the Tables

Given a tree decomposition $(T, \mathcal{X})$, we run a classical bottom-up dynamic program to solve CVC. That is, on each node $\alpha$ we allocate a record set $R_{\alpha} . R_{\alpha}$ contains records of the form $(d, k)$. A record $(d, k)$ consists of two elements: a mapping $d: X_{\alpha} \rightarrow \mathbb{N}$ and an integer $k \in \mathbb{N}$. At first, we present a definition of $R_{\alpha}$ by its properties. Then we define $R_{\alpha}$ according to the Recursive Rules. If our goal is only to design an exact algorithm for CVC, then there could be many different definitions of the tables which all work. However, here our definitions are elaborated so that they fit in our analysis of the approximation algorithm. After these definitions are given, later in Theorem 5 we prove that these two definitions coincide.

Let $G_{\alpha}$ denote the graph with vertex set $V_{\alpha}$ and edge set $E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right]$. We expect that the table $R_{\alpha}$ has the following properties.

### 3.1.1 Expected Properties for $\boldsymbol{R}_{\boldsymbol{\alpha}}$

A record $(d, k) \in R_{\alpha}$ if and only if there exists $O$, an orientation of $G_{\alpha}$, such that
(1) For each $v \in X_{\alpha}, d(v)=D_{O}^{+}(v)$ is just its out degree;
(2) $D_{O}^{-}(v) \leq c(v)$ for all $v \in Y_{\alpha}$;
(3) $\left|\left\{v \in Y_{\alpha} \mid D_{O}^{-}(v)>0\right\}\right| \leq k \leq\left|Y_{\alpha}\right|$.

Intuitively, $(d, k) \in R_{\alpha}$ if there exists a vertex set $S \subseteq Y_{\alpha}$ and a mapping $M: E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right] \rightarrow$ $S \cup X_{\alpha}$ such that

- all edges are covered correctly, i.e. $M(e) \in e$ for all $e \in E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right]$;
- for each $v \in X_{\alpha}$, there are $d(v)$ edges from $v$ to $Y_{\alpha}$ that are covered by $S$, i.e. $\mid E\left[\{v\}, Y_{\alpha}\right] \cap$ $\cup_{u \in S} M^{-1}(u) \mid=d(v)$;
- $M$ satisfies the capacity constraints for vertices in $Y_{\alpha}$, i.e. for all $v \in Y_{\alpha},\left|M^{-1}(v)\right| \leq c(v)$;
- $|S| \leq k \leq\left|Y_{\alpha}\right|$.

One can imagine that $S$ is a feasible solution for a spanning subgraph of $G_{\alpha}$, where the vector $d$ governs the edges between $X_{\alpha}$ and $Y_{\alpha}$.

Note that the root node $\alpha_{0}$ satisfies $X_{\alpha_{0}}=\emptyset$, and $G_{\alpha_{0}}=G$. So if $R_{\alpha_{0}}$ is correctly computed, then the $k$ values in those records in $R_{\alpha_{0}}$ have a one-to-one correspondence to all feasible solution sizes for the original instance. We output $\min _{(d, k) \in R_{\alpha_{0}}} k$ to solve the instance.

### 3.1.2 Recursive Rules for $\boldsymbol{R}_{\alpha}$

Fix a node $\alpha \in V(T)$, if $\alpha$ is a introducing node or a forgetting node, let $\alpha_{1}$ be its child. If $\alpha$ is a join node, let $\alpha_{1}, \alpha_{2}$ be its children. In case $\alpha$ is a:
Leaf Node. $R_{\alpha}=\{(d, k)\}$, in which $d$ is a mapping with empty domain and $k:=0$.
Introducing $v$ Node. Note that by the properties of tree decompositions, there is no edge between $v$ and $Y_{\alpha}$ in $G$. A record $(d, k) \in R_{\alpha}$ if and only if $(d \backslash v, k) \in R_{\alpha_{1}}$ and $d(v)=0$.

Join Node. $(d, k) \in R_{\alpha}$ if and only if there exist $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ and $\left(d_{2}, k_{2}\right) \in R_{\alpha_{2}}$ such that for all $v \in X_{\alpha}, d(v)=d_{1}(v)+d_{2}(v)$ and $k=k_{1}+k_{2}$.
Forgetting $v$ Node. $(d, k) \in R_{\alpha}$ if and only if there exists $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ satisfying one of the following conditions:
(1) $k_{1}=k, d_{1}(v)=\left|N(v) \cap Y_{\alpha}\right|$ and $d_{1} \backslash v=d$. In this case, $v$ is not "included in $S$ ". All the edges between $v$ and $Y_{\alpha}$ must be covered by other vertices in $Y_{\alpha}$.
(2) $k_{1}=k-1$ and there exist $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ and $A \in\left[\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|, \mid N(v) \cap\right.$ $\left.Y_{\alpha} \mid\right]$ such that $d_{1}(v)=A, d_{1}(u)=d(u)-1$ for all $u \in \Delta(v)$, and $d_{1}(u)=d(u)$ for all $u \in X_{\alpha_{1}} \backslash(\Delta(v) \cup\{v\})$. In this case, $v$ is "included in $S$ ". We enumerate a set $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ of edges between $v$ and $X_{\alpha}$ and let $v$ cover these edges. Note that for a record $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$, there are $\left|N(v) \cap Y_{\alpha}\right|-d_{1}(v)$ edges that are covered by $v$. To construct $(d, k)$ from $\left(d_{1}, k_{1}\right)$, we need to check that $c(v) \geq|\Delta(v)|+\left|N(v) \cap Y_{\alpha}\right|-d_{1}(v)$, which is implicitly done by the setting $d_{1}(v)=A \geq\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|$.

- Remark 4. In fact, one can find many different ways to define the dynamic programming table for CVC. We use this definition because we want to upper bound the values of records in $R_{\alpha}$ by the size of solution (Lemma 10), so we need to record "outdegrees" rather than "indegrees" or "capacities".

Valid certificate. Notice that all the rules are of the form $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}} \Rightarrow(d, k) \in R_{\alpha}$ or $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}} \wedge\left(d_{2}, k_{2}\right) \in R_{\alpha_{2}} \Rightarrow(d, k) \in R_{\alpha}$, thus a rule can actually be divided in to two parts: we found a "valid certificate" $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ (and $\left(d_{2}, k_{2}\right) \in R_{\alpha_{2}}$, for join nodes), then we add a "product" $(d, k) \in R_{\alpha}$ based on the certificate. In fact, every record in $R_{\alpha_{1}}$ can be a valid certificate in introducing nodes, and every pair of records $\left(\left(d_{1}, k_{1}\right),\left(d_{2}, k_{2}\right)\right) \in R_{\alpha_{1}} \times R_{\alpha_{2}}$ can be a valid certificate in join nodes. But in forgetting $v$ nodes, we further require that $d_{1}(v)$ satisfies some condition. To be specific, in a forgetting node $\alpha_{1}$ we say $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ is valid if it satisfies the following condition:
$(\star) d_{1}(v)=\left|N(v) \cap Y_{\alpha}\right|$ or $\geq\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|$ for some $\Delta(v) \subseteq N(v) \cap X_{\alpha}$.

- Theorem 5. The set $\left\{R_{\alpha}: \alpha \in V(T)\right\}$ can be computed by the recursive rules above in time $n^{w+O(1)}$, and the Expected Properties are satisfied.
The proof sketch of the correctness of these rules are presented in Appendix A. As $\left|R_{\alpha}\right| \leq n^{w+2}$ for all $\alpha \in V(T)$ and the enumerating $\Delta(v)$ procedure in dealing with a forgetting node runs in time $w^{O(w)}$, it's not hard to see that this algorithm runs in time $n^{w+O(1)}$ (for $w$ small enough compared to $n$ ).


## 4 Approximation Algorithm for CVC

Let $\epsilon$ be a small value to be determined later. We try to compute an approximate record set $\hat{R}_{\alpha}$ for each node $\alpha$, still using bottom-up dynamic programming like what we do in the exact algorithm. An approximate record is a pair $(\hat{d}, \hat{k})$, where $\hat{k} \in \mathbb{N}$ and $\hat{d}$ is a mapping from $X_{\alpha}$ to $\mathbb{N}_{\epsilon}=\{0\} \cup\left\{(1+\epsilon)^{x} \mid x \in \mathbb{N}\right\}$. As we can see, $\hat{d}$ can take non-integer values.

Height of a Node. The height $h$ of a node $\alpha$ is defined by the length of the longest path from $\alpha$ to a leaf which is descendent to $\alpha$. By this definition, the height of a node is 1 plus the maximum height among the heights of its children. Let the height of the root node be $h_{0}$. According to the property of nice tree decompositions, $h_{0}$ is at most $O\left(w^{2} \log n\right)$.

Let $\epsilon_{h}, \delta_{h}$ be two non-negative values (which are functions of $h, n$ and $w$ ) to be determined later.
$\boldsymbol{h}$-close records. If an exact record $(d, k)$ and an approximate record $(\hat{d}, \hat{k})$ satisfy $d(v) \sim_{\epsilon_{h}}$ $\hat{d}(v)$ for all $v \in X_{\alpha}$ and $k \sim_{\delta_{h}} \hat{k}$, then we say these two records are $h$-close.

We expect that for each node $\alpha, \hat{R}_{\alpha}$ satisfies the following. Let the height of $\alpha$ be $h$.
(A) If $(d, k) \in R_{\alpha}$, then there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ which is $h$-close to $(d, k)$.
(B) If $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, then there exists $(d, k) \in R_{\alpha}$ which is $h$-close to $(\hat{d}, \hat{k})$.

After $\hat{R}_{\alpha_{0}}$ is correctly computed (i.e. satisfying (A) and (B)), we output the value $\hat{k}_{\text {min }}=$ $\left(1+\delta_{h_{0}}\right) \min _{(\hat{d}, \hat{k}) \in \hat{R}_{\alpha_{0}}} \hat{k}$. Let $O P T$ be the size of the minimum solution, which equals to $\min _{(d, k) \in R_{\alpha_{0}}} k$. We claim that $\hat{k}_{\text {min }} \in\left[O P T,\left(1+\delta_{h_{0}}\right)^{2} O P T\right]$.

Proof. By property (B), we have $O P T \leq\left(1+\delta_{h_{0}}\right) \min _{(\hat{d}, \hat{k}) \in \hat{R}_{\alpha_{0}}} \hat{k}$. By property (A), we have $\min _{(\hat{d}, \hat{k}) \in \hat{R}_{\alpha_{0}}} \hat{k} \leq\left(1+\delta_{h_{0}}\right) O P T$. The claim follows by combining these two inequalities.

We need the following procedure to test in polynomial time if a sub-problem is solvable when we are allowed to use all vertices to cover the edges.

- Lemma 6. Testing whether $\left(d,\left|Y_{\alpha}\right|\right) \in R_{\alpha}$ for any d can be done in $n^{O(1)}$ time.

Proof. Construct a directed graph with vertex set $\{s, t\} \cup\left(E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right]\right) \cup V_{\alpha}$. For each $e \in\left(E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right]\right)$ add an edge $(s, e)$ with capacity 1 . For each $e=(u, v) \in\left(E\left[Y_{\alpha}\right] \backslash E\left[X_{\alpha}\right]\right)$ add an edge $(e, u)$ and an edge $(e, v)$ both with capacity 1 . For each $v \in X_{\alpha}$ add an edge $(v, t)$ with capacity $\left|N(v) \cap Y_{\alpha}\right|-d(v)$. For each $v \in Y_{\alpha}$ add an edge $(v, t)$ with capacity $c(v)$. We claim that $\left(d,\left|Y_{\alpha}\right|\right) \in R_{\alpha}$ if and only if there is a flow from $s$ to $t$ with value $\left|E\left[V_{\alpha}\right] \backslash E\left[X_{\alpha}\right]\right|$. For the 'if' part, notice that by the well-known integrality theorem for network flow, there exists a integral flow with the same value. Every integral flow with this value can be transform to an $O$ as expected in the Expected Properties: An edge $e \in E\left[Y_{\alpha}\right] \backslash E\left[X_{\alpha}\right]$ is oriented so that it sinks at vertex $v$ if $(e, v)$ has flow value 1 , then for each vertex $v \in X_{\alpha}$, reverse some edges in $E\left[\{v\}, Y_{\alpha}\right]$ so that $D_{O}^{+}(v)=d(v)$, if the flow carried in $(v, t)$ is less than $\left|N(v) \cap Y_{\alpha}\right|-d(v)$. One can construct a flow with the value based on an orientation $O$, too. Thus the 'only if' part is easy to see, too.

We first define $\left\{\hat{R}_{\alpha}: \alpha \in V(T)\right\}$ using the following Recursive Rules. Then we prove that these sets satisfy the properties (A) and (B). The basic idea of our approximate algorithm is to run the exact algorithm in an "approximate way". For a rule formed as $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}} \Rightarrow(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ or $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}} \wedge\left(\hat{d}_{2}, \hat{k}_{2}\right) \in \hat{R}_{\alpha_{2}} \Rightarrow(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, we also call $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ (and $\left.\left(\hat{d}_{2}, \hat{k}_{2}\right)\right)$ the certificate while $(\hat{d}, \hat{k})$ is the product.

### 4.1 Recursive Rules for $\hat{\boldsymbol{R}}_{\boldsymbol{\alpha}}$

Fix a node $\alpha \in V(T)$ with height $h$, in case $\alpha$ is a:
Leaf Node. $\hat{R}_{\alpha}=\{(\hat{d}, \hat{k})\}$, in which $\hat{d}$ is a mapping with empty domain and $\hat{k}=0$.
Introducing $v$ Node. A record $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ if and only if $(\hat{d} \backslash v, \hat{k}) \in \hat{R}_{\alpha_{1}}$ and $\hat{d}(v)=0$.
Join Node. $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ if and only if there exists $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}},\left(\hat{d}_{2}, \hat{k}_{2}\right) \in \hat{R}_{\alpha_{2}}$ such that for each $v \in X_{\alpha}, \hat{d}(v)=\left[\hat{d}_{1}(v)+\hat{d}_{2}(v)\right]_{\epsilon}$ and $\hat{k}=\hat{k}_{1}+\hat{k}_{2}$.
Forgetting $v$ Node. This case is the most complicated. Think in this way: we pick ( $\hat{d}_{1}, \hat{k}_{1}$ ) $\in$ $\hat{R}_{\alpha_{1}}$ and based on it we try to construct $(\hat{d}, \hat{k})$ to add into $\hat{R}_{\alpha}$. Notice that in the exact algorithm, not every $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ can be used to generate a corresponding product $(d, k) \in R_{\alpha}$ - it has to be the case that $d_{1}(v)=\left|N(v) \cap Y_{\alpha}\right|$ or $d_{1}(v) \geq$ $\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|$, which is what we called to be a valid certificate. We have to test both the validity of the certificate and its exact counterpart using an indirect way. So there are three issues we need to address:
(a) The requirement for $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ being valid, i.e. satisfying the "approximate version" of condition ( $\star$ );
(b) There exists a valid exact counterpart $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ of $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ satisfying condition ( $\star$ );
(c) How to construct $(\hat{d}, \hat{k})$.
(b) seems impossible since we do not compute $R_{\alpha_{1}}$, we obtain this indirectly using Lemma 6. Later we explain why such an approach reaches our goal. Formally, suppose we have $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$, we consider two cases:
(1) $v$ is not "included".
(1a) See if $\hat{d}_{1}(v) \sim_{\epsilon_{h-1}}\left|N(v) \cap Y_{\alpha}\right|$;
(1b) See if $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$, where $d_{t}(u)=\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil$ for all $u \in X_{\alpha_{1}} \backslash\{v\}$ and $d_{t}(v)=\left|N(v) \cap Y_{\alpha}\right|$ (This is polynomial-time tractable by Lemma 6);
(1c) If (a) and (b) are satisfied, then add $(\hat{d}, \hat{k})$ to $\hat{R}_{\alpha}$, where $\hat{d}=\hat{d}_{1} \backslash v, \hat{k}=\hat{k}_{1}$.
(2) $v$ is "included". We enumerate $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ and integer $A$ satisfying $A \in$ $\left[\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|,\left|N(v) \cap Y_{\alpha}\right|\right]$.
(2a) See if $\hat{d}_{1}(v) \geq A /\left(1+\epsilon_{h-1}\right)$;
(2b) See if $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$, where $d_{t}(u)=\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil$ for all $u \in X_{\alpha_{1}} \backslash\{v\}$ and $d_{t}(v)=A$ (By Lemma 6, this is still polynomial-time tractable);
(2c) If (a) and (b) are satisfied, then add $(\hat{d}, \hat{k})$ to $\hat{R}_{\alpha}$, where $\hat{d}(u)=\hat{d}_{1}(u)$ for all $u \in X_{\alpha} \backslash \Delta(v), \hat{d}(u)=[\hat{d}(u)+1]_{\epsilon}$ for all $u \in \Delta(v), \hat{k}=\hat{k}_{1}+1$.

- Theorem 7. Set $\epsilon=\frac{1}{\left(w^{2} \log n\right)^{3}}, \epsilon_{h}=2 h \epsilon$ and $\delta_{h}=4(h+1) h \epsilon$. Suppose $n$ is great enough. When the dynamic programming is done, for all $\alpha, \hat{R}_{\alpha}$ satisfies property $(A)$ and ( $B$ ).

Proof of Theorem 1. According to Theorem 7 and the above discussion, we immediately get $\hat{k}_{\min } \in\left[O P T,\left(1+\delta_{h_{0}}\right)^{2} O P T\right]$. By the property of nice tree decomposition, $h_{0}$ is at most $O\left(w^{2} \log n\right)$, thus $\hat{k}_{\text {min }} \in\left[O P T,\left(1+O\left(1 /\left(w^{2} \log n\right)\right)\right)^{2} O P T\right]=[O P T,(1+$ $\left.\left.O\left(1 /\left(w^{2} \log n\right)\right)\right) O P T\right]$.

The space we need to memorize each $\hat{R}_{\alpha}$ is $O\left(\left(w^{6} \log ^{4} n\right)^{w} n^{O(1)}\right)$. Computing a leaf/introduce/join node we need $O\left(\left(w^{6} \log ^{4} n\right)^{2 w} n^{O(1)}\right)$ time. In a forgetting node, we may need to enumerate some set $\Delta(v) \subseteq N(v) \cap X_{\alpha}$, which requires time $O\left(2^{\left|X_{\alpha}\right|}\right)=O\left(2^{w+1}\right)$. So computing a Forgetting node requires $O\left(\left(w^{6} \log ^{4} n\right)^{w} 2^{w} n^{O(1)}\right)$ time. The tree size is polynomial, so the total running time is FPT.

To prove Theorem 7, we need a few lemmas. The proof of Lemma 8 and Lemma 9 are presented in Appendix B. Lemma 8 and Lemma 9 are some simple observations. To understand why we need Lemma 10 and Lemma 11, remember that we have a complicated recursive rule for forgetting nodes in which we verifies (a) and (b). However, we cannot directly verify if a valid exact record described in (b) exists, because we don't have $R_{\alpha_{1}}$. We overcome this by verifies a feasible partial solution (e.g. $\left(d_{1},\left|Y_{\alpha_{1}}\right|\right)$ in (1b)) rather than an optimal one, which can be done by Lemma 6 . When we are computing $\hat{R}_{\alpha}$, we assume that $\hat{R}_{\alpha_{1}}$ has been correctly computed, i.e. it satisfies (A) and (B). So there exists $\left(d_{1}, k_{1}\right) \in r c d s 1$ which is $h-1$-close to $\left(\hat{d}_{1}, \hat{k}_{1}\right)$. However, we don't know if $\left(d_{1}, k_{1}\right)$ is a so-called valid certificate. Lemma 11 shows how to modify $\left(d_{1}, k_{1}\right)$ so that it becomes we want in (b), knowing $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$. We introduces some error like $o(1) d_{1}(v)$ on $k_{1}$ in this procedure. Lemma 10 helps us to rewrite it as $o(1) k_{1}$.

- Lemma 8. If $(d, k) \in R_{\alpha}$ for some node $\alpha$, then for every $\left(d^{\prime}, k^{\prime}\right)$ with $d(v) \geq d^{\prime}(v)$ for all $v \in X_{\alpha}$ and $k^{\prime}$ satisfying $k \leq k^{\prime} \leq\left|Y_{\alpha}\right|$, we have $\left(d^{\prime}, k^{\prime}\right) \in R_{\alpha}$.
- Lemma 9. Let $a, b, a^{\prime}, b^{\prime} \in \mathbb{R}, h \in \mathbb{N}^{+}, \epsilon_{h} \in[0,1]$, $a^{\prime} \sim_{\epsilon_{h}}$ a and $b^{\prime} \sim_{\epsilon_{h}} b$. Then we have $\left[a^{\prime}+b^{\prime}\right]_{\epsilon} \sim_{\epsilon_{h+1}}(a+b)$.
- Lemma 10. For all $(d, k) \in R_{\alpha}$ and $v \in X_{\alpha}, k \geq d(v)$.

Proof. Let $O$ be the orientation. Let $N^{+}(v)=\{u \in V(G):(v, u) \in E(G)\}$ be out neighbors of $v$. By definition, we have $d(v)=\left|N^{+}(v)\right| \leq\left|\left\{u \in Y_{\alpha} \mid D_{O}^{-}(u)>0\right\}\right| \leq k$.

- Lemma 11. Fix some $(d, k) \in R_{\alpha}, v \in X_{\alpha}$ and some integer $p>0$ satisfying $k+p \leq\left|Y_{\alpha}\right|$. Let $d_{m}: X_{\alpha} \rightarrow \mathbb{N}$ be a function such that $d_{m}(v)=d(v)+p$ and $d_{m} \backslash v=d \backslash v$. We have $\left(d_{m},\left|Y_{\alpha}\right|\right) \in R_{\alpha}$ if and only if $\left(d_{m}, k+p\right) \in R_{\alpha}$.

Proof. On one hand, the 'if' part is obvious by Lemma 8. On the other hand, we prove that $\left(d_{m},\left|Y_{\alpha}\right|\right) \in R_{\alpha}$ implies $\left(d^{\prime}, k+1\right) \in R_{\alpha}$, where $d^{\prime}(v)=d(v)+1, d^{\prime} \backslash v=d \backslash v$. Then we can repeatedly increase the value of $k$ by 1 for $p$ times to obtain the 'only if' part. Let the orientation corresponding to $(d, k)$ and $\left(d_{m},\left|Y_{\alpha}\right|\right)$ be $O_{1}, O_{2}$ respectively. Now let $G^{\prime}$ be a graph with vertex set $Y_{\alpha} \cup\{v\}$. A directed edge $(x, y)$ is in $G^{\prime}$ if and only if $(x, y) \in O_{2}$ and $(y, x) \in O_{1}$.

By picking $O_{1}$ so that the number of edges in $G^{\prime}$ is minimized, we can assume that $G^{\prime}$ contains no cycle. Otherwise if $G^{\prime}$ contains a cycle, we can reverse every edge along the cycle in $O_{1}$ so that it is still a valid orientation for $(d, k)$ but the number of edges in $G^{\prime}$ decreases.

As $D_{O_{2}}^{+}(v)>D_{O_{1}}^{+}(v)$, there exists an non-empty path in $G^{\prime}$ starting from $v$ ending at, say, $v^{\prime} \neq v$ such that $v^{\prime}$ has no out edge in $G^{\prime}$. This implies $D_{O_{1}}^{-}\left(v^{\prime}\right) \leq D_{O_{2}}^{-}\left(v^{\prime}\right)-1$, or $v^{\prime}$ will have an out edge in $G^{\prime}$. We reverse the edges along this path in $O_{1}$. Let the new orientation be $O_{3}$. $D_{O_{3}}^{-}\left(v^{\prime}\right) \leq D_{O_{1}}^{-}\left(v^{\prime}\right)+1 \leq D_{O_{2}}^{-}\left(v^{\prime}\right) \leq c(v)$. Moreover, $\left\{u \mid D_{O_{3}}^{-}(u)>\right.$ $0\} \backslash\left\{u \mid D_{O_{1}}^{-}(u)>0\right\} \subseteq\left\{v^{\prime}\right\}$. Thus, $O_{3}$ is a valid orientation for $\left(d^{\prime}, k+1\right)$.

### 4.2 Theorem 7 Proof Sketch

Due to space limit, the complete proof is presented in Appendix B.2.
We use induction on nodes, following a bottom-up order on the tree decomposition. Leaf nodes satisfy property (A) and (B), because $R_{\alpha}=\hat{R}_{\alpha}$ for every leaf node. Fix a node $\alpha$ of height $h$, by induction, we assume that every node descendent to $\alpha$ satisfies (A) and (B). We only need to prove that $\alpha$ satisfies both (A) and (B). We make a case distinction based on the type of $\alpha$. The case where $\alpha$ is a forgetting node is the most complicated and requires lemma 10 and 11. The other two types follow Lampis' framework.

To show $\alpha$ satisfies (A), we need to prove the existence of some $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ for any given $(d, k) \in R_{\alpha}$ such that $(\hat{d}, \hat{k})$ and $(d, k)$ are $h$-close. This is done by first picking up the certificate of $(d, k)$, that is, the record $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ (or a pair of records in the case $\alpha$ is a join node, we omit join node case in the following sketch) which "produces" $(d, k)$ based on recursive rules for $R_{\alpha}$. Then by induction hypothesis, there is an ( $h-1$ )-close record ( $\hat{d}_{1}, \hat{k}_{1}$ ) in $\hat{R}_{\alpha_{1}}$. If $\alpha$ is not a forgetting node, then according to recursive rules for $\hat{R}_{\alpha}$, there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$. We prove that $(\hat{d}, \hat{k})$ and $(d, k)$ are $h$-close. If $\alpha$ is a forgetting node, then we verify (1b) or (2b) by applying Lemma 8 on $\left(d_{1}, k_{1}\right)$.

To show $\alpha$ satisfies (B), if $\alpha$ is not a forgetting node, then we pick up and compare some records in a different order: We start from $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$; Then we pick $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ according to recursive rules for $\hat{R}_{\alpha}$; Next we pick $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ based on induction hypothesis; Finally we find out $(d, k) \in R_{\alpha}$ using recursive rules for $R_{\alpha}$. If $\alpha$ is a forgetting node, suppose the record $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ is produced by $\left(\hat{d}_{1}, \hat{k}_{1}\right)$. The main idea is to apply Lemma 11 on $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right)$, the record verified by (1b) or (2b), and $\left(d_{1}, k_{1}\right)$, the record $(h-1)$-close to $\left(\hat{d}_{1}, \hat{k}_{1}\right)$, so as to show the existence of some $(d, k) \in R_{\alpha}$. At the same time we use Lemma 10 to bound $k$.

## 5 Approximation algorithms for TSS and VDS

In this section, we introduce the vertex subset problem which is a generalization of many graph problems. Then we present a sufficient condition for the existence of parameterized approximation algorithms for such problems parameterized by the treewidth. Finally, we apply our algorithm to target set selection problem (TSS) and vector dominating set problem (VDS), which are both vertex subset problems satisfying this condition. The definitions bellow are inspired by Fomin, et al. [21].

- Definition 12 (Vertex Subset Problem). A vertex subset problem $\Phi$ takes a string $I \in\{0,1\}^{*}$ as an input, which encodes a graph $G_{I}=\left(V_{I}, E_{I}\right)$ and some possible additional information, e.g. threshold values on vertices. $\Phi$ is identified by a function $\mathcal{F}_{\Phi}$ which maps a string $I \in\{0,1\}^{*}$ to a family of vertex subsets of $V_{I}$, say $\mathcal{F}_{\Phi}(I) \subseteq 2^{V_{I}}$. Any vertex set in $\mathcal{F}_{\Phi}(I)$ is a solution of the instance $I$. The goal is to find a minimum sized solution.

We will often select a set of vertices and assume that it is included in a solution, and then consider the remaining sub-problem. So we introduce the concept of partial instances.

- Definition 13 (Partial Vertex Subset Problem). Let $\Phi$ be a vertex subset problem. The partial version of $\Phi$ takes a string $I \in\{0,1\}^{*}$ appended with a vertex subset $U \subseteq V_{I}$ as input. We call such a pair $(I, U)$ a partial instance of $\Phi$. Any vertex set $W \subseteq V_{I} \backslash U$ is a solution if and only if $W \cup U \in \mathcal{F}_{\Phi}(I)$. Still, the goal is to find a minimum sized solution.

We consider the following conditions of a vertex subset problem $\Phi$.

- $\Phi$ is monotone, if for any instance $I, S \in \mathcal{F}_{\Phi}(I)$ implies for all $S^{\prime}$ satisfying $S \subseteq S^{\prime} \subseteq V_{I}$, $S^{\prime} \in \mathcal{F}_{\Phi}(I)$.
- $\Phi$ is splittable, if: for any instance $I$ and any separator $X$ of $G_{I}$ which separates $V_{I} \backslash X$ into disconnected parts $V_{1}, V_{2}, \ldots, V_{p}$, if $S_{1}, S_{2}, \ldots, S_{p}$ are vertex sets such that $S_{i}$ is a solution for the partial instance $\left(I, V_{I} \backslash V_{i}\right), \forall 1 \leq i \leq p$, then $X \cup \bigcup_{1 \leq i \leq p} S_{i}$ is a solution for $I$.

It is trivial to show the monotonicity for TSS and VDS. To see that they are splittable, observe that given an instance $I=(G, t)$ of VDS for example, fix some $X \subseteq V(G)$, a set $S$ containing $X$ is a solution for $I$ if and only if $S \backslash X$ is a solution for $I^{\prime}=\left(G^{\prime}, t^{\prime}\right)$, where $G^{\prime}=G[V \backslash X]$ and $t^{\prime}(v)=t(v)-|N(v) \cap X|$ for all $v \in V \backslash X$. If $X$ is a separator, then the graph $G^{\prime}$ is not connected, and the union of any solutions of each component in $G^{\prime}$, with $X$ together forms a solution of $I$. This observation also works for TSS.

The main theorem in this section is to show the tractability, in the sense of parameterized approximation, of monotone and splittable vertex subset problems on graphs with bounded treewidth.

- Theorem 14. Let $\Phi$ be a vertex selection problem which is monotone and splittable. If there exists an algorithm such that on input a partial instance of $\Phi$ appended with a corresponding nice tree decomposition with width $w$, it can run in time $f(\ell, w, n)$ and
- either output the optimal solution, if the size of it is at most $\ell$;
- or confirm that the optimal solution size is at least $\ell+1$
then there exists an approximate algorithm for $\Phi$ with ratio $1+(w+1) /(l+1)$ and runs in time $f(l, w, n) \cdot n^{O(1)}$, for all $l \in \mathbb{N}$.

We provide a trivial algorithm for the partial version of TSS. Given a partial instance $(I=(G, t), U)$, we search for a solution of size at most $\ell$ by brute-force. This takes time $f(\ell, w, n)=n^{\ell+O(1)}$. Setting $l:=C$ in Theorem 14, we simply get the following.

- Corollary 15 (Restated version of Theorem 3). For all constant C, TSS admits a $1+(w+$ 1)/(C+1)-approximation algorithm running in time $n^{C+O(1)}$.

As mentioned before, Raman et al.[32] showed that VDS is $W$ [1]-hard parameterized by $w$, but FPT with respect to the combined parameter $(k+w)$ where $k$ is the solution size. The running time of their algorithm is $k^{O\left(w k^{2}\right)} n^{O(1)}$. A partial instance $(I, U)$ of VDS can be transformed to an equivalent VDS instance, in which the input graph is $G\left[V_{I} \backslash U_{I}\right]$, so this algorithm can also be used for the partial version of VDS. Set $l:=w^{2}(\log \log n / \log \log \log n)^{0.5}$ in Theorem 14, we get Corollary 16.

- Corollary 16 (Restated version of Theorem 2). Vector Dominating Set admits a $1+$ $1 /(w \log \log n)^{\Omega(1)}$-approximation algorithm running in time $2^{O\left(w^{5} \log w \log \log n\right)} n^{O(1)}$.

Notice that we can't obtain a $(1+o(1))$-approximation for TSS using a similar approach, because solving TSS in $f(w+k) n^{O(1)}$-time is $W[1]$-hard [3].

One may also think of applying Theorem 14 to CVC, since CVC is FPT when parameterized by solution size [17]. However, CVC is not splittable. Think of a simple 3vertex graph with vertex set $\{a, b, c\}$ and edge set $\{\{a, b\},\{b, c\}\}$. The capacities are: $c(a)=0, c(b)=1, c(c)=0 .\{b\}$ is a separator in this graph and empty sets are two solutions for the two partial instances. However, $\{b\}$ cannot cover both two edges in the original graph.

### 5.1 The Algorithm Framework

To prove Theorem 14, we introduce the concept of $l$-good node.

- Definition 17 (l-good Node). Let $I$ be an instance of a vertex selection problem $\Phi$ and $(T, \mathcal{X})$ be a nice tree decomposition of any subgraph of $G_{I}$. A node $\alpha \in V(T)$ is an l-good node if the partial instance $\left(I, V_{I} \backslash Y_{\alpha}\right)$ admits a solution of size at most $l$.

For a node $\alpha$, let $N_{\alpha}^{-}$denote the set of all children of $\alpha$. We present the pseudocode of our algorithm in Algorithm 1. Figure 1 in Appendix C illustrates how the sets defined in Algorithm 1 are related. Algorithm 1 solves the partial version of $\Phi$. For the original version, when we get an instance $I$, we just create an equivalent partial instance $(I, \emptyset)$ appended with a nice tree decomposition $(T, \mathcal{X})$ and an integer $l$, then we run $\operatorname{Solve}((I, \emptyset),(T, \mathcal{X}), l)$. The analyze of Algorithm 1 is presented in Appendix C.

Main idea of Algorithm 1: Let $A l g$ be an algorithm solving partial instances in time $f(l, w, n)$. Given a partial instance $(I, D)$ and a nice tree decomposition $(T, \mathcal{X})$ on $G[I \backslash D]$, we run $A l g$ to test the goodness of each node. If the root node is $l$-good, then $(I, D)$ has a solution with size at most $l$, we use $A l g$ to find the optimal solution. If a leaf node is not $l$-good then by monotonicity $I$ has no solution ${ }^{5}$. Otherwise, we can pick a lowest node $\alpha$ which is not $l$-good. Then all its children are $l$-good. Such a node has nice properties.

- On one hand, since all children of $\alpha$ are $l$-good, the partial instances $\left(I, V_{I} \backslash Y_{\alpha_{c}}\right)$ can be optimally solved by Alg for each $\alpha_{c}$ a child of $\alpha$. Adding $X_{\alpha_{c}}$ and the optimal solution $E_{\alpha_{c}}$ for ( $I, V_{I} \backslash Y_{\alpha_{c}}$ ) into the solution enables us to "discard" the whole subtree rooted by $\alpha_{c}$ and the corresponding vertices, i.e. $V_{\alpha_{c}}$;

[^15]- On the other hand, as $\alpha$ is not $l$-good, by the splittable and monotone properties, we can deduce that the optimal solution $S^{*}$ has an intersection of size at least $(l+1)$ with $Y_{\alpha}$ i.e. $\left|S^{*} \cap Y_{\alpha}\right| \geq l+1$.
Based on these properties, the algorithm iteratively finds one such node $\alpha$ and includes $X_{\alpha_{c}} \cup E_{\alpha_{c}}$ for its every child $\alpha_{c}$ into the solution, then "removes" $V_{\alpha_{c}}$ from the graph. Once we repeat this procedure, the optimal solution size decreases by at least $\left|S^{*} \cap\left(\bigcup_{\alpha_{c}} V_{\alpha_{c}}\right)\right| \geq$ $\left|S^{*} \cap Y_{\alpha}\right| \geq l+1$. For each $\alpha_{c}$, we use $A l g$ to find the optimal solution $E_{\alpha_{c}}$, so in each $Y_{\alpha_{c}}$ we select at most $\left|S^{*} \cap Y_{\alpha_{c}}\right|$ vertices. The "non-optimal" part is $\bigcup_{\alpha_{c}} X_{\alpha_{c}}$, which is at most $O(w)=O(w / l)\left|S^{*} \cap\left(\bigcup_{\alpha_{c}} V_{\alpha_{c}}\right)\right|$. Therefore, the approximation ratio is upper bounded by $1+\frac{\left|\bigcup_{\alpha_{c}} X_{\alpha_{c}}\right|}{l+1} \leq 1+O(w / l)$.

Algorithm 1 Subprocess Solve().
Input: A partial instance $(I, D)$ of $\Phi$, a nice tree decomposition $(T, \mathcal{X})$ of $G_{I}\left[V_{I} \backslash D\right]$ with width $w, l \in \mathbb{N}$ an integer.
Output: A solution $S$ to $(I, D)$, or 'there exists no solution'.
for each node $\alpha$ do Use $A l g$ to test if $\alpha$ is an $l$-good node; if $\alpha$ is l-good then
$E_{\alpha}:=$ the minimum solution for $\left(I, V_{I} \backslash Y_{\alpha}\right) ;$ end
end
if the root $\alpha_{0}$ is l-good then
Return $E_{\alpha_{0}}$;
end
Find a node $\alpha$ which is not $l$-good with minimum height;
if $\alpha$ is a leaf node then
Return 'there exists no solution';
end
$E^{\prime}:=\emptyset ;$
$F:=\emptyset ;$
for each $\alpha_{c} \in N_{\alpha}^{-}$do
$E^{\prime}:=E^{\prime} \cup E_{\alpha_{c}} \cup X_{\alpha_{c}} ;$
$F:=F \cup V_{\alpha_{c}} ;$
end
Find a nice tree decomposition $\left(T^{\prime}, \mathcal{X}^{\prime}\right)$ for $G_{I}\left[V_{I} \backslash(D \cup F)\right]$;
Return $E^{\prime} \cup \operatorname{Solve}\left((I, D \cup F),\left(T^{\prime}, \mathcal{X}^{\prime}\right), l\right)$;
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## A Proof Sketch of Theorem 5

It is easy to see that $\left|R_{\alpha}\right| \leq n^{O(w)}$ for all $\alpha$. And one execution of a recursive rule takes time at most polynomial of the size of some $R_{\alpha}$. Thus the total running time is $n^{O(w)} \cdot O\left(w^{2} \log n\right)=n^{O(w)}$.

To prove the correctness, we need to show the record sets computed by the recursive rules satisfy the expected properties. We use induction. Leaf nodes are trivial to verify. Fix a node $\alpha$, assume that for every node descendent to it, the corresponding record set is correctly
computed. The proof then contains the 'if' part and the 'only if' part. For the 'if' part we have some $O,(d, k)$ satisfying the expected properties and aim to prove $(d, k)$ is included into $R_{\alpha}$ by the recursive rules. The framework is to extract $O_{1}$ and $\left(d_{1}, k_{1}\right)$ (and $O_{2},\left(d_{2}, k_{2}\right)$ for join nodes) satisfying the expected properties for the child node(s) and shows that ( $d, k$ ) will be add into $R_{\alpha}$ because of $\left(d_{1}, k_{1}\right)$ (and $\left(d_{2}, k_{2}\right)$ ). By induction, the extracted record will be included by the algorithm because they satisfy the expected properties, so ( $d, k$ ) will also be included. For the 'only if' part we have ( $d, k$ ) included and aim to prove the existence of a satisfying $O$. The framework is to take the record(s) based on which $(d, k)$ is added. By induction, the record(s) we take has corresponding orientation(s) that satisfies the expected properties. We build $O$ according to this(these) orientation(s).

## B Proof of Theorem 7

Before the main proof, we prove Lemma 8 and Lemma 9. Remember that Lemma 8 states that if $(d, k) \in R_{\alpha}$ then $\left(d^{\prime}, k^{\prime}\right) \in R_{\alpha}$ for all ( $d^{\prime}, k^{\prime}$ ) with $d(v) \geq d^{\prime}(v), \forall v \in X_{\alpha}$ and $k \leq k^{\prime} \leq\left|Y_{\alpha}\right|$; Lemma 9 states that $\left[a^{\prime}+b^{\prime}\right]_{\epsilon} \sim_{\epsilon_{h+1}}(a+b)$ for $a, b, a^{\prime}, b^{\prime} \in \mathbb{R}$ satisfying $a^{\prime} \sim_{\epsilon_{h}} a, b^{\prime} \sim_{\epsilon_{h}} b$ for $\epsilon_{h} \in[0,1]$.

Proof (Lemma 8). Let $O$ be the orientation for $(d, k)$. For each $v$, we arbitrarily select $d(v)-d^{\prime}(v)$ out neighbors of $v$ and reverse each edge between one selected neighbor and $v$. Let the obtained orientation be $O_{1}$. We show that $O_{1}$ and $\left(d^{\prime}, k^{\prime}\right)$ satisfies the properties. (1) and (3) are trivial. To see (2), observe that $D_{O_{1}}^{-}(v) \leq D_{O}^{-}(v)$ for all $v \in Y_{\alpha}$.

Proof (Lemma 9). $a^{\prime}+b^{\prime} \in\left[a /\left(1+\epsilon_{h}\right)+b /\left(1+\epsilon_{h}\right), a\left(1+\epsilon_{h}\right)+b\left(1+\epsilon_{h}\right)\right]$, that is, $\left(a^{\prime}+b^{\prime}\right) \sim_{\epsilon_{h}}$ $(a+b)$. As $\left[a^{\prime}+b^{\prime}\right]_{\epsilon} \sim_{\epsilon}\left(a^{\prime}+b^{\prime}\right)$, we have $\max \left\{\left[a^{\prime}+b^{\prime}\right]_{\epsilon} /(a+b),(a+b) /\left[a^{\prime}+b^{\prime}\right]_{\epsilon}\right\} \leq(1+\epsilon)\left(1+\epsilon_{h}\right)=$ $1+\epsilon_{h+1}+\epsilon_{h} \epsilon-\epsilon \leq 1+\epsilon_{h+1}$. Thus $\left[a^{\prime}+b^{\prime}\right]_{\epsilon} \sim_{\epsilon_{h+1}}(a+b)$.

In the following we start the main proof. Leaf nodes satisfy property (A) and (B) since $R_{\alpha}=\hat{R}_{\alpha}$ for a leaf node $\alpha$. Fix a node $\alpha$ of height $h$, by induction, we assume that every node descendent to $\alpha$ satisfies (A) and (B). Now we prove $\alpha$ satisfies both (A) and (B).

## B. 1 Proof of (A)

Recall that we have some $(d, k) \in R_{\alpha}$ now and we aim to show the existence of some $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ which is $h$-close to $(d, k)$. The case for leaf node is trivial. There are three other cases:

Introducing $v$ Node. Suppose $\alpha$ is an introducing $v$ node and $\alpha_{1}$ is its child, then we have a certificate $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$, where $d_{1}=d \backslash v, k_{1}=k$. By the induction hypothesis, there exists a record $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ which is $(h-1)$-close to $\left(d_{1}, k_{1}\right)$. By the recursive algorithm for $\hat{R}$, there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, where $\hat{d} \backslash v=\hat{d}_{1}, \hat{d}(v)=0$ and $\hat{k}=\hat{k}_{1}$. Note that for all $u \in X_{\alpha} \backslash\{v\}, \hat{d}(u)=\hat{d}_{1}(u) \sim_{\epsilon_{h-1}} d_{1}(u)=d(u)$, thus we have $\hat{d}(u) \sim_{\epsilon_{h}} d(u)$. And $\hat{d}(v)=0=d(v)$. Since $\hat{k}=\hat{k}_{1} \sim_{\delta_{h-1}} k_{1}=k$, we get $k \sim_{\delta_{h}} \hat{k}$. So $(\hat{d}, \hat{k})$ is $h$-close to $(d, k)$.
Join Node. If $\alpha$ is a join node with children $\alpha_{1}$ and $\alpha_{2}$, then we have a certificate $\left(d_{1}, k_{1}\right) \in$ $R_{\alpha_{1}}$ and $\left(d_{2}, k_{2}\right) \in R_{\alpha_{2}}$, where for all $v \in X_{\alpha}, d_{1}(v)+d_{2}(v)=d(v)$ and $k_{1}+k_{2}=k$. By the induction hypothesis, there exist $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ and $\left(\hat{d}_{2}, \hat{k}_{2}\right) \in \hat{R}_{\alpha_{2}}$ which are $(h-1)$-close to $\left(d_{1}, k_{1}\right)$ and $\left(d_{2}, k_{2}\right)$ respectively. Note that $\left(\hat{d}_{1}, \hat{k}_{1}\right),\left(\hat{d}_{2}, \hat{k}_{2}\right)$ is a valid certificate, so there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, where for all $v \in X_{\alpha}, \hat{d}(v)=\left[\hat{d}_{1}(v)+\hat{d}_{2}(v)\right]_{\epsilon}$ and $\hat{k}=\hat{k}_{1}+\hat{k}_{2}$. By Lemma 9, for all $v \in X_{\alpha}, \hat{d}(v) \sim_{\epsilon_{h}} d(v)$ and $\hat{k} \sim_{\delta_{h}} k$.

Forgetting Node. If $\alpha$ is a forgetting $v$ node with child $\alpha_{1}$, then we have a certificate $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ which satisfies one of the following conditions:
(1) $d_{1}(v)=\left|N(v) \cap Y_{\alpha}\right|, d_{1} \backslash v=d$ and $k_{1}=k$.
(2) There exist $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ and $A \in\left[\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|,\left|N(v) \cap Y_{\alpha}\right|\right]$ such that for all $u \in \Delta(v), d_{1}(u)=d(u)-1$ and for all $u \in X_{\alpha_{1}} \backslash(\Delta(v) \cup\{v\}), d_{1}(u)=$ $d(u), d_{1}(v)=A$ and $k_{1}=k-1$.
Notice that these two conditions just correspond to the recursive rules with the same index. By the induction hypothesis, there exists an approximate counterpart of the certificate. To be specific, there exists $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ which is $(h-1)$-close to $\left(d_{1}, k_{1}\right)$. Consider two sub-cases:
Type (1) certificate. As $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ is $(h-1)$-close to $\left(d_{1}, k_{1}\right)$ and $d_{1}(v)=\left|N(v) \cap Y_{\alpha}\right|$, we have $\hat{d}_{1}(v) \sim_{\epsilon_{h-1}}\left|N(v) \cap Y_{\alpha}\right|$, which means (1a) is satisfied. Let $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right)$ be the tested pair in (1b). By the definition of $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right)$, for all $u \in X_{\alpha_{1}} \backslash\{v\}, d_{t}(u)=$ $\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil \leq\left\lceil\left(1+\epsilon_{h-1}\right) d_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil=d_{1}(u)$, and $d_{t}(v)=d_{1}(v)=$ $\left|N(v) \cap Y_{\alpha}\right|$. Also observe that $k_{1} \leq\left|Y_{\alpha_{1}}\right|$. Thus by Lemma $8,\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$, which means (1b) is satisfied. As (1a), (1b) are satisfied, there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, where $\hat{d}=\hat{d}_{1} \backslash v, \hat{k}=\hat{k}_{1}$. Finally, observe that for all $u \in X_{\alpha}, d(u)=d_{1}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)=\hat{d}(u)$. $k=k_{1} \sim_{\delta_{h-1}} \hat{k}_{1}=\hat{k}$. So $(d, k)$ and $(\hat{d}, \hat{k})$ are $h$-close.
Type (2) certificate. As $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ is $(h-1)$-close to $\left(d_{1}, k_{1}\right)$ and $d_{1}(v)=A$, we have $\hat{d}_{1}(v) \geq A /\left(1+\epsilon_{h-1}\right)$, which means (2a) is satisfied. Let $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right)$ be the tested pair in (2b), i.e. for all $u \in X_{\alpha_{1}} \backslash\{v\}, d_{t}(u)=\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil$ and $d_{t}(v)=A$. Similarly we have that $d_{1}(u) \geq d_{t}(u)$ for all $u \in X_{\alpha}$ while $k_{1} \leq\left|Y_{\alpha_{1}}\right|$. Thus by Lemma $8,\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$, which means (2b) is satisfied. As (2a), (2b) are satisfied, there exists $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, where $\hat{d}(u)=\left[\hat{d}_{1}(u)+1\right]_{\epsilon}$ for all $u \in X_{\alpha} \backslash \Delta(v), \hat{d}(u)=\hat{d}_{1}(u)$ for all $u \in \Delta(v)$, and $\hat{k}=\hat{k}_{1}+1$. For each $u \in \Delta(v), d(u)=d_{1}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)=\hat{d}(u)$; for all $u \in X_{\alpha} \backslash \Delta(v), d(u) \sim_{\epsilon_{h}} \hat{d}(u)$ by Lemma $9 ; k-1=k_{1} \sim_{\delta_{h-1}} \hat{k}_{1}=\hat{k}-1$ and thus $k \sim_{\delta_{h}} \hat{k}$. So $(d, k)$ and $(\hat{d}, \hat{k})$ are $h$-close.

## B. 2 Proof of (B)

Now we have some $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$ and we aim to show the existence of some $(d, k) \in R_{\alpha}$ which is $h$-close to $(\hat{d}, \hat{k})$.

Introducing $v$ Node. Suppose $\alpha$ is an introducing $v$ node with $\alpha_{1}$ as its child, then by the the recursive rules we have a certificate $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$, where $\hat{d}_{1}=\hat{d} \backslash v, \hat{k}_{1}=\hat{k}$. By induction hypothesis, there exists $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ which is $(h-1)$-close to $\left(\hat{d}_{1}, \hat{k}_{1}\right) .\left(d_{1}, k_{1}\right)$ is a valid certificate, so there exists $(d, k) \in R_{\alpha}$, where $d \backslash v=d_{1}, d(v)=0$ and $k=k_{1}$. For all $u \in X_{\alpha} \backslash\{v\}, d(u)=d_{1}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)=\hat{d}(u)$ so $\hat{d}(u) \sim_{\epsilon_{h}} d(u) ; \hat{d}(v)=0=d(v)$; $k=k_{1} \sim_{\delta_{h-1}} \hat{k}_{1}=\hat{k}$, so $k \sim_{\delta_{h}} \hat{k}$.
Join Node. If $\alpha$ is a join node with $\alpha_{1}$ and $\alpha_{2}$ as its children, then we have a certificate $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha},\left(\hat{d}_{2}, \hat{k}_{2}\right) \in \hat{R}_{\alpha_{2}}$, where for all $v \in X_{\alpha},\left[\hat{d}_{1}(v)+\hat{d}_{2}(v)\right]_{\epsilon}=\hat{d}(v)$ and $\hat{k}_{1}+\hat{k}_{2}=\hat{k}$. By induction hypothesis, there exist $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}},\left(d_{2}, k_{2}\right) \in R_{\alpha_{2}}$ which are ( $h-1$ )-close to $\left(\hat{d}_{1}, \hat{k}_{1}\right)$ and $\left(\hat{d}_{2}, \hat{k}_{2}\right)$ respectively. Since $\left(d_{1}, k_{1}\right),\left(d_{2}, k_{2}\right)$ is a valid certificate, we have there exists $(d, k) \in R_{\alpha}$, where for all $v \in X_{\alpha}, d(v)=d_{1}(v)+d_{2}(v)$ and $k=k_{1}+k_{2}$. By Lemma 9, for all $v \in X_{\alpha}, d(v) \sim_{\epsilon_{h}} \hat{d}(v)$. And $k \sim_{\delta_{h}} \hat{k}$.
Forgetting $v$ Node. If $\alpha$ is a forgetting $v$ node, then we have a certificate $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ and a tested pair $\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$ in (1b) or (2b) with one of the following types:
(1) $\hat{d}_{1}(v) \sim_{\epsilon_{h-1}}\left|N(v) \cap Y_{\alpha}\right| ; \hat{d}_{1} \backslash v=\hat{d} ; \hat{k}_{1}=\hat{k} ; d_{t}(v)=\left|N(v) \cap Y_{\alpha}\right|$;
(2) there exists $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ and $A \in\left[\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|,\left|N(v) \cap Y_{\alpha}\right|\right]$ such that for all $u \in \Delta(v), \hat{d}(u)=\left[\hat{d}_{1}(u)+1\right]_{\epsilon}$; for all $u \in X_{\alpha_{1}} \backslash \Delta(v) \cup\{v\}, \hat{d}_{1}(u)=$ $\hat{d}(u) ; \hat{d}_{1}(v) \geq A /\left(1+\epsilon_{h-1}\right) ; \hat{k}_{1}=\hat{k}-1 ; d_{t}(v)=A$.
In both types, for all $u \in X_{\alpha_{1}} \backslash\{v\}, d_{t}(u)=\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil$. Notice that these two types just correspond to the recursive rules with the same index. By induction hypothesis, there exists $\left(d_{1}, k_{1}\right) \in R_{\alpha_{1}}$ which is $(h-1)$-close to $\left(\hat{d}_{1}, \hat{k}_{1}\right)$. By the definition of $(h-1)$ closeness we have that for every $u \in X_{\alpha_{1}} \backslash\{v\}, d_{1}(u) \geq\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil=d_{t}(u)$. Consider the two cases:
Type (1) certificate and tested pair. In this case $d_{t}(v)=\left|N(v) \cap Y_{\alpha}\right|$ and $\hat{d}_{1}(v) \sim_{\epsilon_{h-1}}$ $\left|N(v) \cap Y_{\alpha}\right|$. Notice that for all $u \in X_{\alpha_{1}} \backslash\{v\}, d_{t}(u)=\left\lceil\hat{d}_{1}(u) /\left(1+\epsilon_{h-1}\right)\right\rceil \leq d_{1}(u)$. Consider the pair $\left(d_{t}, k_{1}^{*}\right)$ where $k_{1}^{*}=k_{1}+\left|N(v) \cap Y_{\alpha}\right|-d_{1}(v)$. As $\left(d_{1}, k_{1}\right),\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in$ $R_{\alpha_{1}}$, by Lemma 8 and 11, we have $\left(d_{t}, k_{1}^{*}\right) \in R_{\alpha_{1}}$. This is a valid certificate as $d_{t}(v)=\left|N(v) \cap Y_{\alpha}\right|$. So there exists $(d, k) \in R_{\alpha}$, where $d=d_{t} \backslash v$ and $k=k_{1}^{*}$.
Then we show that $(d, k)$ is $h$-close to $(\hat{d}, \hat{k})$. Notice that $\hat{k}=\hat{k}_{1} \sim_{\delta_{h-1}} k_{1}, k=k_{1}^{*}=$ $k_{1}+\left|N(v) \cap Y_{\alpha}\right|-d_{1}(v)$. As $d_{1}(v) \sim_{\epsilon_{h-1}} \hat{d}_{1}(v)$, thus $d_{1}(v) \geq\left|N(v) \cap Y_{\alpha}\right| /\left(1+\epsilon_{h-1}\right)^{2}$, thus we have that $\left|N(v) \cap Y_{\alpha}\right|-d_{1}(v) \leq\left(\left(1+\epsilon_{h-1}\right)^{2}-1\right) d_{1}(v) \leq 3 \epsilon_{h-1} k_{1}$. Notice that $d_{1}(v) \leq k_{1}$ by Lemma 10. So $k \sim_{3 \epsilon_{h-1}} k_{1} \sim_{\delta_{h-1}} \hat{k}_{1}=\hat{k}$. As $\left(1+3 \epsilon_{h-1}\right)\left(1+\delta_{h-1}\right)=$ $1+(4 h+6)(h-1) \epsilon+24 h(h-1)^{2} \epsilon^{2} \leq 1+4 h(h+1) \epsilon$, we have $\hat{k} \sim_{\delta_{h}} k$.
For all $u \in X_{\alpha}$, we just have $d(u)=d_{t}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)=\hat{d}(u)$.
Type (2) certificate and tested pair. In this case, there exists $\Delta(v) \subseteq N(v) \cap X_{\alpha}$ and $A \in\left[\left|N(v) \cap Y_{\alpha}\right|-c(v)+|\Delta(v)|,\left|N(v) \cap Y_{\alpha}\right|\right]$ such that $d_{t}(v)=A$. Still we have that for all $u \in X_{\alpha_{1}} \backslash\{v\}, d_{t}(u) \leq d_{1}(u)$. Let $k_{1}^{*}:=k_{1}+\max \left\{0, A-d_{1}(v)\right\}$. As $\left(d_{1}, k_{1}\right),\left(d_{t},\left|Y_{\alpha_{1}}\right|\right) \in R_{\alpha_{1}}$, by Lemma 8 and 11 , we have $\left(d_{t}, k_{1}^{*}\right) \in R_{\alpha_{1}}$. This is a valid certificate as $d_{t}(v)=A$. So there exists $(d, k) \in R_{\alpha}$, where for all $u \in X_{\alpha} \backslash \Delta(v), d(u)=$ $d_{t}(u)$, for all $u \in \Delta(v), d(u)=d_{t}(u)+1$ and $k=k_{1}^{*}+1$.
We use the same idea to show $\hat{k} \sim_{\delta_{h}} k$. Still, we have $k_{1} \geq d_{1}(v) \geq A /\left(1+\epsilon_{h-1}\right)^{2}$. So $k_{1}^{*}=k_{1}+\max \left\{0, A-d_{1}(v)\right\} \leq 3 \epsilon_{h-1} k_{1}$ and obviously, $k_{1}^{*} \geq k_{1}$. So $k_{1}^{*} \sim_{3 \epsilon_{h-1}} k_{1}$. As $\hat{k}-1=\hat{k}_{1} \sim_{\delta_{h-1}} k_{1}$, we have $\hat{k}-1 \sim_{\delta_{h}} k_{1}^{*}=k-1$. Thus $\hat{k} \sim_{\delta_{h}} k$.
For all $u \in X_{\alpha} \backslash \Delta(v)$, we have $d(u)=d_{1}{ }^{*}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)=\hat{d}$. For all $u \in \Delta(v)$, we have $d(u)-1=d_{1}{ }^{*}(u) \sim_{\epsilon_{h-1}} \hat{d}_{1}(u)$ and $\hat{d}(u)=\left[\hat{d}_{1}(u)+1\right]_{\epsilon}$, by Lemma 9 we have $d(u) \sim_{\epsilon_{h}} \hat{d}(u)$.

- Remark. The above proof actually provides the intuition of how to modify our algorithm so that it outputs a solution of size at most $\left(1+\delta_{h_{0}}\right)^{2} O P T$. The idea is to, for all $\alpha \in V(T)$ and all $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$, keep track of an exact $h$-close record $(d, k)$ of $(\hat{d}, \hat{k})$ and its corresponding orientation i.e. an orientation $O$ with which $(d, k)$ satisfies the expected properties. Still, this is done by a bottom-up dynamic programming. Fix a non-leaf node $\alpha$, suppose that for all its children, this has been done. Now suppose we want to find that orientation for a record $(\hat{d}, \hat{k}) \in \hat{R}_{\alpha}$. According to the recursive rules, there exists $\left(\hat{d}_{1}, \hat{k}_{1}\right) \in \hat{R}_{\alpha_{1}}$ (and $\left(\hat{d}_{2}, \hat{k}_{2}\right) \in \hat{R}_{\alpha_{2}}$ for join nodes) from which we construct ( $\hat{d}_{1}, \hat{k}_{1}$ ). Proof of (B) in fact shows that if the exact $h-1$-close exact counterpart and the corresponding orientation has been stored, then we can construct the $h$-close record $(d, k) \in R_{\alpha}$ and its corresponding orientation. Notice that if $\alpha$ is the forgetting node we may need Lemma 11 to prove the existence of such $(d, k)$. But fortunately, Lemma 11 is also constructive.


## C Proof of Theorem 14

We first prove that for any bag $X_{\alpha}$ in a tree decomposition for a graph $G=(V, E)$, vertex sets $Y_{\alpha}$ and $V \backslash V_{\alpha}$ are disconnected in $G\left[V \backslash X_{\alpha}\right]$ i.e. $X_{\alpha}$ separates $V \backslash X_{\alpha}$ into two disconnected parts $Y_{\alpha}$ and $V \backslash V_{\alpha}$. Assume they are connected, then there exists $u \in Y_{\alpha}$ and $v \in V \backslash V_{\alpha}$
such that $(u, v) \in E$. So there exists some bag containing both $u$ and $v$. This implies that the nodes whose assigned bags containing $u$ or $v$ forms a subtree in the tree decomposition. However, $X$ divides apart some nodes whose assigned bags containing $u$ or $v$, a contradiction.

Since $(T, \mathcal{X})$ is a tree decomposition for $G_{I}\left[V_{I} \backslash D\right]$, a corollary is that for any node $\alpha \in V(T), X_{\alpha} \cup D$ separates $V_{I} \backslash\left(D \cup X_{\alpha}\right)$ into disconnected parts $Y_{\alpha}$ and $V_{I} \backslash\left(V_{\alpha} \cup D\right)$.

Now we analyze Algorithm 1. We use induction. Firstly let's consider basic cases. If $(I, D)$ has a minimum solution of size at most $l$, then the algorithm returns at line 8 an optimal solution. If $(I, D)$ contains no solution, which is equivalent to $V_{I}$ is not a solution due to monotonicity, then any leaf node is not $l$-good since $Y_{\alpha^{\prime}}=\emptyset$ for a leaf node $\alpha^{\prime}$ and the algorithm returns at line 12. So in these cases, the algorithm is correct. In the remaining case, the algorithm picks a node $\alpha$ which is not $l$-good at line 10 , then it adds some vertices to the final output and creates a new instance to make a recursive call. Since $\alpha$ is the node which is not $l$-good node with minimum height, its children are all $l$-good. Let the optimal solution for $(I, D)$ be $S^{*}$. Let $S:=\operatorname{Solve}\left((I, D \cup F),\left(T^{\prime}, \mathcal{X}\right), l\right)$ and let $S^{\prime}$ denote the optimal solution for $(I, D \cup F)$.

- Lemma 18. As the problem is monotone and splittable, we have the following:
(i) $S^{*} \cap Y_{\alpha}$ is a solution for $\left(I, V_{I} \backslash Y_{\alpha}\right)$.
(ii) For all $\alpha_{c}$ a child of $\alpha$, $S^{*} \cap Y_{\alpha_{c}}$ is a solution for $\left(I, V_{I} \backslash Y_{\alpha_{c}}\right)$;
(iii) $S^{*} \backslash F$ is a solution for $(I, D \cup F)$;
(iv) $E^{\prime} \cup S$ is a solution for $(I, D)$.


## Proof.

(i) By the definition of partial instances, $S^{*} \cup D$ is a solution for $I$. By monotonicity, $S^{*} \cup D \cup\left(V_{I} \backslash Y_{\alpha}\right)=S^{*} \cap Y_{\alpha} \cup\left(V_{I} \backslash Y_{\alpha}\right)$ is also a solution for $I$. So $S^{*} \cap Y_{\alpha}$ is a solution for ( $I, V_{I} \backslash Y_{\alpha}$ ) according to the definition of partial solution.
(ii) Similarly as above, by monotonicity, $S^{*} \cup D \cup\left(V_{I} \backslash Y_{\alpha_{c}}\right)=S^{*} \cap Y_{\alpha_{c}} \cup\left(V_{I} \backslash Y_{\alpha_{c}}\right)$ is also a solution for $I$. So $S^{*} \cap Y_{\alpha_{c}}$ is a solution for $\left(I, V_{I} \backslash Y_{\alpha_{c}}\right)$.
(iii) By monotonicity, $S^{*} \cup D \cup F$ is also a solution for $I$. So $S^{*} \backslash F$ is a solution for $(I, D \cup F)$.
(iv) We need to use the property that $\Phi$ is splittable. By the algorithm, $E^{\prime}=\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}} \cup$ $\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} E_{\alpha_{c}}$ and $F=\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} V_{\alpha_{c}}$. Let $X^{\prime}$ denote $\cup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}$. To use the property that $\Phi$ is splittable, observe that $D \cup X^{\prime}$ is a separator. Each $Y_{\alpha_{c}}$ is an isolated part (not connected to the remaining graph) in $G_{I}\left[V_{I} \backslash\left(D \cup X^{\prime}\right)\right]$. The remaining part in $G_{I}\left[V_{I} \backslash\left(D \cup X^{\prime}\right)\right]$ is thus isolated and it is $V_{I} \backslash\left(D \cup X^{\prime} \cup \bigcup_{\alpha_{c} \in N_{\alpha}^{-}} Y_{\alpha_{c}}\right)=V_{I} \backslash(D \cup F)$. Because each $E_{\alpha_{c}}$ is a solution for $\left(I, V_{I} \backslash Y_{\alpha_{c}}\right.$ ), and by induction hypothesis, $S$ is a solution for $(I, D \cup F)$, we get that $\Phi$ is splittable implies $X^{\prime} \cup D \cup S \cup \bigcup_{\alpha_{c} \in N_{\alpha}^{-}} E_{\alpha_{c}}=$ $E^{\prime} \cup D \cup S$ is a solution for $I$. So $E^{\prime} \cup S$ is a solution for $(I, D)$.

By induction we assume that $|S| \leq(1+(w+1) /(l+1))\left|S^{\prime}\right|$. The approximation ratio is

$$
\frac{\left|S \cup E^{\prime}\right|}{\left|S^{*}\right|} \leq \frac{|S|+\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|E_{\alpha_{c}}\right|+\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|+\left|S^{*} \backslash F\right|}
$$



Figure 1 Venn diagram of sets defined in Algorithm 1.

Since $|S| /\left|S^{*} \backslash F\right| \leq|S| /\left|S^{\prime}\right| \leq 1+(w+1) /(l+1)$, we only need to show $\left(\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|E_{\alpha_{c}}\right|+\right.$ $\left.\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|\right) /\left|S^{*} \cap F\right| \leq 1+(w+1) /(l+1)$. Notice that by the definition, $Y_{\alpha} \subseteq F$. Since $\alpha$ is not $l$-good, (i) implies that $\left|S^{*} \cap F\right| \geq\left|S^{*} \cap Y_{\alpha}\right| \geq l+1$. By (ii), for all $\alpha_{c} \in N_{\alpha}^{-}$, $\left|E_{\alpha_{c}}\right| \leq\left|S^{*} \cap Y_{\alpha_{c}}\right|$. We have

$$
\begin{aligned}
& \frac{\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|E_{\alpha_{c}}\right|+\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|} \\
= & \frac{\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|E_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|}+\frac{\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|} \\
\leq & \frac{\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|E_{\alpha_{c}}\right|}{\sum_{\alpha_{c} \in N_{\alpha}^{-}}\left|S^{*} \cap Y_{\alpha_{c}}\right|}+\frac{\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|}\left(Y_{\alpha_{c}}{ }^{\prime} \text { 's are disjoint subsets of } F\right) \\
\leq & 1+\frac{\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{\left|S^{*} \cap F\right|}\left(\text { By } \text { (ii) and the definition of } E_{\alpha_{c}}\right) \\
\leq & 1+\frac{\left|\bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}}\right|}{l+1}\left(\text { By }\left|S^{*} \cap F\right| \geq l+1\right) .
\end{aligned}
$$

In a nice tree decomposition, the only case that $\left|N_{\alpha}^{-}\right|>1$ is that $\alpha$ is a join node, however in this case, the bags of its two children are the same. So $\mid \bigcup_{\alpha_{c} \in N_{\alpha}^{-}} X_{\alpha_{c}} / /(l+1)+1 \leq$ $(w+1) /(l+1)+1$. The approximation ratio follows. Each time we make a recursive call, the optimal solution size for the current instance decreases by at least 1 . It follows that the algorithm makes at most $O(n)$ recursive calls, so the running time is $f(l, w, n) n^{O(1)}$. And thus Theorem 14 is proved.
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#### Abstract

We study the Uniform 2-dimensional vector multiple knapsack (2VMK) problem, a natural variant of MULTIPLE KNAPSACK arising in real-world applications such as virtual machine placement. The input for 2 VMK is a set of items, each associated with a 2 -dimensional weight vector and a positive profit, along with $m$ 2-dimensional bins of uniform (unit) capacity in each dimension. The goal is to find an assignment of a subset of the items to the bins, such that the total weight of items assigned to a single bin is at most one in each dimension, and the total profit is maximized.

Our main result is a $\left(1-\frac{\ln 2}{2}-\varepsilon\right)$-approximation algorithm for 2 VMK , for every fixed $\varepsilon>0$, thus improving the best known ratio of $\left(1-\frac{1}{e}-\varepsilon\right)$ which follows as a special case from a result of [Fleischer at al., MOR 2011]. Our algorithm relies on an adaptation of the Round\&Approx framework of [Bansal et al., SICOMP 2010], originally designed for set covering problems, to maximization problems. The algorithm uses randomized rounding of a configuration-LP solution to assign items to $\approx m \cdot \ln 2 \approx 0.693 \cdot m$ of the bins, followed by a reduction to the (1-dimensional) Multiple KnaPsack problem for assigning items to the remaining bins.
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## 1 Introduction

The KNAPSACK problem and its variants have attracted much attention in the past four decades, and have been instrumental in the development of approximation algorithms. In this paper we study a variant of KNAPSACK which uses components of two well studied knapsack problems: MULTIPLE KNAPSACK and 2-DIMENSIONAL KNAPSACK.

An instance of uniform multiple knapsack consists of a set $I$ of items of non-negative profits and weights in $[0,1]$, as well as $m$ uniform (unit size) bins. We seek a subset of the items of maximal total profit which can be packed in the $m$ bins. An instance of 2-DIMENSIONAL KNAPSACK is a set $I$ of items, each has a 2-dimensional weight in $[0,1]^{2}$, and a non-negative profit. The objective is to find a subset of the items whose total weight is at most one in each dimension, such that the total profit is maximized. We study a variant of uniform MULTIPLE KNAPSACK where each bin is a 2-dimensional knapsack, thus generalizing both problems.
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Formally, an instance of UNIFORM 2-DIMENSIONAL MULTIPLE KNAPSACK (2VMK) is a tuple $\mathcal{I}=(I, w, p, m)$, where $I$ is a set of items, $w: I \rightarrow[0,1]^{2}$ is a 2 -dimensional weight function, $p: I \rightarrow \mathbb{R}_{\geq 0}$ is a profit function, and $m$ is the number of bins. For any $k \in \mathbb{N}$, let $[k]=\{1,2, \ldots, k\}$. A solution for the instance $(I, w, p, m)$ is a collection of subsets of items $S_{1}, \ldots, S_{m} \subseteq I$ such that $w\left(S_{b}\right)=\sum_{i \in S_{b}} w(i) \leq(1,1)$ for all $b \in[m] .{ }^{1}$ Our objective is to find a solution $S_{1}, \ldots, S_{m}$ which maximizes the total profit, given by $p\left(\bigcup_{b \in[m]} S_{b}\right)$.

A natural application of 2 VMK arises in the cloud computing environment. Consider a data center consisting of $m$ hosts (physical machines). Each host has an available amount of processing power (CPU) and limited memory. For simplicity, these amounts can be scaled to one unit. The data center administrator has a queue of client requests to assign virtual machines (VMs) to the hosts. ${ }^{2}$ Each VM has a demand for processing power and memory, and its execution is associated with some profit. The administrator needs to assign a subset of the VMs to the hosts, such that the total processing power and memory demands on each host do not exceed the available amounts, and the profit gained from the VMs is maximized (see [5] for other optimization objectives in this setting). Another application of 2VMK comes from spectrum allocation in cognitive radio networks [18].

Our goal is to develop an efficient polynomial-time approximation algorithm for 2VMK. Let $\alpha \in(0,1]$ be a constant. An algorithm $\mathcal{A}$ is an $\alpha$-approximation algorithm for 2 VMK if for any instance $\mathcal{I}$ of 2 VMK it returns in polynomial-time a solution of profit at least $\alpha \cdot \operatorname{OPT}(\mathcal{I})$, where $\operatorname{OPT}(\mathcal{I})$ is the optimal profit for $\mathcal{I}$. A polynomial-time approximation scheme (PTAS) is an infinite family $\left\{A_{\varepsilon}\right\}$ of $(1-\varepsilon)$-approximation algorithms, one for each $\varepsilon>0$. A weaker notion is that of a randomized $\alpha$-approximation algorithm, where the algorithm always returns a solution, but the profit is at least $\alpha \cdot \operatorname{OPT}(\mathcal{I})$ with some constant probability.

As the classic Multiple Knapsack problem admits an efficient PTAS (EPTAS), even for instances with arbitrary bin capacities $[10,11]$, and the single bin problem, i.e., 2dimensional Knapsack has a PTAS [9], a natural question is whether 2VMK admits a PTAS as well. By a simple reduction from 2-dimensional VECTOR BIN PACKING (2VBP), we show that such a PTAS is unlikely to exist. ${ }^{3}$

- Theorem 1. Assuming $\mathrm{P} \neq \mathrm{NP}$ there is no PTAS for 2 VMK .

Thus, we focus on deriving the best constant factor approximation for the problem. For any $\varepsilon>0$, a randomized $\left(1-e^{-1}-\varepsilon\right) \approx 0.632$-approximation algorithm for 2VMK follows from a result of [8], as a special case of the SEParable assignment problem (SAP). Our main result is an improved approximation ratio for the problem.

- Theorem 2. For every fixed $\varepsilon>0$, there is a randomized $\left(1-\frac{\ln 2}{2}-\varepsilon\right) \approx 0.653-$ approximation algorithm for 2 VMK .


### 1.1 Prior Work

The special case of 2VMK with a single bin, i.e., 2-dimensional Knapsack, admits a PTAS due to Frieze and Clarke [9]. As shown in [14], an EPTAS for the problem is unlikely to exist. The first PTAS for Multiple Knapsack was presented by Chekuri and Khanna [6] who

[^16]also showed the problem is strongly NP-hard. The PTAS was later improved to an EPTAS by Jansen $[10,11]$. For comprehensive surveys of known results on knapsack problems, see, e.g., $[12,4]$.

Both Multiple Knapsack and 2VMK are special cases of the Separable Assignment Problem (SAP) studied in [8]. The input for SAP is a set of items $I$ and $m$ bins. Each item $i \in I$ has a profit $p_{i, j}$ if assigned to bin $j \in[m]$. Each bin $j \in[m]$ is associated with a collection of feasible assignments $\mathcal{F}_{j} \subseteq 2^{I}$. The feasible assignments are hereditary, that is, if $S \in \mathcal{F}_{j}$ and $T \subseteq S$ then $T \in \mathcal{F}_{j}$ for all $T \subseteq S$. The feasible assignments are given implicitly via a $\beta$-optimization oracle which, given a value function $v: I \rightarrow \mathbb{R}_{\geq 0}$ and $j \in[m]$, finds a $\beta$-approximate solution for $\max _{S \in \mathcal{F}_{j}} \sum_{i \in S} v(i)$. A solution for the SAP instance is a tuple of disjoint sets $S_{1}, \ldots, S_{m} \subseteq I$ such that $S_{j} \in \mathcal{F}_{j}$ for all $j \in[m]$. The objective is to find a solution $S_{1}, \ldots, S_{m}$ of maximum profit $\sum_{j=1}^{m} \sum_{i \in S_{j}} p_{i, j}$. A $\left(1-e^{-1}\right) \cdot \beta$-approximation for SAP was given in [8].

Observe that 2VMK can be cast as SAP by setting $p_{i, j}=p(i)$ for every $(i, j) \in I \times[m]$, and $\mathcal{F}_{j}=\{S \subseteq I \mid w(S) \leq(1,1)\}$ for every $j \in[m]$. That is, the profit of item $i$ is $p(i)$ regardless of the bin to which it is assigned, and the feasible assignments of all bins are simply all subsets of items which fit into a bin. For every fixed $\varepsilon>0$, a $(1-\varepsilon)$-optimization oracle for the bins can be implemented in polynomial time using the PTAS of [9] for 2-dIMENSIONAL KNAPSACK. Hence, a $\left(1-e^{-1}-\varepsilon\right)$-approximation for 2VMK follows from the result of [8].

Parameterized algorithms for 2VMK were proposed in $[15,1]$. We are not aware of earlier works which directly study 2VMK from approximation algorithms viewpoint.

### 1.2 Technical Overview

Our algorithm combines the approximation algorithm of Fleischer et al. [8] with a simple reduction of 2 VMK to (1-dimensional) Multiple Knapsack.

The algorithm of [8] is based on randomized rounding of a configuration-LP solution. Given an instance $\mathcal{I}=(I, w, p, m)$ of 2 VMK , let $w_{j}(i)$ denote the weight of item $i$ in the $j$ th coordinate, for all $i \in I$ and $j \in\{1,2\}$. Also, given $f: I \rightarrow \mathbb{R}^{d}$ we use the notation $f(S)=\sum_{i \in S} f(i)$ for all $S \subseteq I$. A configuration of the instance $\mathcal{I}$ is $C \subseteq I$ such that $w(C) \leq(1,1)$. Let $\mathcal{C}(\mathcal{I})$ be the set of all configurations of the 2 VMK instance $\mathcal{I}$. For any $i \in I$, let $\mathcal{C}(\mathcal{I}, i)$ be the set of configurations containing item $i$. We often omit $\mathcal{I}$ and use $\mathcal{C}$ and $\mathcal{C}(i)$ when the instance $\mathcal{I}$ is known by context. Observe that a solution for the instance $\mathcal{I}$ is a tuple of $m$ configurations.

Given a 2 VMK instance $\mathcal{I}=(I, w, p, m)$, let $\mathbf{x}_{C} \in\{0,1\}$ be an indicator for the selection of configuration $C \in \mathcal{C}=\mathcal{C}(\mathcal{I})$ for the solution. In the configuration-LP relaxation of the problem, we have $\mathbf{x}_{C} \geq 0 \forall C \in \mathcal{C}$. Our algorithm initially solves the following.

$$
\begin{array}{lll}
\text { (C-LP) } & \sum_{C \in \mathcal{C}} \sum_{i \in C} \mathbf{x}_{C} \cdot p(i) & \\
\text { subject to : } & \sum_{C \in \mathcal{C}} \mathbf{x}_{C} \leq m & \\
& \sum_{C \in \mathcal{C}(i)} \mathbf{x}_{C} \leq 1 & \forall i \in I  \tag{2}\\
& \mathbf{x}_{C} \geq 0 & \forall C \in \mathcal{C}
\end{array}
$$

The next lemma follows from a result of [8].

- Lemma 3. There is a PTAS for C-LP.

Let $\mathbf{x}$ be a solution for C-LP. We say that a random configuration $R \in \mathcal{C}$ is distributed by $\mathbf{x}$ if $\operatorname{Pr}[R=C]=\frac{\mathbf{x}_{C}}{m} .{ }^{4}$

To obtain a $\left(\left(1-e^{-1}\right) \cdot(1-\varepsilon)\right)$-approximation for 2 VMK , the algorithm of [8] finds a ( $1-\varepsilon$ )-approximate solution $\mathbf{x}$ for C-LP, and then independently samples $m$ configuration $R_{1}, \ldots, R_{m} \in \mathcal{C}$, where each of the configurations $R_{j}$ is distributed by $\mathbf{x}$. The returned solution is the sampled configurations $R_{1}, \ldots, R_{m}$. For simplicity of this informal overview, assume that $\sum_{C \in \mathcal{C}} \sum_{i \in C} \mathbf{x}_{C} \cdot p(i) \approx \operatorname{OPT}(\mathcal{I})$.

It can be shown that

$$
\begin{equation*}
\mathbb{E}\left[p\left(R_{1} \cup \ldots \cup R_{j}\right)\right] \approx\left(1-e^{-\frac{j}{m}}\right) \cdot \sum_{C \in \mathcal{C}} \sum_{i \in C} \mathbf{x}_{C} \cdot p(i) \approx\left(1-e^{-\frac{j}{m}}\right) \cdot \operatorname{OPT}(\mathcal{I}) \tag{3}
\end{equation*}
$$

for all $j \in[m]$, and in particular $\mathbb{E}\left[p\left(R_{1} \cup \ldots \cup R_{m}\right)\right] \approx\left(1-e^{-1}\right) \cdot \operatorname{OPT}(\mathcal{I})$. Define

$$
q_{j}=\mathbb{E}\left[p\left(R_{1} \cup \ldots \cup R_{j}\right)-p\left(R_{1} \cup \ldots \cup R_{j-1}\right)\right]
$$

to be the marginal expected profit of the $j$ th sampled configuration. By (3) we have

$$
\begin{equation*}
q_{j} \approx\left(\left(1-e^{-\frac{j}{m}}\right)-\left(1-e^{-\frac{j-1}{m}}\right)\right) \cdot \operatorname{OPT}(\mathcal{I}) \approx \frac{1}{m} \cdot e^{-\frac{j}{m}} \cdot \mathrm{OPT}(\mathcal{I}) \tag{4}
\end{equation*}
$$

where the last estimation follows from $e^{-\frac{j-1}{m}} \approx e^{-\frac{j}{m}}+\frac{1}{m} \cdot e^{-\frac{j}{m}}$ by a Taylor expansion of $e^{x}$ at $x=-\frac{j}{m}$. Equation (4) implies that the marginal profit from each configuration decreases as the sampling process proceeds. The first sampled configuration has a marginal profit of $\approx \frac{1}{m} \cdot \operatorname{OPT}(\mathcal{I})$, while the marginal profit of the $m$ th configuration is $\approx e^{-1} \cdot \frac{1}{m} \cdot \mathrm{OPT}(\mathcal{I}) \approx$ $0.367 \cdot \frac{1}{m} \cdot \operatorname{OPT}(\mathcal{I})$.

We note that a simple reduction to Multiple Knapsack can be used to derive a $\left(\frac{1}{2}-\varepsilon\right)$-approximation for 2 VMK . An instance $\mathcal{J}$ of uniform multiple knapsack (MK) is a tuple $\mathcal{J}=(I, w, p, m)$, where $I$ is a set of items, $w: I \rightarrow[0,1]$ is a weight function, $p: I \rightarrow \mathbb{R}_{\geq 0}$ is a profit function, and $m$ is the number of (unit size) bins. A configuration of $\mathcal{J}$ is a subset of items $C \subseteq I$ satisfying $w(C) \leq 1$. We use $\mathcal{C}(\mathcal{J})$ to denote the set of all configurations of $\mathcal{J}$, and sometimes omit $\mathcal{J}$ from this notation if it is known by context. A feasible solution for $\mathcal{J}$ is a tuple of $m$ configurations $C_{1}, \ldots, C_{m} \in \mathcal{C}(\mathcal{J})$. The objective is to find a solution $C_{1}, \ldots C_{m}$ for which the total profit, given by $p\left(\bigcup_{t \in[m]} C_{t}\right)$, is maximized. We note that uniform MK can be viewed as UnIFORM 1-Dimensional VECTOR MULTIPLE KNAPSACK.

Let $\mathcal{I}=(I, w, p, m)$ be a 2 VMK instance, and define an MK instance $\mathcal{J}=\left(I, w^{\prime}, p, m\right)$ where $w^{\prime}(i)=\max \left\{w_{1}(i), w_{2}(i)\right\}$ for every $i \in I$. It can be easily shown that $\mathcal{C}(\mathcal{J}) \subseteq \mathcal{C}(\mathcal{I})$, i.e., a configuration of the MK instance is a configuration of the 2 VMK instance. Furthermore, every $C \in \mathcal{C}(\mathcal{I})$ can be partitioned into $C_{1}, C_{2} \in \mathcal{C}(\mathcal{J})$ (possibly with $\left.C_{1}=\emptyset\right)$. That is, every configuration of the 2 VMK instance can be split into two configurations of the MK instance. Therefore $\operatorname{OPT}(\mathcal{J}) \geq \frac{1}{2} \cdot \operatorname{OPT}(\mathcal{I})$, as we can take the optimal solution of the 2 VMK instance $\mathcal{I}$, convert its configurations to $2 m$ configurations of the MK instance $\mathcal{J}$, and select the $m$ most profitable ones. As MK admits a PTAS [6], we can find a $(1-\varepsilon)$ approximate solution for $\mathcal{J}$ in polynomial time. This leads to the following algorithm, to which we refer as the reduction algorithm. Given the instance $\mathcal{I}$, return a $(1-\varepsilon)$-approximate solution for $\mathcal{J}$. The above arguments can be used to show that the reduction algorithm is a $\left(\frac{1}{2}-\varepsilon\right)$-approximation algorithm for 2 VMK .

[^17]While this simple $\left(\frac{1}{2}-\varepsilon\right)$-approximation is inferior to the $\left(1-e^{-1}-\varepsilon\right)$-approximation of Fleischer et al. [8], it is still useful for obtaining a better approximation for 2VMK, due to the following property. Let $T \subseteq I$ be a random subset of the items such that $\operatorname{Pr}(i \in T) \leq \alpha$ for all $i \in I$, and $T$ satisfies some concentration bounds. Then, if the reduction algorithm is executed with the 2VMK instance $(I \backslash T, p, w,(1-\alpha) m)$, it returns with high probability a solution of profit at least $\frac{1}{2} \cdot(1-\alpha) \cdot \operatorname{OPT}(\mathcal{I})$. In other words, if every item is removed from the instance with probability at most $\alpha$, then the algorithm can find a packing into $(1-\alpha) \cdot m$ bins that yields $\frac{1}{2} \cdot(1-\alpha)$ of the original profit $\operatorname{OPT}(\mathcal{I})$. This property resembles the notion of subset oblivious algorithms used by [2] as part of their Round\&Approx framework for set covering problems. Indeed, we use a subset oblivious algorithm of [2] in our proof of this property.

This suggests the following hybrid algorithm. First, solve C-LP and sample $\ell \approx \alpha m$ configuration $R_{1}, \ldots, R_{\ell}$ distributed by the C-LP solution $\mathbf{x}$. Subsequently, define $T=$ $\bigcup_{j=1}^{\ell} R_{j}$, and use the reduction algorithm to find a solution $S$ for the instance $(I \backslash T, w, p,(1-$ $\alpha) m$ ). The algorithm returns $R_{1}, \ldots, R_{\ell}$ together with the $m-\ell=(1-\alpha) m$ configurations of $S$. It can be shown that $\operatorname{Pr}(i \in T) \leq \alpha$ for all $T$, and that $T$ satisfies the required concentration bounds; therefore, the expected profit of $S$ is $\approx \frac{1}{2} \cdot(1-\alpha) \cdot \operatorname{OPT}(\mathcal{I})$. Since $S$ uses $(1-\alpha) m$ configurations, this can be interpreted as a residual profit of $\frac{1}{2 \cdot m} \cdot \mathrm{OPT}(\mathcal{I})$ per configuration. This property suggests how to select $\alpha$. We set the value of $\alpha$ such that the marginal profit of the $(\alpha m)$-th sampled configuration is equal to $\frac{1}{2 m} \cdot \operatorname{OPT}(\mathcal{I})$, the marginal profit of a configuration in $S$. By (4), this is realized for $\alpha=\ln 2$.

We note that this hybrid approach is similar to the Round\&Approx framework of Bansal et al. [2], which solves set covering problems by sampling random configurations based on a solution for a configuration-LP, followed by a subset oblivious algorithm which completes the solution. Our algorithm can be viewed as an adaptation of the framework of [2] to knapsack variants. To the best of our knowledge, this is the first application of ideas from [2] to maximization problems.

Our proofs rely on a dimension-free concentration bound for self-bounding functions due to Boucheron et al. [3] (see Section 3.1 for details). While our approach is conceptually similar to the Round\&Approx of [2], which uses McDiarmid's bound [16] to show concentration, it appears that McDiarmid's bound does not suffice to guarantee concentration of the profits. The bound of Boucheron et al. was previously used by Vondrák to show concentration bounds for submodular functions [20]. We are not aware of other applications of this bound in the context of combinatorial optimization.

### 1.3 Organization

In Section 2 we give some definitions and preliminary results. Section 3 presents our approximation algorithm for 2 VMK , and in Section 4 we give a proof of APX-hardness (stated in Theorem 1). We conclude in Section 5 with a summary and some directions for future work. Due to space constraints, some of the proofs are given in the full version of the paper [7].

## 2 Preliminaries

For any function $f: I \rightarrow \mathbb{R}^{d}$ where $d \in\{1,2\}$ we use the notation $f(A)=\sum_{i \in A} f(i)$. We note that in both MK and 2VMK an item selected for the solution may appear in more than one configuration; however, the profit of each selected item is counted exactly once.

Let $\mathcal{I}$ be an instance of either 2 VMK or MK. We say that a subset of items $S \subseteq I$ can be packed into $q$ bins of $\mathcal{I}$, for some $1 \leq q \leq m$, if there are configurations $C_{1}, \ldots, C_{q} \in \mathcal{C}(\mathcal{I})$ such that $\cup_{t=1}^{q} C_{t}=S$.

Finally, given $n \in \mathbb{N}$ and an arbitrary set $\mathcal{X}$, define $\mathcal{X}^{n}$ to be the set of all vectors of dimension $n$ over $\mathcal{X}$; that is, $\mathcal{X}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \mid \forall t \in\{1, \ldots, n\}: x_{t} \in \mathcal{X}\right\}$.

### 2.1 Associated Instances

Our approximation algorithm for 2VMK uses as a subroutine an approximation algorithm for MK. To this end, we define for a given 2VMK instance an associated MK instance. Formally, given a 2VMK instance $\mathcal{I}=(I, w, p, m)$, we define the $k$-associated MK instance $\mathcal{I}^{\prime}=\left(I^{\prime}, w^{\prime}, p^{\prime}, m^{\prime}\right)$ as follows. The set of items is $I^{\prime}=I$. The item weights are given by $w^{\prime}(i)=\max \left\{w_{1}(i), w_{2}(i)\right\}$, for $1 \leq i \leq n$; the profit of item $i$ is $p^{\prime}(i)=p(i)$, and the number of (unit size) bins is $m^{\prime}=k \cdot m$. The next result will be useful in analyzing our algorithm for 2VMK.

- Lemma 4. Let $\mathcal{I}=(I, w, p, m)$ be a 2VMK instance, and $\mathcal{I}^{\prime}=\left(I^{\prime}, w^{\prime}, p^{\prime}, m^{\prime}\right)$ its $k$ associated instance. Then, any set $S \subseteq I$ that can be packed in $q$ bins of $\mathcal{I}$, can be packed in $2 \cdot q$ bins of $\mathcal{I}^{\prime}$.


### 2.2 Restriction to $\varepsilon$-Nice Instances

The correctness proofs for our approach require the number of bins $m$ to be large, and the maximum profit for a single configuration to be relatively small. These properties are essential for the concentration bounds that we use to ensure success with high probability. We show that for instances in which $m$ is small (i.e., bounded by some constant), a simple reduction to $d$-dimensional knapsack with a matroid constraint yields a PTAS. This allows us to focus on instances with a large number of bins. Furthermore, for such instances we use a simple greedy pre-processing to ensure bounded maximal profit for a single configuration. Thus, we restrict our attention to the following subclass of $\varepsilon$-nice instances. Let $\exp ^{[k]}(x)=\exp \left(\exp ^{[k-1]}(x)\right)$, for any integer $k \geq 2$, and $\exp ^{[1]}(x)=\exp (x)$.

- Definition 5. Given $\varepsilon \in(0,0.01)$, an instance $\mathcal{I}=(I, w, p, m)$ is $\varepsilon$-nice if $m \geq \exp ^{[3]}\left(\varepsilon^{-30}\right)$ and $p(C) \leq \varepsilon^{20} \cdot \operatorname{OPT}(\mathcal{I})$ for every $C \in \mathcal{C} .{ }^{5}$

We show that efficient approximation for 2VMK on $\varepsilon$-nice instances yields almost the same approximation ratio for general instances.

- Lemma 6. For any $\varepsilon \in(0,0.01)$ and $\beta \in(0,1-\varepsilon)$, if there is polynomial-time $\beta$ approximation algorithm for 2 VMK on $\varepsilon$-nice instances, then there is a polynomial-time $(1-\varepsilon) \cdot \beta$-approximation algorithm for 2 VMK .


### 2.3 Two-dimensional Vector Bin Packing

An instance $\mathcal{I}$ of the 2-Dimensional Vector Bin Packing (2VBP) problem is a pair $(I, w)$, where $I$ is a set of $n$ items and $w: I \rightarrow[0,1]^{2}$ is a two-dimensional weight function. A solution for the instance $(I, w)$ is a collection of subsets of items $S_{1}, \ldots, S_{m} \subseteq I$ such that $w\left(S_{b}\right)=\sum_{i \in S_{b}} w(i) \leq(1,1)$ for all $b=1, \ldots, m$, and $\bigcup_{b=1}^{m} S_{b}=I$. The size of the solution is $m$. Our objective is to find a solution of minimum size.

[^18]An asymptotic polynomial-time approximation scheme (APTAS) is an infinite family $\left\{A_{\varepsilon}\right\}$ of asymptotic $(1-\varepsilon)$-approximation algorithms, one for each $\varepsilon>0$. Ray [17] showed that 2VBP does not admit an asymptotic approximation ratio better than $\frac{600}{599}$, assuming $P \neq N P$; thus, 2VBP does not admit an APTAS.

## 3 Approximation Algorithm for $\varepsilon$-Nice Instances

In this section we present an algorithm for $\varepsilon$-nice 2 VMK instances. Our algorithm proceeds by initially obtaining an approximate solution $\mathbf{x}$ for C-LP (as given in Section 1.2), and then forming a partial solution by sampling $1 \leq \ell \leq m$ configurations. The remaining ( $m-\ell$ ) configurations are derived by solving the associated MK instance for the remaining (unassigned) items. The pseudocode of our algorithm is given in Algorithm 1.

Algorithm 1 Approximation Algorithm for $\varepsilon$-nice instances.

```
configuration \(: \varepsilon \in(0,0.01)\).
    input : An \(\varepsilon\)-nice instance \(\mathcal{I}=(I, w, p, m)\) of 2 VMK .
    output : A solution for the instance \(\mathcal{I}\).
        Find a \((1-\varepsilon)\)-approximate solution \(\mathbf{x}\) for C-LP; let \(x^{*}\) be its value.
        for \(t=1\) to \(\ell=\lceil m \cdot \ln 2\rceil\) do
        Sample a random configuration \(R_{t}\) distributed by \(\mathbf{x}\)
        end
        \(S \leftarrow I \backslash\left(\cup_{t \in\{1, \ldots, l\}} R_{t}\right)\)
        Let \(\mathcal{I}^{\prime}\) be the 1 -associated MK instance of the 2VMK instance ( \(S, w, p, m-\ell\) ).
        Find a \((1-\varepsilon)\)-approximate solution for the MK instance \(\mathcal{I}^{\prime}\); denote the solution
        by \(R_{\ell+1}, \ldots, R_{m}\).
    6: Return \(\left(R_{1}, \ldots, R_{m}\right)\).
```

Note that, by Lemma 3, Step 1 of Algorithm 1 can be implemented in polynomial time, for any fixed $\varepsilon>0$. Let $\varepsilon \in(0,0.01)$. and $\mathcal{I}$ be an $\varepsilon$-nice 2 -VMK instance. Consider the execution of Algorithm 1 configured by $\varepsilon$ with $\mathcal{I}$ as its input. Let OPT be the set of items selected by an optimal solution for $\mathcal{I}$, and $T=\bigcup_{t \in\{1, \ldots, \ell\}} R_{t}$ the items selected in Step 2 in Algorithm 1. We use the next lemmas in the analysis of the algorithm. Lemma 7 lower bounds the expected profit of $R_{1}, \ldots, R_{\ell}$, the configurations sampled in Step 2 of Algorithm 1. Lemma 8 gives a lower bound on the profit of the MK solution $R_{\ell+1}, \ldots, R_{m}$ found in Step 5 of Algorithm 1. Lemma 9 lower bounds the profit of the solution returned by the algorithm using the bounds in Lemmas 7 and 8, whose proofs are given in Sections 3.2 and 3.3.

- Lemma 7. $\operatorname{Pr}\left[p(T) \leq\left(1-e^{-\alpha}-2 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})\right] \leq \exp \left(-\varepsilon^{-7}\right)$.
- Lemma 8. $\operatorname{Pr}\left[p\left(\bigcup_{t=\ell+1}^{m} R_{t}\right) \leq\left(\frac{1-\alpha}{2}-3 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})\right] \leq \frac{1}{4}$.
- Lemma 9. Algorithm 1 returns a solution of profit at least $\left(1-\frac{\ln 2}{2}-5 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})$ with probability at least $\frac{1}{2}$.
For an event $A$, let $\bar{A}$ denote the complementary event.
Proof of Lemma 9. Let $A$ be the event " $p(T)>\left(1-e^{-\alpha}-2 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})$ ", and $B$ the event " $p\left(\bigcup_{t=\ell+1}^{m} R_{t}\right)>\left(\frac{1-\alpha}{2}-3 \varepsilon\right) \cdot p(\mathrm{OPT})$ ". If both $A$ and $B$ occur then Algorithm 1 returns a solution of profit at least

$$
p(T)+p\left(\bigcup_{t=\ell+1}^{m} R_{t}\right) \geq\left(1-e^{-\alpha}-2 \varepsilon+\frac{1-\alpha}{2}-3 \varepsilon\right) p(\mathrm{OPT})=\left(1-\frac{\ln 2}{2}-5 \varepsilon\right) p(\mathrm{OPT})
$$

The inequality holds since both $A$ and $B$ occur. The equality holds since $\alpha=\ln 2$. The probability that $A$ and $B$ occur is given by

$$
\operatorname{Pr}[A \cap B]=1-\operatorname{Pr}[\bar{A} \cup \bar{B}] \geq 1-(\operatorname{Pr}[\bar{A}]+\operatorname{Pr}[\bar{B}]) \geq 1-\exp \left(-\varepsilon^{-7}\right)-\frac{1}{4} \geq \frac{1}{2}
$$

The first inequality follows from the union bound. The second inequality follows from Lemmas 7 and 8, and since $\varepsilon<0.01$.

### 3.1 Self-Bounding Functions

Lemmas 7 and 8 we use a concentration bound for self-bounding functions.

- Definition 10. A non-negative function $f: \mathcal{X}^{n} \rightarrow \mathbb{R}_{\geq 0}$ is called self-bounding if there exist $n$ functions $f_{1}, \ldots, f_{n}: \mathcal{X}^{n-1} \rightarrow \mathbb{R}$ such that for all $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$,

$$
\begin{aligned}
& 0 \leq f(x)-f_{t}\left(x^{(t)}\right) \leq 1, \quad \text { and } \\
& \sum_{t=1}^{n}\left(f(x)-f_{t}\left(x^{(t)}\right)\right) \leq f(x)
\end{aligned}
$$

where $x^{(t)}=\left(x_{1}, \ldots, x_{t-1}, x_{t+1}, \ldots, x_{n}\right) \in \mathcal{X}^{n-1}$ is obtained by dropping the $t$-th component of $x$.

The next result is shown in [3].

- Lemma 11. Let $f: \mathcal{X}^{n} \rightarrow \mathbb{R}_{\geq 0}$ be a self-bounding function and let $X_{1}, \ldots, X_{n} \in \mathcal{X}$ be independent random variables. Define $Z=f\left(X_{1}, \ldots, X_{n}\right)$. Then the following holds:

1. $\operatorname{Pr}[Z \geq \mathbb{E}[Z]+t] \leq \exp \left(-\frac{t^{2}}{2 \cdot \mathbb{E}[Z]+\frac{t}{3}}\right)$, for every $t \geq 0$.
2. $\operatorname{Pr}[Z \leq \mathbb{E}[Z]-t] \leq \exp \left(-\frac{t^{2}}{2 \cdot \mathbb{E}[Z]}\right)$, for every $0<t<\mathbb{E}[Z]$.

We use the following construction of self-bounding functions several times in the paper. Recall that $\mathcal{C}=\mathcal{C}(\mathcal{I})$.

- Lemma 12. Let $\mathcal{I}=(I, w, p, m)$ be a dVMK instance, and $h: I \rightarrow \mathbb{R}_{\geq 0}$. Define $f: \mathcal{C}^{\ell} \rightarrow \mathbb{R}$ by $f\left(C_{1}, \ldots, C_{\ell}\right)=\frac{h\left(\bigcup_{i \in[\ell]} C_{i}\right)}{\eta}$, where $\eta \geq \max _{C \in \mathcal{C}} h(C)$. Then $f$ is a self-bounding function.


### 3.2 Profit of the Sampled Configurations

In this section we prove Lemma 7; namely, we show that with high probability the profit $p\left(\cup_{t \in\{1, \ldots, \ell\}} R_{t}\right)$ is sufficiently large. We first prove the next lemma.

- Lemma 13. $\mathbb{E}[p(T)] \geq\left(1-e^{-\alpha}-\varepsilon\right) \cdot p(\mathrm{OPT})$.

Proof. Let $\mathcal{C}(i)=\mathcal{C}(\mathcal{I}, i)$ be the set of configurations containing item $i \in \mathcal{I}$, then for every $i \in I$, the probability that $i$ is not contained in the sampled configurations is

$$
\operatorname{Pr}[i \notin T]=\operatorname{Pr}\left[i \notin \cup_{t \in\{1, \ldots, \ell\}} R_{t}\right]=\prod_{t \in\{1, \ldots, \ell\}} \operatorname{Pr}\left[i \notin R_{t}\right]=\left(1-\sum_{C \in \mathcal{C}(i)} \frac{x_{C}}{m}\right)^{\ell}
$$

where third equality holds since $\operatorname{Pr}\left[i \in R_{t}\right]=\sum_{C \in \mathcal{C}(i)} \frac{x_{C}}{m}$, for all $t \in\{1, \ldots, \ell\}$. Hence,

$$
\operatorname{Pr}[i \notin T]=\left(1-\sum_{C \in \mathcal{C}(i)} \frac{x_{C}}{m}\right)^{\ell} \leq\left(1-\sum_{C \in \mathcal{C}(i)} \frac{x_{C}}{m}\right)^{\frac{\sum_{C \in \mathcal{C}(i)} x_{C}}{\sum_{C \in \mathcal{C}(i)} x_{C}}} \leq \exp \left(-\alpha \cdot \sum_{C \in \mathcal{C}(i)} x_{C}\right)
$$

The first inequality holds since $\ell \geq \alpha \cdot m$. The second inequality holds by $\left(1-\frac{1}{x}\right)^{x} \leq e^{-1}$ for $x \geq 1$. Thus, we have

$$
\operatorname{Pr}[i \in T]=1-\operatorname{Pr}[i \notin T] \geq\left(1-\exp \left(-\alpha \cdot \sum_{C \in \mathcal{C}(i)} x_{C}\right)\right) \geq \sum_{C \in \mathcal{C}(i)} x_{C} \cdot\left(1-e^{-\alpha}\right)
$$

For the second inequality, we used $1-e^{-x \cdot \alpha} \geq x \cdot\left(1-e^{-\alpha}\right)$ for $x, \alpha \in[0,1]$. Therefore,

$$
\begin{aligned}
\mathbb{E}[p(T)] & =\sum_{i \in I} p(i) \cdot \operatorname{Pr}[i \in T] \\
& \geq \sum_{i \in I} p(i) \cdot \sum_{C \in \mathcal{C}(i)} x_{C} \cdot\left(1-e^{-\alpha}\right) \\
& =\left(1-e^{-\alpha}\right) \cdot \sum_{C \in \mathcal{C}} \sum_{i \in C} x_{C} \cdot p(i) \\
& =\left(1-e^{-\alpha}\right) \cdot x^{*} \\
& \geq\left(1-e^{-\alpha}-\varepsilon\right) \cdot p(\mathrm{OPT})
\end{aligned}
$$

The third equality follows from our definition of $x^{*}$ as the value of the solution $\mathbf{x}$ found in Step 1 of Algorithm 1. The second inequality holds since $x^{*} \geq(1-\varepsilon) \cdot p(\mathrm{OPT})$.
Proof of Lemma 7. Define $f: C^{\ell} \rightarrow \mathbb{R}$ by $f\left(C_{1}, \ldots, C_{\ell}\right)=\frac{p\left(\bigcup_{t \in\{1, \ldots, \ell\}} C_{t}\right)}{\varepsilon^{10} \cdot p(\mathrm{OPT})}$ As the instance $\mathcal{I}$ is $\varepsilon$-nice, we have that $\varepsilon^{10} \cdot p(\mathrm{OPT}) \geq \max _{C \in \mathcal{C}} p(C)$. By Lemma $12, f$ is a self-bounding function. Hence, by Lemma 13 we have,

$$
\begin{aligned}
\operatorname{Pr} & {\left[p(T) \leq\left(1-e^{-\alpha}-2 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})\right] } \\
& \leq \operatorname{Pr}\left[\frac{p(T)}{\epsilon^{10} \cdot p(O P T)} \leq \frac{\mathbb{E}[p(T)]}{\epsilon^{10} \cdot p(\mathrm{OPT})}-\frac{\varepsilon \cdot p(\mathrm{OPT})}{\epsilon^{10} \cdot p(\mathrm{OPT})}\right] \\
& =\operatorname{Pr}\left[f\left(R_{1}, \ldots, R_{\ell}\right) \leq \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]-\varepsilon^{-9}\right] \\
& \leq \exp \left(-\frac{\varepsilon^{-18}}{2 \cdot \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]}\right) \\
& \leq \exp \left(-\frac{\varepsilon^{-18}}{2 \cdot \frac{p(\mathrm{OPT})}{\epsilon^{10} \cdot p(\mathrm{OPT})}}\right) \leq \exp \left(-\varepsilon^{-7}\right) .
\end{aligned}
$$

The first equality holds by the definition of $f$. The second inequality follows from Lemma 11, by taking $t=\varepsilon^{-9}$. The third inequality holds since $f\left(R_{1}, \ldots, R_{\ell}\right) \leq \frac{p(\mathrm{OPT})}{\varepsilon^{10} \cdot p(\mathrm{OPT})}$, as $R_{1}, \ldots, R_{\ell}$ along with additional $m-\ell$ empty configurations is a solution for $\mathcal{I}$. The fourth inequality holds since $2 \cdot \varepsilon \leq 1$.

### 3.3 The Solution for the Residual Items

In this section we prove Lemma 8. Specifically, we show that the profit of the solution for the MK instance constructed in Step 4 of Algorithm 1 is sufficiently high. Since we obtain a ( $1-\varepsilon$ )-approximate solution for the MK instance $\mathcal{I}^{\prime}$, we only need to derive a lower bound for $\operatorname{OPT}\left(\mathcal{I}^{\prime}\right)$. To this end, we show that there exists a set $Q \subseteq \mathrm{OPT}$, such that the set $Q \backslash T$ has sufficiently high profit $p(Q \backslash T)$, and $Q \backslash T$ can be almost entirely packed in twice the number of remaining bins. We choose among these bins the most profitable ones to obtain the lower bound. In our analysis, we use the notion of subset-obliviousness, introduced in [2]. The following is a simplified version of a definition given in [2] w.r.t. the BIN PACKING (BP) problem. Let $\operatorname{BP}-\mathrm{OPT}(I, w)$ denote the size of an optimal solution for a BP instance $\mathcal{I}=(I, w)$.

- Definition 14. Let $\rho>1$. We say that Bin Packing is $\rho$-subset oblivious if, for any fixed $\varepsilon>0$, there exist $k, \psi, \delta$ (possibly depending on $\varepsilon$ ) such that, for any BP instance $\mathcal{I}=(I, w)$, there exist functions $g_{1}, \ldots, g_{k}: 2^{I} \rightarrow \mathbb{R}_{\geq 0}$ which satisfy the following.
(i) $g_{t}(C) \leq \psi$ for any $C \in \mathcal{C}(\mathcal{I})$ and $t \in\{1, \ldots, k\}$;
(ii) $\mathrm{BP}-\mathrm{OPT}(I, w) \geq \max _{t \in\{1, \ldots, k\}} g_{t}(I)$;
(iii) $\operatorname{BP}-\mathrm{OPT}(S, w) \leq \rho \cdot \max _{t \in\{1, \ldots, k\}} g_{t}(S)+\varepsilon \cdot \operatorname{BP}-\mathrm{OPT}(I, w)+\delta$, for all $S \subseteq I$.

We refer to the values $k, \psi$ and $\delta$ as the $(\rho, \varepsilon)$-subset oblivious parameters of Bin Packing, and the functions $g_{1}, \ldots, g_{k}$ as the $(\rho, \varepsilon)$-subset oblivious functions of $\mathcal{I}$.

The next lemma follows from a result of [2].

- Lemma 15. For any fixed $\varepsilon>0$, Bin Packing is $(1+\varepsilon)$-subset oblivious, and the $(1+\varepsilon, \varepsilon)$ parameters $k, \delta, \psi$ satisfy $k \leq \exp ^{[3]}\left(\varepsilon^{-1}\right), \delta \leq \frac{4}{\varepsilon^{4}}$, and $\psi \leq 1$.
Let $\mathcal{J}=\left(\mathrm{OPT}, w^{\prime}, p, 2 \cdot m\right)$ be the 2 -associated MK instance of $\mathcal{I}_{\mathrm{OPT}}=(\mathrm{OPT}, w, p, m)$. By Lemma 15, Bin Packing is $\left(1+\varepsilon^{2}\right)$-subset oblivious. Thus, there exist $k, \psi, \delta$ which are $\left(1+\varepsilon^{2}, \varepsilon^{2}\right)$ subset oblivious parameters of Bin Packing. Let $g_{1}, \ldots, g_{k}$ be the $\left(1+\varepsilon^{2}, \varepsilon^{2}\right)$ subset-oblivious functions of the Bin Packing instance (OPT, $w^{\prime}$ ). By Lemma 15, the values $k$, $\psi$ and $\delta$ satisfy, $k \leq \exp ^{[3]}\left(\varepsilon^{-2}\right), \delta \leq \frac{4}{\varepsilon^{8}}, \psi \leq 1$. Define $\alpha^{\prime}=\frac{\lceil\alpha \cdot m\rceil}{m}$, then as $\alpha^{\prime} \cdot m-\alpha \cdot m \leq 1$, we have that $\alpha^{\prime}-\alpha \leq \frac{1}{m} \leq \varepsilon$.
- Lemma 16. There exists $Q \subseteq$ OPT which satisfies the following.

1. $\operatorname{Pr}\left[g_{t}(Q \backslash T) \geq\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT})+k \cdot \psi+\varepsilon^{10} \cdot m\right] \leq \exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi^{2}}\right)$, for all $t \in$ $\{1, \ldots, k\}$.
2. $\operatorname{Pr}\left[p(Q \backslash T) \leq\left(1-\alpha^{\prime}-\varepsilon\right) \cdot p(\mathrm{OPT})\right] \leq \exp \left(-\varepsilon^{-7}\right)$.

Proof. To show the existence of the set $Q$ satisfying the properties in the lemma, consider first the following optimization problem. Given an optimal solution OPT for a 2 VMK instance $\mathcal{I}$, find a subset of items $Q \in$ OPT for which $\mathbb{E}[p(Q \backslash T)]$ is maximized, under the constraint that $\mathbb{E}\left[g_{t}(Q \backslash T)\right] \leq\left(1-\alpha^{\prime}\right) g_{t}(\mathrm{OPT})$ for all $t \in[k]$. Let $y_{i} \in\{0,1\}$ be an indicator for the inclusion of item $i \in \mathrm{OPT}$ in $Q$. We can formulate an integer program for the above optimization problem. In the following LP relaxation we have $0 \leq y_{i} \leq 1, \forall i \in \mathrm{OPT}$.

$$
\begin{array}{rll}
(Q \text {-LP }) \max & \sum_{i \in \mathrm{OPT}} y_{i} \cdot p(i) \cdot \operatorname{Pr}[i \notin T] & \\
\text { s.t. } & \sum_{i \in \mathrm{OPT}} y_{i} \cdot \operatorname{Pr}[i \notin T] \cdot g_{t}(i) \leq\left(1-\alpha^{\prime}\right) g_{t}(\mathrm{OPT}) & \forall t \in\{1, \ldots, k\} \\
& 0 \leq y_{i} \leq 1 & \forall i \in \mathrm{OPT} \tag{5}
\end{array}
$$

Let $\mathbf{y}^{*}$ be a basic optimal solution for Q-LP. We define

$$
\begin{equation*}
Q=\left\{i \in Q \mid y_{i}^{*}>0\right\} \tag{6}
\end{equation*}
$$

to be the set of all items with positive entries in $\mathbf{y}^{*}$. We show that the set $Q$ defined in (6) satisfies $\mathbb{E}[p(Q \backslash T)] \geq\left(1-\alpha^{\prime}\right) p(\mathrm{OPT})$. To this end, we prove the next claim.
$\triangleright$ Claim 17. $\quad \sum_{i \in \mathrm{OPT}} y_{i}^{*} \cdot p(i) \cdot \operatorname{Pr}[i \notin T] \geq\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT})$.
Proof. For every $i \in \mathrm{OPT}$, the following holds:

$$
\begin{aligned}
\operatorname{Pr}[i \in T] & =\operatorname{Pr}\left[\exists t \in\{1, \ldots, \ell\}, i \in R_{t}\right] \\
& \leq \sum_{t \in\{1, \ldots, \ell\}} \operatorname{Pr}\left[i \in R_{t}\right] \\
& =\sum_{t \in\{1, \ldots, \ell\}} \sum_{C \in \mathcal{C}(i)} \frac{x_{C}}{m} \leq \sum_{t \in\{1, \ldots, \ell\}} \frac{1}{m}=\frac{\ell}{m} .
\end{aligned}
$$

Consider the vector $\mathbf{y}^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{|\mathrm{OPT}|}^{\prime}\right)$ where $y_{i}^{\prime}=\frac{1-\alpha^{\prime}}{\operatorname{Pr}[i \notin T]}$ for every $i \in$ OPT. Then $\mathbf{y}^{\prime}$ is a feasible solution for $\mathrm{Q}-\mathrm{LP}$ since the following holds:

1. For every $i \in \mathrm{OPT}, y_{i}^{\prime}=\frac{1-\alpha^{\prime}}{\operatorname{Pr}[i \notin T]}$ satisfies the following,

$$
0 \leq \frac{1-\alpha^{\prime}}{\operatorname{Pr}[i \notin T]}=\frac{1-\alpha^{\prime}}{1-\operatorname{Pr}[i \in T]} \leq \frac{1-\alpha^{\prime}}{1-\frac{\ell}{m}}=\frac{1-\alpha^{\prime}}{1-\frac{\alpha^{\prime} \cdot m}{m}}=1 .
$$

Therefore $0 \leq y_{i}^{\prime} \leq 1$, for all $i \in$ OPT.
2. For every $t \in\{1, \ldots, k\}$, the following holds:

$$
\sum_{i \in \mathrm{OPT}} y_{i}^{\prime} \cdot \operatorname{Pr}[i \notin T] \cdot g_{t}(i)=\left(1-\alpha^{\prime}\right) \cdot \sum_{i \in \mathrm{OPT}} g_{t}(i)=\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT}) .
$$

The objective value $\sum_{i \in \mathrm{OPT}} y_{i}^{\prime} \cdot p(i) \cdot \operatorname{Pr}[i \notin T]$ satisfies:

$$
\sum_{i \in \mathrm{OPT}} y_{i}^{\prime} \cdot p(i) \cdot \operatorname{Pr}[i \notin T]=\sum_{i \in \mathrm{OPT}}\left(1-\alpha^{\prime}\right) \cdot p(i)=\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT}) .
$$

This implies that the objective value of an optimal solution for Q-LP is at least $\left(1-\alpha^{\prime}\right)$. $p(\mathrm{OPT})$. Hence, $\sum_{i \in \mathrm{OPT}} y_{i}^{*} \cdot p(i) \cdot \operatorname{Pr}[i \notin T] \geq\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT})$.
$\triangleright$ Claim 18. The subset $Q$ satisfies the following properties.

1. $\mathbb{E}\left[g_{t}(Q \backslash T)\right] \leq\left(1-\alpha^{\prime}\right) g_{t}(\mathrm{OPT})+k \cdot \psi$, for every $t \in\{1, \ldots, k\}$.
2. $\mathbb{E}[p(Q \backslash T)] \geq\left(1-\alpha^{\prime}\right) p$ (OPT).

Proof. The basic optimal solution $\mathbf{y}^{*}$ has at least $|\mathrm{OPT}|$ tight constraints. Therefore, at least $|\mathrm{OPT}|-k$ constraints of the form $y_{i} \geq 0$ or $y_{i} \leq 1$ are tight, i.e., we have at least $|\mathrm{OPT}|-k$ variables $y_{i}$ with tight constraint. Let $B=\left\{i \in \mathrm{OPT} \mid 0<y_{i}^{*}<1\right\}$ the set of fractional variables, then $|B| \leq k$. For every $t \in\{1, \ldots, k\}$, the following holds:

$$
\begin{aligned}
\mathbb{E}\left[g_{t}(Q \backslash T)\right] & =\sum_{i \in Q} 1 \cdot \operatorname{Pr}[i \notin T] \cdot g_{t}(i) \\
& =\sum_{i \in B} \operatorname{Pr}[i \notin T] \cdot g_{t}(i)+\sum_{i \in Q \backslash B} y_{i}^{*} \cdot \operatorname{Pr}[i \notin T] \cdot g_{t}(i) \\
& \leq k \cdot \psi+\sum_{i \in Q \backslash B} y_{i}^{*} \cdot \operatorname{Pr}[i \notin T] \cdot g_{t}(i) \\
& \leq\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT})+k \cdot \psi
\end{aligned}
$$

The second equality holds since $y_{i}^{*}=1$, for every $i \in Q \backslash B$. The first inequality holds since $C=\{i\} \in \mathcal{C}(\mathcal{J})$ is a configuration, for every $i \in B$. Therefore, $g_{t}(C) \leq \psi$, and $|B| \leq k$. The second inequality follows from the constraints of Q-LP. Furthermore,

$$
\mathbb{E}[p(Q \backslash T)]=\sum_{i \in Q} 1 \cdot p(i) \cdot \operatorname{Pr}[i \notin T] \geq \sum_{i \in Q} y_{i}^{*} \cdot p(i) \cdot \operatorname{Pr}[i \notin T] \geq\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT})
$$

The first inequality holds since $y_{i}^{*} \leq 1$, for every $i \in Q$. The second inequality follows from Claim 17.
We now show that the set $Q$ defined in (6) satisfies properties 1. and 2. in the lemma.
$\triangleright$ Claim 19. For every $t \in\{1, \ldots, k\}$,

$$
\operatorname{Pr}\left[g_{t}(Q \backslash T) \geq\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT})+k \cdot \psi+\varepsilon^{10} \cdot m\right] \leq \exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi^{2}}\right)
$$

Proof. Let $t \in\{1, \ldots, k\}$. Define $q: \mathcal{C}(\mathcal{I}) \rightarrow \mathcal{C}\left(\mathcal{I}_{\mathrm{OPT}}\right)$ by $q(C)=C \cap Q$ for every $C \in \mathcal{C}(\mathcal{I})$. Also, define $f: \mathcal{C}^{\ell} \rightarrow \mathbb{R}$ by

$$
f\left(C_{1}, \ldots, C_{\ell}\right)=\frac{g_{t}\left(\bigcup_{r \in\{1, \ldots, \ell\}} q\left(C_{r}\right)\right)}{2 \cdot \psi}
$$

for every $\left(C_{1}, \ldots, C_{\ell}\right) \in \mathcal{C}^{\ell}$, where $\mathcal{C}=\mathcal{C}(\mathcal{I})$. Since $q\left(C_{r}\right) \in \mathcal{C}\left(\mathcal{I}_{\mathrm{OPT}}\right)$, for every $r \in$ $\{1, \ldots, \ell\}$, by Lemma 4, there exists $C_{1}, C_{2} \in \mathcal{J}$, such that $C_{1} \cup C_{2}=q\left(C_{r}\right)$. Thus, $2 \cdot \psi \geq g_{t}\left(C_{1}\right)+g_{t}\left(C_{2}\right) \geq g_{t}(q(C))$. By Lemma $12, f$ is self-bounding function. We note that

$$
\mathbb{E}\left[g_{t}(T \cap Q)\right] \leq \mathbb{E}\left[g_{t}(\mathrm{OPT})\right] \leq 2 \cdot m \cdot \psi
$$

The first inequality holds since $T \cap Q \subseteq Q \subseteq$ OPT. By Lemma 4, there exist $2 \cdot m$ configurations in $\mathcal{C}(\mathcal{J})$, whose union is OPT, and each configuration $C \in \mathcal{C}(\mathcal{J})$ satisfies $g_{t}(C) \leq \psi$; thus, the second inequality holds. Hence, we have

$$
\begin{aligned}
\operatorname{Pr} & {\left[g_{t}(Q \backslash T) \geq\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT})+k \cdot \psi+\varepsilon^{10} \cdot m\right] } \\
& \leq \operatorname{Pr}\left[g_{t}(Q \backslash T) \geq \mathbb{E}\left[g_{t}(Q \backslash T)\right]+\varepsilon^{10} \cdot m\right] \\
& =\operatorname{Pr}\left[\frac{g_{t}(T \cap Q)}{2 \cdot \psi} \leq \mathbb{E}\left[\frac{g_{t}(T \cap Q)}{2 \cdot \psi}\right]-\frac{\varepsilon^{10} \cdot m}{2 \cdot \psi}\right] \\
& =\operatorname{Pr}\left[f\left(R_{1}, \ldots, R_{\ell}\right) \leq \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]-\frac{\varepsilon^{10} \cdot m}{2 \cdot \psi}\right]
\end{aligned}
$$

The first inequality holds by Claim 18. The first equality holds since $g(Q \backslash T)=g(Q)-g(Q \cap T)$. Thus,

$$
\begin{aligned}
\operatorname{Pr} & {\left[g_{t}(Q \backslash T) \geq\left(1-\alpha^{\prime}\right) \cdot g_{t}(\mathrm{OPT})+k \cdot \psi+\varepsilon^{10} \cdot m\right] } \\
& \leq \operatorname{Pr}\left[f\left(R_{1}, \ldots, R_{\ell}\right) \leq \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]-\frac{\varepsilon^{10} \cdot m}{2 \cdot \psi}\right] \\
& \leq \exp \left(-\frac{\left(\frac{\varepsilon^{10} \cdot m}{2 \cdot \psi}\right)^{2}}{2 \cdot \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]}\right) \leq \exp \left(-\frac{\varepsilon^{20} \cdot m^{2}}{2 \cdot 2 m \cdot 4 \cdot \psi^{2}}\right) \leq \exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi^{2}}\right)
\end{aligned}
$$

For the first inequality we used Lemma 11 with $t=\frac{\varepsilon^{10} \cdot m}{2 \cdot \psi}$. The second inequality holds since $\mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]=\frac{\mathbb{E}\left[g_{t}(T \cap Q)\right]}{2 \cdot \psi} \leq 2 \cdot m$. The third inequality holds since $\varepsilon \cdot 16 \leq 1$.
$\triangleright$ Claim 20. $\operatorname{Pr}\left[p(Q \backslash T) \leq\left(1-\alpha^{\prime}-\varepsilon\right) \cdot p(\mathrm{OPT})\right] \leq \exp \left(-\varepsilon^{-7}\right)$.
Proof of Claim 20. Let $\tilde{p}: I \rightarrow \mathbb{R}_{\geq 0}$ such that $\tilde{p}(i)=p(i)$ for $i \in Q$, and $\tilde{p}(i)=0$ for $i \notin Q$. Define $f: \mathcal{C}^{\ell} \rightarrow \mathbb{R}$ by

$$
f\left(C_{1}, \ldots, C_{\ell}\right)=\frac{\tilde{p}\left(\bigcup_{i \in[\ell]} C_{i}\right)}{\varepsilon^{10} \cdot p(\mathrm{OPT})}
$$

for every $\left(C_{1}, \ldots, C_{\ell}\right) \in \mathcal{C}^{\ell}$, where $\mathcal{C}=\mathcal{C}(\mathcal{I})$. Since the instance $\mathcal{I}$ is $\varepsilon$-nice,

$$
\varepsilon^{10} \cdot p(\mathrm{OPT}) \geq \max _{C \in \mathcal{C}(\mathcal{I})} p(C) \geq \max _{C \in \mathcal{C}(\mathcal{I})} \tilde{p}(C)
$$

Therefore, by Lemma 12, $f$ is self bounding function. Now, we can use Lemma 11 and get the following.

$$
\begin{aligned}
\operatorname{Pr} & {\left[p(Q \backslash T) \leq\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT})-\varepsilon \cdot p(\mathrm{OPT})\right] } \\
& \leq \operatorname{Pr}[p(Q \backslash T) \leq \mathbb{E}[p(Q \backslash T)]-\varepsilon \cdot p(\mathrm{OPT})] \\
& =\operatorname{Pr}[\tilde{p}(T) \geq \mathbb{E}[\tilde{p}(T)]+\varepsilon \cdot p(\mathrm{OPT})] \\
& =\operatorname{Pr}\left[\frac{\tilde{p}(T)}{\varepsilon^{10} \cdot p(\mathrm{OPT})} \geq \mathbb{E}\left[\frac{\tilde{p}(T)}{\varepsilon^{10} \cdot p(\mathrm{OPT})}\right]+\varepsilon^{-9}\right] \\
& =\operatorname{Pr}\left[f\left(R_{1}, \ldots, R_{\ell}\right) \geq \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]+\varepsilon^{-9}\right] .
\end{aligned}
$$

The first inequality holds by Claim 18. The first equality follows from subtracting $p(Q)$ for both sides and using $p(Q \backslash T)=p(Q)-p(Q \cap T)$. Thus,

$$
\begin{aligned}
\operatorname{Pr} & {\left[p(Q \backslash T) \leq\left(1-\alpha^{\prime}\right) \cdot p(\mathrm{OPT})-\varepsilon \cdot p(\mathrm{OPT})\right] } \\
& \leq \operatorname{Pr}\left[f\left(R_{1}, \ldots, R_{\ell}\right) \geq \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]+\varepsilon^{-9}\right] \\
& \leq \exp \left(-\frac{\varepsilon^{-18}}{2 \cdot \mathbb{E}\left[f\left(R_{1}, \ldots, R_{\ell}\right)\right]+\frac{\varepsilon^{-9}}{3}}\right) \\
& \leq \exp \left(-\frac{\varepsilon^{-18}}{2 \cdot \frac{p(\mathrm{OPT})}{\varepsilon^{10} \cdot p(\mathrm{OPT})}+\frac{\varepsilon^{-9}}{3}}\right) \\
& \leq \exp \left(-\varepsilon^{-7}\right) .
\end{aligned}
$$

The first inequality follows from using Lemma 11 with $t=\varepsilon^{-9}$. In the second inequality we used the inequality $\mathbb{E}\left[\frac{\tilde{p}(T)}{\varepsilon^{10} \cdot p(\mathrm{OPT})}\right] \leq \frac{p(\mathrm{OPT})}{\varepsilon^{10} \cdot p(\mathrm{OPT})}$. The third inequality holds since $\varepsilon^{-10} \geq \frac{\varepsilon^{-9}}{3}$ and $\varepsilon \cdot 3 \leq 1$.

By Claim 19 and Claim 20, we have the statement of the lemma.
Proof of Lemma 8. Let $Q$ be the set defined in Lemma 16, and let $F_{t}$ be the event " $g_{t}(Q \backslash$ $T) \leq\left(1-\alpha^{\prime}\right) \cdot g_{t}(S)+k \cdot \psi+\varepsilon^{10} \cdot m "$, for every $t \in\{1, \ldots, k\}$. Also, let $F_{p}$ be the event " $p(Q \backslash T) \geq\left(1-\alpha^{\prime}-\varepsilon\right) \cdot p(\mathrm{OPT})$ ". By Lemma 16, the following holds:

1. $\operatorname{Pr}\left[F_{t}\right] \geq 1-\exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi_{7}^{2}}\right)$, for every $t \in\{1, \ldots, k\}$.
2. $\operatorname{Pr}\left[F_{p}\right] \geq 1-\exp \left(-\varepsilon^{-7}\right)$.

Therefore, by the union bound, we have

$$
\begin{aligned}
\operatorname{Pr}\left[F_{p} \cap \bigcap_{t \in\{0, \ldots, k\}} F_{t}\right] & \geq 1-\left(\exp \left(-\varepsilon^{-7}\right)+\sum_{t \in\{0, \ldots, k\}} \exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi^{2}}\right)\right) \\
& =1-\exp \left(-\varepsilon^{-7}\right)-k \cdot \exp \left(-\frac{\varepsilon^{21} \cdot m}{\psi^{2}}\right) \geq \frac{3}{4}
\end{aligned}
$$

The second inequality holds since $k \leq \exp ^{[3]}\left(\varepsilon^{-2}\right), \psi \leq 1$, and $m \geq \exp ^{[3]}\left(\varepsilon^{-30}\right)$.
$\triangleright$ Claim 21. Assuming that $F_{p} \cap \bigcap_{t \in\{1, \ldots, k\}} F_{t}$ occurs,

$$
\mathrm{BP}-\mathrm{OPT}\left(Q \backslash T, w^{\prime}\right) \leq\left(2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}\right) \cdot m
$$

Proof. We note that

$$
\begin{aligned}
\max _{t \in\{1, \ldots, k\}} g_{t}(Q \backslash T) & \leq\left(1-\alpha^{\prime}\right) \cdot \max _{t \in\{1, \ldots, k\}}\left\{g_{t}(\mathrm{OPT})\right\}+k \cdot \psi+\varepsilon^{10} \cdot m \\
& \leq\left(1-\alpha^{\prime}\right) \cdot \operatorname{BP}-\mathrm{OPT}\left(\mathrm{OPT}, w^{\prime}\right)+k \cdot \psi+\varepsilon^{10} \cdot m \\
& \leq\left(2 \cdot\left(1-\alpha^{\prime}\right)+\varepsilon^{10}\right) \cdot m+k \cdot \psi .
\end{aligned}
$$

The first inequality holds since $\bigcap_{t \in\{1, \ldots, k\}} F_{t}$ occurs. The second inequality holds since $g_{1}, \ldots, g_{k}$ are the $\left(1+\varepsilon^{2}, \varepsilon^{2}\right)$-subset oblivious functions of (OPT, $w^{\prime}$ ). The third inequality holds since there exist $m$ configurations in $\mathcal{C}(\mathcal{I})$ whose union is OPT. Therefore, by Lemma 4 , there exist in $\mathcal{C}(\mathcal{J}) 2 \cdot m$ configurations whose union is OPT. Thus, BP-OPT $\left(\mathrm{OPT}, w^{\prime}\right) \leq 2 \cdot m$. We have that

$$
\begin{aligned}
\operatorname{BP}-\mathrm{OPT}\left(Q \backslash T, w^{\prime}\right) & \leq\left(1+\varepsilon^{2}\right) \cdot \max _{t \in\{1, \ldots, k\}}\left\{g_{t}(Q \backslash T)\right\}+\varepsilon^{2} \cdot \operatorname{BP}-\mathrm{OPT}\left(\mathrm{OPT}, w^{\prime}\right)+\delta \\
& \leq\left(1+\varepsilon^{2}\right) \cdot\left(\left(2 \cdot\left(1-\alpha^{\prime}\right)+\varepsilon^{10}\right) \cdot m+k \cdot \psi\right)+\varepsilon^{2} \cdot 2 \cdot m+\delta \\
& \leq\left(2 \cdot\left(1-\alpha^{\prime}\right)+5 \cdot \varepsilon^{2}\right) \cdot m+2 \cdot k \cdot \psi+\delta \\
& \leq\left(2 \cdot\left(1-\alpha^{\prime}\right)+5 \cdot \varepsilon^{2}\right) \cdot m+2 \cdot \exp ^{[3]}\left(\varepsilon^{-2}\right)+\frac{4}{\varepsilon^{8}} \\
& \leq\left(2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}\right) \cdot m .
\end{aligned}
$$

The first inequality follows from Definition 14 . The second inequality follows from Lemma 4. The fourth inequality holds since $k \leq \exp ^{[3]}\left(\varepsilon^{-2}\right)$ and $\delta \leq \frac{4}{\varepsilon^{8}}$. The fifth inequality holds since $\varepsilon^{2} \cdot m \geq 2 \cdot \exp ^{[3]}\left(\varepsilon^{-2}\right)+\frac{4}{\varepsilon^{8}}$.

By Claim 21, there exist $\left(2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}\right) \cdot m$ configurations in $\mathcal{C}(\mathcal{J})$ whose union is $Q \backslash T$. Among these configurations, we choose the $\left(1-\alpha^{\prime}\right) \cdot m$ most profitable. Let $R$ be the items chosen in these configurations. Then,

$$
\begin{aligned}
p(R) & \geq \frac{\left(1-\alpha^{\prime}\right) \cdot m}{\left(2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}\right) \cdot m} \cdot p(Q \backslash T) \\
& \geq \frac{\left(1-\alpha^{\prime}\right) \cdot m}{\left(2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}\right) \cdot m} \cdot\left(1-\alpha^{\prime}-\varepsilon\right) \cdot p(\mathrm{OPT}) \\
& =\frac{1-\alpha^{\prime}}{2 \cdot\left(1-\alpha^{\prime}\right)+6 \cdot \varepsilon^{2}} \cdot\left(1-\alpha^{\prime}-\varepsilon\right) \cdot p(\mathrm{OPT}) \\
& \geq \frac{1-\alpha^{\prime}-\varepsilon}{2+\varepsilon} \cdot p(\mathrm{OPT}) \geq\left(\frac{1-\alpha-2 \varepsilon}{2}-\frac{\varepsilon}{4}\right) \cdot p(\mathrm{OPT}) \geq\left(\frac{1-\alpha}{2}-2 \cdot \varepsilon\right) \cdot p(\mathrm{OPT}) .
\end{aligned}
$$

The third inequality holds since $\frac{6 \cdot \varepsilon^{2}}{1-\alpha^{\prime}} \leq \varepsilon$. The fourth inequality follows from

$$
\frac{1-\alpha^{\prime}-\varepsilon}{2+\varepsilon} \geq \frac{1-\alpha^{\prime}-\varepsilon}{2}-\frac{\left(1-\alpha^{\prime}-\varepsilon\right) \cdot \varepsilon}{4} \geq \frac{1-\alpha^{\prime}-\varepsilon}{2}-\frac{\varepsilon}{4}
$$

and by using $\alpha^{\prime} \leq \alpha+\varepsilon$. Therefore, with probability at least $\frac{3}{4}$, the optimal profit of the MK instance $\left(Q \backslash T, w^{\prime}, p,\left(1-\alpha^{\prime}\right) \cdot m\right)$ is at least $p(R)$. Since $Q \backslash T \subseteq I \backslash T$, the optimal profit of the MK instance $\left(I \backslash T, w^{\prime}, p,\left(1-\alpha^{\prime}\right) \cdot m\right)$ is at least $p(R)$. As we obtain a $1-\varepsilon$-approximation for $\mathcal{I}^{\prime}$ (using, e.g., $[10]$ ), the profit of Step 4 in Algorithm 1 is at least

$$
(1-\varepsilon) \cdot p(R) \geq\left(\frac{1-\alpha}{2}-2 \cdot \varepsilon\right) \cdot(1-\varepsilon) \cdot p(\mathrm{OPT}) \geq\left(\frac{1-\alpha}{2}-3 \cdot \varepsilon\right) \cdot p(\mathrm{OPT})
$$

## 4 APX-hardness

In this section we prove Theorem 1. We use a reduction from 2VBP to show that a PTAS for 2VMK would imply the existence of an APTAS for 2VBP. We rely on the following result of Ray [17], which addresses a flaw in an earlier proof of Woeginger [21].

- Theorem 22 ([17]). Assuming $\mathrm{P} \neq \mathrm{NP}$, there is no APTAS for 2VBP.

Proof of Theorem 1. Assume towards a contradiction that there is a PTAS $\left\{\mathcal{A}_{\varepsilon}\right\}$ for 2 VMK . That is, for every $\varepsilon>0, \mathcal{A}_{\varepsilon}$ is a polynomial-time $(1-\varepsilon)$-approximation algorithm for 2VMK.

In Algorithm 2 we use $\left\{A_{\varepsilon}\right\}$ to derive an APTAS for 2VBP. The algorithm calls as a subroutine algorithm First-Fit (FF). The input for FF is an instance $\mathcal{I}$ of 2 VMK . The output is a feasible packing of all items in $\mathcal{I}$ in a set of 2-dimensional bins with unit size in each dimension. First-Fit proceeds by considering the items in arbitrary order and assigning the next item in the list to the first bin which can accommodate the item. If no such bin exists, FF opens a new bin and assigns the item to this bin. (For more details on FF and its analysis see, e.g., [19].) Given a 2VBP instance, we use in Algorithm 2 the notion of associated 2VMK instance.

- Definition 23. Given a 2VBP instance $\mathcal{I}=(I, w)$ and $t \geq 1$, we define its $t$-associated 2 VMK instance $\mathcal{I}^{\prime}=\left(I^{\prime}, w^{\prime}, p^{\prime}, m^{\prime}\right)$ as follows. The set of items is $I^{\prime}=I$, and the weight function is $w^{\prime}=w$. The profit of each item $i \in I^{\prime}$ is $p^{\prime}(i)=w_{1}(i)+w_{2}(i)$, and the number of bins is $m^{\prime}=t$.

Algorithm 2 Reduction from 2VBP.

```
configuration : A PTAS \(\left\{\mathcal{A}_{\varepsilon}\right\}\) for 2 VMK and \(\varepsilon>0\)
input : A 2 VBP instance \(\mathcal{I}=(I, w)\).
output : A solution for \(\mathcal{I}\) which uses at most \((1+\varepsilon) \cdot \operatorname{BP}-\mathrm{OPT}(\mathcal{I})+2\) bins.
for \(t=1\) to \(|I|\) do
    Let \(\mathcal{I}^{\prime}=\left(I^{\prime}, w^{\prime}, p^{\prime}, m^{\prime}\right)\) be the \(t\)-associated 2 VMK instance of \(\mathcal{I}\)
    Use \(\mathcal{A}_{\varepsilon^{\prime}}\) to solve \(\mathcal{I}^{\prime}\), where \(\varepsilon^{\prime}=\frac{\varepsilon}{16}\). Let \(C_{1}, \ldots, C_{m^{\prime}} \subseteq I\) be the returned solution.
        Define \(S=\bigcup_{j=1}^{m^{\prime}} C_{j}\) and pack the residual items \(I \backslash S\) using First-Fit.
        Add \(C_{1}, \ldots, C_{m}\) along with the packing of \(S\) to a list of candidate solutions.
    end
    Return the candidate solution with the smallest number of bins used.
```

$\triangleright$ Claim 24. For any 2 VBP instance $\mathcal{I}$ and $\varepsilon>0$, Algorithm 2 returns a solution which uses at most $(1+\varepsilon) \cdot \operatorname{BP}-\mathrm{OPT}(\mathcal{I})+2$ bins.

Proof. Let $R=\operatorname{BP}-\operatorname{OPT}(\mathcal{I})$ and let $\mathcal{I}^{\prime}=\left(I^{\prime}, w^{\prime}, p^{\prime}, m^{\prime}\right)$ be the $R$-associated instance of $\mathcal{I}$. Note that $\operatorname{OPT}\left(\mathcal{I}^{\prime}\right)=\sum_{i \in I} p^{\prime}(i)$, since we can pack all the items $I$ in $R$ bins with the weight function $w$. Consider the iteration of Step 1 in Algorithm 2 where $t=R$. We show that the number of bins used by the solution is at most $(1+\varepsilon) \cdot \operatorname{BP}-\mathrm{OPT}(I, w)+2$. Observe that $S$, the set in Step 4 of Algorithm 2, satisfies $p^{\prime}(S) \geq\left(1-\frac{\varepsilon}{16}\right) \cdot \operatorname{OPT}\left(\mathcal{I}^{\prime}\right)$. Thus, $p^{\prime}(I \backslash S) \leq \frac{\varepsilon}{16} \cdot \operatorname{OPT}\left(\mathcal{I}^{\prime}\right)$. It follows that

$$
\begin{aligned}
w_{1}(I \backslash S)+w_{2}(I \backslash S) & \leq \frac{\varepsilon}{16} \cdot \operatorname{OPT}\left(\mathcal{I}^{\prime}\right) \\
& =\frac{\varepsilon}{16} \cdot\left(w_{1}(I)+w_{2}(I)\right) \\
& \leq \frac{\varepsilon}{16} \cdot 2 \max \left\{w_{1}(I), w_{2}(I)\right\} \\
& \leq \frac{\varepsilon \cdot \operatorname{BP}-\mathrm{OPT}(I, w)}{8}
\end{aligned}
$$

The third inequality holds since every bin $b \in \mathcal{C}\left(\mathcal{I}^{\prime}\right)$ satisfies $w_{1}(b), w_{2}(b) \leq 1$. In the packing of the residual items $I \backslash S$ using First-Fit, every two consecutive bins $b_{1}, b_{2}$ satisfy
$w_{1}\left(b_{1} \cup b_{2}\right)+w_{2}\left(b_{1} \cup b_{2}\right)>1$. Assume the items in $I \backslash S$ are packed in at least $\varepsilon \cdot \operatorname{BP}-\mathrm{OPT}(I, w)+2$ bins in Step 4 of Algorithm 2. Then,

$$
w_{1}(I \backslash S)+w_{2}(I \backslash S) \geq\left\lfloor\frac{\varepsilon \cdot \mathrm{BP}-\mathrm{OPT}(I, w)+2}{2}\right\rfloor>\frac{\varepsilon \cdot \operatorname{BP}-\mathrm{OPT}(I, w)+2}{2}-1 \geq w_{1}(I \backslash S)+w_{2}(I \backslash S)
$$

The first inequality holds since there are at least $\left\lfloor\frac{\varepsilon \cdot \operatorname{BP}-\operatorname{OPT}(I, w)+2}{2}\right\rfloor$ disjoint pairs of consecutive bins, and each pair $b_{1}, b_{2}$ satisfies $w_{1}\left(b_{1} \cup b_{2}\right)+w_{2}\left(b_{1} \cup b_{2}\right) \geq 1$. This is a contradiction. Therefore, at most $\varepsilon \cdot \operatorname{BP}-\mathrm{OPT}(I, w)+2$ bins are used for the items $I \backslash S$. Hence, Algorithm 2 returns a solution with at most $(1+\varepsilon) \cdot \operatorname{BP}-\mathrm{OPT}(\mathcal{I}, w)+2$ bins.

For every constant $\varepsilon>0$, it also holds that Algorithm 2 runs in polynomial time. Thus, by Claim 24, it follows that Algorithm 2 is an APTAS for 2VBP.

## 5 Concluding Remarks

In this paper we present a randomized $\left(1-\frac{\ln 2}{2}-\varepsilon\right) \approx 0.653$-approximation algorithm for 2 VMK , for every fixed $\varepsilon>0$, thus improving the ratio of $\left(1-e^{-1}-\varepsilon\right) \approx 0.632$, which follows from the results of [8] for the SEParable assignment problem. To the best of our knowledge, this work is the first direct study of 2 VMK in the arena of approximation algorithms.

As an interesting direction for future work, we note that our approach, which combines a technique of [8] with a solution for a residual (1-dimensional) MK instance, does not scale to higher dimensions. Specifically, for $d$ VMK instances where $d \geq 3$, the residual algorithm will obtain marginal profit of $\frac{1}{d \cdot m} \cdot \operatorname{OPT}(\mathcal{I})$ per configuration, which is always lower than the marginal profit obtained by the randomized rounding of [8], due to (4). Hence, for $d \geq 3$, a better approximation ratio is achieved by random sampling of the whole solution as in [8]. We believe that this bottleneck can be resolved by an iterative randomized rounding approach, similar to the approach used in [13] for 2-DIMENSIONAL VECTOR BIN PACKING. This approach can potentially lead also to an improved approximation for 2VMK.
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#### Abstract

Maximal Common Subsequences (MCSs) between two strings $X$ and $Y$ are subsequences of both $X$ and $Y$ that are maximal under inclusion. MCSs relax and generalize the well known and widely used concept of Longest Common Subsequences (LCSs), which can be seen as MCSs of maximum length. While the number both LCSs and MCSs can be exponential in the length of the strings, LCSs have been long exploited for string and text analysis, as simple compact representations of all LCSs between two strings, built via dynamic programming or automata, have been known since the '70s. MCSs appear to have a more challenging structure: even listing them efficiently was an open problem open until recently, thus narrowing the complexity difference between the two problems, but the gap remained significant. In this paper we close the complexity gap: we show how to build DAG of polynomial size - in polynomial time - which allows for efficient operations on the set of all MCSs such as enumeration in Constant Amortized Time per solution (CAT), counting, and random access to the $i$-th element (i.e., rank and select operations). Other than improving known algorithmic results, this work paves the way for new sequence analysis methods based on MCSs.
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## 1 Introduction

The Longest Common Subsequence (LCS) [4, 12, 16, 25] have thoroughly been studied in a plethora of string comparison application domains, like spelling error correction, molecular biology, and plagiarism detection, to name a few. The LCS is a special case of Maximal Common Subsequence (MCS) for any two strings $X, Y$ : it is a string $S$ that is a subsequence of both $X$ and $Y$, and is inclusion-maximal, namely, no other string $S^{\prime}$ containing $S$ is
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also a common subsequence of $X$ and $Y$. The set of all MCSs for $X$ and $Y$ is denoted by $\operatorname{MCS}(X, Y)$. For example, $M C S(X, Y)=\{$ TACA, G$\}$ for $X=$ TCACAG and $Y=$ GTACTA, whereas TCA $\notin M C S(X, Y)$ as it is contained in TACA, and the latter is also the only LCS. A crucial observation is the following: if $S$ is a common subsequence, it is always contained in some MCS but this is not necessarily true for LCS (e.g. $S=\mathrm{G}$ is not contained in TACA).

In general, LCSs only provide us with information about the longest possible alignment between two strings, while MCSs offer a different range of information, possibly revealing slightly smaller but alternative alignments. For very long strings an MCS may be just slightly shorter than an LCS but provide information on parts of the strings not found by LCSs. In principle, MCS could provide helpful information in all the applications where LCS are used.

While there is a quadratic conditional lower bound for the computation of LCS, based on the Strong Exponential Time Hypothesis [1], no such bound exists for MCS: actually, an MCS between two strings of length $n$ can be extracted in $O(n \sqrt{\log n / \log \log n})$ time [22]. Moreover it is NP-hard to compute the LCS of an arbitrary number of strings [15], whereas a recent polynomial-time algorithm for extracting an MCS from multiple strings exists [11]. It is worth noting that even though there are a few more different approaches in the literature to find LCS or common subsequences with some kind of constraints (e.g. common subsequence trees [13], common subsequence automata [7]), the above observations motivate further investigation to directly deal with MCS.

In this paper we proceed along that direction, and consider the problem of storing and searching the set $M C S(X, Y)$. The main hurdle is that $M C S(X, Y)$ could contain an exponential number of distinct strings [6]: consequently, any trie-based or immediate automaton representation would require exponential time and space for its construction. We improve significantly over this direction as we list in our contributions, where $n=$ $\max \{|X|,|Y|\}$ and $\sigma$ is the size of the alphabet $\Sigma$ for $X$ and $Y$ :

- We introduce a labeled compact direct acyclic graph $\operatorname{MDAG}(X, Y)$ (for $M C S D A G)$ that represents the strings in $\operatorname{MCS}(X, Y)$ in polynomial space $O\left(n^{3} \sigma\right)$ and can be built in polynomial time $O\left(n^{3} \sigma \log n\right)$. The previously mentioned conditional lower bound for LCS applies, since the longest path here is an LCS of $X$ and $Y$.
- For any string $P$, we show how $\operatorname{MDAG}(X, Y)$ can search the strings with prefix $P$ from $M C S(X, Y)$ and report them in lexicographic order, in $O(|P| \log \sigma+o c c)$ time, where occ is the number of reported strings.
- We can list all the strings from $\operatorname{MCS}(X, Y)$ lexicographically in constant amortized time (CAT), namely, $O(|M C S(X, Y)|)$ time.
- By adding $O(n)$-bits per node, we show how $\operatorname{MDAG}(X, Y)$ with input $i$ (where $1 \leq i \leq$ $|M C S(X, Y)|)$ can select the $i$ th string $S$ in lexicographic order from $M C S(X, Y)$, in $O(|S| \log \sigma)$ operations on $O(n)$-bit integers; the inverse operation of rank for input $S$ is supported in the same complexity, where $i$ is returned.

In Section 3 we implement $\operatorname{MDAG}(X, Y)$ as a direct acyclic graph (DAG) where the only zero indegree node is the source $s$ and the only zero outdegree node is the target $t$. Each edge is labeled with a character from the alphabet, so that any two outgoing edges from the same node have different characters as labels. Moreover, each st-path corresponds to a string in $\operatorname{MCS}(X, Y)$, obtained by concatenating the characters on the edge traversed along the st-path; vice versa, each string in $\operatorname{MCS}(X, Y)$ is spelled out by an st-path. In order to define and build $\operatorname{MDAG}(X, Y)$ we use some properties on MCSs previously introduced in [6] and described in Section 2, plus some new ideas to keep the size of MDAG polynomial. As a result, after MDAG has been built and its unary paths have been compacted, the aforementioned operations can be implemented in a simple way, as discussed in Section 4.


Figure 1 Left: edge-labeled DAG for strings $X=$ TCACAGAGA and $Y=$ ACCCGTAGG, where each st-path corresponds to a string in $M C S(X, Y)=\{$ ACAGG, ACGAG, CCAGG, CCGAG, TAGG $\}$. Center: MDAG for the same strings $X$ and $Y$; for instance, the two shaded nodes in the left graph were compacted into one, shaded in the right. Right: its compact MDAG, where $\operatorname{MCS}(X, Y)$ is incrementally output as $\operatorname{push}(\mathrm{AC}), \operatorname{push}(\mathrm{AGG}), \operatorname{pop}(), \operatorname{push}(\mathrm{GAG}), \operatorname{pop}(), \operatorname{pop}(), \operatorname{push}(\mathrm{CC}), \operatorname{push}(\mathrm{AGG}), \operatorname{pop}(), \operatorname{push}(\mathrm{GAG}), \operatorname{pop}()$, $\operatorname{pop}(), \operatorname{push}(\mathrm{TAGG}), \operatorname{pop}()$, and constant-space references to string labels are the arguments of push(). Note that before each $\operatorname{pop}()$ immediately following a $\operatorname{push}()$, we find on the stack the string labels whose concatenation gives a string from $\operatorname{MCS}(X, Y)$.

An example of MDAG and compact MDAG is shown in Figure 1, where $\operatorname{MCS}(X, Y)$ is enumerated in CAT using constant-space references to the strings that label the edges in $\operatorname{MDAG}(X, Y)$, by simply using a stack [23]. As formalized by Frank Ruskey [20, Section 1.7] in the "Don't Count the Output Principle", we account for the amount of data change that takes place, and the latter takes CAT per solution.

Related work. Maximal common subsequences were first introduced in [9], in the context of LCS approximation. The first algorithm for finding an MCS between two strings was presented in [21], and subsequently refined in [22]. The latter algorithm finds an MCS between two strings of length $n$ in $O(n \sqrt{\log n / \log \log n})$. These algorithms can be also used to extend a given sequence to a maximal one in the same time, and to check whether a given subsequence is maximal in $O(n)$ time. In [11] the authors considered the problem of finding an MCS of $m>2$ strings of total length $n$, and were able to solve this in $O(m n \log n)$ time and $O(n)$ space. As for MCS enumeration, [6] showed that this task can be performed in $O(n \log n)$ delay and quadratic space.

The automaton approach has been used in literature to deal with subsequence-related problems. The Directed Acyclic Subsequence Graph (DASG) introduced in [3] is an automaton which accepts all subsequences of a given string $S$. Given a set of strings, it can also be generalized to accepting subsequences of any string in the set. Later, the common subsequence automata (CSA) was introduced [7,8,24], which instead accepts common subsequences of a set of strings. Such automaton is similar to the common subsequence tree of [13], and it can also be used to find a longest common subsequence between two strings [17]. Binary decision diagrams such as ZDD [18] and SeqBDD [14] could potentially be employed to compactly store $\operatorname{MCS}(X, Y)$ but their worst-case behaviour typically involves exponential construction time and space.

We stress that it is not straightforward to efficiently adapt all of these structures to the MCS problem: indeed, figuring out which of the accepted strings are subsequences of each other is not an immediate task. We therefore opted for a different approach, directly defining and constructing an MCS automaton, based on combinatorial properties specific to MCSs (during the review period of this manuscript, a pre-print on MCS automata appeared [10].)

Preliminaries. [String notation] A string $S$ over an alphabet $\Sigma$ (of size $\sigma=|\Sigma|$ ) is a concatenation of any number of its characters. The empty string is denoted with $\varepsilon$. For $i \in[0,|S|-1]$, character $S[i]$ occurs at position $i$ of string $S$, and position next ${ }_{S}(c, i)$ denote the next occurrence of character $c$ after position $i$ in string $S$, if it exists (otherwise, next $\left.{ }_{S}(c, i)=|S|-1\right)$. The notation $S_{<i}$ indicates $S[0, i-1]$, and $S_{\leq i}$ indicates $S[0, i]$. We say that $S$ is a subsequence of a string $X$, denoted $S \subset X$, if there exist indices $0 \leq i_{0}<\ldots<i_{|S|-1}<|X|$ such that $X\left[i_{k}\right]=S[k]$ for all $k \in[0,|S|-1]$. In this case we also say that $X$ contains $S$. Given two strings $X$ and $Y$, a string $S$ is a common subsequence if $S \subset X$ and $S \subset Y$. Furthermore, $S$ is a Maximal Common Subsequence, denoted $S \in M C S(X, Y)$, if it is a common subsequence which is inclusion-maximal: there is no string $T \neq S$ such that $S \subset T \subset X, Y$. [Graph notation] Given a directed graph $G=(V, E)$, we define the in-neighbors of a node $v \in V$ as $N^{-}(v)=\{u \in V \mid(u, v) \in E\}$, and the out-neighbors as $N^{+}(v)=\{z \in V \mid(v, z) \in E\}$; the in-degree is $d^{-}(v)=\left|N^{-}(v)\right|$ and the out-degree is $d^{+}(v)=\left|N^{+}(v)\right|$. A subgraph of graph $G=(V, E)$ is a graph $H=(W, F)$ such that $W \subseteq V$ and $F \subseteq E$. A path $P$ in a graph $G=(V, E)$ is a sequence of distinct adjacent nodes: $P=u_{1} \ldots u_{k}$ where $u_{i} \in V$ for all $i, u_{i} \neq u_{j}$ for all $i \neq j$, and $\left(u_{i}, u_{i+1}\right) \in E$ for all $i$. $P$ is called an $u_{1} u_{k}$-path. A path where the first and last nodes coincide is called a cycle. A directed graph with no cycles is called a directed acyclic graph, or DAG.

## 2 Structure of MCSs

In this section, we show known properties of MCSs which will be at the base of MDAG. Firstly, we show how to naturally represent all the strings in $M C S(X, Y)$ for any two given strings $X$ and $Y$, using a finite-state automaton $A$ corresponding to a DAG with a single source $s$ and a single target $t$, where each edge is labeled with a character of the alphabet $\Sigma$; we show that $s t$-paths in $A$ have a one-to-one correspondence with the strings in $M C S(X, Y)$. Secondly, we recall and contextualize some useful properties of MCSs proven in [6].

### 2.1 Modeling MCS as an Exponentially Large DAG

We here define a deterministic finite-state automaton $A$ that accepts the strings in $M C S(X, Y)$. It is more convenient to define it directly as an equivalent DAG, using the extended alphabet $\Sigma^{\prime}=\Sigma \cup \$$, where the dollar sign is a new special character to identify the end of an MCS.

- Definition 1. The edge-labeled $D A G A=(V \cup\{s, t\}, E, \ell(\cdot))$ is defined for two input strings $X$ and $Y$ to store their set $\operatorname{MCS}(X, Y)$, as follows:
- Every node in $V \cup\{s\}$ corresponds to a distinct prefix of a string in $\operatorname{MCS}(X, Y)$, with $s$ called source node corresponding to the empty string prefix.
- For any two nodes $u, u^{\prime} \in V$, let $P, P^{\prime}$ be their corresponding two prefixes, and let $c \in \Sigma$ be a character. Then, $P^{\prime}=P c$ iff $\left(u, u^{\prime}\right) \in E$ with label $\ell\left(u, u^{\prime}\right)=c$.
- For any node $u \in V$, if its corresponding prefix is a whole string $P \in M C S(X, Y)$, then $(u, t) \in E$ with label $\ell(m, t)=\$$.

Given DAG $A$, we have a bijection between the strings in $M C S(X, Y)$ and the labeled $s t$-paths (see the left of Figure 1 for an example). Indeed, it is immediate that any such path corresponds to a string in $\operatorname{MCS}(X, Y)$ due to the way edges are placed. Vice versa, by definition, we cannot have two out-going edges from the same node that share the same label. Therefore, each MCS has exactly one corresponding st-path. Note that the property of the outgoing labels also implies that $d^{+}(u) \leq \sigma$ for all $u \in V$, and therefore $|E| \leq \sigma|V|$. As the number of nodes in $A$ is $\Omega(|M C S(X, Y)|)$, its size is exponential in the worst case.

Remark 2. $A$ can be seen as an acyclic deterministic finite-state automaton that accepts the set $M C S(X, Y)$. We have one state for each prefix of a string in $M C S(X, Y)$. Given two states $q, q^{\prime}$, respectively corresponding to prefixes $P, P^{\prime}$ of strings in $\operatorname{MCS}(X, Y)$, the transition function $\delta$ is given by $\delta(q, c)=q^{\prime}$ if and only if $P^{\prime}=P c$.

### 2.2 Concepts Borrowed from MCS Enumeration

We now present a summary of some concepts introduced in [6], which will be used for our results. Let string $P$ be called a valid prefix if there exists a string $Q$ such that their concatenation is $P Q \in M C S(X, Y)$. Given a valid prefix $P$, the set of characters $c$ such that $P c$ is still a valid prefix are called valid extensions.

Finding valid extensions of $P$ is not straightforward. Let $P$ be a valid prefix, and let $X_{\leq l}$ and $Y_{\leq m}$ be respectively the shortest prefixes of $X$ and $Y$ that contain $P$ as a subsequence. Consider a pair of positions $i>l$ and $j>m$, respectively in $X$ and $Y$, corresponding to the same character, say, $c \in \Sigma$. In order to assess whether $c$ is a valid extension, checking if $P c$ is a maximal common subsequence of $X_{\leq i}$ and $Y_{\leq j}$ is necessary, but not sufficient:

- Example 3. Consider $X=$ TCACAG and $Y=\operatorname{TACGAT}$, with $M C S(X, Y)=\{$ TACA, TACG $\}$.


Consider the valid prefix T , for which $l=0$ and $m=0$. Let $i=1$ and $j=2$ : these correspond to character C , and clearly $\mathrm{TC} \in \operatorname{MCS}\left(X_{\leq i}, Y_{\leq j}\right)=M C S(\mathrm{TC}, \mathrm{TAC})$. Still, C is not a valid extension of valid prefix T, as TC is not a prefix of any MCS.

To circumvent this problem, the set ${E x t_{l, m} \text { of candidate extensions is defined in [6]: this }}^{2}$ is a set of pairs of positions $(i, j)$, with $i \geq l$ and $j \geq m$, whose definition relies solely on the pair $(l, m)$. The membership of $(i, j)$ to $E x t_{l, m}$ completes the characterization of valid extensions (see Theorem 3 in [6]):

- Let $P$ be a valid prefix, and let $X_{\leq l}$ and $Y_{\leq m}$ be respectively the shortest prefixes of $X$ and $Y$ that contain $P$ as a subsequence. Note that $P \in M C S\left(X_{\leq l}, Y_{\leq m}\right)$.
- Then $P c$ is a valid prefix if and only if the following two conditions hold:

1. There exists $i$ and $j$ such that $c=X[i]=Y[j]$ and $P \in M C S\left(X_{<i}, Y_{<j}\right)$;
2. This pair of positions satisfies $(i, j) \in E x t_{l, m}$.

More details on the construction of set $E x t_{l, m}$ are beyond the scope of this paper, but they can be found in [6, Section 2.3], along with a $O(\sigma \log n)$ time method for its computation. In Example 3, it is $(i, j) \notin E x t_{l, m}$.

The notion of swings is a key concept to quickly verify the first condition above. Swings characterize the amount by which we can "move" a given character occurrence while retaining maximality (see Figure 2, right). Let $X_{\leq l}$ and $Y_{\leq m}$ be respectively the shortest prefixes of $X$ and $Y$ that contain $P$ as a subsequence. The swing of $P$, denoted $\ltimes(P)$, is a pair of integers $\ltimes_{T}(P)$ and $\ltimes_{B}(P)$, called respectively top and bottom swings, given by

- $\ltimes_{T}(P)=\min \left\{i>l \mid P \notin M C S\left(X_{\leq i}, Y_{\leq m}\right)\right\}$
- $\ltimes_{B}(P)=\min \left\{j>m \mid P \notin M C S\left(X_{\leq l}, Y_{\leq j}\right)\right\}$.


Figure 2 Left: Swings $\left(\ltimes_{T}, \ltimes_{B}\right)$ for valid prefix TAC in strings $X=$ TATCGACTC and $Y=$ TGACGCTAC. Consider swing $\ltimes_{T}$ : TAC $\notin M C S\left(X_{\leq \propto_{T}}, Y_{\leq m}\right)$ since TGAC is a common subsequence (dashed). Note how the bottom swing $\ltimes_{B}$ is not given by the next occurrence of $C$ after $m$, since TAC is still maximal for strings TATC and TGACGC. Right: Two prefixes, TCG (solid blue) and ACG (dashed orange), both ending at solid red positions $(l, m)$, and having the same swings $\left(\ltimes_{T}, \ltimes_{B}\right)$. The valid extensions are the same (dotted green): A and $T$.

It follows from the definition that $P \in M C S\left(X_{<i}, Y_{<j}\right) \Longleftrightarrow i \leq \ltimes_{T}(P)$ and $j \leq \ltimes_{B}(P)$. Given the swings, condition 1 can thus be checked in constant time [6]. Note that the definition of top swing necessarily implies $X[i]=X[l] .^{1}$ The symmetric holds for the bottom swing.

We briefly also recall how to incrementally compute the swings of a prefix, first described in [6], as it will be useful in our proofs. We only describe the procedure for the top swing as the bottom swing is symmetrical:

- If $P$ is composed of a single character $c$, with first occurrence in $X$ at position $l$ and in $Y$ at position $m$, then it suffices to compute, for every character $d$ in $Y_{<m}$, the first occurrence of $d$ in $X_{>l}$, and take the minimum of these. The swing then corresponds to the first occurrence of $c$ after such minimum.
- Let $P=p_{1} \cdots p_{N}$ be a valid prefix with $N>1$, and let $l_{1}, \ldots, l_{N}\left(\right.$ resp. $\left.m_{1}, \ldots, m_{N}\right)$ be the positions of $X$ (resp. $Y$ ) such that $X_{\leq l_{i}}$ (resp. $Y_{\leq m_{i}}$ ) is the shortest prefix containing $p_{1} \cdots p_{i}$. The personal top swing $\ltimes_{T}\left(l_{N}, m_{N}\right)$ of the last position is the top swing of character $p_{N}$ when seen as a prefix over the strings $X_{>l_{N-1}}, Y_{>m_{N-1}}$, instead of over the whole strings (and thus computed as above). The personal bottom swing is defined analogously. In other words, the personal swing of a character expresses the change necessary to have an insertion between itself and the previous character of the prefix ( see Figure 3 for an example). The top swing of $P$ is the minimum between the personal swing of $\left(l_{N}, m_{N}\right)$, and the first occurrence of $Y\left[m_{N}\right]=p_{N}$ after the top swing of prefix $p_{1} \cdots p_{N-1}$. This second swing indicates the change required for an insertion in the previous part of the prefix.

Updating the swings when a character is added can be done in $O(\sigma)$ time, provided that we can find in constant time the next occurrence of a character $c$ after a given position in the strings; more importantly, this update does not need knowledge of the whole prefix, but just the positions its final character $\left(l_{N}, m_{N}\right)$ and their current swings.

[^19]

Figure 3 Personal top swing for edge $\left(l_{3}, m_{3}\right)$, corresponding to the last character of the leftmost mapping of prefix TAC. Indeed, such swing allows for insertion of character G after $\left(l_{2}, m_{2}\right)$.

## 3 Polynomial-Size MDAG

The construction of DAG $A$ satisfying the conditions of Definition 1 would require exponential time and space: the number of nodes of $A$ is between $\Omega(|M C S(X, Y)|)$ and $O(n|M C S(X, Y)|)$, so it can be exponential in $n$. In this section, we show how to obtain MDAG, where we still have a bijection between st-paths and MCS, but which can instead always be constructed in $O\left(n^{3} \sigma \log n\right)$ time and $O\left(n^{3} \sigma\right)$ space, as per Theorem 13. Intuitively, the relevant information discussed for $A$ are the quadruples $(l, m, t, b)$, where $X_{\leq l}$ and $Y_{\leq m}$ are some prefixes and pair $t, b$ is some swing: these quadruples are the candidates for being nodes in MDAG.

The formal definition of MDAG is based on an equivalence relation over the nodes of $A$, given in Section 3.1. Afterwards, in Section 3.2, we describe an algorithm for directly constructing MDAG. We present the complexity bounds for the construction in Section 3.3.

### 3.1 Equivalence Relation for Defining MDAG

Let $A$ be a DAG as defined in Definition 1. Our construction algorithm for MDAG is based on the concepts from Section 2.2. The idea is to use the characterization of valid extensions to identify the out-neighbors of a given node of DAG $A$. We identify an equivalence relation over the prefixes of $\operatorname{MCS}(X, Y)$, and thus on the nodes of $A$, that allow us to always build MDAG in polynomial time and space. We begin with the following lemma:

- Lemma 4. Given any valid prefix $P$, let $X_{\leq l}$ and $Y_{\leq m}$ be the shortest prefixes containing $P$, and $\ltimes(P)=\langle t, b\rangle$ be its swing. Consider another valid prefix $P^{\prime} \neq P$ with the same shortest prefixes $X_{\leq l}, Y_{\leq m}$ and swing $\ltimes\left(P^{\prime}\right)=\ltimes(P)$ as $P$. Then, the set of valid extensions is the same for both $P$ and $P^{\prime}$, and for each valid extension $c \in \Sigma$, the swings of $P c$ are the same as the ones of $P^{\prime} c$.
Proof. The definition of $E x t_{l, m}$ only depends on the value of $l$ and $m$, therefore such set is the same for both $P$ and $P^{\prime}$. Since the swings for $P$ and $P^{\prime}$ are equal, the set of valid extensions is necessarily the same. Let now $c \in \Sigma$ be a valid extension for $P$ and $P^{\prime}$. Let $X_{\leq l_{c}}$ and $Y_{\leq m_{c}}$ respectively be the shortest prefixes of $X$ and $Y$ containing $P c$. These are also the shortest prefixes containing $P^{\prime} c$ : the shortest prefixes containing $P$ and $P^{\prime}$ were the same, and $l_{c}$ is simply the first occurrence of $c$ after $l$, analogously for $m_{c}$ and $m$. The swings of $P c$ are given by the minimum of the swings of $P$, and the personal swing $\ltimes\left(l_{N}, m_{N}\right)$ obtained by adding the new character $c$. The latter personal swing is the same for both $P c$ and $P^{\prime} c$, since we are considering the same positions $l_{c}, m_{c}$. Since the previous swings where also equal, this means that the swings of $P c$ and $P^{\prime} c$ are indeed the same.

Lemma 4 has an implication for prefixes $P$ and $P^{\prime}$ that share the same swing: if $M_{1}, \ldots, M_{N}$ are strings extending as $P M_{i} \in M C S(X, Y)$, and $M_{1}^{\prime}, \ldots, M_{M}^{\prime}$ extending as $P^{\prime} M_{i}^{\prime} \in \operatorname{MCS}(X, Y)$, then they are equal: $\left\{M_{i} \mid i=1, \ldots, N\right\}=\left\{M_{i}^{\prime} \mid i=1, \ldots, M\right\}$.

Given a node $u$ of $A$, let $P$ be the corresponding prefix. We assign $u$ the quadruple of parameters $I D(u)=\left\langle l, m, \ltimes_{T}(P), \ltimes_{B}(P)\right\rangle$, where $l$ and $m$ are such that $X_{\leq l}$ and $Y_{\leq m}$ are the shortest prefixes containing $P$. By Lemma 4, this tuple completely identifies the valid extensions of $P$, which means that it completely identifies the neighbors of node $u$.

- Corollary 5. Let $u \neq u^{\prime}$ with $\operatorname{ID}(u)=I D\left(u^{\prime}\right)$. Then, for each $v \in N^{+}(u)$ there exists exactly one $v^{\prime} \in N^{+}\left(u^{\prime}\right)$ such that $I D(v)=I D\left(v^{\prime}\right)$ and $\ell(u, v)=\ell\left(u^{\prime}, v^{\prime}\right)$.

Therefore, we can define the following equivalence relation on the nodes of $A: u \sim u^{\prime}$ if and only if $I D(u)=I D\left(u^{\prime}\right)$. We can then identify a class of equivalent nodes in the DAG, choosing one representative for it. Because of Corollary 5, this does not change the set of labeled st-paths of the DAG: the nodes that are identified as one have the same labelled out-edges, leading to the same out-neighbors. Our data structure MDAG is then defined as the DAG resulting from this identification:

- Definition 6. Data structure MDAG is a node- and edge-labelled DAG built as follows:

1. Start from DAG A (Definition 1). For each node u, consider its (unique) corresponding prefix $P$, and let $X_{\leq l}$ and $Y_{\leq m}$ be the shortest prefixes of $X$ and $Y$ containing $P$, and $\ltimes(P)=(t, b)$. Assign to node $u$ the node-label $I D(u)=\langle l, m, t, b\rangle$.
2. Merge every pair of nodes $u \neq u^{\prime}$ with the same label $\operatorname{ID}(u)=I D\left(u^{\prime}\right)$ into one node. An example of such DAG is shown in the right of Figure 1.

It is possible to further compress the MDAG, as detailed in the next section, by compacting nodes of out-degree 1. This will not change its worst-case size, but will impact the efficiency of our method.

### 3.2 Direct and Incremental Construction of MDAG

We build MDAG directly, without the intermediate DAG $A$. We apply the incremental procedure below, in a DFS fashion, using the node $I D$ s to avoid repeated computation. At any moment we have built a node- and edge-labeled DAG $H=(W, F)$. A node $u \in W$ corresponds to a set of prefixes $P_{1}, \ldots, P_{k}$, given by the concatenation of the edge-labels of all su-paths using edges of $F$. All prefixes $P_{i}$ share the same ending positions of the shortest prefixes of $X$ and $Y$ that contain them, and the corresponding swings; these four values form the label $I D(u)$ assigned to $u$.

Every recursive call BuildDAG $(u)$ takes as input a node $u$ which belongs to the current DAG $H$, and expands DAG $H$ accordingly as follows:

1. Let $I D(u)=\langle l, m, t, b\rangle$. First, compute set $E x t_{l, m}$, and use it to compute the valid extensions: select characters $c$ that have a corresponding pair $(i, j) \in E x t_{l, m}$, with $i \leq t$ and $j \leq b$.
2. For such character $c$, compute the positions $\left(l_{c}, m_{c}\right)$ such that $X_{\leq l_{c}}$ and $Y_{\leq m_{c}}$ are the shortest prefixes containing $P c$, and update the swings $t_{c}, b_{c}$.
3. Now, check if the DAG $H$ generated so far already has a node with label $\left\langle l_{c}, m_{c}, t_{c}, b_{c}\right\rangle$ : a. If such a node $v \in W$ exists, then simply add edge $(u, v)$ with label $c$ to the edges $F$ of $H$, without recursing. Indeed, a recursive call for $v$ has been previously performed.
b. Otherwise, add node $v$ to $W$, with $I D(v)=\left\langle l_{c}, m_{c}, t_{c}, b_{c}\right\rangle$, and add edge $(u, v)$ to $F$, with label $c$. Then, perform the recursive call BuildDAG $(v)$.

- Corollary 7 (Correctness). BUILDDAG(s) correctly builds MDAG(X,Y) starting from $H=(\{s\}, \emptyset)$.

Proof. We show that, at every step, $H$ is a subgraph of DAG $A$ where nodes with equal $I D()$ values have been identified. This is true at the beginning, when $H=\{s\}$. If this holds at the beginning of a recursive call for a node $u$, then it must hold at the end. Indeed, we use valid extensions to identify neighbors of a given node, which is also the definition of neighbors for a node of $A$. For each valid extension $c$, we compute the label $\left\langle l_{c}, m_{c}, t_{c}, b_{c}\right\rangle$ of the corresponding node. Now, if there already exists a node $v$ with such label, we add an edge between $u$ and $v$, with label $c$. This correctly identifies the two nodes with equal labels as being the same node, as per operation 2 . Otherwise, the new node must be added, with the correct label $\left\langle l_{c}, m_{c}, t_{c}, b_{c}\right\rangle$ as per operation 1 , since it represents a new prefix.

Once we have built MDAG, we can easily compute compact MDAG in linear time in the size of MDAG, in the following way. Let us proceed in topological order of the nodes; when a node $v$ with $N^{+}(v)=\{w\}$ (i.e. out-degree 1) is encountered, we perform the following:

1. For each $u \in N^{-}(v)$, remove edge $(u, v)$ and add edge $(u, w)$ with label $\ell(u, v) \ell(v, w)$.
2. After all in-neighbors have been processed, remove node $v$ and edge ( $v, w$ ) from MDAG. Clearly, the minimum out-degree of is 2 , and nodes $s$ and $t$ are never removed.

Complexity. Let us now study the time and space complexity of the procedure. As mentioned before, finding $\operatorname{Ext}_{l, m}$ requires $O(\sigma \log n)$ time (see [6] for details). Checking whether each $c$ corresponding to an element of $E x t_{l, m}$ satisfies the swings' condition requires constant time per character. For each such $c$, computing positions ( $l_{c}, m_{c}$ ) can be done in constant time, using appropriate data structures as outlined next. In order to attain our goal, we only need to ensure constant-time queries for the next occurrence of character $c$ after a given position $i$. To this end, let us keep two bit-vectors for each $c \in \Sigma$, one for $X$ and one for $Y$, indicating the positions in which $c$ occurs in the strings. By equipping these vectors with rank and select data structures, which employ $O(n \sigma)$ space, we can find in constant time the next occurrence of any character after a given position [19]. Performing this operation in constant time also allows us to update the swings in $O(\sigma)$ time, as we have explained in Section 2.2. All operations described so far are performed exactly once per node. Therefore, the total time required for Steps 1 and 2 is $O(|V| \sigma \log n)$.

Let us now consider Step 3. We need to check if a node $v$ belongs to the current DAG, and add it if it does not. To be able to efficiently perform these operations, let us keep and dynamically update a bit matrix for pairs $l, m$, where 1 occurs if that pair currently corresponds to at least one node. Then, each cell filled with a one has an associated balanced binary search tree, which indexes the pairs of swings $(t, b)$ such that there currently is a node $u \in W$ with $I D(u)=\langle l, m, t, b\rangle$. These pairs are ordered according to the total order: $(t, b)<\left(t^{\prime}, b^{\prime}\right)$ if and only if $t<t^{\prime}$ or $t=t^{\prime}$ and $b<b^{\prime}$. Lookup and insertions in such data structure require $O(\log n)$ each, and the total space employed is $O(|V|)$. Now, note that we perform a membership check, with subsequent possible insertion, exactly once per edge of the DAG. Recalling that $|E| \leq \sigma|V|$, the total time required for Step 3 is again $O(|E| \log n)=O(|V| \sigma \log n)$. Thus, summing the time required for Steps 1,2 and 3 yields $O(|V| \sigma \log n)$ total time for the algorithm.

To be able to give final complexity bounds, we therefore need bounds on the size of the DAG we constructed. Trivially, we can bound $|V|=O\left(n^{4}\right)$, since no two nodes share the same $I D$, and the number of different $I D \mathrm{~s}$ is bounded by $n^{4}$. Therefore, we surely have a polynomial-time and space algorithm for building a DAG. We can actually do better than this: thanks to some properties of the swings, in the next section we show that $|V|=O\left(n^{3}\right)$, leading to the complexity bounds given in Theorem 13.

### 3.3 Cubic Size of the MCS DAG

To conclude the proof of Theorem 13, we need to study the size of $\operatorname{MDAG}(X, Y)$ as constructed in Section 3.2. We prove a monotonicity property of the swing values, which will allow us to show that the number of nodes of $\operatorname{MDAG}(X, Y)$ is bounded by $O\left(n^{3}\right)$.

In Section 2.2, we saw that the top swing of a valid prefix $P$ is defined as $\ltimes_{T}(P)=\min \{i>$ $\left.l \mid P \notin M C S\left(X_{\leq i}, Y_{\leq m}\right)\right\}$, where $X_{\leq l}$ and $Y_{\leq m}$ are the shortest prefixes of respectively $X$ and $Y$ containing $P$. In other words, if we start from strings $X_{\leq l}, Y_{\leq m}$ (where $P$ is obviously maximal), it is the minimum extension of string $X$ that ensures at least one insertion in $P$. Symmetrical definition holds for bottom swings, by switching the two strings.

Recall that, as seen in Section 2.2, if $\ltimes_{T}(P)=t$ then $X[t]=Y[m]=X[l]$ : the swings' positions are occurrences of the last character of the prefix. We also note the following, which follows from the definition of swings:

- Remark 8. Let $P=p_{1} \cdots p_{N}$ a valid prefix with swings $\langle t, b\rangle$. Let $X_{\leq l_{i}}$ and $Y_{\leq m_{i}}$ be the shortest prefixes respectively of $X$ and $Y$ that contain $p_{1} \cdots p_{i}$. Then, there is at least one match between $Y\left[m_{N-1}, m_{N}\right)$ and $X\left(l_{N}, t\right)$. More specifically, there can either be a match between $Y\left(m_{N-1}, m_{N}\right)$ and $X\left(l_{N}, t\right)$, or between $Y\left[m_{N-1}\right]$ and $X(l, t)$ which will lead to an insertion in a previous part of the prefix.

We now present some new swing properties. This lemma proves that, when two prefixes are extended with a valid extension that occurs at the same pair of positions, then the relative order of the swings remains unchanged during the extension:

- Lemma 9. Let $u$ and $u^{\prime}$ be two nodes of MDAG, with $I D(u)=\left\langle x, y, \ltimes_{T}(P), \ltimes_{B}(P)\right\rangle$ and $I D\left(u^{\prime}\right)=\left\langle x^{\prime}, y^{\prime}, \ltimes_{T}\left(P^{\prime}\right), \ltimes_{B}\left(P^{\prime}\right)\right\rangle$ such that $x \neq x^{\prime}$ or $y \neq y^{\prime}$, where $P$ (resp. $P^{\prime}$ ) is any prefix associated to $u$ (resp. $u^{\prime}$ ). Assume that we have $v \in N^{+}(u)$ with $I D(v)=\left\langle l, m, \ltimes_{T}(P c), \ltimes_{B}(P c)\right\rangle$, and $v^{\prime} \in N^{+}\left(u^{\prime}\right)$ with $I D\left(v^{\prime}\right)=\left\langle l, m, \ltimes_{T}\left(P^{\prime} c\right), \ltimes_{B}\left(P^{\prime} c\right)\right\rangle$ (i.e. same positions l, $m$ corresponding to character $c$ ). Then, the swings change monotonically:
- $\ltimes_{T}(P)<\ltimes_{T}\left(P^{\prime}\right) \Rightarrow \ltimes_{T}(P c) \leq \ltimes_{T}\left(P^{\prime} c\right)$
- $\ltimes_{B}(P)<\ltimes_{B}\left(P^{\prime}\right) \Rightarrow \ltimes_{B}(P c) \leq \ltimes_{B}\left(P^{\prime} c\right)$

Proof. We prove the result for top swings. Let $\ltimes_{T}(P)=t$ and $\ltimes_{T}\left(P^{\prime}\right)=t^{\prime}$, with $t<$ $t^{\prime}$. We note that for $(l, m)$ to be a valid extension for both prefixes, we must have $l \leq$ $t<t^{\prime}$ (Swing condition 1 for valid extensions' characterization in Section 2.2). By the incremental computation of swings, the swings of $P c$ and $P^{\prime} c$ are computed by taking the minimum between the personal swing $\ltimes_{T}^{(l, m)}$ of the new positions, and the next occurrence of the corresponding character after the top swings $t, t^{\prime}$. More specifically, $\ltimes_{T}(P c)=$ $\min \left\{\ltimes_{T}^{(l, m)}, \operatorname{next}_{X}(c, t)\right\}$ and $\ltimes_{T}\left(P^{\prime} c\right)=\min \left\{\ltimes_{T}^{(l, m)}, \operatorname{next}_{X}\left(c, t^{\prime}\right)\right\}$. Since the first component of the minimum is the same, it suffices to prove that next ${ }_{X}(c, t) \leq n e x t_{X}\left(c, t^{\prime}\right)$ to conclude $\ltimes_{T}(P c) \leq \ltimes_{T}\left(P^{\prime} c\right)$. Indeed, since $t<t^{\prime}$ are positions in the same string, the next occurrence of a given character after $t$ cannot be strictly bigger than the next occurrence of the same character after $t^{\prime}$. Thus, we have proved the claim for top swings; bottom swings are symmetrical.

The next corollary shows that the opposite implication holds for strict inequalities:

- Corollary 10. Under the same hypotheses of Lemma 9, we have
- $\ltimes_{T}(P c)<\ltimes_{T}\left(P^{\prime} c\right) \Rightarrow \ltimes_{T}(P)<\ltimes_{T}\left(P^{\prime}\right)$
- $\left.\ltimes_{B}(P c)<\ltimes_{B}\left(P^{\prime} c\right)\right) \Rightarrow \ltimes_{B}(P)<\ltimes_{B}\left(P^{\prime}\right)$

Proof. We reverse the proof of Lemma 9. Consider top swings, and recall $\ltimes_{T}(P c)=$ $\min \left\{\ltimes_{T}^{(l, m)}, \operatorname{next}_{X}(c, t)\right\}$ and $\ltimes_{T}\left(P^{\prime} c\right)=\min \left\{\ltimes_{T}^{(l, m)}\right.$, next $\left.{ }_{X}\left(c, t^{\prime}\right)\right\}$, where $t=\ltimes_{T}(P)$ and $t^{\prime}=\ltimes_{T}\left(P^{\prime}\right)$. Since the first part of the minimum is the same, and $\ltimes_{T}(P c)<\ltimes_{T}\left(P^{\prime} c\right)$, we have two options

1. $\operatorname{next}_{X}(c, t) \leq \ltimes_{T}^{(l, m)} \leq \operatorname{next}_{X}\left(c, t^{\prime}\right)$, where at most one inequality can be an equality; or 2. $\operatorname{next}_{X}(c, t)<\operatorname{next}_{X}\left(c, t^{\prime}\right) \leq \ltimes_{T}^{(l, m)}$.

In any case, we have $\operatorname{eext}_{X}(c, t)<\operatorname{eext}_{X}\left(c, t^{\prime}\right)$. Since $t$ and $t^{\prime}$ are positions in the same string, this relationship between the next occurrence of the same character immediately also implies $t<t^{\prime}$, which concludes the proof.

We are now ready to prove our main result:

- Theorem 11. For any two nodes $u \neq u^{\prime}$ of MDAG, let $I D(u)=\langle l, m, t, b\rangle$ and $I D\left(u^{\prime}\right)=$ $\left\langle l, m, t^{\prime}, b^{\prime}\right\rangle$. Then swing pairs for the same $l$, $m$ do not dominate each other; namely, if $t>t^{\prime}$, then $b \leq b^{\prime}$.

Proof. Consider any $v \in N^{-}(u)$, and $v^{\prime} \in N^{-}\left(u^{\prime}\right)$. Let $I D(v)=\left\langle x, y, t_{v}, b_{v}\right\rangle$ and $I D\left(v^{\prime}\right)=$ $\left\langle x^{\prime}, y^{\prime}, t_{v^{\prime}}, b_{v^{\prime}}\right\rangle$. Let us first assume that $x \neq x^{\prime}$ or $y \neq y^{\prime}$, i.e. they are not the same pair of positions. If we look at positions $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ we must have either $x \leq x^{\prime}$ and $y>y^{\prime}$, or $x>x^{\prime}$ and $y \leq y^{\prime}$. Indeed, assume by contradiction that $x \leq x^{\prime}$ and $y \leq y^{\prime}$. Since both of these nodes have a valid extension corresponding to positions $(l, m)$, we must also have $x \leq x^{\prime}<l<t_{v}, t_{v^{\prime}}$ and $y \leq y^{\prime}<m<b_{v}, b_{v^{\prime}}$. Then, $(l, m)$ would not be a valid extension for $v$ : the corresponding prefix is not maximal until the positions given by the swings, since we have an insertion corresponding to the character occurring at positions $\left(x^{\prime}, y^{\prime}\right)$.

We now show that $t>t^{\prime}$ implies $y>y^{\prime}$. By Remark $8, t$ is the smallest value such that a match occurs between $X[l+1, t)$ and $Y[y, m-1]$. That is, there is no $\tau<t$ such that $X[l+1, \tau)$ and $Y[y, m-1]$ have a match. Let $t>t^{\prime}$, and assume by contradiction that $y \leq y^{\prime}$. Then, $Y\left[y^{\prime}, m-1\right] \subseteq Y[y, m-1]$. By definition of $t^{\prime}$, there is a match between $X\left[l+1, t^{\prime}\right)$ and $Y\left[y^{\prime}, m-1\right] \subseteq Y[y, m-1]$. This is a contradiction on the minimality of $t$ : there is a smaller $\tau=t^{\prime}<t$ which yields a match. Now, since we cannot have both $y^{\prime} \leq y$ and $x^{\prime} \leq x$, we must have $x \leq x^{\prime}$. By a symmetrical reasoning, we show that the bottom swings must satisfy $b^{\prime} \leq b$. Indeed, recall that $b$ is the minimum value for which a match occurs between $X[x, l-1]$ and $Y[m+1, b]$, and assume by contradiction that $b>b^{\prime}$. Since we have $X\left[x^{\prime}, l-1\right] \subseteq X[x, l-1]$, we have a match between $X[x, l-1]$ and $Y\left[m+1, b^{\prime}\right]$ for a smaller value $b^{\prime}<b$ : contradiction.

Let us now consider the case where the in-neighbors $v$ and $v^{\prime}$ have the same pair of positions in their $I D \mathrm{~s}: x=x^{\prime}$ and $y=y^{\prime}$. Let us inductively consider $w_{i+1} \in N^{-}\left(w_{i}\right)$ and $w_{i+1}^{\prime} \in N^{-}\left(w_{i}^{\prime}\right)$, where $w_{0}=v$ and $w_{0}^{\prime}=v^{\prime}$. We stop at the first $j$ such that $I D\left(w_{j}\right)=\left\langle x_{j}, y_{j}, t_{j}, b_{j}\right\rangle$ and $I D\left(w^{\prime}\right)=\left\langle x_{j}^{\prime}, y_{j}^{\prime}, t_{j}^{\prime}, b_{j}^{\prime}\right\rangle$ with $x_{j} \neq x_{j}^{\prime}$ or $y_{j} \neq y_{j}^{\prime}$. Such pair satisfies the conditions of the first part of the proof, since $x_{j+1}=x_{j+1}^{\prime}$ and $y_{j+1}=y_{j+1}^{\prime}$ by hypothesis. Nodes $w_{j}$ and $w_{j}^{\prime}$ are obtained by going backwards in the DAG for $j$ steps, starting respectively from nodes $u$ and $u^{\prime}$. Since $j$ is the first index such that the corresponding positions for extensions differ, we have $\ell\left(w_{k+1}, w_{k}\right)=\ell\left(w_{k+1}^{\prime}, w_{k}^{\prime}\right)$ for all $k=1, \ldots, j-1$. By iterating Corollary 10, we thus have that $t>t^{\prime}$ implies $t_{j}>t_{j}^{\prime}$. By the first part of the proof, we therefore have $b_{j} \leq b_{j}^{\prime}$. By Lemma 9, this propagates to the end of the path in the MCS DAG, to also yield $b \leq b^{\prime}$.

From Theorem 11, we can derive the following result, which proves that the number of swings for a fixed pair of positions $(l, m)$ is linear:

- Corollary 12. For any given choice of $l, m$, there are just $O(n)$ nodes of $\operatorname{MDAG}(X, Y)$ having the form $I D()=\langle l, m, \cdot, \cdot\rangle$.

Proof. Let us fix $l, m$, and consider the swings' set $S_{l, m} \subseteq\{0, \ldots, n-1\} \times\{0, \ldots, n-1\}$, where $(a, b) \in S_{l, m}$ if and only there exists $u$ such that $I D(u)=\langle l, m, a, b\rangle$. By Theorem 11, if two pairs $(a, b)$ and $(c, d)$ belong to $S_{l, m}$, then it cannot be $a \leq c$ and $c \leq d$ (or vice versa). So one pair cannot dominate the other.

We observe that the size of $\left|S_{l, m}\right|$ is the size of the classical Pareto frontier: for an arbitrary set of points in the $\{0, \ldots, n-1\} \times\{0, \ldots, n-1\}$ grid, the number of points in a Pareto frontier is less than $2 n$. The observation is folklore: each point in the frontier either increases the $x$-coordinate or decreases the $y$-coordinate (possibly both). Hence, there cannot be more points on the frontiers as the sum of the $n$ possible $x$-coordinates plus the $n$ possible $y$-coordinates. Hence, $\left|S_{l, m}\right|=O(n)$.

Therefore, the number of nodes of the MDAG is cubic, as we have $O\left(n^{2}\right)$ choices for $l, m$, and every such choice gives at most a linear amount of swings $(t, b)$. Furthermore, it is immediate by construction of MDAG that the out-degree of every node is at most $\sigma$ (the characters that are valid extensions the given prefix). This gives $O\left(n^{3} \sigma\right)$ nodes and edges in MDAG. When obtaining the compact MDAG, the number of nodes and edges do not increase, and a suitable representation of the string labels gives the space occupancy of $O\left(n^{3} \sigma\right)$ memory words stated in Theorem 13.

## 4 Efficient Operations on MDAG

We describe here how to support some operations on compact $\operatorname{MDAG}(X, Y)$, which has source $s$, target $t$, and no unary nodes. We assume that each node $u$ stores the number $p(u)$ of $u t$-paths. As compact $\operatorname{MDAG}(X, Y)$ is a DAG of $O\left(n^{3} \sigma\right)$ edges, we can computed $p(u)$ for each node $u$ in total $O\left(n^{3} \sigma\right)$ time by running a DFS, as $p(u)$ is the sum of the $p(v)$ 's for the out-neighbors $v$ 's of $u$.

### 4.1 CAT Enumeration of MCSs

The strings in $M C S(X, Y)$ can be listed in lexicographic order by enumerating the (labeled) $s t$-paths in compact MDAG, which can be done in Constant Amortized Time with a simple DFS algorithm where the out-neighbors of each node are visited in increasing order of the labels of their outgoing edges. Although folklore, for completeness we sketch the DFS algorithm here.

Consider a node $u$, where initially $u=s$, and denote the set of all $u t$-paths in $G=$ compact $\operatorname{MDAG}(X, Y)$ by $\mathcal{P}_{u, t}(G)$. The central idea is that any ut-path starts with $u$, followed by an element of $\mathcal{P}_{v, t}(G \backslash u)$, i.e., a path in $G \backslash u$ (i.e. $u$ and its incident edges removed) from an out-neighbor $v$ of $u$ to $t$. Since $G$ is a DAG, we can go a step further: a path from $u$ cannot reach $u$ again, therefore it is not even necessary to remove $u$ (and its incident edges) from the DAG. We can thus represent $\mathcal{P}_{u, t}(G)$ as the following disjoint union: $\mathcal{P}_{u, t}(G)=\bigcup_{v \in N(u)}\left\{\ell(u, v) P \mid P \in \mathcal{P}_{v, t}(G)\right\}$, where $\ell(u, v)$ denotes the character(s) labeling edge $u, v$. From this, it is immediate that enumeration can be performed by keeping a current path prefix which we expand by traversing the DAG, backtracking every time computation terminates for all children of a node.

This recursive procedure runs in constant amortized time. Consider its calls and observe that they form a recursion tree with the following properties:

- Each leaf in the recursion tree is a distinct st-path (and all st-paths are in these leaves without any duplication).
- Each internal node in the recursion tree always generates at least two children, due to the path compression in $G$ : hence the number of internal nodes is not greater than the number of leaves.
- In each node we spend just constant time per recursive call. In each leaf we spend constant time, not accounting for explicitly printing its whole st-path.

Letting $N$ be the number of $s t$-paths, there are $N$ leaves and at most $N$ internal nodes in the recursion tree. Each call takes constant time to generate its node in the recursion tree, which means $O(1)$ time per node/leaf. This gives a total of $O(N)$ time for listing all the $s t$-paths when starting from $G$, recalling that $G$ has no unary node (except possibly $t$ ). This provides a CAT enumeration as we can charge $O(1)$ time per solution to cover this cost.

### 4.2 Searching, Selecting, and Ranking

We observe that each node $u$ has at most $\sigma$ out-neighbors and the edges towards them are distinct (each must start with a different character of $\Sigma$ ): this constitutes a "lexicographical partition" of the paths from $u$ to $t$ since, after a common prefix, a path starting with a larger character will lead to a lexicographically larger string.

Searching a string $P$ as a prefix of strings from $\operatorname{MCS}(X, Y)$ traverses compact MDAG starting from $s$ and matching the characters in $P$ along the labels for the edges in the path. Either the search fails before reaching the end of $P$, or it succeeds and leads to a node $u$ (or to an arc with endpoint $u$ ). At this point, we can run the CAT enumeration (Section 4.1) starting from $u$ to list all the $u t$-paths and so all the extensions of $P$ to strings in $M C S(X, Y)$.

Selecting the $i$ th string in lexicographic order from $\operatorname{MCS}(X, Y)$ is similar but uses the $O(n)$-bit information $p(v)$ in each traversed node $v$, that is, $p(v)$ is the number of $v t$-paths and requires $O(n)$ bits as the number of MCS can be $O\left(2^{n}\right)$. The select operation scans the outgoing edges in order of their labels, and checks the corresponding $p(v)$ : whenever the edges scanned have the largest partial sum $i$, it follows the current edge $e$ and subtracts from $i$ the partial sum of the edges examined before $e$. It stops at node $t$. Let $S$ be the string thus found by concatenating the labels on the traced path from $s$ to $t$. The number of traversed nodes is at most $|S|+1$, and in each node we will consider up to $\sigma$ edges, for a total cost of $O(|S| \log \sigma)$, as this can be further optimized by storing, for each edge, the sum of the annotations of the previous edges, and using binary search on these $O(\sigma)$ sums. Ranking $S$ is like searching $S$ and using the partial sums as mentioned above to get a total sum of $i$ when $t$ is reached.

- Theorem 13. Given two strings $X$ and $Y$ of length $n$ on an alphabet of size $\sigma$, compact $\operatorname{MDAG}(X, Y)$ stores $M C S(X, Y)$ in space $O\left(n^{3} \sigma\right)$ and can be built in $O\left(n^{3} \sigma \log n\right)$ time. It supports the following operations:
- List all strings in $M C S(X, Y)$ in $O(|M C S(X, Y)|)$ time, i.e., Constant Amortized Time.
- For a given string $P$, report just the strings from $\operatorname{MCS}(X, Y)$ that have prefix $P$, in $O(|P| \log \sigma+$ occ $)$ time, where occ is the number of reported strings.
The $\operatorname{MCS}(X, Y)$ can be augmented with $O(n)$ bits per node, so that two further operations are supported, where each operation handles $O(n)$-bit integers:
- For any integer $1 \leq i \leq|M C S(X, Y)|$, select the ith string $S$ in lexicographic order from $\operatorname{MCS}(X, Y)$, in $O(|S| \log \sigma)$ operations.
- For any string $S \in M C S(X, Y)$, return its rank i among the strings in lexicographic order from $M C S(X, Y)$, in $O(|S| \log \sigma)$ operations.

It is worth noting that (compact) MDAG can be stored in a succinct way, for example, using some recent methods introduced for automata [5].

## 5 Conclusions

In this paper we considered the problem of storing and searching the Maximal Common Subsequences of two input strings, as they may reveal further common structures in sequence analysis with respect to the LCSs. Our main contribution is that of reducing time and space from exponential bounds, using the current state of the art, to polynomial bounds, using our new compact DAG, which efficiently supports CAT (constant amortized time) enumeration, counting, and random access to the $i$-th element (i.e., rank and select operations). As future work, we plan to improve the time and space bounds for rank and select in Theorem 13 by storing the number of paths in each node in a more refined way, so as the space does not increase asymptotically, and the time bounds reduce from $O(|S| \log \sigma)$ operations on $O(n)$-bit integers to $O(|S| \log \sigma+n)$ time, borrowing ideas from [2].
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#### Abstract

In the past thirty years, numerous algorithms for building the suffix array of a string have been proposed. In 2021, the notion of suffix array was extended from strings to DFAs, and it was shown that the resulting data structure can be built in $O\left(m^{2}+n^{5 / 2}\right)$ time, where $n$ is the number of states and $m$ is the number of edges [SODA 2021]. Recently, algorithms running in $O(m n)$ and $O\left(n^{2} \log n\right)$ time have been described [CPM 2023].

In this paper, we improve the previous bounds by proposing an $O\left(n^{2}\right)$ recursive algorithm inspired by Farach's algorithm for building a suffix tree [FOCS 1997]. To this end, we provide insight into the rich lexicographic and combinatorial structure of a graph, so contributing to the fascinating journey which might lead to solve the long-standing open problem of building the suffix tree of a graph.
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## 1 Introduction

The suffix tree [31] of a string is a versatile data structure introduced by Weiner in 1973 which allows solving a myriad of combinatorial problems, such as determining whether a pattern occurs in the string, computing matching statistics, searching for regular expressions, computing the Lempel-Ziv decomposition of the string and finding palindromes. The book by Gusfield [18] devotes almost 150 pages to the applications of suffix trees, stressing the importance of these applications in bioinformatics. However, the massive increase of genomic data in the last decades requires space-efficient data structures able to efficiently support pattern matching queries, and the space consumption of suffix trees is too high. In 1990, Manber and Myers invented suffix arrays [25] as a space-efficient alternative to suffix trees. While suffix arrays do not have the full functionality of suffix trees, they still allow solving pattern matching queries. Suffix arrays started a new chapter in data compression, which culminated in the invention of data structures closely related to suffix arrays, notably, the Burrows-Wheeler Transform [4] and the FM-index [14, 16], which have heavily influenced sequence assembly [30].

The impact of suffix arrays has led to a big effort in the attempt of designing efficient algorithms to construct suffix arrays, where "efficient" refers to various metrics (worst-case running time, average running time, space, performance on real data and so on); see [28] for a comprehensive survey on the topic. Let us focus on worst-case running time. Manber and Myers build the suffix array of a string of length $n$ in $O(n \log n)$ by means of a prefix-doubling algorithm [25]. In 1997, Farach proposed a recursive algorithm to build the suffix tree of a

© Nicola Cotumaccio;
licensed under Creative Commons License CC-BY 4.0
34th International Symposium on Algorithms and Computation (ISAAC 2023).
Editors: Satoru Iwata and Naonori Kakimura; Article No. 22; pp. 22:1-22:15
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
string in linear time for integer alphabets [12]. In the following years, the recursive paradigm of Farach's algorithm was used to developed a multitude of linear-time algorithms for building the suffix array $[23,20,21,26]$. All these algorithms carefully exploit the lexicographic struture of the suffixes of a string, recursively reducing the problem of computing the suffix array of a string to the problem of computing the suffix array of a smaller string (induced sorting).

The problem of solving pattern matching queries not only on strings, but also on labeled graphs, is an active topic of research. Recently, Equi et al. showed that no algorithm can solve pattern matching queries on arbitrary graphs in $O\left(m^{1-\epsilon}|P|\right)$ time or $O\left(m|P|^{1-\epsilon}\right)$ (where $m$ is the number of edges, $P$ is the pattern and $\epsilon>0$ ), unless the Orthogonal Vectors hypothesis fails $[11,10]$. On the other hand, over the years the idea of (lexicographically) sorting the suffixes of a string has been generalized to graphs, thus leading to compact data structures that are able to support pattern matching queries on graphs. The mechanism behind the suffix array, the Burrows-Wheeler Transform and the FM-index was first generalized to trees [13, 15]; later on, it was generalized to De Brujin graphs [3, 24] (which can be used for Eulerian sequence assembly [19]). Subsequently, it was extended to the so-called Wheeler graphs [17, 1], and finally to arbitrary graphs and automata $[9,6]$. The idea of lexicographically sorting the strings reaching the states of an automaton has also deep theoretical consequences in automata theory: for example, it leads to a parametrization of the powerset construction, which implies fixed-parameter tractable algorithms for PSPACE-complete problems such as deciding the equivalence of two non-deterministic finite automata (NFAs) [8].

The case of deterministic finite automata (DFAs) is of particular interest, because in this case the notion of "suffix array" of a DFA has a simple interpretation in terms of strings. Assume that there is a fixed total order $\preceq$ on the alphabet $\Sigma$ of a DFA $\mathcal{A}$, and extend $\preceq$ lexicographically to the set of all infinite strings on $\Sigma$. Assume that each state has at least one incoming edge. If $u$ is a state, consider the set $I_{u}$ of all infinite strings that can be read starting from $u$ and following edges in a backward fashion, and let $\min _{u}$ and $\max _{u}$ be the lexicograpically smallest (largest, respectively) string in $I_{u}$ (see Figure 1). Consider the partial order $\preceq_{\mathcal{A}}$ on the set of all states $Q$ such that for every $u, v \in Q$, with $u \neq v$, it holds $u \prec_{\mathcal{A}} v$ if and only if $\max _{u} \preceq \min _{v}$. Then, the partial order $\preceq_{\mathcal{A}}$ induces a (partial) permutation of the set of all states that plays the same role of the permutation of text positions induced by the suffix array of a string [ 9,22 ], so $\preceq_{\mathcal{A}}$ is essentially the "suffix array" of the DFA. If we are able to compute the partial order $\preceq_{\mathcal{A}}$ (and a minimum-size partition of $Q$ into sets such that the restriction of $\preceq_{\mathcal{A}}$ to each set is a total order), then we can efficiently and compactly solve pattern matching queries on the DFA by means of techniques that extend the Burrows-Wheeler transform and the FM-index from strings to graphs. As a consequence, we now have to solve the problem of efficiently building the "suffix array" of a DFA, that is, the problem of computing $\preceq_{\mathcal{A}}$.

The first paper on the topic [9] presents an algorithm that builds $\preceq_{\mathcal{A}}$ in $O\left(m^{2}+n^{5 / 2}\right)$ time, where $n$ is the number of states and $m$ is the number of edges. In a recent paper [22], Kim et al. describe two algorithms running in $O(m n)$ and $O\left(n^{2} \log n\right)$ time. The key observation is that, if we build the $\min /$ max-partition of the set of all states, then we can determine the partial order $\preceq_{\mathcal{A}}$ in linear time by means of a reduction to the interval partitioning problem. Determining the $\mathrm{min} /$ max-partition of the set of all states means picking the string $\min _{u}$ and $\max _{u}$ for every state $u \in Q$, and sorting these $2|Q|$ strings (note that some of these strings may be equal, see Figure 1 for an example). As a consequence, we are only left with the problem of determining the min/max-partition efficiently.


| $i$ | $\min _{i}$ | $\max _{i}$ |
| :---: | :---: | :---: |
| 1 | $\# \# \# \# \# \ldots$ | $\# \# \# \# \# \ldots$ |
| 2 | $a \# \# \# \# \ldots$ | $a \# \# \# \# \ldots$ |
| 3 | $b \# \# \# \# \ldots$ | $b \# \# \# \# \ldots$ |
| 4 | $c \# \# \# \# \ldots$ | $c \# \# \# \# \ldots$ |
| 5 | $c a \# \# \# \ldots$ | $c c c c c \ldots$ |
| 6 | $a b \# \# \# \ldots$ | $a c \# \# \# \ldots$ |
| 7 | $c c \# \# \# \ldots$ | $c c c c c \ldots$ |

Figure 1 A DFA $\mathcal{A}$, with the minimum and maximum string reaching each state (we assume $\# \prec a \prec b \prec c)$. The $\min /$ max partition is given by $\{(1, \min ),(1, \max )\}<\{(2, \min ),(2, \max )\}<$ $\{(6, \min )\}<\{(6, \max )\}<\{(3, \min ),(3, \max )\}<\{(4, \min ),(4, \max )\}<\{(5, \min )\}<\{(7, \min )\}<$ $\{(5, \max ),(7, \max )\}$, meaning that $\min _{1}=\max _{1} \prec \min _{2}=\max _{2} \prec \min _{6} \prec \max _{6} \prec \min _{3}=$ $\max _{3} \prec \min _{4}=\max _{4} \prec \min _{5} \prec \min _{7} \prec \max _{5}=\max _{7}$.

The $O\left(n^{2} \log n\right)$ algorithm builds the min/max-partition by generalizing Manber and Myers's $O(n \log n)$ algorithm from strings to DFAs. However, since it is possible to build the suffix array of a string in $O(n)$ time, it is natural to wonder whether it is possible to determine the min/max-partition in $O\left(n^{2}\right)$ time.

In this paper, we show that, indeed, it is possible to build the min/max-partition in $O\left(n^{2}\right)$ time by adopting a recursive approach inspired by one of the linear-time algorithms that we have mentioned earlier, namely, Ko and Aluru's algorithm [23]. As a consequence, our algorithm is asymptotically faster than all previous algorithms.

A long-standing open problem is whether it is possible to define a suffix tree of a graph. Some recent work [5] suggests that it is possible to define data structures that simulate the behavior of a suffix tree by carefully studying the lexicographic structure of the graph (the results in [5] only hold for Wheeler graphs, but we believe that they can be extended to arbitrary graphs). More specifically, it is reasonable to believe that it is possible to generalize the notion of compressed suffix tree of a string [29] to graphs. A compressed suffix tree is a compressed representation of a suffix tree which consists of some components, including a suffix array. We have already seen that $\preceq_{\mathcal{A}}$ generalizes the suffix array to a graph structure, and [5] suggests that the remaining components may also be generalized to graphs. The complements of the suffix tree of a string heavily exploit the lexicographic and combinatorial structure of a string. Since the algorithm that we present in this paper deeply relies on the richness of the lexicographic structure (which becomes even more challenging and surprising when switching from a string setting to a graph setting), we believe that our results also provide a solid conceptual contribution towards extending suffix tree functionality to graphs.

We remark that, a few days after we submitted this paper to arXiv, a new arXiv preprint showed how to determine the min/max partition in $O(m \log n)$ time, where $n$ is the number of states and $m$ is the number of edges (this new arXiv preprint was also accepted for publication [2]). If the graph underlying the DFA is sparse, then the algorithm in [2] improves our $O\left(n^{2}\right)$ algorithm. Since the $O(m \log n)$ algorithm uses different techniques (it is obtained by adapting Paige and Tarjan's partition refinement algorithm [27]), we are left with the intriguing open problem of determining whether, by possibly combining the ideas behind our algorithm and the algorithm in [2], it is possible to build the min/max partition in $O(\mathrm{~m})$ time.

Due to space constraints, all proofs can be found in the full version of this paper [7].

## 2 Preliminaries

### 2.1 Relation with Previous Work

In the setting of the previous works on the topic $[1,9,22]$, the problem that we want to solve is defined as follows. Consider a deterministic finite automaton (DFA) such that (i) all edges entering the same state have the same label, (ii) each state is reachable from the initial state, (iii) each state is co-reachable, that is, it is either final or it allows reaching a final state, (iv) the initial state has no incoming edges. Then, determine the min/max partition of the set of states (see Section 2.2 for the formal definition of min/max partition, and see Figure 1 for an example).

- Assumptions (ii) and (iii) are standard assumptions in automata theory, because all states that do not satisfy these assumptions can be removed without changing the accepted language.
- In this setting, all the non-initial states have an incoming edge, but the initial state has no incoming edges. This implies for some state $u$ it may hold $I_{u}=\emptyset$ (remember that $I_{u}$ is the set of all infinite strings that can be read starting from $u$ and following edges in a backward fashion, see the introduction), so Kim et al. [22] need to perform a tedious case analysis which also takes finite strings into account in order to define the min/max-partition (in particular, the minimum and maximum strings reaching the initial state are both equal to the empty string). However, we can easily avoid this complication by means of the same trick used in [5]; we can add a self-loop to the initial state, and the label of the self-loop is a special character \# smaller than any character in the alphabet. Intuitively, \# plays the same role as the termination character in the Burrows-Wheeler transform of a string, and since \# is the smallest character, adding this self-loop does not affect the min/max-partition (see [22] for details).
- Notice that the initial state and the set of all final states play no role in the definition of the min/max partition; this explains why, more generally, it will be expedient to consider deterministic graphs rather than DFAs (otherwise we would need to artificially add an initial state and add a set of final states when we recursively build a graph in our algorithm). Equivalently, one may assume to work with semiautomata in which the transition function is not necessarily total. This justifies the assumptions that we will make in Section 2.2.
- Some recent papers $[6,8]$ have shown that assumptions (i) and (iv) can be removed. The partial order $\preceq_{\mathcal{A}}$ is defined analogously, and all the algorithms for building $\preceq_{\mathcal{A}}$ that we have mentioned still work. Indeed, if a state $u$ is reached by edges with the distinct labels, we need to only consider all edges with the smallest label when computing $\min _{u}$ and all edges with the largest label when computing $\max _{u}$; moreover, we once again assume that the initial state has a self loop labeled \#. The only difference is that assumption (i) implies that $m \leq n^{2}$ ( $n$ being the number of states, $m$ being the number of edges) because each state can have at most $n$ incoming edges, but this is no longer true if we remove assumption (i). As a consequence, the running time of our algorithm is no longer $O\left(n^{2}\right)$ but $O\left(m+n^{2}\right)$ (and the running time of the $O\left(n^{2} \log n\right)$ algorithm in [22] becomes $\left.O\left(m+n^{2} \log n\right)\right)$ because we still need to process all edges in the DFA.
To sum up, all the algorithms for computing $\preceq_{\mathcal{A}}$ work on arbitrary DFAs.
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### 2.2 Notation and First Definitions

Let $\Sigma$ be a finite alphabet. We consider finite, edge-labeled graphs $G=(V, E)$, where $V$ is the set of all nodes and $E \subseteq V \times V \times \Sigma$ is the set of all edges. Up to taking a subset of $\Sigma$, we assume that all $c \in \Sigma$ label some edge in the graph. We assume that all nodes have at least one incoming edge, and all edges entering the same node $u$ have the same label $\lambda(u)$ (input consistency). This implies that an edge $(u, v, a) \in E$ can be simply denoted as $(u, v)$, because it must be $a=\lambda(v)$. In particular, it must be $|E| \leq|V|^{2}$ (and so an $O(|E|)$ algorithm is also a $O\left(|V|^{2}\right)$ algorithm). If we do not know the $\lambda(u)$ 's, we can easily compute them by scanning all edges. In addition, we always assume that $G$ is deterministic, that is, for every $u \in V$ and for every $a \in \Sigma$ there exists at most one $v \in V$ such that $(u, v) \in E$ and $\lambda(v)=a$.

Let $\Sigma^{*}$ be the set of all finite strings on $\Sigma$, and let $\Sigma^{\omega}$ be the set of all (countably) right-infinite strings on $\Sigma$. If $\alpha \in \Sigma^{*} \cup \Sigma^{\omega}$ and $i \geq 1$, we denote by $\alpha[i] \in \Sigma$ the $i^{\text {th }}$ character of $\alpha$ (that is, $\alpha=\alpha[1] \alpha[2] \alpha[3] \ldots$ ). If $1 \leq i \leq j$, we define $\alpha[i, j]=\alpha[i] \alpha[i+1] \ldots \alpha[j-1] \alpha[j]$, and if $j<i$, then $\alpha[i, j]$ is the empty string $\epsilon$. If $\alpha \in \Sigma^{*}$, then $|\alpha|$ is length of $\alpha$; for every $0 \leq j \leq|\alpha|$ the string $\alpha[1, j]$ is a prefix of $\alpha$, and if $0 \leq j<|\alpha|$ it is a strict prefix of $\alpha$; analogously, one defines suffixes and strict suffixes of $\alpha$. An occurrence of $\alpha \in \Sigma^{*}$ starting at $u \in V$ and ending at $u^{\prime} \in V$ is a sequence of nodes $u_{1}, u_{2}, \ldots, u_{|\alpha|+1}$ of $V$ such that (i) $u_{1}=u$, (ii) $u_{|\alpha|+1}=u^{\prime}$, (iii) $\left(u_{i+1}, u_{i}\right) \in E$ for every $1 \leq i \leq|\alpha|$ and (iv) $\lambda\left(u_{i}\right)=\alpha[i]$ for every $1 \leq i \leq|\alpha|$. An occurrence of $\alpha \in \Sigma^{\omega}$ starting at $u \in V$ is a sequence of nodes $\left(u_{i}\right)_{i \geq 1}$ of $V$ such that (i) $u_{1}=u$, (ii) $\left(u_{i+1}, u_{i}\right) \in E$ for every $i \geq 1$ and (iii) $\lambda\left(u_{i}\right)=\alpha[i]$ for every $i \geq 1$. Intuitively, a string $\alpha \in \Sigma^{*} \cup \Sigma^{\omega}$ has an occurrence starting at $u \in V$ if we can read $\alpha$ on the graph starting from $u$ and following edges in a backward fashion.

In the paper, occurrences of strings in $\Sigma^{\omega}$ will play a key role, while occurrences of strings in $\Sigma^{*}$ will be used as a technical tool. For every $u \in V$, we denote by $I_{u}$ the set of all strings in $\Sigma^{\omega}$ admitting an occurrence starting at $u$. Since every node has at least one incoming edge, then $I_{u} \neq \emptyset$.

A total order $\leq$ on a set $V$ if a reflexive, antisymmetric and transitive relation on $V$. If $u, v \in V$, we write $u<v$ if $u \leq v$ and $u \neq v$.

Let $\preceq$ be a fixed total order on $\Sigma$. We extend $\preceq$ to $\Sigma^{*} \cup \Sigma^{\omega}$ lexicographically. It is easy to show that in every $I_{u}$ there is a lexicographically smallest string $\min _{u}$ and a lexicographically largest string $\max _{u}$ (for example, it follows from [22, Observation 8]).

We will often use the following immediate observation. Let $u \in V$, and let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$. Fix $i \geq 1$. Then, $\left(u_{j}\right)_{j \geq i}$ is an occurrence of $\min _{u_{i}}$, and $\min _{u}=\min _{u}[1, i-1] \min _{u_{i}}$.

Let $V^{\prime} \subseteq V$. Let $\mathcal{A}$ be the unique partition of $V^{\prime}$ and let $\leq$ be the unique total order on $\mathcal{A}$ such that, for every $I, J \in \mathcal{A}$ and for every $u \in I$ and $v \in J$, (i) if $I=J$, then $\min _{u}=\min _{v}$ and (ii) if $I<J$, then $\min _{u} \prec \min _{v}$. Then, we say that $(\mathcal{A}, \leq)$, or more simply $\mathcal{A}$, is the min-partition of $V^{\prime}$. The max-partition of $V^{\prime}$ is defined analogously. Now, consider the set $V^{\prime} \times\{\min , \max \}$, and define $\rho((u, \min ))=\min _{u}$ and $\rho((u, \max ))=\max _{u}$ for every $u \in V^{\prime}$. Let $\mathcal{B}$ be the unique partition of $V^{\prime} \times\{\min , \max \}$ and let $\leq$ be the unique total order on $\mathcal{B}$ such that, for every $I, J \in \mathcal{B}$ and for every $x \in I$ and $y \in J$, (i) if $I=J$, then $\rho(x)=\rho(y)$ and (ii) if $I<J$, then $\rho(x) \prec \rho(y)$. Then, we say that $(\mathcal{B}, \leq)$, or more simply $\mathcal{B}$, is the $\mathrm{min} /$ max-partition of $V^{\prime}$.

The main result of this paper will be proving that the min/max partition of $V$ can be determined in $O\left(|V|^{2}\right)$ time.

### 2.3 Our Approach

Let $G=(V, E)$ be a graph. We will first show how to build the min-partition of $V$ in $O\left(n^{2}\right)$ time, where $n=|V|$ (Section 4); then, we will show how the algorithm can be adapted so that it builds the min/max-partition in $O\left(n^{2}\right)$ time (Section 5).

In order to build a min-partition of $V$, we will first classify all minima into three categories (Section 3), so that we can split $V$ into three pairwise-disjoint sets $V_{1}, V_{2}, V_{3}$. Then, we will show that in $O\left(n^{2}\right)$ time:

- we can compute $V_{1}, V_{2}, V_{3}$ (Section 4.1);
- we can define a graph $\bar{G}=(\bar{V}, \bar{E})$ having $\left|V_{3}\right|$ nodes (Section 4.2);
- assuming that we have already determined the min-partition of $\bar{V}$, we can determine the min-partition of $V$ (Section 4.3).
Analogously, in $O\left(n^{2}\right)$ time we can reduce the problem of determining the min-partition of $V$ to the problem of determining the min-partition of the set of all nodes of a graph having $\left|V_{1}\right|\left(\operatorname{not}\left|V_{3}\right|\right)$ nodes (Section 4.4). As a consequence, since $\min \left\{\left|V_{1}\right|,\left|V_{3}\right|\right\} \leq|V| / 2=n / 2$, we obtain a recursive algorithm whose running time is given by the recurrence:

$$
T(n)=T(n / 2)+O\left(n^{2}\right)
$$

and we conclude that the running time of our algorithm is $O\left(n^{2}\right)$.

## 3 Classifying Strings

In [23], Ko and Aluru divide the suffixes of a string into two groups. Here we follow an approach purely based on stringology, without fixing a string or a graph from the start. We divide the strings of $\Sigma^{\omega}$ into three groups, which we call group 1 , group 2 and group 3 (Corollary 3 provides the intuition behind this choice).

- Definition 1. Let $\alpha \in \Sigma^{\omega}$. Let $a \in \Sigma$ and $\alpha^{\prime} \in \Sigma^{\omega}$ such that $\alpha=a \alpha^{\prime}$. Then, we define $\tau(\alpha)$ as follows:

1. $\tau(\alpha)=1$ if $\alpha^{\prime} \prec \alpha$.
2. $\tau(\alpha)=2$ if $\alpha^{\prime}=\alpha$.
3. $\tau(\alpha)=3$ if $\alpha \prec \alpha^{\prime}$.

We will constantly use the following characterization.

- Lemma 2. Let $\alpha \in \Sigma^{\omega}$. Let $a \in \Sigma$ and $\alpha^{\prime} \in \Sigma^{\omega}$ such that $\alpha=a \alpha^{\prime}$. Then:

1. $\tau(\alpha)=2$ if and only if $\alpha^{\prime}=a^{\omega}$, if and only if $\alpha=a^{\omega}$.
2. $\tau(\alpha) \neq 2$ if and only if $\alpha^{\prime} \neq a^{\omega}$, if and only if $\alpha \neq a^{\omega}$.

Assume that $\tau(\alpha) \neq 2$. Then, there exist unique $c \in \Sigma \backslash\{a\}, \alpha^{\prime \prime} \in \Sigma^{\omega}$ and $i \geq 0$ such that $\alpha^{\prime}=a^{i} c \alpha^{\prime \prime}$ (and so $\alpha=a^{i+1} c \alpha^{\prime \prime}$ ). Moreover:

1. $\tau(\alpha)=1$ if and only if $c \prec a$, if and only if $\alpha^{\prime} \prec a^{\omega}$, if and only if $\alpha \prec a^{\omega}$.
2. $\tau(\alpha)=3$ if and only if $a \prec c$, if and only if $a^{\omega} \prec \alpha^{\prime}$, if and only if $a^{\omega} \prec \alpha$,

The following corollary will be a key ingredient in our recursive approach.

- Corollary 3. Let $\alpha, \beta \in \Sigma^{\omega}$. Let $a, b \in \Sigma$ and $\alpha^{\prime}, \beta^{\prime} \in \Sigma^{\omega}$ such that $\alpha=a \alpha^{\prime}$ and $\beta=b \beta^{\prime}$. Then:

1. If $a=b$ and $\tau(\alpha)=\tau(\beta)=2$, then $\alpha=\beta$.
2. If $a=b$ and $\tau(\alpha)<\tau(\beta)$, then $\alpha \prec \beta$. Equivalently, if $a=b$ and $\alpha \preceq \beta$, then $\tau(\alpha) \leq \tau(\beta)$.


| $i$ | $\min _{i}$ | $\tau(i)\left(=\tau\left(\min _{i}\right)\right)$ |
| :---: | :---: | :---: |
| 1 | $\# \# \# \# \# \ldots$ | 2 |
| 2 | $a \# \# \# \# \ldots$ | 1 |
| 3 | $b \# \# \# \# \ldots$ | 1 |
| 4 | $c \# \# \# \# \ldots$ | 1 |
| 5 | $c a \# \# \# \ldots$ | 1 |
| 6 | $a b \# \# \# \ldots$ | 3 |
| 7 | $c c \# \# \# \ldots$ | 1 |

Figure 2 The graph from Figure 1, with the values min $_{i}$ 's and $\tau(i)$ 's.

## 4 Computing the min-partition

Let $G=(V, E)$ be a graph. We will prove that we can compute the min-partition of $V$ in $O\left(|V|^{2}\right)$ time. In this section, for every $u \in V$ we define $\tau(u)=\tau\left(\min _{u}\right)$ (see Figure 2).

Let $u \in V$, and let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$ starting at $u$. It is immediate to realize that (i) if $\tau(u)=1$, then $\lambda\left(u_{2}\right) \preceq \lambda\left(u_{1}\right)$, (ii) if $\tau(u)=2$, then $\lambda\left(u_{k}\right)=\lambda\left(u_{1}\right)$ for every $k \geq 1$ and (iii) if $\tau(u)=3$, then $\lambda\left(u_{1}\right) \preceq \lambda\left(u_{2}\right)$.

As a first step, let us prove that without loss of generality we can remove some edges from $G$ without affecting the min/max-partition. This preprocessing will be helpful in Lemma 23.

- Definition 4. Let $G=(V, E)$ be a graph. We say that $G$ is trimmed if it contains no edge $(u, v) \in E$ such that $\tau(v)=1$ and $\lambda(v) \prec \lambda(u)$.

In order to simplify the readability of our proofs, we will not directly remove some edges from $G=(V, E)$, but we will first build a copy of $G$ where every node $u$ is a mapped to a node $u^{*}$, and then we will trim the graph. In this way, when we write $\min _{u}$ and $\min _{u^{*}}$ it will be always clear whether we refer to the original graph or the trimmed graph. We will use the same convention in Section 4.2 when we define the graph $\bar{G}=(\bar{V}, \bar{E})$ that we will use for the recursive step.

- Lemma 5. Let $G=(V, E)$ be a graph. Then, in $O(|E|)$ time we can build a trimmed graph $G^{*}=\left(V^{*}, E^{*}\right)$, with $V^{*}=\left\{u^{*} \mid u \in V\right\}$, such that for every $u \in V$ it holds $\min _{u^{*}}=\min _{u}$. In particular, $\tau\left(u^{*}\right)=\tau(u)$ for every $u \in V$.


### 4.1 Classifying Minima

Let us first show how to compute all $u \in V$ such that $\tau(u)=1$.

- Lemma 6. Let $G=(V, E)$ be a graph, and let $u, v \in V$.

1. If $(u, v) \in E$ and $\lambda(u) \prec \lambda(v)$, then $\tau(v)=1$.
2. If $(u, v) \in E, \lambda(u)=\lambda(v)$ and $\tau(u)=1$, then $\tau(v)=1$.

- Corollary 7. Let $G=(V, E)$ be a graph, and let $u \in V$. Then, $\tau(u)=1$ if and only if there exist $k \geq 2$ and $z_{1}, \ldots, z_{k} \in V$ such that (i) $\left(z_{i}, z_{i+1}\right) \in E$ for every $1 \leq i \leq k-1$, (ii) $z_{k}=u$, (iii) $\lambda\left(z_{1}\right) \prec \lambda\left(z_{2}\right)$ and (iv) $\lambda\left(z_{2}\right)=\lambda\left(z_{3}\right)=\cdots=\lambda\left(z_{k}\right)$.

Corollary 7 yields an algorithm to decide whether $u \in V$ is such that $\tau(u)=1$.

- Corollary 8. Let $G=(V, E)$ be a graph. We can determine all $u \in V$ such that $\tau(u)=1$ in time $O(|E|)$.

Now, let us show how to determine all $u \in V$ such that $\tau(u)=2$. We can assume that we have already determined all $u \in V$ such that $\tau(u)=1$.

- Lemma 9. Let $G=(V, E)$ be a graph, and let $u \in V$ such that $\tau(u) \neq 1$. Then, we have $\tau(u)=2$ if and only if there exist $k \geq 2$ and $z_{1}, \ldots, z_{k} \in V$ such that (i) $\left(z_{i+1}, z_{i}\right) \in E$ for every $1 \leq i \leq k-1$, (ii) $z_{1}=u$, (iii) $z_{k}=z_{j}$ for some $1 \leq j \leq k-1$ and (iv) $\lambda\left(z_{1}\right)=\lambda\left(z_{2}\right)=\cdots=\lambda\left(z_{k}\right)$.

In particular, such $z_{1}, \ldots, z_{k} \in V$ must satisfy $\tau\left(z_{i}\right)=2$ for every $1 \leq i \leq k$.

- Corollary 10. Let $G=(V, E)$ be a graph. We can determine all $u \in V$ such that $\tau(u)=2$ in time $O(|E|)$.

From Corollary 8 and Corollary 10 we immediately obtain the following result.

- Corollary 11. Let $G=(V, E)$ be a graph. Then, in time $O(|E|)$ we can compute $\tau(u)$ for every $u \in V$.


### 4.2 Recursive Step

Let us sketch the general idea to build a smaller graph for the recursive step. We consider each $u \in V$ such that $\tau(u)=3$, and we follow edges in a backward fashion, aiming to determine a prefix of $\min _{u}$. As a consequence, we discard edges through which no occurrence of $\min _{u}$ can go, and by Corollary 3 we can restrict our attention to the nodes $v$ such that $\tau(v)$ is minimal. We proceed like this until we encounter nodes $v^{\prime}$ such that $\tau\left(v^{\prime}\right)=3$.

Let us formalize our intuition. We will first present some properties that the occurrences of a string $\min _{u}$ must satisfy.

- Lemma 12. Let $G=(V, E)$ be a graph. Let $u, v \in V$ be such that $\min _{u}=\min _{v}$. Let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$ and let $\left(v_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{v}$. Then:

1. $\lambda\left(u_{i}\right)=\lambda\left(v_{i}\right)$ for every $i \geq 1$.
2. $\min _{u_{i}}=\min _{v_{i}}$ for every $i \geq 1$.
3. $\tau\left(u_{i}\right)=\tau\left(v_{i}\right)$ for every $i \geq 1$.

In particular, the previous results hold if $u=v$ and $\left(u_{i}\right)_{i \geq 1}$ and $\left(v_{i}\right)_{i \geq 1}$ are two distinct occurrences of $\min _{u}$.

- Lemma 13. Let $G=(V, E)$ be a graph. Let $u \in V$ and let $\left(u_{i}\right)_{i \geq 1}$ an occurrence of $\min _{u}$ starting at $u$. Let $k \geq 1$ be such that $\tau\left(u_{1}\right)=\tau\left(u_{2}\right)=\cdots=\tau\left(u_{k-1}\right)=\tau\left(u_{k}\right) \neq 2$. Then, $u_{1}, \ldots, u_{k}$ are pairwise distinct. In particular, $k \leq|V|$.

The previous results allow us to give the following definition.

- Definition 14. Let $G=(V, E)$ be a graph. Let $u \in V$ such that $\tau(u)=3$. Let $\ell_{u}$ to be the smallest integer $k \geq 2$ such that $\tau\left(u_{k}\right) \geq 2$, where $\left(u_{i}\right)_{i \geq 1}$ is an occurrence of $\min _{u}$ starting at $u$.

Note that $\ell_{u}$ is well-defined, because (i) it cannot hold $\tau\left(u_{k}\right)=1$ for every $k \geq 2$ by Lemma 13 (indeed, if $\tau\left(u_{2}\right)=1$, then $\left(u_{i}\right)_{i \geq 2}$ is an occurrence of $\min _{u_{2}}$ starting at $u_{2}$, and by Lemma 13 there exists $2 \leq k \leq|V|+2$ such that $\tau\left(u_{k}\right) \neq 1$ ) and (ii) $\ell_{u}$ does not depend on the choice of $\left(u_{i}\right)_{i \geq 1}$ by Lemma 12. In particular, it must be $\ell_{u} \leq|V|+1$ because $u_{1}, u_{2}, \ldots, u_{\ell_{u}-1}$ are pairwise distinct ( $u_{1}$ is distinct from $u_{2}, \ldots, u_{\ell_{u}-1}$ because $\tau\left(u_{1}\right)=3$ and $\tau\left(u_{2}\right)=\tau\left(u_{3}\right)=\ldots \tau\left(u_{\ell_{u}-1}\right)=1$ by the minimality of $\left.\ell_{u}\right)$.

- Lemma 15. Let $G=(V, E)$ be a graph. Let $u \in V$ such that $\tau(u)=3$. Then, $\min _{u}[i+1] \preceq$ $\min _{u}[i]$ for every $2 \leq i \leq \ell_{u}-1$. In particular, if $2 \leq i \leq j \leq \ell_{u}$, then $\min _{u}[j] \preceq \min _{u}[i]$.

If $R \subseteq Q$ is a nonempty set of nodes such that for every $u, v \in R$ it holds $\lambda(u)=\lambda(v)$, we define $\lambda(R)=\lambda(u)=\lambda(v)$. If $R \subseteq Q$ is a nonempty set of nodes such that for every $u, v \in R$ it holds $\tau(u)=\tau(v)$, we define $\tau(R)=\tau(u)=\tau(v)$.

Let $R \subseteq Q$ be a nonempty set of states. Let $\mathrm{F}(R)=\arg \min _{u \in R^{\prime}} \tau(u)$, where $R^{\prime}=$ $\arg \min _{v \in R} \lambda(v)$. Notice that $\mathrm{F}(R)$ is nonempty, and both $\lambda(\mathrm{F}(R))$ and $\tau(\mathrm{F}(R))$ are welldefined. In other words, $\mathrm{F}(R)$ is obtained by first considering the subset $R^{\prime} \subseteq \mathrm{F}(R)$ of all nodes $v$ such that $\lambda(v)$ is as small as possible, and then considering the subset of $R^{\prime}$ of all nodes $v$ such that $\tau(v)$ is as small as possible. This is consistent with our intuition on how we should be looking for a prefix of $\min _{u}$.

Define:

$$
G_{i}(u)= \begin{cases}\{u\} & \text { if } i=1 \\ F\left(\left\{v^{\prime} \in Q \mid\left(\exists v \in G_{i-1}(u)\right)\left(\left(v^{\prime}, v\right) \in E\right)\right\}\right) \backslash \bigcup_{j=2}^{i-1} G_{j}(u) & \text { if } 1<i \leq \ell_{u}\end{cases}
$$

Notice that we also require that a node in $G_{i}(u)$ has not been encountered before. Intuitively, this does not affect our search for a prefix of $\min _{u}$ because, if we met the same node twice, then we would have a cycle where all edges are equally labeled (because by Lemma 15 labels can only decrease), and since $\tau\left(G_{i}(u)\right)=1$ for every $2 \leq i \leq \ell_{u}-1$, then no occurrence of the minimum can go through the cycle because if we remove the cycle from the occurrence we obtain a smaller string by Lemma 2.

The following technical lemma is crucial to prove that our intuition is correct.

- Lemma 16. Let $G=(V, E)$ be a graph. Let $u \in V$ such that $\tau(u)=3$.

1. $G_{i}(u)$ is well-defined and nonempty for every $1 \leq i \leq \ell_{u}$.
2. Let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$ starting at $u$. Then, $u_{i} \in G_{i}(u)$ for every $1 \leq i \leq \ell_{u}$. In particular, $\tau\left(u_{i}\right)=\tau\left(G_{i}(u)\right)$ and $\min _{u}[i]=\lambda\left(u_{i}\right)=\lambda\left(G_{i}(u)\right)$ for every $1 \leq i \leq \ell_{u}$.
3. For every $1 \leq i \leq \ell_{u}$ and for every $v \in G_{i}(u)$ there exists an occurrence of $\min _{u}[1, i-1]$ starting at $u$ and ending at $v$.

Let $u \in V$ such that $\tau(u)=3$. We define:

- $\gamma_{u}=\min _{u}\left[1, \ell_{u}\right]$;
- $\mathrm{t}_{u}=\tau\left(G_{\ell_{u}}(u)\right) \in\{2,3\}$

Now, in order to define the smaller graph for the recursive step, we also need a new alphabet $\left(\Sigma^{\prime}, \preceq^{\prime}\right)$, which must be defined consistently with the mutual ordering of the minima. The next lemma yields all the information that we need.

Lemma 17. Let $G=(V, E)$ be a graph. Let $u, v \in V$ such that $\tau(u)=\tau(v)=3$. Assume that one of the following statements is true:

1. $\gamma_{u}$ is not a prefix of $\gamma_{v}$ and $\gamma_{u} \prec \gamma_{v}$.
2. $\gamma_{u}=\gamma_{v}, \mathrm{t}_{u}=2$ and $\mathrm{t}_{v}=3$.
3. $\gamma_{v}$ is a strict prefix of $\gamma_{u}$.

Then, $\min _{u} \prec \min _{v}$.
Equivalently, if $\min _{u} \preceq \min _{v}$, then one the following is true: (i) $\gamma_{u}$ is not a prefix of $\gamma_{v}$ and $\gamma_{u} \prec \gamma_{v}$; (ii) $\gamma_{u}=\gamma_{v}$ and $\mathrm{t}_{u} \leq \mathrm{t}_{v}$; (iii) $\gamma_{v}$ is a strict prefix of $\gamma_{u}$.

Now, let $\Sigma^{\prime}=\left\{\left(\gamma_{u}, \mathrm{t}_{u}\right) \mid u \in V, \tau(u)=3\right\}$, and let $\preceq^{\prime}$ be the total order on $\Sigma^{\prime}$ such that for every distinct $(\alpha, x),(\beta, y) \in \Sigma^{\prime}$, it holds $(\alpha, x) \prec^{\prime}(\beta, y)$ if and only if one of the following is true:

1. $\alpha$ is not a prefix of $\beta$ and $\alpha \prec \beta$.
2. $\alpha=\beta, x=2$ and $y=3$.
3. $\beta$ is a strict prefix of $\alpha$.

It is immediate to verify that $\preceq^{\prime}$ is a total order: indeed, $\preceq^{\prime}$ is obtained (i) by first comparing the $\gamma_{u}$ 's using the variant of the (total) lexicographic order on $\Sigma^{*}$ in which a string is smaller than every strict prefix of it and (ii) if the $\gamma_{u}$ 's are equal by comparing the $\mathrm{t}_{u}$ 's, which are elements in $\{2,3\}$.

Starting from $G=(V, E)$, we define a new graph $\bar{G}=(\bar{V}, \bar{E})$ as follows:

- $\bar{V}=\{\bar{u} \mid u \in V, \tau(u)=3\}$.
- The new totally-ordered alphabet is ( $\left.\Sigma^{\prime}, \preceq^{\prime}\right)$.
- For every $\bar{u} \in \bar{V}$, we define $\lambda(\bar{u})=\left(\gamma_{u}, \mathrm{t}_{u}\right)$.
- $\bar{E}=\left\{(\bar{v}, \bar{v}) \mid \mathrm{t}_{v}=2\right\} \cup\left\{(\bar{u}, \bar{v}) \mid \mathrm{t}_{v}=3, u \in G_{\ell_{v}}(v)\right\}$.

Note that for every $\bar{v} \in \bar{V}$ such that $\mathrm{t}_{v}=3$ and for every $u \in G_{\ell_{v}}(v)$ it holds $\tau(u)=$ $\tau\left(G_{\ell_{v}}(v)\right)=\mathrm{t}_{v}=3$, so $\bar{u} \in \bar{V}$ and $(\bar{u}, \bar{v}) \in E$. Moreover, $\bar{G}=(\bar{V}, \bar{E})$ satisfies all the assumptions about graphs that we use in this paper: (i) all edges entering the same node have the same label (by definition), (ii) every node has at least one incoming edge (because if $\bar{v} \in \bar{V}$, then $G_{\ell_{v}}(v) \neq \emptyset$ by Lemma 16) and (iii) $\bar{G}$ is deterministic (because if ( $\bar{u}, \bar{v}$ ), $\left(\bar{u}, \bar{v}^{\prime}\right) \in \bar{E}$ and $\lambda(\bar{v})=\lambda\left(\bar{v}^{\prime}\right)$, then $\gamma_{v}=\gamma_{v^{\prime}}$ and $\mathrm{t}_{v}=\mathrm{t}_{v^{\prime}}$, so by the definition of $\bar{E}$ if $\mathrm{t}_{v}=\mathrm{t}_{v^{\prime}}=2$ we immediately obtain $\bar{v}=\bar{u}=\bar{v}^{\prime}$, and if $\mathrm{t}_{v}=\mathrm{t}_{v}^{\prime}=3$ we obtain $u \in G_{\ell_{v}}(v) \cap G_{\ell_{v^{\prime}}}\left(v^{\prime}\right)$; since by Lemma 16 there exist two occurrences of $\min _{v}\left[1, \ell_{v}-1\right]=\gamma_{v}\left[1, \ell_{v}-1\right]=\gamma_{v^{\prime}}\left[1, \ell_{v^{\prime}}-1\right]=$ $\min _{v^{\prime}}\left[1, \ell_{v^{\prime}}-1\right]$ starting at $v$ and $v^{\prime}$ and both ending at $u$, the determinism of $G$ implies $v=v^{\prime}$ and so $\left.\bar{v}=\bar{v}^{\prime}\right)$.

Notice that if $\bar{v} \in \bar{V}$ is such that $\mathrm{t}_{v}=2$, then $I_{\bar{v}}$ contains exactly one string, namely, $\lambda(\bar{v})^{\omega}$; in particular, $\min _{\bar{v}}=\max _{\bar{v}}=\lambda(\bar{v})^{\omega}$.

When we implement $G=(V, E)$ and $\bar{G}=(\bar{V}, \bar{E})$, we use integer alphabets $\Sigma=$ $\{0,1, \ldots,|\Sigma|-1\}$ and $\Sigma^{\prime}=\left\{0,1, \ldots,\left|\Sigma^{\prime}\right|-1\right\}$; in particular, we will not store $\Sigma^{\prime}$ by means of pairs $\left(\gamma_{u}, \mathrm{t}_{u}\right)$ 's, but we will remap $\Sigma^{\prime}$ to an integer alphabet consistently with the total order $\preceq^{\prime}$ on $\Sigma^{\prime}$, so that the mutual order of the $\min _{\bar{u}}$ 's is not affected.

Let us prove that we can use $\bar{G}=(\bar{V}, \bar{E})$ for the recursive step. We will start with some preliminary results.

- Lemma 18. Let $G=(V, E)$ be a graph. Let $u, v \in V$ be such that $\tau(u)=\tau(v)=3, \gamma_{u}=\gamma_{v}$ and $\mathrm{t}_{u}=\mathrm{t}_{v}=2$. Then, $\min _{u}=\min _{v}$.
- Lemma 19. Let $G=(V, E)$ be a graph. Let $u \in V$, and let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$ starting at $u$. Then, exactly one of the following holds true:

1. There exists $i_{0} \geq 1$ such that $\tau\left(u_{i}\right) \neq 2$ for every $1 \leq i<i_{0}$ and $\tau\left(u_{i}\right)=2$ for every $i \geq i_{0}$.
2. $\tau\left(u_{i}\right) \neq 2$ for every $i \geq 1$, and both $\tau\left(u_{i}\right)=1$ and $\tau\left(u_{i}\right)=3$ are true for infinitely many $i$ 's.

Crucially, the next lemma establishes a correspondence between minima of nodes in $G=(V, E)$ and minima of nodes in $\bar{G}=(\bar{V}, \bar{E})$.

- Lemma 20. Let $G=(V, E)$ be a graph. Let $u \in V$ such that $\tau(u)=3$. Let $\left(u_{i}\right)_{i \geq 1}$ be an occurrence of $\min _{u}$ starting at $u$. Let $\left(u_{i}^{\prime}\right)_{i \geq 1}$ be the infinite sequence of nodes in $V$ obtained as follows. Consider $L=\left\{k \geq 1 \mid \tau\left(u_{k}\right)=3\right\}$, and for every $i \geq 1$, let $j_{i} \geq 1$ be the $i^{\text {th }}$ smallest element of $L$, if it exists. For every $i \geq 1$ such that $j_{i}$ is defined, let $u_{i}^{\prime}=u_{j_{i}}$, and if $i \geq 1$ is such that $j_{i}$ is not defined (so $L$ is a finite set), let $u_{i}^{\prime}=u_{|L|}^{\prime}$. Then, $\left(\bar{u}_{i}^{\prime}\right)_{i \geq 1}$ is an occurrence of $\min _{\bar{u}}$ starting at $\bar{u}$ in $\bar{G}=(\bar{V}, \bar{E})$.

The following theorem shows that our reduction to $\bar{G}=(\bar{V}, \bar{E})$ is correct.

- Theorem 21. Let $G=(V, E)$ be a graph. Let $u, v \in V$ be such that $\tau(u)=\tau(v)=3$.

1. If $\min _{u}=\min _{v}$, then $\min _{\bar{u}}=\min _{\bar{v}}$.
2. If $\min _{u} \prec \min _{v}$, then $\min _{\bar{u}} \prec^{\prime} \min _{\bar{v}}$.

Since $\preceq$ is a total order (so exactly one among $\min _{u} \prec \min _{v}, \min _{u}=\min _{v}$ and $\min _{v} \prec$ $\min _{u}$ holds true), from Theorem 21 we immediately obtain the following result.

Corollary 22. Let $G=(V, E)$ be a graph. Let $u, v \in V$ be such that $\tau(u)=\tau(v)=3$.

1. It holds $\min _{u}=\min _{v}$ if and only if $\min _{\bar{u}}=\min _{\bar{v}}$.
2. It holds $\min _{u} \prec \min _{v}$ if and only if $\min _{\bar{u}} \prec^{\prime} \min _{\bar{v}}$.

In particular, if we have the min-partition of $\bar{V}$ (with respect to $\bar{G}$ ), then we also have the min-partition of $\{u \in V \mid \tau(u)=3\}$ (with respect to $G$ ).

Lastly, we show that our reduction to $\bar{G}=(\bar{V}, \bar{E})$ can be computed within $O\left(n^{2}\right)$ time.

- Lemma 23. Let $G=(V, E)$ be a trimmed graph. Then, we can build $\bar{G}=(\bar{V}, \bar{E})$ in $O\left(|V|^{2}\right)$ time.


### 4.3 Merging

We want to determine the min-partition $\mathcal{A}$ of $V$, assuming that we already have the minpartition $\mathcal{B}$ of $\{u \in V \mid \tau(u)=3\}$.

First, note that we can easily build the min-partition $\mathcal{B}^{\prime}$ of $\{u \in V \mid \tau(u)=2\}$. Indeed, if $\tau(u)=2$, then $\min _{u}=\lambda(u)^{\omega}$ by Lemma 2. As a consequence, if $\tau(u)=\tau(v)=2$, then (i) $\min _{u}=\min _{v}$ if and only if $\lambda(u)=\lambda(v)$ and (ii) $\min _{u} \prec \min _{v}$ if and only if $\lambda(u) \prec \lambda(v)$, so we can build $\mathcal{B}^{\prime}$ in $O(|V|)$ time by using counting sort.

For every $c \in \Sigma$ and $t \in\{1,2,3\}$, let $V_{c, t}=\{v \in V \mid \lambda(v)=c, \tau(v)=t\}$. Consider $u, v \in V$ : (i) if $\lambda(u) \prec \lambda(v)$, then $\min _{u} \prec \min _{v}$ and (ii) if $\lambda(u)=\lambda(v)$ and $\tau(u)<\tau(v)$, then $\min _{u} \prec \min _{v}$ by Corollary 3. As a consequence, in order to build $\mathcal{A}$, we only have to build the min-partition $\mathcal{A}_{c, t}$ of $V_{c, t}$, for every $c \in \Sigma$ and every $t \in\{1,2,3\}$.

A possible way to implement each $\mathcal{A}_{c, t}$ is by means of an array $A_{c, t}$ storing the elements of $V_{c, t}$, where we also use a special character to delimit the border between consecutive elements of $A_{c, t}$.

It is immediate to build incrementally $\mathcal{A}_{c, 3}$ for every $c \in \Sigma$, from its smallest element to its largest element. At the beginning, $A_{c, 3}$ is empty for every $c \in \Sigma$. Then, scan the elements $I$ in $\mathcal{B}$ from smallest to largest, and add $I$ to $\mathcal{A}_{c, 3}$, where $c=\lambda(u)$ for any $u \in I$ (the definition of $c$ does not depend on the choice of $u$ ). We scan $\mathcal{B}$ only once, so this step takes $O(|V|)$ time. Analogously, we can build $\mathcal{A}_{c, 2}$ for every $c \in \Sigma$ by using $\mathcal{B}^{\prime}$.

We are only left with showing how to build $\mathcal{A}_{c, 1}$ for every $c \in \Sigma$. At the beginning, each $A_{c, 1}$ is empty, and we will build each $\mathcal{A}_{c, 1}$ from its smallest element to its largest element. During this step of the algorithm, we will gradually mark the nodes $u \in V$ such that $\tau(u)=1$. At the beginning of the step, no such node is marked, and at the end of the step all these nodes will be marked. Let $\Sigma=\left\{c_{1}, c_{2}, \ldots, c_{\sigma}\right\}$, with $c_{1} \prec c_{2} \prec \cdots \prec c_{\sigma}$. Notice that it must be $V_{c_{1}, 1}=\emptyset$, because if there existed $u \in V_{c_{1}, 1}$, then it would be $\min _{u} \prec c_{1}^{\omega}$ by Lemma 2 and so $c_{1}$ would not be the smallest character in $\Sigma$. Now, consider $V_{c_{1}, 2}$; we have already fully computed $A_{c_{1}, 2}$. Process each $I$ in $A_{c_{1}, 2}$ from smallest to largest, and for every $c_{k} \in \Sigma$ compute the set $J_{k}$ of all non-marked nodes $v \in V$ such that $\tau(v)=1, \lambda(v)=c_{k}$, and $(u, v) \in E$ for some $u \in I$. Then, if $J_{k} \neq \emptyset$ add $J_{k}$ to $A_{c_{k}, 1}$ and mark the nodes in $J_{k}$. After processing the elements in $A_{c_{1}, 2}$, we process the element in $A_{c_{1}, 3}, A_{c_{2}, 1}, A_{c_{2}, 2}, A_{c_{2}, 3}, A_{c_{3}, 1}$ and so on, in this order. Each $A_{c_{i}, t}$ is processed from its (current) smallest element to its (current) largest element. We never remove or modify elements in any $A_{c, t}$, but we only
add elements to the $A_{c, 1}$ 's. More precisely, when we process $I$ in $A_{c, t}$, for every $c_{k} \in \Sigma$ we compute the set $J_{k}$ of all non-marked nodes $v \in V$ such that $\tau(v)=1, \lambda(v)=c_{k}$, and $(u, v) \in E$ for some $u \in I$ and, if $J_{k} \neq \emptyset$, then we add $J_{k}$ to $A_{c_{k}, 1}$ and we mark the nodes in $J_{k}$.

The following lemma shows that our approach is correct. Let us give some intuition. A prefix of a min-partition $\mathcal{C}$ is a subset $\mathcal{C}^{\prime}$ of $\mathcal{C}$ such that, if $I, J \in \mathcal{C}, I<J$ and $J \in \mathcal{C}^{\prime}$, then $I \in \mathcal{C}^{\prime}$. Notice that every prefix of $\mathcal{A}$ is obtained by taking the union of $\mathcal{A}_{c_{1}, 2}, \mathcal{A}_{c_{1}, 3}, \mathcal{A}_{c_{2}, 1}$, $\mathcal{A}_{c_{2}, 2}, \mathcal{A}_{c_{2}, 3}, \mathcal{A}_{c_{3}, 1}, \ldots$ in this order up to some element $\mathcal{A}_{c, t}$, where possibly we only pick a prefix of the last element $\mathcal{A}_{c, t}$. Then, we will show that, when we process $I$ in $A_{c, t}$, we have already built the prefix of $\mathcal{A}$ whose largest element is $I$. This means that, for every $v \in J_{k}$ and for any any occurrence $\left(v_{i}\right)_{i \geq 1}$ of $\min _{v}$ starting at $v$, it must hold that $v_{2}$ is in $I$.

- Lemma 24. Let $G=(V, E)$ be a graph. If we know the min-partition of $\{u \in V \mid \tau(u)=3\}$, then we can build the min-partition of $V$ in $O(|E|)$ time.


### 4.4 The Complementary Case

We have shown that in $O\left(n^{2}\right)$ time we can reduce the problem of determining the minpartition of $V$ to the problem of determining the min-partition of the set of all nodes of a graph having $|\{u \in V \mid \tau(u)=3\}|$ nodes. Now, we must show that (similarly) in $O\left(n^{2}\right)$ time we can reduce the problem of determining the min-partition of $V$ to the problem of determining the min-partition of the set of all nodes of a graph having $|\{u \in V \mid \tau(u)=1\}|$ nodes. The merging step will be more complex, because the order in which we will process the $\mathcal{A}_{c, t}$ will be from largest to smallest $\left(\mathcal{A}_{c_{\sigma}, 2}, \mathcal{A}_{c_{\sigma}, 1}, \mathcal{A}_{c_{\sigma-1}, 3}, \mathcal{A}_{c_{\sigma-1}, 2}, \mathcal{A}_{c_{\sigma-1}, 1}, \mathcal{A}_{c_{\sigma-2}, 3}\right.$ and so on) so we will need to update some elements of some $A_{c, t}$ 's to include the information about minima that we may infer at a later stage of the algorithm. We provide the details in the full version of the paper [7].

## 5 Computing the min/max-partition

Let $G=(V, E)$ be a graph. We can build the max-partition of $V$ by simply considering the transpose total order $\preceq^{*}$ of $\preceq$ (the one for which $a \preceq^{*} b$ if and only if $b \preceq a$ ) and building the min-partition. As a consequence, the algorithm to build the max-partition is entirely symmetrical to the algorithm to build the min-partition.

Let $G=(V, E)$ be a graph. Let us show how we can build the min/max-partition of $V$ in $O\left(|V|^{2}\right)$ time. Assume that we have two graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ on the same alphabet ( $\Sigma, \preceq$ ), with $V_{1} \cap V_{2}=\emptyset$ (we allow $G_{1}$ and $G_{2}$ to possibly be the null graph, that is, the graph without vertices). Let $V_{1}^{\prime} \subseteq V_{1}, V_{2}^{\prime} \subseteq V_{2}, W=V_{1}^{\prime} \cup V_{2}^{\prime}$, and for every $u \in W$ define $\rho(u)=\min _{u}$ if $u \in V_{1}^{\prime}$, and $\rho(u)=\max _{u}$ if $u \in V_{2}^{\prime}$. Let $\mathcal{A}$ be the unique partition of $W$ and let $\leq$ be the unique total order on $\mathcal{A}$ such that, for every $I, J \in \mathcal{A}$ and for every $u \in I$ and $u \in J$, (i) if $I=J$, then $\rho(u)=\rho(u)$ and (ii) if $I<J$, then $\rho(u) \prec \rho(u)$. Then, we say that $(\mathcal{A}, \leq)$, or more simply $\mathcal{A}$, is the $\min / \max$-partition of $\left(V_{1}^{\prime}, V_{2}^{\prime}\right)$. We will show that we can compute the min/max partition of $\left(V_{1}, V_{2}\right)$ in $O\left(\left(\left|V_{1}\right|+\left|V_{2}\right|\right)^{2}\right)$ time. In particular, if $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{1}, E_{2}\right)$ are two (distinct) copies of the same graph $G=(V, E)$, then we can compute the min/max-partition of $V$ in $O\left(|V|^{2}\right)$ time.

We compute $\tau\left(\min _{u}\right)$ for every $u \in V_{1}$ and we compute $\tau\left(\max _{u}\right)$ for every $u \in V_{2}$. If the number of values equal to 3 is smaller than the number of values equal to 1 , then (in time $\left.O\left(\left|V_{1}\right|^{2}+\left|V_{2}\right|^{2}\right)=O\left(\left(\left|V_{1}\right|+\left|V_{2}\right|\right)^{2}\right)\right)$ we build the graphs $\bar{G}_{1}=\left(\bar{V}_{1}, \bar{E}_{1}\right)$ and $\bar{G}_{2}=\left(\bar{V}_{2}, \bar{E}_{2}\right)$ as defined before, where $\bar{V}_{1}=\left\{\bar{u} \mid u \in V_{1}, \tau\left(\min _{u}\right)=3\right\}$ and $\bar{V}_{2}=\left\{\bar{u} \mid u \in V_{2}, \tau\left(\max _{u}\right)=3\right\}$, otherwise we consider the complementary case (which is symmetrical). When building $\bar{G}_{1}=\left(\bar{V}_{1}, \bar{E}_{1}\right)$ and $\bar{G}_{2}=\left(\bar{V}_{2}, \bar{E}_{2}\right)$, we define a unique alphabet $\left(\Sigma^{\prime}, \preceq^{\prime}\right)$ obtained by jointly sorting the $\left(\gamma_{\min _{u}}, \mathrm{t}_{\min _{u}}\right)$ 's and the $\left(\gamma_{\max _{u}}, \mathrm{t}_{\max _{u}}\right)$ 's, which is possible because Lemma 17 also applies to maxima. Note that $\left|\bar{V}_{1}\right|+\left|\bar{V}_{2}\right| \leq\left(\left|V_{1}\right|+\left|V_{2}\right|\right) / 2$.

Assume that we have recursively obtained the min/max-partition of $\left(\bar{V}_{1}, \bar{V}_{2}\right)$ with respect to $\bar{G}_{1}$ and $\bar{G}_{2}$. This yields the min/max-partition of $\left(\left\{u \in V_{1} \mid \tau\left(\min _{u}\right)=3\right\},\{u \in\right.$ $\left.\left.V_{2} \mid \tau\left(\max _{u}\right)=3\right\}\right)$. Then, we can build the min/max-partition of $\left(V_{1}, V_{2}\right)$ by jointly applying the merging step, which is possible because both the merging step for minima and the merging step for maxima require to build the $\mathcal{A}_{c, 1}$ 's by processing $A_{c_{1}, 2} A_{c_{1}, 3}, A_{c_{2}, 1}$, $A_{c_{2}, 2}, A_{c_{2}, 3}, A_{c_{3}, 1}$ and so on in this order.

Since we obtain the same recursion as before, we conclude that we can compute the $\mathrm{min} /$ max partition of $\left(V_{1}, V_{2}\right)$ in $O\left(\left(\left|V_{1}\right|+\left|V_{2}\right|\right)^{2}\right)$ time.
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#### Abstract

We study various clustering problems for a set $D$ of $n$ points in a polygonal domain $P$ under the geodesic distance. We start by studying the discrete $k$-median problem for $D$ in $P$. We develop an exact algorithm which runs in time $\operatorname{poly}(n, m)+n^{O(\sqrt{k})}$, where $m$ is the complexity of the domain. Subsequently, we show that our approach can also be applied to solve the $k$-center problem with $z$ outliers in the same running time. Next, we turn our attention to approximation algorithms. In particular, we study the $k$-center problem in a simple polygon and show how to obtain a $(1+\varepsilon)$-approximation algorithm which runs in time $2^{O(k \log k / \varepsilon)}(n \log m+m)$. To obtain this, we demonstrate that a previous approach by Bădoiu et al. [5, 4] that works in $\mathbb{R}^{d}$, carries over to the setting of simple polygons. Finally, we study the 1-center problem in a simple polygon in the presence of $z$ outliers. We show that a coreset $C$ of size $O(z)$ exists, such that the 1 -center of $C$ is a 3 -approximation of the 1 -center of $D$, when $z$ outliers are allowed. This result is actually more general and carries over to any metric space, which to the best of our knowledge was not known so far. By extending this approach, we show that for the 1-center problem under the Euclidean metric in $\mathbb{R}^{2}$, there exists an $\varepsilon$-coreset of size $O(z / \varepsilon)$.
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## 1 Introduction

Given a set $D$ of $n$ points in $\mathbb{R}^{d}$, the 1-center problem asks to find a point $p \in \mathbb{R}^{d}$ that minimizes the maximum distance from $p$ to the points in $D$. The problem dates back to 1857, when Sylvester posed this question for the Euclidean plane [20]. A linear-time algorithm for the problem was first proposed by Megiddo [15], thus refuting an earlier conjecture of Shamos and Hoey that it cannot be solved faster than $O(n \log n)$ [19]. A natural way to generalise the 1-center problem, is to instead ask for a set $S \subset \mathbb{R}^{d}$ of $k$ centers that minimizes the maximum distance of points in $D$ from their closest center in $S$. The 1-center problem serves as a basic example of a facility location problem and is thus directly related to clustering.

In this paper, we are interested in studying this and similar clustering problems for sets of points in simple polygons and polygonal domains under the geodesic distance, that is, when the distance between any two points is the Euclidean length of a shortest path between them. In the literature, the term obstructed distance has also been used in the past to highlight that a polygonal domain can be used to model a physical environment where obstacles may obstruct or delay communication between different locations of the environment. For
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example, as mentioned in [23], when a bank decides where to place ATMs, it is important to take into account the existence of highways which act as obstacles for pedestrians. Motivated by such applications, various practical clustering algorithms for realistic scenarios have been proposed [10, 21, 23, 24, 25]. Thus, the use of geodesic distance is well motivated from an application point of view.

We first study the discrete $k$-median and $k$-center problems in a polygonal domain, i.e. a polygon $P$ with holes. The discrete $k$-median problem asks to find a set $S \subset D$ of $k$ center points such that the quantity $\sum_{d \in D}\left\{\min _{s \in S}\{\|\pi(d, s)\|\}\right\}$ is minimized, where $\|\pi(p, q)\|$ denotes the length of the shortest path $\pi(p, q)$ between two points $p, q$ in $P$. The $k$-center problem asks to find a set $S \subset \mathbb{R}^{d}$ of $k$ center points such that the maximum distance of points in $D$ to their nearest center in $S$ is minimized (so here, in contrast with $k$-median, we consider the continuous version of the problem). An outlier can significantly increase the maximum distance to the nearest center, so we also study the $k$-center problem with $z$ outliers, which asks to minimize the maximum distance of all but $z$ points of $D$ to their nearest center. Our interest here lies in developing an exact algorithm for these problems, whose running time is polynomial in $n$ and $m$ (for fixed $k$ ), and whose dependency on $k$ is subexponential. (Note that the Euclidean problem in the plane is already NP-hard when $k$ is part of the input [16], so an algorithm that is also polynomial in $k$ is not possible, assuming $\mathrm{P} \neq \mathrm{NP}$.) The $k$-center problem in the plane has been studied extensively, for general $k[9,13]$ and also for the special case $k=2[1,22]$. Most relevant to our approach is the work by Hwang et al. [12], who presented algorithms with running time $n^{O(\sqrt{k})}$ for the Euclidean version of the problems in $\mathbb{R}^{2}$. Their approach works with the Voronoi diagram of the (unknown) optimal solution, and "guesses" a cycle separator of its dual graph. The separator splits the problem into two subproblems, which are then solved recursively. This is an idea that we also make use of. The same approach was employed more recently by Marx and Pilipczuk [14] to solve a wide range of covering and packing problems defined on planar graphs. This includes $k$-center, which they solve in $n^{O(\sqrt{k})}$. To the best of our understanding, their approach cannot be used to tackle $k$-median and also cannot directly handle outliers. Thus, in Section 2 we develop an exact algorithm for the discrete $k$-median problem in a polygonal domain. The running time is $\operatorname{poly}(n, m)+n^{O(\sqrt{k})}$, where $m$ is the complexity of the domain. With our approach, we can also solve the $k$-center problem with $z$ outliers in the same running time.

Next, we develop an FPT approximation algorithm for the $k$-center problem in a simple polygon, that is, an algorithm whose running time is $O(f(k, \varepsilon) \cdot \operatorname{poly}(n, m))$, for some computable function $f$. Towards this algorithm, we first study the 1-center problem. Exact algorithms for the 1-center problem in a simple polygon have been developed before. More specifically, Ahn et al. [2] studied the problem of computing the geodesic center of a (weakly) simple polygon $P$, where the task is to find the point $s \in P$ that minimizes the maximum geodesic distance from any other point in $P$. They developed a linear-time algorithm for this problem. Their algorithm can be used to compute the 1 -center of a set $D$ of $n$ points in $P$ because the 1-center of $D$ coincides with the geodesic center of $\mathrm{RCH}_{P}(D)$, the relative convex hull of $D$ in $P$. Since the geodesic convex hull is a weakly simple polygon that can be computed in time $O(n \log n+m)$, where $m$ is the complexity of $P)$, the 1-center of $D$ can be computed in the same time.

Here, however, we study this problem through the lens of coresets. In general, a coreset is a small subset of the input to a problem, such that the solution of the problem on the coreset is a good approximation of the solution on the whole input. Coresets can be categorised in strong coresets and weak coresets, depending on the kind of guarantee they provide. Roughly
speaking, a strong coreset provides error guarantees for any candidate solution on the coreset, while a weak coreset only guarantees that an optimal solution on the coreset is a good approximation of an optimal solution on the whole set. All coresets presented in this paper are weak coresets, so from now on we will just use the term coreset.

Most related to our work are previous approaches for constructing coresets for the 1-center problem in $\mathbb{R}^{d}$. Bădoiu et al. [5] showed the existence of a coreset $C \subset D$ of size $O\left(\frac{1}{\varepsilon^{2}}\right)$, such that the 1 -center of the coreset is a $(1+\varepsilon)$-approximation to the 1 -center of a set of points $D \subset \mathbb{R}^{d}$. The time to construct this coreset is $O\left(\frac{d n}{\varepsilon^{2}}+\frac{1}{\varepsilon^{O(1)}}\right)$. They then showed that their approach can be extended to obtain a $(1+\varepsilon)$-approximation for the $k$-center problem, for $k>1$ in time $2^{O\left(k \log k / \varepsilon^{2}\right)} d n$. By providing a better analysis of the approach in [5], Bădoiu and Clarkson [4] showed that the coreset obtained actually has size $O(1 / \varepsilon)$, which is tight. We show that these approaches also work when the underlying space is a simple polygon. A priori this is not at all clear, because the geodesic metric in a simple polygon does not have bounded doubling dimension. Specifically, in Section 3 we show the existence of an $\varepsilon$-coreset of size $O(1 / \varepsilon)$ for the 1-center problem for a set of points in a simple polygon. The time to construct this is $O\left(\frac{n \log m+m}{\varepsilon}+\frac{1}{\varepsilon^{2}} \log \frac{1}{\varepsilon}\right)$, where $m$ is the complexity of the polygon. Note that a coreset of size two or three always exists in the plane (both in the Euclidean setting as well as in a polygon), since the minimum enclosing (geodesic) ball of a set of points in $P$ is defined by two or three of the points. Thus it can be computed in the same time it takes to compute the 1 -center of $D$, which, as mentioned, is $O(n \log n+m)$. Hence, for constant $m$ the construction takes $O(n \log n)$ time, whereas our coreset can be constructed in $O\left(n / \varepsilon+1 / \varepsilon^{2} \log (1 / \varepsilon)\right)$ time. More importantly, our coreset can be combined with the approach by Bădoiu et al. [5] to approximately solve the $k$-center problem for $k>1$, in $2^{O(k \log k / \varepsilon)}(n \log m+m)$ time.

Finally, we study the 1-center problem with $z$ outliers through the lens of coresets in Section 4. We show that in any metric space, there exists a coreset of size $2 z+2$ that is a 3 -approximation for the 1 -center problem with $z$ outliers. In the Euclidean plane, we can generalize our result and obtain an $\varepsilon$-coreset of size $O(z / \varepsilon)$. Coresets for the $k$-center problem with $z$ outliers have been studied for the metrics of bounded doubling dimension [7, 6]. Particularly, De Berg et al. [7] present an $\varepsilon$-coreset of size $O\left(k / \varepsilon^{d}+z\right)$, where $d$ is the doubling dimension. In the plane, their construction can give an $\varepsilon$-coreset of size $O\left(k / \varepsilon^{2}+z\right)$. Note that the dependency on $1 / \varepsilon$ in their bound is quadratic, while our coreset only has a linear dependency on $1 / \varepsilon$. (On the downside, in our case this is multiplied by $z$, while [7] has an additive term in $z$.) They also show that under some natural conditions, any coreset with a constant approximation ratio is of size $\Omega(k+z)$.

## $2 k$-Median and $k$-center with outliers in a polygonal domain

In this section, we study the discrete $k$-median problem in a polygonal domain $P$. We will develop a subexponential exact algorithm for this problem, which depends exponentially on $k$ and not on the complexity of the polygonal domain. We will then show that our algorithm can also be used to solve the $k$-center problem with outliers in a polygonal domain. We start by introducing some notation.

Notation. We denote the outer polygon of our polygonal domain $P$ by $P_{0}$, and we use $\mathcal{H}$ to denote the collection of holes in $P$. Recall that $\pi(p, q)$ denotes the shortest path between two points $p, q$ in $P$. For a finite set $D \subset P$, the geodesic Voronoi diagram of $D$ in $P$, denoted $\operatorname{GVD}(D)$, is the partition of $P$ into $|D|$ Voronoi cells, where the Voronoi cell $V(q)$ of a point


Figure 1 Illustration for the definition of $b(p, q), x(p, q)$ and $x_{H}(p, q)$.



Figure 2 (i) An example where the dual of the geodesic Voronoi diagram corresponds to a tree. (ii) Adding $p$ to the outside face of $P$ and connecting it to cells incident to $\partial P_{0}$ via the intervals $I_{i}$.
$q \in D$ is defined as $V_{D}(q):=\{x \in P:\|\pi(x, q)\| \leqslant\|\pi(x, p)\|$ for all $p \in D\}$. When the set $D$ is clear from the context, we may simply write $V(q)$. For two points $p, q \in P$, let $b(p, q)$ denote their geodesic bisector and let $b_{D}(p, q)$ denote the part of $b(p, q)$ which appears in $\operatorname{GVD}(D)$. Let $B(p, q)=\{x \in P:\|\pi(p, x)\| \leqslant\|\pi(q, x)\|\}$. We will denote by $x(p, q)$ the first point of $b(p, q)$ that is met during a clockwise transversal of $\partial P_{0}$ which starts from a point of $\partial P_{0} \cap B(p, q)$. Finally, we will denote by $x_{H}(p, q)$ the first point of $b(p, q)$ that is met during a clockwise transversal of hole $H$, starting from a point of $H \cap B(p, q)$; see Figure 1.

The main idea. The idea is to extend the approach by Hwang et al. [12], which worked for $\mathbb{R}^{2}$, to a polygonal domain. We therefore start by considering the geodesic Voronoi diagram of our (unknown) optimal solution $S$. In the Euclidean case, the dual of this diagram is called the Delaunay triangulation, denoted by $\mathrm{DT}(S)$. Every inner face of $\mathrm{DT}(S)$ is a triangle, and one can add a set $I$ of three extra points to $S$ sufficiently far away, such that the outside face of $\operatorname{DT}(S \cup I)$ also becomes a triangle. This results in a maximal planar graph. Hence, by Miller's separator theorem [17] there exists a simple cycle separator $C$ of DT $(S \cup I)$ of size $O(\sqrt{k})$ which is $(2 / 3)$-balanced with respect to $S \cup I$. (The latter means that at most $2 / 3$ of the points in $S \cup I$ lie inside $C$ and at most $2 / 3$ of the points in $S \cup I$ lie outside $C$.) In our setting, it is not guaranteed that the dual of $\operatorname{GVD}(S)$ is an (almost) triangulated graph. See Figure 2(i) for an example where it corresponds to a tree. Therefore we will need a few extra steps before we can apply a separator theorem.

Transforming the dual of $\operatorname{GVD}(\boldsymbol{S})$. Let $\mathcal{G}=(V, E)$ denote the dual graph of $\operatorname{GVD}(S)$. The goal is to transform $\mathcal{G}$ to a graph $\mathcal{G}^{*}=\left(V^{*}, E^{*}\right)$ such that any face of $\mathcal{G}^{*}$ has size at most three. The Voronoi cells of $\operatorname{GVD}(S)$ that are incident to $\partial P_{0}$, induce a decomposition of $\partial P_{0}$ into disjoint intervals. Note that it is possible for a Voronoi cell to contribute to more than one interval. The following lemma gives a linear bound on the number of these intervals.
(i)

(ii)

(iii)


Figure 3 Holes $H_{1}$ and $H_{2}$ are essential, so we add a vertex for each of them. In (iii), observe that every face has bounded size.

- Lemma 2.1. Let $I_{1}, \ldots, I_{r}$ denote the intervals along $\partial P_{0}$ induced by $\operatorname{GVD}(S)$, enumerated in clockwise order. Then $r=O(k)$.

Proof. For $1 \leqslant i \leqslant r$, let $s_{i} \in S$ be the center in the optimal solution $S$ whose Voronoi cell has $I_{i}$ on its boundary. Note that the $s_{i}$ need not all be distinct. For $i=1, \ldots r-1$, we charge $I_{i}$ to $b\left(s_{i}, s_{i+1}\right)$. Any bisector can be charged at most two times. Moreover, a bisector uniquely corresponds to an edge of $\mathcal{G}$ and we know that $\mathcal{G}$ is a planar graph. Therefore $r \leqslant 2|E| \leqslant 6 k-12$.

Now let $p$ denote an arbitrary point in the outside face of $P$. We connect $p$ to each $s_{i}$ via any arbitrary interior point of $I_{i}$. Let $\left\{e_{1}, \ldots, e_{r}\right\}$ denote the set of these extra edges. Then we have so far, $V^{*}=V \cup\{p\}$ and $E^{*}=E \cup\left\{e_{i}\right\}_{i=1}^{r}$. It's easy to see that we can embed these edges such that: (i) they are pairwise non-crossing and (ii) any face of the resulting graph incident to $p$ is a triangle. See Figure 2(ii) for an example.

Handling the faces that do not contain $p$. Now we need to handle the faces of $\mathcal{G}^{*}$ that are not incident to $p$. By construction, the outer face of $\mathcal{G}^{*}$ contains $p$ and thus is a triangle. Therefore, the only way $\mathcal{G}^{*}$ can contain a face of size at least four is if there exists a cycle of size four "around" a hole as in Figure 3(i).

We define an essential hole to be a hole $H \in \mathcal{H}$ which is incident to at least four Voronoi cells of $\operatorname{GVD}(S)$. Since every essential hole corresponds to a face of $\mathcal{G}$ (or $\mathcal{G}^{*}$ ), the number of essential holes is $O(k)$. Let $\mathcal{H}^{*}$ denote the set of essential holes and for every $H \in \mathcal{H}^{*}$ let $p_{H}$ be an arbitrary point in $H$. We add the set $\left\{p_{H}\right\}_{H \in \mathcal{H}^{*}}$ to $V^{*}$ and we connect $p_{H}$ to the vertices of the Voronoi cells that are incident to $H$. If $V(q)$ is such a Voronoi cell, then, as before, we can embed the edge $\left(p_{H}, q\right)$ by going through any interior point of $H \cap V(q)$. At the end of this process, $\mathcal{G}^{*}$ is a graph where every face is a triangle. See Figure 3(iii).

### 2.1 Applying the Separator Theorem to $\mathcal{G}^{*}$

We now want to apply Miller's Separator Theorem to $\mathcal{G}^{*}$. One thing that prevents us from doing so, is that $\mathcal{G}^{*}$ could be a multigraph, because $p$ may be connected to the same Voronoi vertex more than once. (Recall that a Voronoi cell may contribute to more than one interval $I_{i}$ ). To deal with this, we can add a "dummy vertex" to each edge which has $p$ as an endpoint; see Figure 2(ii). This way we only increase the number of vertices and edges by $O(k)$. Moreover, the faces of the resulting graph still have bounded size, which ensures that a separator theorem can still be applied (see below). Note that we want our separator to be balanced with respect to $V$. To ensure that, we employ the cost-balanced version of the Planar Separator Theorem, proven by Djidjev and Venkatesan [8].


Figure 4 An example of three points and two holes, such that all three pairwise bisectors between the points intersect both holes.

Planar Separator Theorem. Let $G=(\mathcal{V}, \mathcal{E})$ be a maximal planar graph with $n$ nodes. Let each node $v \in \mathcal{V}$ have a non-negative weight, denoted weight $(v)$, with $\sum_{v \in V}$ weight $(v)=1$. Then $\mathcal{V}$ can be partitioned in $O(n)$ time into three sets $A, B, C$ such that (i) $C$ is a simple cycle of size $O(\sqrt{n})$, (ii) $G$ has no arcs between a node in $A$ and a node in $B$, and (iii) $\sum_{v \in A}$ weight $(v) \leqslant 2 / 3$ and $\sum_{v \in B}$ weight $(v) \leqslant 2 / 3$.

The theorem is stated for maximal planar graphs, but as pointed out in [8], it can be extended to graphs with faces of bounded size (as is our case). In our application, we give weight zero to the intermediate vertices as well as all vertices in $V^{*} \backslash V$, and weight $\frac{1}{|V|}$ to each vertex in $V$. Thus we obtain a simple-cycle separator $C$, which we can turn into a separator for $\mathcal{G}^{*}$ by ignoring any of the dummy vertices appearing on it. We obtain the following lemma.

- Lemma 2.2. There exists a separator $C$ for $\mathcal{G}^{*}$ with the following properties: 1. $C$ is a simple cycle, 2. $C$ has size $O(\sqrt{k})$ and 3. $C$ is (2/3)-balanced with respect to $V$.


### 2.2 Guessing and embedding the separator

What we would like to do now, is guess the separator $C$ of $\mathcal{G}^{*}$. Regarding the essential holes, note that we know that $\left|\mathcal{H}^{*}\right|=O(k)$, but we don't have any bound on $\mathcal{H}$ in terms of $n$, the size of the input point set $D$. This is problematic for the running time because we will need to "guess" what the essential holes are. However, we will argue that only $O\left(n^{3}\right)$ holes are good candidates for being essential. We start with the following lemma.

- Lemma 2.3. Let $P$ be a polygon and let $\mathcal{H}=\left\{H_{1}, H_{2}, \ldots, H_{m}\right\}$ be the set of holes in $P$. Let $T=\{p, q, r\}$ be a set of three points in $P$. Then there are at most two holes in $\mathcal{H}$ that are incident to all three Voronoi cells $V_{T}(p), V_{T}(q), V_{T}(r)$.

Proof. Assume for contradiction that there exist three holes $H_{i}, H_{j}, H_{k}$ incident to all three cells $V_{T}(p), V_{T}(q), V_{T}(r)$. Since Voronoi cells are connected, for each $x \in\{p, q, r\}$ and for each $H \in\left\{H_{i}, H,_{j}, H_{k}\right\}$, there exists a path connecting $x$ to $H$ which stays inside $V(x)$. In this way, we get a planar embedding of $K_{3,3}$, which is a contradiction. (Note that it is possible to have two holes bordering $V_{T}(p), V_{T}(q), V_{T}(r)$, see Figure 4.)

Now we define the set of candidate essential holes $\mathcal{R}$ as follows: for every triplet of points in $D$ we identify at most two holes which are incident to all three pairwise bisectors between the points. We then place these holes in $\mathcal{R}$. Clearly, $|\mathcal{R}|=O\left(n^{3}\right)$. Therefore we can afford to guess $O(\sqrt{k})$ essential holes on our separator $C$.

Now we give a more detailed description of how our algorithm works. Recall that each node in $\mathcal{G}^{*}$ (and, hence, each node on the separator we are looking for) corresponds to either a point in $D$, or to the extra point $p$ we added, or to an essential hole. Thus, to find the
separator, we guess all ordered subsets of size $O(\sqrt{k})$ from the set $R \cup D \cup p$. This results in $n^{O(\sqrt{k})}$ candidate separators. We then would like to use each separator to split our problem into two independent subproblems, one for the inside and one for the outside of the separator. To do that, we have to make sure that for every demand point $d \in D$ its closest center point in the optimal solution, is located at the same side of the separator as $d$. For this, it suffices to embed the edges of the separator such that no edge crosses a Voronoi cell of a point which is not one of its endpoints. We have three categories of edges:

- Edges that connect $\boldsymbol{p}$ to a Voronoi site $\boldsymbol{s}$. Clearly if $(p, s) \in E^{*}$, then there exists some $r \in S$ such that $(s, r) \in E$ and then we can embed such an edge using the shortest paths $\pi(p, x(s, r)), \pi(x(s, r), s)$. Note that we don't know $r$, but we can afford to guess it from $D$ and therefore there are $n$ options.
- Edges that connect a Voronoi site $\boldsymbol{s}$ to a $\boldsymbol{p}_{\boldsymbol{H}}$ for some $\boldsymbol{H} \in \mathcal{R}$. If $\left(s, p_{H}\right) \in E^{*}$, then again there exists some $r \in S$ such that $s, r \in E$ and then we can embed such an edge by going through $x_{H}(s, r)$, again using shortest paths. We can guess $r$ from $D$ and there are $n$ options.
- Edges that connect two Voronoi sites $s$ and $r$. Note that then one of the following holds if $(s, r) \in E$ :

1. there exists a $t \in S$, such that $V_{S}(s), V_{S}(r), V_{S}(t)$ meet at a point $c$ in $P$ or at a hole $H \in H^{*}$
2. $b_{S}(s, r)$ intersects $\partial P_{0}$ at two points.

Therefore we can check for all $t \in D$ whether 1 . holds and if yes we embed $(s, r)$ as $\pi(s, c) \cup \pi(c, r)$ or as $\pi\left(s, x_{H}(s, r)\right) \cup \pi\left(x_{H}(s, r), r\right)$. Otherwise, we can embed $(s, r)$ via $x(s, r)$. Again we have at most $n$ guesses.
Since we are using shortest paths to embed the edges, we know that they will stay inside the Voronoi cells of the sites they connect and thus we get a good embedding. Assuming our guessed separator is correct, the points on the separator have to be part of the optimal solution that we seek. Therefore in the two subproblems, these points have to be passed on as part of the input. If we assume that our separator has size $i$ then we also need to guess how many of the remaining $k-i$ optimal centers lie in the inside and how many lie in the outside subproblem. In terms of running time, this is clearly not a problem since it can only give an extra factor of $O(k)=O(n)$. The base case of our algorithm is when $k=1$, where we simply try all possible options.

A word on precomputing shortest paths. Our algorithm will need to make use of shortest paths between points in the set $D \cup\{p\} \cup\left\{p_{H}\right\}_{H \in \mathcal{R}} \cup\left\{x(p, q), x_{H}(p, q)\right\}_{(p, q, H) \in D \times D \times \mathcal{R}}$. Note that this set has size poly $(n)$ and thus all necessary shortest paths can be precomputed in $\operatorname{poly}(n, m)$ time. The only information about these paths our algorithm will need during the recursion is their length and whether two paths cross or not. Indeed, this is enough to determine, for a guessed separator $C$, which are its two corresponding subproblems; two points $p, q$ not on $C$ will be on different sides of $C$ if and only if $\pi(p, q)$ crosses $C$ an odd number of times. Therefore, the complexity of the polygon does not appear during the recursion. Note that the same idea was used for the preprocessing step in [3].

Given the above discussion, the recursive formula of our algorithm is of the form $T(k)=$ $n^{O(\sqrt{k})} T(2 k / 3)$, which solves to $T(k)=n^{O(\sqrt{k})}$. The following theorem summarises our result, where the poly $(n, m)$ term comes from precomputing shortest paths.

- Theorem 2.4. Let $D$ be a set of $n$ points inside a polygonal domain $P$ with $m$ vertices and let $k$ be a given positive integer. Then the discrete $k$-median problem for $D$ in $P$ can be solved in time $\operatorname{poly}(n, m)+n^{O(\sqrt{k})}$.


### 2.3 The $\boldsymbol{k}$-Center problem with outliers

To solve the $k$-center problem with $z$ outliers, we first show that the same approach as our $k$-median algorithm works to solve the so-called ( $k, r$ )-coverage problem, and then we show how to reduce the $k$-center problem with $z$ outliers to the $(k, r)$-coverage problem. Let $P$ be a polygonal domain, $D$ denote a set of $n$ demand points in $P$, and $k, r$ be two parameters. We define a ( $k, r$ )-coverage of $D$ as a set of $k$ balls of radius at most $r$, such that the number of outliers (that is, points in $D$ not covered by the balls) is minimized.

The divide-and-conquer algorithm we presented earlier for $k$-median clustering has a base case of $k=1$. Our algorithm relies on the $n$ candidates for the optimal centers in $k$-median, and has a running time of $n^{O(\sqrt{k})}$. However, we only use the properties of $k$-median to solve for the base case and determine the candidate centers when guessing the separator in an optimal solution. Note that above we solved the discrete $k$-median problem, where the set of candidate centers is given (namely, it is the same as the set $D$ of demand points, although our algorithm would also work if a different discrete set of candidate centers is given). For the $k$-center problem, we wish to solve the continuous version, where the set of candidate centers is not given. It is well known, however, that in the continuous $k$-center problem, we can still restrict our attention to a discrete set of candidates, namely the centers of the smallest enclosing (geodesic) balls of every triple and pair of points in $D$. Thus there are $O\left(n^{3}\right)$ candidate centers. We denote the set of candidate centers by $C^{*}$. Therefore, the same approach can be applied to solve the ( $k, r$ )-coverage problem, where for the base case, we can consider all $O\left(n^{3}\right)$ balls of radius $r$ centered at a point in $C^{*}$ and find the one that covers the maximum number of points in $D$. This means that our algorithm can compute an optimal ( $k, r$ )-coverage in $n^{O(\sqrt{k})}$ time.

It remains to reduce the $k$-center problem with $z$ outliers to the $(k, r)$-coverage problem. Observe that if $r$ is at least the optimal radius for $k$-center clustering with $z$ outliers, then the number of outliers for $(k, r)$-coverage is at most $z$. Moreover, there are at most $O\left(n^{3}\right)$ candidates for the optimal radius (namely the radii of the smallest enclosing balls of the triples and pairs of points in $D$ ). By performing a binary search over these $O\left(n^{3}\right)$ possible radii, we can find the minimum radius $r^{*}$ such that the $\left(k, r^{*}\right)$-coverage covers all but at most $z$ outliers. This $\left(k, r^{*}\right)$-coverage is an optimal solution for the $k$-center problem with $z$ outliers, and the running time to find it is $O\left(n^{O(\sqrt{k})} \cdot \log \left(n^{3}\right)\right)=n^{O(\sqrt{k})}$.

- Theorem 2.5. Let $D$ be a set of $n$ points inside a polygonal domain $P$ with $m$ vertices and let $k, z$ be two given integers. Then the $k$-center problem for $D$ with $z$ outliers can be solved in time $\operatorname{poly}(n, m)+n^{O(\sqrt{k})}$.


## 3 A coreset for the $k$-center of points in a simple polygon

In this section, we turn our attention to the $k$-center problem in a simple polygon. As already mentioned, here we are interested in coresets for this problem. We will start by studying the 1-center. In itself, a coreset for the 1-center in a simple polygon is not so interesting, since the minimum enclosing (geodesic) ball of a set $D$ of points inside $P$ is always defined by two or three points, and so there exists a coreset of size two or three. However, the technique that we use (which is borrowed from Bădoiu and Clarkson [4]) forms the basis of the result for $k$-center. For a set $S$ of points, let $c_{S}$ denote the center of the minimum enclosing geodesic ball of $S$ (that is, its 1-center) and let $r_{S}$ be its radius. We denote the ball of radius $r$ centered at a point $c$ be $B(c, r)$, so $B\left(c_{S}, r_{S}\right)$ is the minimum enclosing ball of $S$. Note that these definitions apply in the standard Euclidean case, but also for geodesic
distances in a simple polygon. Our algorithm to compute a coreset $\mathcal{C}$ for the 1-center of a point set $D$ inside a simple polygon $P$ uses the approach of Bădoiu et al. [5, 4], which works as follows. First, we place in $\mathcal{C}$ an arbitrary point $p \in D$. Then we repeat the following procedure: we check whether there exists a point $q \in D$ such that $\left\|\overline{c_{\mathcal{C}} q}\right\|>(1+\varepsilon) r_{\mathcal{C}}$ and if yes, we add in $\mathcal{C}$ the point of $D$ furthest from $c_{\mathcal{C}}$. Otherwise, we have our desired coreset. The analysis of the number of iterations of the above procedure relies on two key lemmas. Note that any chord in a simple polygon $P$ (that is, any segment inside $P$ connecting two points on $\partial P$ ) splits $P$ into two sub-polygons, which we call half-polygons.

- Lemma 3.1. Let $B\left(c_{D}, r_{D}\right)$ denote the minimum enclosing geodesic ball for a set $D$ of points inside a simple polygon $P$. Then any closed half-polygon containing $c_{D}$ also contains a point $p \in D$ such that $\left\|\pi\left(p, c_{D}\right)\right\|=r_{D}$.

Proof. We proceed in the same way as in the Euclidean case. Namely, suppose there exists a chord $s$ of $P$ through $c_{D}$, such that one of the two defined half-polygons does not contain a point $p \in D$ such that $\left\|\pi\left(p, c_{D}\right)\right\|=r_{D}$. Let $H_{1}$ denote this half-polygon. Then we can slightly move $c_{D}$ to the direction perpendicular to $s$ and to the interior of $P \backslash H_{1}$. In this way, every point of $D$ will now be fully contained in the interior of $B\left(c_{D}, r_{D}\right)$. The reason is that any shortest path $\pi\left(c_{D}, q\right)$, for $q \in P \backslash H_{1}$ is contained in $P \backslash H_{1}$ and thus this translation of $c_{D}$ can only decrease $\left\|\pi\left(c_{D}, q\right)\right\|$. As a result the ball $B\left(c_{D}, r_{D}\right)$ can be slightly shrunk, contradicting its minimality.

The second lemma we need is as follows.

- Lemma 3.2. Let $B\left(c_{D}, r_{D}\right)$ denote the minimum enclosing geodesic ball for a set $D$ of points inside a simple polygon $P$. For any point $q \in P$, there exists a point $p \in D$ at distance $r_{D}$ from $c_{D}$ such that $\|\pi(p, q)\| \geqslant \sqrt{\left\|\pi\left(p, c_{D}\right)\right\|^{2}+\left\|\pi\left(c_{D}, q\right)\right\|^{2}}$.

The corresponding lemma in the Euclidean case (that is when $P=\mathbb{R}^{2}$ ) follows directly from (the Euclidean version of) Lemma 3.1, by using the Pythagorean Inequality. For geodesic triangles however, we were not able to find in the literature an analog of the Pythagorean Inequality. Thus we prove now that the following property still holds for geodesic triangles in a simple polygon. Note that Lemma 3.3 together with Lemma 3.1 imply Lemma 3.2. Indeed, let $s$ be the chord through $c_{D}$ that is perpendicular to the first edge of $\pi\left(c_{D}, p\right)$. Then by applying Lemma 3.1 to the closed half-polygon defined by $s$ and not containing $q$, we get that there exists a point $p \in D$ such that $\left\|\pi\left(p, c_{D}\right)\right\|=r_{D}$. The result follows by observing that in the geodesic triangle $\triangle_{\pi} p c_{D} q$, the angle at $c_{D}$ is at least $\frac{\pi}{2}$ and thus Lemma 3.3 applies.

- Lemma 3.3. Let $p, q, r$ denote three points in a simple polygon $P$, such that in the geodesic triangle $\triangle_{\pi} p q r$, the angle at $q$ is at least $\frac{\pi}{2}$. Then we have $\|\pi(p, r)\|^{2} \geqslant\|\pi(p, q)\|^{2}+\|\pi(q, r)\|^{2}$.

Proof. For the following, refer to Figure 5. Let $\overline{q q_{1}}, \overline{q q_{2}}$ denote the first edges of the paths $\pi(q, p), \pi(q, r)$ respectively. We extend $\overline{q q_{1}}, \overline{q q_{2}}$ to the interior of $\triangle_{\pi} p q r$ and let $q_{1}^{\prime}, q_{2}^{\prime}$ denote the points where these extensions intersect $\pi(p, r)$ respectively. By the triangle inequality we have

$$
\|\pi(p, q)\| \leqslant\left|q q_{1}^{\prime}\right|+\left\|\pi\left(q_{1}^{\prime}, p\right)\right\| \text { and }\|\pi(r, q)\| \leqslant\left|q q_{2}^{\prime}\right|+\left\|\pi\left(q_{2}^{\prime}, r\right)\right\|
$$

Moreover, since the angle at $q$ is at least $\pi / 2$ and the Euclidean triangle $\Delta\left(q q_{1}^{\prime} q_{2}^{\prime}\right)$ satisfies the Pythagorean Inequality, and $\| \pi\left(q_{1}^{\prime}, q_{2}^{\prime}\right) \geqslant\left|q_{1}^{\prime} q_{2}^{\prime}\right|$, we have

$$
\left\|\pi\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right\|^{2} \geqslant\left|q q_{1}^{\prime}\right|^{2}+\left|q q_{2}^{\prime}\right|^{2}
$$



Figure 5 Illustration for the proof of Lemma 3.3. Here, the red points represent the points where the paths $\pi(p, r), \pi(p, q)$ and $\pi(r, q), \pi(r, p)$ split.

Finally, observe that for any numbers $a, b, c \geqslant 0$ we have

$$
(a+b+c)^{2} \geqslant a^{2}+b^{2}+c^{2}+2 a b+2 a c .
$$

Hence,

$$
\begin{aligned}
& \|\pi(p, q)\|^{2}+\|\pi(r, q)\|^{2} \leqslant\left(\left|q q_{1}^{\prime}\right|+\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|\right)^{2}+\left(\left|q q_{2}^{\prime}\right|+\| \pi\left(q_{2}^{\prime}, r\right)\right)^{2} \\
& \quad=\left|q q_{1}^{\prime}\right|^{2}+2\left|q q_{1}^{\prime}\right| \cdot\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|+\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|^{2}+\left|q q_{2}^{\prime}\right|^{2}+2\left|q q_{2}^{\prime}\right| \cdot\left\|\pi\left(q_{2}^{\prime}, r\right)\right\|+\left\|\pi\left(q_{2}^{\prime}, r\right)\right\|^{2} \\
& \quad=\left\|\pi\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right\|^{2}+\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|^{2}+\left\|\pi\left(q_{2}^{\prime}, r\right)\right\|^{2}+2\left|q q_{1}^{\prime}\right| \cdot\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|+2\left|q q_{2}^{\prime}\right| \cdot\left\|\pi\left(q_{2}^{\prime}, r\right)\right\| \\
& \quad \leqslant\left(\left\|\pi\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right\|+\left\|\pi\left(q_{1}^{\prime}, p\right)\right\|+\left\|\pi\left(q_{2}^{\prime}, r\right)\right\|\right)^{2} \\
& \quad=\|\pi(p, r)\|^{2} .
\end{aligned}
$$

We can now prove the following theorem.

- Theorem 3.4. Let $D$ be a set of $n$ points inside a simple polygon $P$ with $m$ vertices. For any $\varepsilon>0$ there is an $\varepsilon$-coreset $\mathcal{C} \subset D$ of size $O(1 / \varepsilon)$ for the 1 -center problem. The coreset can be constructed in time $O\left(\frac{n \log m+m}{\varepsilon}+\frac{1}{\varepsilon^{2}} \log \frac{1}{\varepsilon}\right)$.

Proof. The proof is similar to that of Badoiu et al. [4]: let $\mathcal{C}_{i}$ denote our coreset after $i$ points have been added to it and let $B\left(r_{i}, c_{i}\right)$ denote its minimum enclosing ball. Observe that $r_{2}$ is a constant approximation for the optimal radius. Therefore, if one can show that $r_{i+1} \geqslant\left(1+\frac{\varepsilon}{\alpha}\right) r_{i}$, for some constant $\alpha$, it will follow that after $O(1 / \varepsilon)$ iterations, $r_{\mathcal{C}} \geqslant r_{D}$. By applying Lemma 3.2 we get $r_{i+1} \geqslant \sqrt{r_{i}^{2}+\left\|\pi\left(c_{i+1}, c_{i}\right)\right\|^{2}}$. By the triangle inequality we get $r_{i+1}>(1+\varepsilon) r_{i}-\left\|\pi\left(c_{i+1}, c_{i}\right)\right\|$. Using these two lower bounds for $r_{i+1}$, one can indeed get the desired relation between $r_{i+1}$ and $r_{i}$. For further details, refer to the proof in [4].

Regarding the construction of the coreset, if we follow the procedure described, then we need to solve the 1-center problem $O\left(\frac{1}{\varepsilon}\right)$ times for a set of $O\left(\frac{1}{\varepsilon}\right)$ points in a simple polygon with $m$ vertices. This can be done in $O\left(\frac{1}{\varepsilon}\left(m+\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)\right)$ time [18]. In each iteration, we also need to find the point in $D$ that is furthest from our current center. This takes $O(n \log m)$ time per iteration [11]. Hence, the total running time is $O\left(\frac{n \log m+m}{\varepsilon}+\frac{1}{\varepsilon^{2}} \log \frac{1}{\varepsilon}\right)$.

Extension to $\boldsymbol{k}$-center. Theorem 3.4 combined with the methods from [5] yields a $(1+\varepsilon)$ approximate $k$-center for $D$. The algorithm starts with $k$, initially empty, sets $S_{1}, S_{2}, \ldots, S_{k}$. In each iteration, the point $p \in D$ furthest from $c_{S_{1}}, c_{S_{2}}, \ldots, c_{S_{k}}$ is found and added to
one of the sets. However, we do not know beforehand to which set the point $p$ should be added, so we simply guess (that is, try all possibilities). After $O(k / \varepsilon)$ iterations, the algorithm will terminate in the branch where all guesses of where the furthest point should be added are correct. Therefore we also need to guess to which set to add $p$. We obtain the following theorem, whose proof is the same as the proof of the corresponding result of Bădoiu, Har-Peled, and Indyk [5].

- Theorem 3.5. Let $D$ be a set of $n$ points inside a simple polygon $P$ with $m$ vertices. For any $1>\varepsilon>0$, a (1+ $)$ - approximate $k$-center for $D$ can be found in time $2^{O(k \log k / \varepsilon)}(n \log m+m)$.


## 4 Coresets for 1-center clustering with outliers

We now study the 1-center problem with outliers for points in the Euclidean plane (so, not inside a polygon). We will prove that there is an $\varepsilon$-coreset of size $O(z / \varepsilon)$ for this problem. To obtain such a coreset, our algorithm will need a constant-factor approximation as a starting point. To this end, we first show how to construct a coreset of size $2 z+2$ that gives a 3-approximation. Interestingly, this latter algorithm works in any metric space, so also for points inside a polygonal domain.

A coreset giving a 3-approximation in general metric spaces. Let $D$ be a set of points in a metric space with distance function $d(\cdot, \cdot)$. We show in Algorithm 1 how to compute a coreset of size $2 z+2$ that 3 -approximates the 1-center problem on $D$ with $z$ outliers.

Note that if the size of $D$ is at most $2 z+2$, we return $D$ in Algorithm 1 as the coreset. Therefore, without loss of generality, we can assume that the size of $D$ is greater than $2 z+2$ for the rest of this section. We define $\operatorname{OPT}_{z}(A)$ as the radius of an optimal solution for the 1-center problem on $D$ with $z$ outliers, where $A$ represents any given set.

```
Algorithm 1 FindCoreset \((D, z)\).
    \(\triangleright\) An algorithm to find a coreset for 1-center problem on \(D\) with \(z\) outliers
    if \(|D| \leqslant 2 z+2\) then
        return \(D\)
    \(C_{1} \leftarrow\{\) an arbitrary point of \(D\}\)
    for \(i=2\) to \(2 z+1\) do
        Let \(B\left(o_{i-1}, r_{i-1}\right)\) be a minimum-radius ball containing all points of \(C_{i-1}\) but \(z\) outliers
        Let \(f_{i}\) be a point of \(D \backslash C_{i-1}\) that is furthest away from \(o_{i-1}\)
        \(C_{i} \leftarrow C_{i-1} \cup\left\{f_{i}\right\}\)
    return \(C_{2 z+2}\)
```

Lemma 4.1. For any $1 \leqslant i \leqslant 2 z+2$, at least one of the following properties holds for the set $C_{i}$ constructed by Algorithm FindCoreset $(D, z)$.
(i) $\operatorname{OPT}_{z}\left(C_{i}\right) \geqslant \operatorname{OPT}_{z}(D) / 3$, or
(ii) for all $r<\operatorname{OPT}_{z}(D) / 3$, any ball of radius $r$ contains at most $z+1$ points of $C_{i}$.

Proof. For $i=1$, property (ii) is trivially satisfied since we have $\left|C_{i}\right|=1$ and $z+1 \geqslant 1$. For $i>1$, we prove the lemma by contradiction. Suppose the lemma is false, and let $t \in[2,2 z+2]$ be the smallest number such that properties (i) and(ii) do not hold for $C_{t}$. Then, there exists a ball $B\left(o^{\prime}, r^{\prime}\right)$ such that $\left|B\left(o^{\prime}, r^{\prime}\right) \cap C_{t}\right|>z+1$ and $r^{\prime}<\mathrm{OPT}_{z}(D) / 3$.

Let $f_{t}$ be the point added to the coreset in line 8 of the algorithm, in the $t$-th iteration. We first prove that $f_{t} \in B\left(o^{\prime}, r^{\prime}\right)$ and $\left|B\left(o^{\prime}, r^{\prime}\right) \cap C_{t-1}\right|=z+1$. Since $C_{t} \supset C_{t-1}$, we have $\mathrm{OPT}_{z}\left(C_{t-1}\right) \leqslant \operatorname{OPT}_{z}\left(C_{t}\right)$. Moreover, we assumed that property (i) does not hold for $C_{t}$,
which means $\operatorname{OPT}_{z}\left(C_{t}\right)<\mathrm{OPT}_{z}(D) / 3$. Therefore, $r_{t-1}=\operatorname{OPT}_{z}\left(C_{t-1}\right)<\operatorname{OPT}_{z}(D) / 3$, which means property (i) does not hold for $C_{t-1}$. As $t$ is the smallest number such that both properties do not hold for $C_{t}$, we conclude that property (ii) holds for $C_{t-1}$, which implies $\left|B\left(o^{\prime}, r^{\prime}\right) \cap C_{t-1}\right| \leqslant z+1$. Adding it to $\left|B\left(o^{\prime}, r^{\prime}\right) \cap C_{t}\right|>z+1$ and $C_{t}=C_{t-1} \cup\left\{f_{t}\right\}$ we have $f_{t} \in B\left(o^{\prime}, r^{\prime}\right)$ and also $\left|B\left(o^{\prime}, r^{\prime}\right) \cap C_{t-1}\right|=z+1$.
$B\left(o_{t-1}, r_{t-1}\right)$ is a solution for the 1-center problem on $C_{t-1}$ with $z$ outliers, and $\mid B\left(o^{\prime}, r^{\prime}\right) \cap$ $C_{t-1} \mid=z+1$. Then, there exists a point $p^{*} \in B\left(o_{t-1}, r_{t-1}\right) \cap\left(C_{t-1} \cap B\left(o^{\prime}, r^{\prime}\right)\right)$. Moreover, by the triangle inequality we have $d\left(o_{t-1}, f_{t}\right) \leqslant d\left(o_{t-1}, p^{*}\right)+d\left(p^{*}, f_{t}\right)$. As $p^{*} \in B\left(o_{t-1}, r_{t-1}\right)$, we have $d\left(o_{t-1}, p^{*}\right) \leqslant r_{t-1}$, and as both $p^{*}$ and $f_{t}$ are in $B\left(o^{\prime}, r^{\prime}\right)$ we have $d\left(p^{*}, f_{t}\right) \leqslant 2 r^{\prime}$. Thus, $d\left(o_{t-1}, f_{t}\right) \leqslant r_{t-1}+2 r^{\prime}$, and since $r_{t-1}<\operatorname{OPT}_{z}(D) / 3$ and $r^{\prime}<\operatorname{OPT}_{z}(D) / 3$ we have $d\left(o_{t-1}, f_{t}\right)<\operatorname{OPT}_{z}(D)$.

On the other hand, we have $d\left(o_{t-1}, f_{t}\right) \geqslant d\left(o_{t-1}, p\right)$ for any $p \in D \backslash C_{t-1}$ since $f_{t}$ is the furthest point in $D / C_{t-1}$ to $o_{t-1}$. Furthermore, all but at most $z$ points of $C_{t-1}$ are in $B\left(o_{t-1}, r_{t-1}\right)$. Also, $d\left(o_{t-1}, f_{t}\right) \geqslant r_{t-1}$, since otherwise $r_{t-1}=\operatorname{oPT}_{z}\left(C_{t-1}\right) \geqslant \operatorname{OPT}_{z}(D)$, which is a contradiction to $\operatorname{OPT}_{z}\left(C_{t-1}\right)<\operatorname{OPT}_{z}(D) / 3$. Therefore, $B\left(o_{t-1}, d\left(o_{t-1}, f_{t}\right)\right)$ is a solution for the 1-center problem on $D$ with $z$ outliers, which implies $\operatorname{OPT}_{z}(D) \leqslant d\left(o_{t-1}, f_{t}\right)$. Hence, $\operatorname{OPT}_{z}(D) \leqslant d\left(o_{t-1}, f_{t}\right)<\operatorname{OPT}_{z}(D)$, which is a contradiction.

- Theorem 4.2. Let $D$ be a set of $n$ points in a metric space. Then there exists a coreset $\mathcal{C} \subset D$ of size at most $2 z+2$ such that $\mathrm{OPT}_{z}(D) / 3 \leqslant \mathrm{OPT}_{z}(\mathcal{C}) \leqslant \mathrm{OPT}_{z}(D)$.

Proof. Let $\mathcal{C}$ be the coreset returned by $\operatorname{FindCoreset}(D, z)$, and assume $|D|>2 z+2$ so that $\mathcal{C}=C_{2 z+2}$. Since $C_{2 z+2} \subseteq D$, then $\mathrm{OPT}_{z}\left(C_{2 z+2}\right) \leqslant \mathrm{OPT}_{z}(D)$ trivially holds. To prove the other side of the inequality, suppose for a contradiction that $\mathrm{OPT}_{z}(C)<\mathrm{OPT}_{z}(D) / 3$. Let $B\left(o, \operatorname{opT}_{z}\left(C_{2 z+2}\right)\right)$ be the optimal solution for the 1-center problem on $C_{2 z+2}$ with $z$ outliers. Then, as $\left|C_{2 z+2}\right|=2 z+2$ and at most $z$ points are outliers, $B\left(o, \mathrm{OPT}_{z}\left(C_{2 z+2}\right)\right)$ contains at least $z+2$ points. However, since we assume $\operatorname{OPT}_{z}(C)<\mathrm{OPt}_{z}(D) / 3$, then $B\left(o, C_{2 z+2}\right)$ contains at most $z+1$ points by Lemma 4.1, which is a contradiction.

A (1+ $\boldsymbol{\varepsilon})$-coreset in the plane. The algorithm above works for any metric space, giving a 3 -approximation. Now we explain that if $D$ is a set of points in $\mathbb{R}^{2}$, we can improve the approximation ratio and obtain an $\varepsilon$-coreset, for any given $\varepsilon>0$. To accomplish this, we add $O(z / \varepsilon)$ extra points to the coreset as follows. Let $C_{2 z+2}$ be the output of $\operatorname{FindCoreset}(D, z)$ and $B\left(o_{2 z+2}, r_{2 z+2}\right)$ be an optimal solution for the 1-center problem on $C_{2 z+2}$ with $z$ outliers. We partition the plane into $\ell=\left\lceil\frac{12 \pi}{\varepsilon}\right\rceil$ cones $K_{1}, K_{2}, \ldots, K_{\ell}$ centered at $o_{2 z+2}$ with an opening angle of at most $\varepsilon / 6$ each. Then, for each cone, we add $2 z+2$ additional points to the coreset, namely the $z+1$ nearest points and the $z+1$ furthest points to $o_{2 k+2}$ from the points in $D / C_{2 k+2}$ that are located within that cone. Let $A$ be the set of at most $(12 \pi / \varepsilon) \cdot(2 z+2)$ points selected in these cones, and define $\mathcal{C}:=C_{2 z+2} \cup A$. We will show that $\mathcal{C}$ is an $\varepsilon$-coreset.

- Theorem 4.3. Let $D$ be a set of points in $\mathbb{R}^{2}$. There exists an $\varepsilon$-coreset for the 1 -center problem with $z$ outliers for $D$ of size $O(z / \varepsilon)$.

Proof. Consider the set $\mathcal{C}$ defined above and let $B(\hat{o}, \hat{r})$ be an optimal solution for the 1 -center problem on $\mathcal{C}$ with $z$ outliers. It suffices to show that, for any point $q \in D \backslash \mathcal{C}$, we have that $\|\hat{o} q\| \leqslant(1+\varepsilon) \hat{r}$. Suppose for a contradiction that $\|\hat{o} q\|>(1+\varepsilon) \hat{r}$. Let $K_{1}, \ldots, K_{\ell}$ be the cones defined above, and recall that each cone has an angle of at most $\frac{\varepsilon}{6}$. As already mentioned, we place in our coreset the $z+1$ furthest and $z+1$ closest points to $o_{2 z+2}$. Observe that $\left|\hat{o} o_{2 z+2}\right| \leqslant 2 \hat{r}$, since $B\left(o_{2 z+2}, r_{2 z+2}\right)$ and $B(\hat{o}, \hat{r})$ have to intersect (otherwise there would be more than $z$ outliers outside $B(\hat{o}, \hat{r})$ ). Note that this means that for any
point $p \in \partial B(\hat{o}, \hat{r})$, we have that $\left|o_{2 z+2} p\right| \leqslant 3 \hat{r}$. Let $K_{j}$ denote the cone containing $q$. Since $q \notin A$, there exist $z+1$ points closer to $o_{2 z+2}$ than $q$ and $z+1$ points further to $o_{2 z+2}$ than $q$. We denote the set of closer points by $A_{\text {close }}$ and the set of further points by $A_{\text {far }}$. We have the following cases:

Case I: $K_{j}$ does not intersect $B(\hat{o}, \hat{r})$. Then we clearly have a contradiction since $\left|K_{j} \cap A\right| \geqslant$ $2 z+2$ while we are allowed at most $z$ outliers.
Case II: $K_{j}$ contains $B(\hat{o}, \hat{r})$. Then the opening angle of $K_{j}$ is smallest when both of its sides are tangent to $B(\hat{o}, \hat{r})$. Let $t$ denote one of the points of tangency. Then in the right triangle $\triangle o_{2 z+2}$ ot we have $\frac{\varepsilon}{6}>\sin \left(\frac{\varepsilon}{6}\right)=\frac{\hat{r}}{\left|o_{2 z+20}\right|} \geqslant \frac{1}{2}$, which is a contradiction.
Case III: Otherwise, at least one of the sides of $K_{j}$ intersects $B(\hat{o}, \hat{r})$. Let $e_{1}$ denote this side and $e_{2}$ denote the other side. Also, let $e$ denote the half-line through $o_{2 z+2}, \hat{o}$. Clearly $e_{1}$ will then also intersect $B(\hat{o},(1+\varepsilon) \hat{r})$. We will now show the following claim.
$\triangleright$ Claim 1. The side $e_{2}$ of $K_{j}$ also has to intersect $B(\hat{o},(1+\varepsilon) \hat{r})$.
Proof. Suppose for a contradiction that the claim is false. Then the opening angle of $K_{j}$ is smallest when both $e_{1}$ and $e_{2}$ are tangent to $B(\hat{o}, \hat{r})$ and $B(\hat{o},(1+\varepsilon) \hat{r})$, respectively. Let $p_{1}, p_{2}$ denote the points of tangency as in Figure 6(i). Let $p$ denote the point where the line through $\hat{o}$ and $p_{1}$ intersects $e_{2}$. Then since $p$ has to lie outside $B(\hat{o},(1+\varepsilon) \hat{r})$, we have that $\left|p_{1} p\right|>\varepsilon \hat{r}$. Moreover, $\left|o_{2 z+2} p_{1}\right|<\left|o_{2 z+2} \hat{o}\right|<2 \hat{r}$ and so in the right triangle $\triangle o_{2 z+2} p_{1} p$ we get $\tan \left(\frac{\varepsilon}{6}\right)=\frac{\left|p_{1} p\right|}{\left|o_{2 z+2} p_{1}\right|}>\frac{\varepsilon \hat{r}}{2 \hat{r}}=\frac{\varepsilon}{2}$, which is a contradiction, as $\tan \theta<2 \theta$ for small enough $\theta$.

Since both sides of $K_{j}$ intersect $B(\hat{o},(1+\varepsilon) \hat{r})$, we can partition $K_{j}$ in two or three regions, depending on the location of $o_{2 z+2}$. Namely, if $o_{2 z+2}$ lies inside $B(\hat{o},(1+\varepsilon) \hat{r})$, then $K_{j}$ can be partitioned in a region inside $B(\hat{o},(1+\varepsilon) \hat{r})$ and a region outside $B(\hat{o},(1+\varepsilon) \hat{r})$. If $o_{2 z+2}$ lies outside $B(\hat{o},(1+\varepsilon) \hat{r})$, then $K_{j}$ can be partitioned in three regions as in Figure 6(ii). Since the latter case is the most general, we will prove that one. The former case can be handled similarly. Without loss of generality, we will assume that $e_{2}$ lies above $\hat{o}$ and that the angle between $e_{2}$ and $e$ is at least $\frac{\varepsilon}{12}$. The proof is slightly different, but essentially the same, depending on whether $e$ is contained in $K_{j}$. To handle both at the same time, from now on we will let $e_{3} \equiv e$ when $e$ is contained in $K_{j}$ and $e_{3} \equiv e_{1}$ otherwise. Note that $q$ has to lie either in region $R_{1}$ or $R_{3}$. We will now consider these two subcases.
Subcase I: $q \in \boldsymbol{R}_{\mathbf{1}}$. Observe that then the point $x$, where $e_{2}$ enters $B(\hat{o},(1+\varepsilon) \hat{r})$ is the furthest $q$ can be from $o_{2 z+2}$. To derive a contradiction, it suffices to show that every point in $A_{\text {close }}$ lies outside $B(\hat{o}, \hat{r})$. Since the point of $K_{j} \cap B(\hat{o}, \hat{r})$ closest to $o_{2 z+2}$, is the point where $e_{3}$ enters $B(\hat{o}, \hat{r})$ (denoted by $y$ ), it suffices to show that $\left|o_{2 z+2} x\right|<\left|o_{2 z+2} y\right|$. We define $\phi=\angle x y o_{2 z+2}$. Then, by the Law of Sines in the triangle $\triangle o_{2 z+2} x y$ we get $\frac{\sin (\varepsilon / 6)}{|x y|}=\frac{\sin (\phi)}{\left|o_{2 z+2} x\right|}$. Therefore, $\sin \phi<\frac{\varepsilon / 6}{\varepsilon r}\left|o_{2 z+2} x\right|=\frac{\left|o_{2 z+2} x\right|}{6 \hat{r}}$.
Now notice that $\left|o_{2 z+2} x\right|<\left|o_{2 z+2} \hat{o}\right|<2 \hat{r}$. To see this, consider the tangent from $o_{2 z+2}$ to $B(\hat{o}, \hat{r})$ that lies above $\left(o_{2 z+2}, o\right)$ and let $t$ be the point of tangency. Then $x$ has to lie in the triangle $\triangle o_{2 z+2} t \hat{o}$ and so $\angle o_{2 z+2} x \hat{o} \geqslant \pi / 2$. Therefore we get that $\sin \phi<\frac{1}{3}$, which gives us that $\phi<\frac{\pi}{6}$. Since we can assume $\varepsilon<1$, we get that $\angle o_{2 z+2} x y>\pi-\frac{\pi}{6}-\frac{\varepsilon}{6}>\pi / 2$ and therefore we have that $\left|o_{2 z+2} x\right|<\left|o_{2 z+2} y\right|$.

Subcase II: $q \in \boldsymbol{R}_{3}$. The approach is similar. The point $\hat{x}$ where $e_{2}$ exits $B(\hat{o},(1+\varepsilon) \hat{r})$ is the closest $q$ can be to $o_{2 z+2}$. To derive a contradiction, it suffices to show that in that case every point in $A_{\text {far }}$ lies outside $B(\hat{o}, \hat{r})$. Since the point of $K_{j} \cap B(\hat{o}, \hat{r})$ furthest from


Figure 6 Illustrations for the proof of Theorem 4.3. Note that in (ii), $e$ is not contained in the cone and therefore here we have $e_{3} \equiv e_{1}$.
$o_{2 z+2}$, is the point where $e_{3}$ exits $B(\hat{o}, \hat{r})$ - we denote this by $\hat{y}$ - it suffices to show that $\left|o_{2 z+2} \hat{x}\right|>\left|o_{2 z+2} \hat{y}\right|$. We define $\hat{\phi}=\angle \hat{y} \hat{x} o_{2 z+2}$. Then, by the Law of sines in the triangle $\triangle o_{2 z+2} \hat{x} \hat{y}$ we have $\frac{\sin (\varepsilon / 6)}{|\hat{x} \hat{y}|}=\frac{\sin (\hat{\phi})}{\left|o_{2 z+2} \hat{y}\right|}$. Hence, $\sin \hat{\phi}<\frac{\varepsilon / 6}{\varepsilon r}\left|o_{2 z+2} \hat{y}\right|=\frac{\left|o_{2 z+2} \hat{y}\right|}{6 \hat{r}}$.

Now notice that $\left|o_{2 z+2} \hat{y}\right|<3 \hat{r}$, as observed in the first paragraph of this proof. Therefore we get that $\sin \hat{\phi}<\frac{1}{2}$, which gives us that $\hat{\phi}<\frac{\pi}{6}$. Since we can assume $\varepsilon<1$, we get that $\angle o_{2 z+2} \hat{y} \hat{x}>\pi-\frac{\pi+1}{6}>\frac{\pi}{2}$ and therefore we have that $\left|o_{2 z+2} \hat{x}\right|>\left|o_{2 z+2} \hat{y}\right|$. This again gives a contradiction and concludes the proof.
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#### Abstract

Recently, many studies have been devoted to finding diverse solutions in classical combinatorial problems, such as Vertex Cover (Baste et al., IJCAI'20), Matching (Fomin et al., ISAAC'20) and Spanning Tree (Hanaka et al., AAAI'21). Finding diverse solutions is important in settings where the user is not able to specify all criteria of the desired solution. Motivated by an application in the field of system identification, we initiate the algorithmic study of $k$-Diverse Minimum s-T Cuts which, given a directed graph $G=(V, E)$, two specified vertices $s, t \in V$, and an integer $k>0$, asks for a collection of $k$ minimum $s-t$ cuts in $G$ that has maximum diversity. We investigate the complexity of the problem for two diversity measures for a collection of cuts: (i) the sum of all pairwise Hamming distances, and (ii) the cardinality of the union of cuts in the collection. We prove that $k$-Diverse Minimum s-t Cuts can be solved in strongly polynomial time for both diversity measures via submodular function minimization. We obtain this result by establishing a connection between ordered collections of minimum $s-t$ cuts and the theory of distributive lattices. When restricted to finding only collections of mutually disjoint solutions, we provide a more practical algorithm that finds a maximum set of pairwise disjoint minimum $s$ - $t$ cuts. For graphs with small minimum $s$ - $t$ cut, it runs in the time of a single max-flow computation. These results stand in contrast to the problem of finding $k$ diverse global minimum cuts - which is known to be NP-hard even for the disjoint case (Hanaka et al., AAAI'23) - and partially answer a long-standing open question of Wagner (Networks 1990) about improving the complexity of finding disjoint collections of minimum $s$ - $t$ cuts.
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## 1 Introduction

The Minimum s-t Cut problem is a classic combinatorial optimization problem. Given a directed graph $G=(V, E)$ and two special vertices $s, t \in V$, the problem asks for a subset $S \subseteq E$ of minimum cardinality that separates vertices $s$ and $t$, meaning that removing these edges from $G$ ensures there is no path from $s$ to $t$. Such a set is called a minimum $s$ - $t$ cut or $s$-t mincut, and it need not be unique. This problem has been studied extensively and has numerous practical and theoretical applications. Moreover, it is known to be solvable in polynomial time. Several variants and generalizations of the problem have been studied;
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we mention the global minimum cut problem and the problem of enumerating all minimum $s-t$ cuts in a graph. In this paper, we initiate the algorithmic study of computing diverse minimum $s$ - $t$ cuts. Concretely, we introduce the following optimization problem.
$\boldsymbol{k}$-Diverse Minimum s-t Cuts ( $\boldsymbol{k}$-DMC). Given are a directed graph $G=(V, E)$, vertices $s, t \in V$, and an integer $k>0$. Let $\Gamma_{G}(s, t)$ be the set of minimum $s$ - $t$ cuts in $G$, and let $U_{k}$ be the set of $k$-element multisets of $\Gamma_{G}(s, t)$. We want to find $C \in U_{k}$ such that $d(C)=\max _{S \in U_{k}} d(S)$, where $d: U_{k} \rightarrow \mathbb{N}$ is a measure of diversity.

Informally, given a directed graph $G$, vertices $s$ and $t$, and an integer $k$, we are interested in finding a collection of $k s$ - $t$ mincuts in $G$ that are as different from each other as possible; that is, a collection having maximum diversity. Finding diverse solution sets is important in settings where the user is not able to specify all criteria of the desired solution. We mention the synthesis problem as an application of diverse minimum $s$ - $t$ cuts [27, 28].

To formally capture the notion of diversity of a collection of sets, several measures have been proposed (e.g., $[30,2,15,1,13])$. In this work, we choose two natural and general measures as our notions of diversity. Given a collection $\left(X_{1}, X_{2}, \ldots, X_{k}\right)$ of subsets of a set $A$ (not necessarily distinct), we define $d_{\text {sum }}\left(X_{1}, \ldots, X_{k}\right)=\sum_{1 \leq i<j \leq k}\left|X_{i} \triangle X_{j}\right|$ and $d_{\text {cov }}\left(X_{1}, \ldots, X_{k}\right)=\left|\bigcup_{1 \leq i \leq k} X_{i}\right|$, where $X_{i} \triangle X_{j}=\left(X_{i} \cup X_{j}\right) \backslash\left(X_{i} \cap \bar{X}_{j}\right)$ is the symmetric difference (or Hamming distance) of $X_{i}$ and $X_{j}$. We call $d_{\text {sum }}$ and $d_{\text {cov }}$ the pairwise-sum and coverage diversity measures, respectively.

Our results. We investigate the complexity of the following two variants of $k$-Diverse Minimum s-t Cuts: (i) Sum $k$-Diverse Minimum s-t Cuts (Sum- $k$-DMC), and (ii) Cover $k$-Diverse Minimum s-t Cuts (Cov- $k$-DMC). These are the problems obtained when defining function $d$ in $k$-DMC as diversity measures $d_{\text {sum }}$ and $d_{\text {cov }}$, respectively. For a graph $G$, we use $n$ to denote the number of nodes and $m$ to denote the number of edges.

Contrary to the hardness of finding diverse global mincuts in a graph [13], we show that both Sum- $k$-DMC and Cov- $k$-DMC can be solved in polynomial time. We show this via a reduction to the submodular function minimization problem (SFM) on a lattice, which is known to be solvable in strongly polynomial time when the lattice is distributive [10, 16, 26].

- Theorem 1. SUM-k-DMC and Cov-k-DMC can be solved in strongly polynomial time.

At the core of this reduction is a generalization of an old result establishing a connection between minimum $s$ - $t$ cuts and distributive lattices [7]. As will be elaborated in Section 3, we obtain our results by showing that the pairwise-sum and coverage diversity measures (reformulated as minimization objectives) are submodular functions on the lattice $L^{*}$ defined by left-right ordered collections of $s-t$ mincuts and that this lattice is in fact distributive. Using the current fastest algorithm for SFM [17], together with an appropriate representation of the lattice $L^{*}$, we can obtain an algorithm that solves these problems in $O\left(k^{5} n^{5}\right)$ time.

In Section 4, we obtain better time bounds for the special case of finding collections of $s-t$ mincuts that are pairwise disjoint. Similar to SUM- $k$-DMC and COV- $k$-DMC, our approach exploits the partial order structure of $s-t$ mincuts. We use this to efficiently solve the following optimization problem, which we call $k$-Disjoint Minimum s-t Cuts: given a graph $G=(V, E)$, vertices $s, t \in V$, and an integer $k \leq k_{\max }$, find $k$ pairwise disjoint $s-t$ mincuts in $G$. Here, $k_{\text {max }}$ denotes the maximum number of disjoint $s-t$ mincuts in $G$. Our algorithm is significantly simpler than the previous best algorithm by Wagner [29], which runs in the time of a poly-logarithmic number of calls to any min-cost flow algorithm. Our algorithm takes $O(F(m, n)+m \lambda)$ time, where $F(m, n)$ is the time required by a unit-capacity
max-flow computation, and $\lambda$ is the size of an $s$ - $t$ mincut in the graph. By plugging in the running time of the current fastest deterministic max-flow algorithms [21, 18], we obtain the following time bounds. When $\lambda \leq m^{1 / 3+o(1)}$, our algorithm improves upon the previous best runtime for this problem.

- Theorem 2. $k$-Disjoint Minimum s-t Cuts can be solved in time $O\left(m^{4 / 3+o(1)}+m \lambda\right)$.

Related Work. Many efforts have been devoted to finding diverse solutions in combinatorial problems. In their seminal paper [20], Kuo et al. were the first to explore this problem from a complexity-theoretic perspective. They showed that the basic problem of maximizing a distance norm over a set of elements is already NP-hard. Since then, the computational complexity of finding diverse solutions in many other combinatorial problems has been studied. For instance, diverse variants of Vertex Cover, Matching and Hitting Set have been shown to be NP-hard, even when considering simple diversity measures like the pairwise-sum of Hamming distances, or the minimum Hamming distance between sets. This has motivated the study of these and similar problems from the perspective of fixedparameter tractable (FPT) algorithms [1, 2, 8]. Along the same line, Hanaka et al. [13] recently developed a framework to design approximation algorithms for diverse variants of combinatorial problems. On the positive side, diverse variants of other classic problems are known to be polynomially solvable, such as Spanning Tree [15], Shortest Path [14, 30], and Bipartite Matching [14], but not much is known about graph partitioning problems in light of diversity.

The problem of finding multiple minimum cuts has received considerable attention $[13,25,29]$. Picard and Queyranne [25] initiated the study of finding all minimum s-t cuts in a graph, showing that these can be enumerated efficiently. They observe that the closures of a naturally-defined poset over the vertices of the graph, correspond bijectively to minimum $s-t$ cuts. An earlier work of Escalante [7] already introduced an equivalent poset for minimum $s$ - $t$ cuts, but contrary to Picard and Queyranne, no algorithmic implications were given. Nonetheless, Escalante shows that the set of $s-t$ mincuts in a graph, together with this poset, defines a distributive lattice. Similar structural results for stable matchings and circulations have been shown to have algorithmic implications [11, 19], but as far as we know, the lattice structure of $s$ - $t$ mincuts has been seldomly exploited in the algorithmic literature.

Wagner [29] studied the problem of finding $k$ pairwise-disjoint $s$ - $t$ cuts of minimum total cost in an edge-weighted graph. He showed that this problem can be solved in polynomial time by means of a reduction to a transshipment problem; where he raised the question of whether improved complexity bounds were possible by further exploiting the structure of the problem, as opposed to using a general purpose min-cost flow algorithm for solving the transshipment formulation. In sharp contrast, Hanaka et al. [13] recently established that the problem of finding $k$ pairwise-disjoint global minimum cuts in a graph is NP-hard (for $k$ part of the input). We are not aware of any algorithm for minimum $s$ - $t$ cuts that runs in polynomial time with theoretical guarantees on diversity.

## 2 Preliminaries

### 2.1 Distributive Lattices

In this paper, we use properties of distributive lattices. Here we introduce some basic concepts and results. For a more detailed introduction to lattice theory see e.g., $[3,5,9]$.

A partially ordered set (poset) $P=(X, \preceq)$ is a ground set $X$ together with a binary relation $\preceq$ on $X$ that is reflexive, antisymmetric, and transitive. For a poset $P=(X, \preceq)$, an $i d e a l$ is a set $U \subseteq X$ where $u \in U$ implies that $v \in U$ for all $v \preceq u$. We use $\mathcal{D}(P)$ to denote
the family of all ideals of $P$. When the binary operation $\preceq$ is clear from the context, we use the same notation for a poset and its ground set. We consider the standard representation of a poset $P$ as a directed graph $G(P)$ containing a node for each element and edges from an element to its predecessors. In terms of $G(P)=(V, E)$, a subset $W$ of $V$ is an ideal if and only if there is no outgoing edge from $W$.

A lattice is a poset $L=(X, \preceq)$ in which any two elements $x, y \in X$ have a (unique) greatest lower bound, or meet, denoted by $x \wedge y$, as well as a (unique) least upper bound, or join, denoted by $x \vee y$. Hence, a lattice can also be identified by the tuple ( $X, \vee, \wedge$ ). A lattice $L^{\prime}$ is a sublattice of $L$ if $L^{\prime} \subseteq L$ and $L^{\prime}$ has the same meet and join operations as $L$. In this paper, we only consider distributive lattices, which are lattices whose meet and join operations satisfy distributivity; that is, $x \vee(y \wedge z)=(x \vee y) \wedge(x \vee z)$ and $x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z)$, for any $x, y, z \in L$. Note that a sublattice of a distributive lattice is also distributive.

Suppose we have a collection $L_{1}, \ldots, L_{k}$ of lattices $L_{i}=\left(X_{i}, \vee_{i}, \wedge_{i}\right)$ with $i \in\{1, \ldots, k\}$. The (direct) product lattice $L_{1} \times \cdots \times L_{k}$ is a lattice with ground set $X=\left\{\left(x_{1}, \ldots, x_{k}\right): x_{i} \in\right.$ $\left.X_{i}\right\}$ and join $\vee$ and meet $\wedge$ acting component-wise; that is, $x \vee y=\left(x_{1} \vee_{1} y_{1}, \ldots, x_{k} \vee_{k} y_{k}\right)$ and $x \wedge y=\left(x_{1} \wedge_{1} y_{1}, \ldots, x_{k} \wedge_{k} y_{k}\right)$ for any $x, y \in X$. The lattice $L^{k}$ is the product lattice of $k$ copies of $L$ and is called the $k$ th power of $L$. If $L$ is distributive, then $L^{k}$ is also distributive.

A crucial notion in this work is that of join-irreducibles. An element $x$ of a lattice $L$ is called join-irreducible if it cannot be expressed as the join of two elements $y, z \in L$ with $y, z \neq x$. In a lattice, any element is equal to the join of all join-irreducible elements lower than or equal to it. The set of join-irreducible elements of $L$ is denoted by $J(L)$. Note that $J(L)$ is a poset whose order is inherited from $L$. Due to Birkhoff's representation theorem every distributive lattice $L$ is isomorphic to the lattice $\mathcal{D}(J(L))$ of ideals of its poset of join-irreducibles, with union and intersection as join and meet operations. Hence, a distributive lattice $L$ can be uniquely recovered from its poset $J(L)$.

- Theorem 3 (Birkhoff's Representation Theorem [3]). Any distributive lattice L can be represented as the poset of its join-irreducibles $J(L)$, with the order induced from $L$.

For a distributive lattice $L$, this implies that there is a compact representation of $L$ as the directed graph $G(L)$ that characterizes its set of join-irreducibles. (The graph $G(L)$ is unique if we remove transitive edges.) This is useful when designing algorithms, as the size of $G(L)$ is $O\left(|J(L)|^{2}\right)$, while $L$ can have as many as $2^{|J(L)|}$ elements.

### 2.2 Submodular Function Minimization

Let $f$ be a real-valued function on a lattice $L=(X, \preceq)$. We say that $f$ is submodular on $L$ if $f(x \wedge y)+f(x \vee y) \leq f(x)+f(y)$, for all $x, y \in X$. If $-f$ is submodular in $L$, then we say that $f$ is supermodular in $L$ and just modular if $f$ is both sub and supermodular. The submodular function minimization problem (SFM) on lattices is, given a submodular function $f$ on $L$, to find an element $x \in L$ such that $f(x)$ is minimum. An important fact that we use in our work is that the sum of submodular functions is also submodular. Also, note that minimizing $f$ is equivalent to maximizing $-f$.

Consider the special case of a lattice whose ground set $X \subseteq 2^{U}$ is a family of subsets of a set $U$, and meet and join are intersection and union of sets, respectively. It is known that any submodular function $f$ on such a lattice can be minimized in polynomial time in $|U|$ [10, 16, 26], assuming that for any $Y \subseteq U$, the value of $f(Y)$ is given by an evaluation oracle that also runs in polynomial time in $|U|$. The current fastest algorithm for SFM on sets runs in $O\left(|U|^{3} T_{\mathrm{EO}}\right)$ time [17], where $T_{\mathrm{EO}}$ is the time required for one call to the evaluation oracle.

Due to Birkhoff's theorem, the seemingly more general case of SFM on distributive lattices can be reduced to SFM on sets (see [4, Sec. 3.1] for details). Hence, any polynomial-time algorithm for SFM on sets can be used to minimize a submodular function $f$ defined on a distributive lattice $L$. An important remark is that the running time now depends on the size of the set $J(L)$ of join-irreducibles.

- Theorem 4 ([24, Note 10.15] \& [22, Thm.1]). For any distributive lattice L, given by its poset of join-irreducibles $J(L)$, a submodular function $f: L \rightarrow \mathbb{R}$ can be minimized in polynomial time in $|J(L)|$, provided a polynomial time evaluation oracle for $f$.


### 2.3 Minimum Cuts

Throughout this paper, we restrict our discussion to directed graphs. All our results can be extended to undirected graphs by means of well-known transformations. Likewise, we deal only with edge-cuts, although our approach can be easily adapted to vertex-cuts as well.

Let $G$ be a directed graph with vertex set $V(G)$ and edge set $E(G)$. As usual, we define $n:=|V(G)|$ and $m:=|E(G)|$. Given a source $s \in V(G)$ and target $t \in V(G)$ in $G$, we call a subset $X \subset E(G)$ an $s$-t cut if the removal of $X$ from the graph ensures that no path from $s$ to $t$ exists in $G \backslash X$. The size of a cut is the total number of edges it contains. If an $s$ - $t$ cut in $G$ has smallest size $\lambda(G)$, we call it a minimum $s$ - $t$ cut, or an $s$ - $t$ mincut. Note that such a cut need not be unique (in fact, there can be exponentially many). To denote the set of all $s$ - $t$ mincuts of $G$, we use $\Gamma_{G}(s, t)$.

A (directed) path starting in a vertex $u$ and ending in a vertex $v$ is called a $u-v$ path. By Menger's theorem, the cardinality of a minimum $s$ - $t$ cut in $G$ is equal to the maximum number of internally edge-disjoint $s$ - $t$ paths in the graph. Let $\mathcal{P}_{s, t}(G)$ denote a maximum-sized set of edge-disjoint paths from $s$ to $t$ in $G$. Note that any minimum $s$ - $t$ cut in $G$ contains exactly one edge from each path in $\mathcal{P}_{s, t}(G)$. For two distinct edges (resp. vertices) $x$ and $y$ in a $u-v$ path $p$, we say that $x$ is a path-predecessor of $y$ in $p$ and write $x \prec_{p} y$ if the path $p$ meets $x$ before $y$. We use this notation indistinctly for edges and vertices. It is easily seen that the relation $\prec_{p}$ extends uniquely to a non-strict partial order. We denote this partial order by $x \preceq_{p} y$. Consider now any subset $W \subseteq \Gamma_{G}(s, t)$ of $s-t$ mincuts in $G$. We let $E(W)=\bigcup_{X \in W} X$. Two crucial notions in this work are those of leftmost and rightmost $s$ - $t$ mincuts. The leftmost $s$ - $t$ mincut in $W$ consists of the set of edges $S_{\min }(W) \subseteq E(W)$ such that, for every path $p \in \mathcal{P}(s, t)$, there is no edge $e \in E(W)$ satisfying $e \prec_{p} f$ for any $f \in S_{\min }(W)$. Similarly for the rightmost $s$ - $t$ mincut $S_{\max }(W) \subseteq E(W)$. Note that both $S_{\min }(W)$ and $S_{\max }(W)$ are also $s-t$ mincuts in $G$ (see the proof of Proposition 5 in the full version of the paper [6]). When $W$ consists of the entire set of $s$ - $t$ mincuts in $G$, we denote these extremal cuts by $S_{\min }(G)$ and $S_{\max }(G)$.

On the set of $s$ - $t$ cuts (not necessarily minimum), the following predecessor-successor relation defines a partial order: an $s$ - $t$ cut $X$ is a predecessor of another $s-t$ cut $Y$, denoted by $X \leq Y$, if every path from $s$ to $t$ in $G$ meets an edge of $X$ at or before an edge of $Y$. The set of $s$ - $t$ mincuts together with relation $\leq$ defines a distributive lattice $L[7,23]$. Moreover, a compact representation $G(L)$ can be constructed from a maximum flow in linear time [25]. These two facts play a crucial role in the proof of our main result in the next section.

## 3 A Polynomial Time Algorithm for SUM-k-DMC and COV-k-DMC

This section is devoted to proving Theorem 1 by reducing SUM- $k$-DMC and COV- $k$-DMC to SMF on distributive lattices. First, we show that the domain of solutions of SUM- $k$-DMC and COV- $k$-DMC can be restricted to the set of $k$-tuples that satisfy a particular order, as opposed to the set of $k$-sized multisets of $s$ - $t$ mincuts (see Corollary 6 below). The reason
for doing so is that the structure provided by the former set can be exploited to assess the "modularity" of the total-sum and coverage objectives. Next, we introduce the notions of left-right order and edge multiplicity, which are needed throughout the section.

Consider a graph $G$ with specified $s, t \in V(G)$, and let $U^{k}$ be the set of all $k$-tuples over $\Gamma_{G}(s, t)$. An element $C \in U^{k}$ is a (ordered) collection or sequence $\left[X_{1}, \ldots, X_{k}\right.$ ] of cuts $X_{i} \in \Gamma_{G}(s, t)$, where $i$ runs over the index set $\{1, \ldots, k\}$. We say that $C$ is in left-right order if $X_{i} \leq X_{j}$ for all $i<j$. Let us denote by $U_{\operatorname{lr}}^{k} \subseteq U^{k}$ the set of all $k$-tuples over $\Gamma_{G}(s, t)$ that are in left-right order. Then, for any two $C_{1}, C_{2} \in U_{\mathrm{lr}}^{k}$, with $C_{1}=\left[X_{1}, \ldots, X_{k}\right]$, $C_{2}=\left[Y_{1}, \ldots, Y_{k}\right]$, we say that $C_{1}$ is a predecessor of $C_{2}\left(\right.$ and $C_{2}$ a successor of $\left.C_{1}\right)$ if $X_{i} \leq Y_{i}$ for all $i \in[k]$, and denote this by $C_{1} \preceq C_{2}$. Now, consider again a collection $C \in U^{k}$. The set of edges $\bigcup_{X \in C} X$ is denoted by $E(C)$. We define the multiplicity of an edge $e \in E(G)$ with respect to (w.r.t.) $C$ as the number of cuts in $C$ that contain $e$ and denote it by $\mu_{e}(C)$. We say that an edge $e \in E(C)$ is a shared edge if $\mu_{e}(C) \geq 2$. The set of shared edges in $C$ is denoted by $E_{\text {shr }}(C)$. We make the following proposition, the proof of which is in the full version of the paper [6].

- Proposition 5. For every $C \in U^{k}$ there exists $\hat{C} \in U_{\mathrm{lr}}^{k}$ such that $\mu_{e}(C)=\mu_{e}(\hat{C}) \forall e \in E(G)$.

In other words, given a $k$-tuple of $s$ - $t$ mincuts, there always exists a $k$-tuple on the same set of edges that is in left-right order; each edge occurring with the same multiplicity. Consider now the total-sum and the coverage diversity measures first introduced in Section 1. We can rewrite them directly in terms of the multiplicity of shared edges as

$$
\begin{align*}
& d_{\text {sum }}(C)=2\left[\lambda(G)\binom{k}{2}-\sum_{e \in E_{\mathrm{shr}}(C)}\binom{\mu_{e}(C)}{2}\right] \text { and }  \tag{1}\\
& d_{\mathrm{cov}}(C)=k \lambda(G)-\sum_{e \in E_{\mathrm{shr}}(C)}\left(\mu_{e}(C)-1\right), \tag{2}
\end{align*}
$$

where terms outside the summations are constant terms. Then, combining eq. (1) (resp. (2)) with Proposition 5, we obtain the following corollary. (For simplicity, we state this only for the $d_{\text {sum }}$ diversity measure, but an analogous claim holds for the $d_{\text {cov }}$ measure.)

- Corollary 6. Let $C \in U^{k}$ such that $d_{\text {sum }}(C)=\max _{S \in U^{k}} d_{\text {sum }}(S)$. Then there exists $C^{\prime} \in U_{\mathrm{lr}}^{k}$ such that $d_{\text {sum }}\left(C^{\prime}\right)=d_{\text {sum }}(C)$.

This corollary tells us that in order to solve SUM- $k$-DMC (resp. COV- $k$-DMC) we do not need to optimize over the set $U_{k}$ of $k$-element multisets of $\Gamma_{G}(s, t)$. Instead, we can look at the set $U_{\mathrm{lr}}^{k} \subseteq U^{k}$ of $k$-tuples that are in left-right order. Moreover, it follows from Eqs. (1) and (2) that the problem of maximizing $d_{\text {sum }}(C)$ and $d_{\text {cov }}(C)$ is equivalent to minimizing

$$
\begin{align*}
& \hat{d}_{\mathrm{sum}}(C)=\sum_{e \in E_{\mathrm{shr}}(C)}\binom{\mu_{e}(C)}{2}, \quad \text { and }  \tag{3}\\
& \hat{d}_{\mathrm{cov}}(C)=\sum_{e \in E_{\mathrm{shr}}(C)}\left(\mu_{e}(C)-1\right), \tag{4}
\end{align*}
$$

respectively. In turn, the submodularity of $\hat{d}_{\text {sum }}(C)$ (resp. $\left.\hat{d}_{\text {cov }}(C)\right)$ implies the supermodularity of $d_{\text {sum }}(C)$ (resp. $\left.d_{\text {cov }}(C)\right)$ and vice versa. In the remaining of the section, we shall only focus on the minimization objectives $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$.

We are now ready to show that both SUM- $k$-DMC and COV- $k$-DMC can be reduced to SFM. We first show that the poset $L^{*}=\left(U_{\mathrm{lr}}^{k}, \preceq\right)$ is a distributive lattice (Section 3.1). Next we prove that the diversity measures $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$ are submodular functions on $L^{*}$ (Section 3.2). Lastly, we show that there is a compact representation of the lattice $L^{*}$ and that it can be constructed in polynomial time, concluding with the proof of Theorem 1 (Section 3.3).

### 3.1 Proof of Distributivity

We use the following result of Escalante [7] (see also [12] or [23, Thm. 4]). Recall that $\leq$ denotes the predecessor-successor relation between two $s$ - $t$ mincuts.

- Lemma 7. The set $\Gamma_{G}(s, t)$ of s-t mincuts of $G$ together with the binary relation $\leq$ forms a distributive lattice $L$. For any two cuts $X, Y \in L$, the join and meet operations are given by $X \vee Y:=S_{\max }(X \cup Y)$, and $X \wedge Y:=S_{\min }(X \cup Y)$, respectively.

By the definition of product lattice, we can extend this result to the relation $\preceq$ on the set $U_{\mathrm{lr}}^{k}$ of $k$-tuples of $s$ - $t$ mincuts that are in left-right order.

- Lemma 8. The set $U_{\mathrm{lr}}^{k}$, together with relation $\preceq$, defines a distributive lattice $L^{*}$. For any two elements $C_{1}=\left[X_{1}, \ldots, X_{k}\right]$ and $C_{2}=\left[Y_{1}, \ldots, Y_{k}\right]$ in $L^{*}$, the join and meet operations are given by $C_{1} \vee C_{2}=\left[S_{\max }\left(X_{1} \cup Y_{1}\right), \ldots, S_{\max }\left(X_{k} \cup Y_{k}\right)\right]$ and $C_{1} \wedge C_{2}=\left[S_{\min }\left(X_{1} \cup\right.\right.$ $\left.\left.Y_{1}\right), \ldots, S_{\min }\left(X_{k} \cup Y_{k}\right)\right]$, respectively.

Proof. This follows directly from Lemma 7 and the definition of product lattice (see Section 2.1). Let $L^{k}=\left(U^{k}, \preceq\right)$ be the $k$ th power of the lattice $L=\left(\Gamma_{G}(s, t), \leq\right)$ of minimum $s$ - $t$ cuts, and let $L^{*}=\left(U_{\mathrm{lr}}^{k}, \preceq\right)$ with $U_{\mathrm{lr}}^{k} \subseteq U^{k}$ be the sublattice of left-right ordered $k$-tuples of minimum $s-t$ cuts. We know from Section 2 that since $L$ is distributive, then so is the power lattice $L^{k}$. Moreover, any sublattice of a distributive lattice is also distributive. Hence, it follows that the lattice $L^{*}$ is also distributive.

### 3.2 Proof of Submodularity

Now we prove that the functions $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$ are submodular on the lattice $L^{*}$. We start with two lemmas that establish useful properties of the multiplicity function $\mu_{e}(C)$ on $L^{*}$. Due to space constraints, we defer the proofs to the full version of the paper [6].

- Lemma 9. The multiplicity function $\mu_{e}: U_{\mathrm{lr}}^{k} \rightarrow \mathbb{N}$ is modular on $L^{*}$.
- Lemma 10. For any two $C_{1}, C_{2} \in L^{*}$ and $e \in E\left(C_{1}\right) \cup E\left(C_{2}\right)$, it holds that $\max \left(\mu_{e}\left(C_{1} \vee\right.\right.$ $\left.\left.C_{2}\right), \mu_{e}\left(C_{1} \wedge C_{2}\right)\right) \leq \max \left(\mu_{e}\left(C_{1}\right), \mu_{e}\left(C_{2}\right)\right)$.

Lemma 10 plays an important role in the submodularity of $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$. In contrast to Lemma 9, it does not hold on the $k$ th power lattice of the distributive lattice $L$ of Lemma 7 .

Submodularity of $\hat{\boldsymbol{d}}_{\text {sum }}$. Recall the definition of $\hat{d}_{\text {sum }}(C)$ in equation (3), and let $B_{e}$ : $U_{\mathrm{lr}}^{k} \rightarrow \mathbb{N}$ be the function defined by $B_{e}(C)=\binom{\mu_{e}(C)}{2}$. We can rewrite equation (3) as $\hat{d}_{\text {sum }}(C)=\sum_{e \in E_{\text {shr }}(C)} B_{e}(C)$. The following is an immediate consequence of Lemmas 9-10 and the convexity of $B_{e}(C)$.
$\triangleright$ Claim 11. For any two $C_{1}, C_{2} \in L^{*}$ and $e \in E(G)$, we have $B_{e}\left(C_{1} \vee C_{2}\right)+B_{e}\left(C_{1} \wedge C_{2}\right) \leq$ $B_{e}\left(C_{1}\right)+B_{e}\left(C_{2}\right)$.

In other words, the function $B_{e}(C)$ is submodular in the lattice $L^{*}$. Now, recall that the sum of submodular functions is also submodular. Then, taking the sum of $B_{e}(C)$ over all edges $e \in E(G)$ results in a submodular function. From here, notice that $B_{e}(C)=0$ for unshared edges; that is, when $\mu_{e}(C)<2$. This means that such edges do not contribute to the sum. It follows that, for any two $C_{1}, C_{2} \in L^{*}$, we have

$$
\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \vee C_{2}\right)} B_{e}\left(C_{1} \vee C_{2}\right)+\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \wedge C_{2}\right)} B_{e}\left(C_{1} \wedge C_{2}\right) \leq \sum_{e \in E_{\mathrm{shr}}\left(C_{1}\right)} B_{e}\left(C_{1}\right)+\sum_{e \in E_{\mathrm{shr}}\left(C_{2}\right)} B_{e}\left(C_{2}\right)
$$

Observe that each sum in the inequality corresponds to the definition of $\hat{d}_{\text {sum }}$ applied to the arguments $C_{1} \vee C_{2}, C_{1} \wedge C_{2}, C_{1}$ and $C_{2}$, respectively. Hence, by definition of submodularity, we obtain our desired result.

- Theorem 12. The function $\hat{d}_{\text {sum }}: U_{\mathrm{lr}}^{k} \rightarrow \mathbb{N}$ is submodular on the lattice $L^{*}$.

Submodularity of $\hat{d}_{\text {cov }}$. Consider the function $F_{e}(C): U_{\mathrm{lr}}^{k} \rightarrow \mathbb{N}$ defined by $F_{e}(C)=$ $\mu_{e}(C)-1$. It is an immediate corollary of Lemma 9 that $F_{e}(C)$ is modular in $L^{*}$. Then, the sum $\sum_{e} F_{e}(C)$ taken over all edges $e \in E(G)$ is also modular. Notice that only shared edges in $C$ contribute positively to the sum. The contribution of unshared edges is either neutral or negative. We can split this sum into two parts: the sum over shared edges $e \in E_{\text {shr }}(C)$, and the sum over $e \in E(G) \backslash E_{\text {shr }}(C)$. The latter can be further simplified to $|E(C)|-|E(G)|$ by observing that only the edges $e \in E(G) \backslash E(C)$ make a (negative) contribution. Therefore, we write

$$
\begin{equation*}
\sum_{e \in E(G)} F_{e}(C)=\left(\sum_{e \in E_{\mathrm{shr}}(C)}\left(\mu_{e}(C)-1\right)\right)+|E(C)|-|E(G)| \tag{5}
\end{equation*}
$$

We know $\sum_{e} F_{e}(C)$ to be a modular function on $L^{*}$, hence for any two $C_{1}, C_{2} \in L^{*}$ we have $\sum_{e \in E(G)} F_{e}\left(C_{1} \vee C_{2}\right)+\sum_{e \in E(G)} F_{e}\left(C_{1} \wedge C_{2}\right)=\sum_{e \in E(G)} F_{e}\left(C_{1}\right)+\sum_{e \in E(G)} F_{e}\left(C_{2}\right)$, which, by equation (5), is equivalent to

$$
\begin{align*}
& \left(\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \vee C_{2}\right)}\left(\mu_{e}\left(C_{1} \vee C_{2}\right)-1\right)+\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \wedge C_{2}\right)}\left(\mu_{e}\left(C_{1} \wedge C_{2}\right)-1\right)\right) \\
& +\left|E\left(C_{1} \vee C_{2}\right)\right|+\left|E\left(C_{1} \wedge C_{2}\right)\right|= \\
& =\left(\sum_{e \in E_{\mathrm{shr}}\left(C_{1}\right)}\left(\mu_{e}\left(C_{1}\right)-1\right)+\sum_{e \in E_{\mathrm{shr}}\left(C_{2}\right)}\left(\mu_{e}\left(C_{2}\right)-1\right)\right)+\left|E\left(C_{1}\right)\right|+\left|E\left(C_{2}\right)\right| . \tag{6}
\end{align*}
$$

Now, from Lemmas 9 and 10, we have the following result, whose proof can be found in the full version [6].
$\triangleright$ Claim 13. For any two $C_{1}, C_{2} \in L^{*}$ we have $\left|E\left(C_{1} \vee C_{2}\right)\right|+\left|E\left(C_{1} \wedge C_{2}\right)\right| \geq\left|E\left(C_{1}\right)\right|+\left|E\left(C_{2}\right)\right|$.
Given Claim 13, it is clear that to satisfy equality in equation (6) it must be that:

$$
\begin{aligned}
\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \vee C_{2}\right)}\left(\mu_{e}\left(C_{1} \vee C_{2}\right)-1\right) & +\sum_{e \in E_{\mathrm{shr}}\left(C_{1} \wedge C_{2}\right)}\left(\mu_{e}\left(C_{1} \wedge C_{2}\right)-1\right) \\
& \leq \sum_{e \in E_{\mathrm{shr}}\left(C_{1}\right)}\left(\mu_{e}\left(C_{1}\right)-1\right)+\sum_{e \in E_{\mathrm{shr}}\left(C_{2}\right)}\left(\mu_{e}\left(C_{2}\right)-1\right),
\end{aligned}
$$

from which the submodularity of $\hat{d}_{\text {cov }}$ immediately follows.

- Theorem 14. The function $\hat{d}_{\text {cov }}: U_{\mathrm{lr}}^{k} \rightarrow \mathbb{N}$ is submodular on the lattice $L^{*}$.


### 3.3 Finding the Set of Join-Irreducibles

We now turn to the final part of the reduction to SFM. By Lemma 8, we know that the lattice $L^{*}$ of left-right ordered collections of $s$ - $t$ mincuts is distributive. Moreover, it follows from Theorems 12 and 14 that the objective functions $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$ are submodular in $L^{*}$. As discussed in Section 2.2, it now suffices to find an appropriate (compact) representation of $L^{*}$ in the form of its poset of join-irreducibles $J\left(L^{*}\right)$.

Recall the distributive lattice $L$ of $s-t$ mincuts of a graph $G$ defined in Lemma 7. The leftmost cut $S_{\min }(G)$ can be seen as the meet of all elements in $L$. In standard lattice notation, this smallest element is often denoted by $0_{L}:=\bigvee_{x \in L} x$. We use the following result of Picard and Queyranne.

- Lemma 15 ([25]). Let $L$ be the distributive lattice of $s$-t mincuts in a graph $G$, there is a compact representation $G(L)$ of $L$ with the following properties:

1. The vertex set is $J(L) \cup 0_{L}$,
2. $|G(L)| \leq|V(G)|$,
3. Given $G$ as input, $G(L)$ can be constructed in $F(n, m)+O(m)$ time.

In other words, the set $J(L)$ is of size $O(n)$ and can be recovered from $G$ in the time of a single max-flow computation. Moreover, each element of $J(L)$ corresponds to an $s-t$ mincut in $G$. From this lemma, we obtain the following result for the poset $J\left(L^{*}\right)$, the proof of which is in the full version [6].

- Lemma 16. The set of join-irreducibles of $L^{*}$ is of size $O(k n)$ and is given by

$$
J\left(L^{*}\right)=\bigcup_{i=1}^{k} J_{i} \text {, where } J_{i}:=\{(\underbrace{0_{L}, \ldots, 0_{L}}_{i-1 \text { times }}, \underbrace{p, \ldots, p}_{k-i+1 \text { times }}): p \in J(L)\}
$$

Given Lemma 16, a compact representation of the lattice $L^{*}$ can be obtained as the directed graph $G\left(L^{*}\right)$ that characterizes its poset of join-irreducibles $J\left(L^{*}\right)$ in polynomial time (since $\left|J\left(L^{*}\right)\right|$ is polynomial). It is also clear that the functions $\hat{d}_{\text {sum }}$ and $\hat{d}_{\text {cov }}$ can be computed in polynomial time. Then, by Theorem 4, the reduction to SFM is complete.

- Theorem 1. SUM-k-DMC and Cov-k-DMC can be solved in strongly polynomial time.

Due to space limitations, we refer the reader to the full version [6] for details on designing $O\left(k^{5} n^{5}\right)$-time algorithms for these problems.

## 4 A Simple Algorithm for Finding Disjoint Minimum s-t Cuts

In the previous section, we looked at the problem of finding the $k$ most diverse minimum $s-t$ cuts in a graph. Here, we consider a slightly different problem. Observe that for diversity measures $d_{\text {sum }}$ and $d_{\text {cov }}$, the maximum diversity is achieved when the elements of a collection are all pairwise disjoint. Thus, it is natural to ask for a maximum cardinality collection of $s$ - $t$ mincuts that are pairwise disjoint; i.e., that are as diverse as possible. We call this problem Maximum Disjoint Minimum $s-t$ Cuts (or Max-Disjoint MC for short).

Max-Disjoint MC. Given a graph $G=(V, E)$ and vertices $s, t \in V(G)$, find a set $S \subseteq$ $\Gamma_{G}(s, t)$ such that $X \cap Y=\emptyset$ for all $X, Y \in S$, and $|S|$ is as large as possible.

Observe that a solution to Max-Disjoint MC immediately yields a solution to $k$ Disjoint Minimum s-t Cuts. In this section, we prove Theorem 2 by giving an algorithm for MAX-Disjoint MC that runs in $O(F(m, n)+\lambda(G) m)$ time, where $F(m, n)$ is the time required by a max-flow computation. First, we look at a restricted case when the input graph can be decomposed into a collection of edge-disjoint $s$ - $t$ paths and (possibly) some additional edges - we refer to such a graph as an $s$-t path graph - and devise an algorithm that handles such graphs. Then, we use this algorithm as a subroutine to obtain an algorithm that makes no assumption about the structure of the input graph.


Figure 1 Example of an $s$ - $t$ path graph of height 4. Edges are labeled by integers corresponding to the path they belong to. Path edges are drawn in black and non-path edges in gray.

### 4.1 When the input is an s-t path graph

Let $H_{s, t}$ be a graph with designated vertices $s$ and $t$. We call $H_{s, t}$ an $s$-t path graph (or path graph for short) if there is a collection $P$ of edge-disjoint $s$ - $t$ paths such that $P$ covers all vertices in $V\left(H_{s, t}\right)$. The height of $H_{s, t}$, denoted by $\lambda\left(H_{s, t}\right)$, is the maximum number of edge-disjoint $s$ - $t$ paths in the graph. For fixed $P$, we call the edges of $H_{s, t}$ in $P$ path edges and edges of $H_{s, t}$ not in $P$ non-path edges. Two vertices in $H_{s, t}$ are path neighbors if they are joined by a path edge, and non-path neighbors if they are joined (exclusively) by a non-path edge. See Figure 1 for an illustration.

Two remarks are in order. The first is that, by Menger's theorem, the size of a minimum $s-t$ cut in an $s-t$ path graph coincides with its height. The second remark is that, from a graph $G$, one can easily obtain a path graph $H_{s, t}$ of height $\lambda(G)$ by finding a maximum-sized set $\mathcal{P}_{s, t}$ of edge-disjoint $s$ - $t$ paths in $G$ and letting $H_{s, t}$ be the induced subgraph of their union. Recall that, by Menger's theorem, a minimum $s$ - $t$ cut in $G$ must contain exactly one edge from each path $p \in \mathcal{P}_{s, t}$. Thus, every minimum $s-t$ cut of $G$ is in $H_{s, t}$. However, the reverse is not always true. In the above construction, there could be multiple new minimum $s$ - $t$ cuts introduced in $H_{s, t}$ that arise from ignoring the reachability between vertices of $\mathcal{P}_{s, t}$ in $G$. We will come back to this issue when discussing the general case in Section 4.2.

The algorithm. The goal in this subsection is to find a maximum cardinality collection $\hat{C}$ of pairwise disjoint $s$ - $t$ mincuts in a path graph $H_{s, t}$. We now explain the main ideas behind the algorithm. Without loss of generality, assume that the underlying set of edge-disjoint $s$ - $t$ paths that define $H_{s, t}$ is of maximum cardinality.

Let $X$ be an $s$ - $t$ mincut in $H_{s, t}$, and suppose we are interested in finding an $s$ - $t$ mincut $Y$ disjoint from $X$ such that $X<Y$. Consider any two edges $e=\left(u, u^{\prime}\right)$ and $f=\left(v, v^{\prime}\right)$ in $X$, and let $g=\left(w, w^{\prime}\right)$ be a path successor of $f$; that is $f \prec_{p} g$ with $p \in \mathcal{P}_{s, t}$. If there is a non-path edge $h=\left(u^{\prime}, z\right)$ such that $w^{\prime} \leq z$, we say that $h$ is crossing w.r.t. $g$, and that $g$ is invalid w.r.t. $X$ (see Figure 2 for an illustration). The notions of crossing and invalid edges provide the means to identify the edges that cannot possibly be contained in $Y$. Let $E_{\text {inv }}(X)$ denote the set of invalid edges w.r.t. $X$. We make the following observation.

- Observation 17. Let $Y>X$. Then $Y$ cannot contain an edge from $E_{\mathrm{inv}}(X)$.

Proof. For the sake of contradiction, suppose there exists an edge $g=\left(w, w^{\prime}\right)$ in $E_{\text {inv }}(X) \cap Y$. Consider the path $p_{1} \in \mathcal{P}_{s, t}$, and let $f$ be the predecessor of $g$ on $p_{1}$ that is in $X$. Since $g \in E_{\text {inv }}(X)$, there is a crossing edge $h=\left(u^{\prime}, z\right)$ w.r.t. $g$. Let $p_{2} \in \mathcal{P}_{s, t}$ be the path containing $u^{\prime}$, and let $\left(u, u^{\prime}\right)$ be the edge of $p_{2}$ that is in $X$. Let $p_{3}$ be the s-t path that follows $p_{2}$ from $s$ to $u$, then follows the crossing edge $h$, and then continues along $p_{1}$ to $t$. Since $Y$ is an $s-t$


Figure 2 Example illustrating the notions of crossing and invalid edges for an $s-t$ mincut $X$. Path and non-path edges are drawn in black and gray, respectively. Edges $e, f \in X$ are highlighted in blue. The edge $g$ is invalid w.r.t. $X$ since the edge $h$ is crossing with respect to it.
cut it must contain an edge from this path. Since $Y$ must contain exactly one edge from each path in $\mathcal{P}_{s, t}$, it cannot contain $h$. Moreover, $Y$ already contains edge $g$ from $p_{1}$. Then Y must contain an edge from the part of $p_{2}$ from $s$ to $u^{\prime}$. But this contradicts our assumption that $Y>X$.

If we extend the definition of $E_{\text {inv }}(X)$ to also include all the edges that are path predecessors of edges in $X$, we obtain that, for any $s$ - $t$ path $p \in \mathcal{P}_{s, t}$, the set of invalid edges along $p$ is a prefix of the path. As a result, if we can identify the (extended) set $E_{\mathrm{inv}}(X)$, then we can restrict our search of cut $Y$ to the set of valid edges $E_{\text {val }}(X):=E\left(H_{s, t}\right) \backslash E_{\text {inv }}(X)$. This motivates the following iterative algorithm for finding a pairwise disjoint collection of $s$ - $t$ mincuts: (1) Find the leftmost $s-t$ mincut $X$ in $H_{s, t},(2)$ identify the set $E_{\text {inv }}(X)$ and find the leftmost $s$ - $t$ mincut $Y$ amongst $E_{\text {val }}(X)$, (3) set $X=Y$ and repeat step (2) until $E_{\text {val }}(X) \cap p=\emptyset$ for any one path $p \in \mathcal{P}_{s, t}$, and finally (4) output the union of identified cuts as the returned collection $\hat{C}$. Informally, notice that the $s-t$ mincut identified at iteration $i$ is a successor of the mincuts identified at iterations $j<i$. Hence, the returned collection will consist of left-right ordered and pairwise disjoint $s$ - $t$ mincuts. Moreover, picking the leftmost cut at each iteration prevents the set of invalid edges from growing unnecessarily large, which allows for more iterations and thus, a larger set returned. Next, we give a more formal description of the algorithm, the details of which are presented in Algorithm 1.

Algorithm 1 Obtain a Maximum Set of Disjoint Minimum s-t Cuts.
Input: Path graph $H_{s, t}$.
Output: A maximum set $\hat{C}$ of disjoint $s$ - $t$ mincuts in $H_{s, t}$.
Initialize collection $\hat{C} \leftarrow \emptyset$ and set $M \leftarrow\{s\}$.
while $t$ is unmarked do $\triangleright$ Traverse the graph from left to right. while $M$ is not empty do $\triangleright$ Marking step. for each vertex $v \in M$ do
for each path $p \in \mathcal{P}_{s, t}$ do $\quad \triangleright$ Identify invalid edges. Identify the rightmost neighbor $u \in p$ of $v$ reachable by a non-path edge. if $u$ is unmarked then

Mark $u$ and all (unmarked) vertices that are path-predecessors of $u$. Set $M$ to the set of newly marked vertices.
$X \leftarrow \bigcup\left\{(x, y) \in \mathcal{P}_{s, t}: x\right.$ is marked, $y$ is unmarked $\} . \quad \triangleright$ Cut-finding step. $\hat{C} \leftarrow \hat{C} \cup\{X\}$.
for each $(x, y) \in X$ do $\quad \triangleright$ Mark the head node of cut edges. Mark $y$.
$M \leftarrow \bigcup_{(x, y) \in X} y . \quad \triangleright$ Newly marked vertices.
Return $\hat{C}$.

The algorithm works by traversing the graph from left to right in iterations while marking the vertices it visits. Initially, all vertices are unmarked, except for $s$. Each iteration consists of two parts: a marking, and a cut-finding step. In the marking step (Lines 3-9), the algorithm identifies currently invalid edges by marking the non-path neighbors - and their path-predecessors - of currently marked vertices. (Observe that a path edge becomes invalid if both of its endpoints are marked.) In Algorithm 1, this is realized by a variable $M$ that keeps track of the vertices that have just been marked as a consequence of the marking of vertices previously present in $M$. In the cut-finding step (Lines 10-14), the algorithm then finds the leftmost minimum $s$ - $t$ cut amongst valid path edges. Notice that, for each $s$ - $t$ path in $\mathcal{P}_{s, t}$, removing its first valid edge prevents $s$ from reaching $t$ via that path. This means that our leftmost cut of interest is the set of all path edges that have exactly one of their endpoints marked. Following the identification of this cut, the step concludes by marking the head vertices of the identified cut edges. Finally, the algorithm terminates when the target vertex $t$ is visited and marked. See Figure 3 for an example execution of the algorithm.
$\triangleright$ Claim 18. The complexity of Algorithm 1 on an $m$-edge, $n$-vertex path graph is $O(m \log n)$.
Due to space limitations, we defer the proof of Claim 18 to the full version [6].

Correctness of Algorithm 1. We note an important property of collections of $s$ - $t$ mincuts. (We use $d(C)$ to denote any of $d_{\text {sum }}(C)$ or $d_{\text {cov }}(C)$.)
$\triangleright$ Claim 19. Let $C$ be a left-right ordered collection of minimum s-t cuts in a graph $G$, the collection $\tilde{C}$ obtained by replacing $S_{\min }\left(\bigcup_{X \in C} X\right)$ (resp. $S_{\max }\left(\bigcup_{X \in C} X\right)$ ) with $S_{\min }(G)$ (resp. $S_{\max }(G)$ ) has cost $d(\tilde{C}) \leq d(C)$.

Proof. We prove this only for $S_{\min }(\cdot)$ as the proof for $S_{\max }(\cdot)$ is analogous. For simplicity, let us denote $S_{\min }(C):=S_{\min }\left(\bigcup_{X \in C} X\right)$. By definition, we know that no edge of $\bigcup_{X \in C} X$ lies to the left of $S_{\text {min }}(G)$. Then replacing $S_{\min }(C)$ with $S_{\min }(G)$ can only decrease the number of pairwise intersections previously present between $S_{\min }(C)$ and the cuts in $C \backslash S_{\min }(C)$. Notice that our measures of diversity only penalize edge intersections. Hence, the cost of collection $\tilde{C}$ cannot be greater than that of $C$.

Now, consider an arbitrary collection of $k$ edge-disjoint $s$ - $t$ mincuts in a path graph $H_{s, t}$. Corollary 6 implies that there also exists a collection of $k$ edge-disjoint $s$ - $t$ mincuts in $H_{s, t}$ that is in left-right order. In particular, this is true for a collection of maximum cardinality $k_{\text {max }}$. Together with Claim 19, this means that there always exists a collection $\hat{C}$ of edge-disjoint $s$ - $t$ mincuts in $H_{s, t}$ with the following properties:

I $\hat{C}$ has size $k_{\text {max }}$,
II $\hat{C}$ is in left-right order,
III $\hat{C}$ contains the leftmost $s$ - $t$ mincut of $H_{s, t}$, and
IV The set $S_{\max }(\hat{C}) \cap S_{\max }\left(H_{s, t}\right)$ is not empty.
We devote the rest of the subsection to proving the following lemma, which serves to prove the correctness of Algorithm 1.

- Lemma 20. Algorithm 1 returns a collection of edge-disjoint minimum s-t cuts that satisfies Properties I-IV.

Let $\hat{C}$ denote the solution returned by the algorithm. First, we show that $\hat{C}$ contains only disjoint cuts. This follows from the fact that a cut can only be found amongst valid edges at any given iteration, and once an edge has been included in a cut, it becomes invalid
at every subsequent iteration. Similarly, Properties II and III are consequences of the notion of invalid edges. We start by proving the latter. Let $X_{1}$ denote the leftmost cut in $\hat{C}$. For the sake of contradiction, assume there is a minimum s-t cut $Y$ such that $e \prec_{p} f$. Here, $e \in Y, f \in X_{1}$ and w.l.o.g. $p$ is an $s$ - $t$ path from any arbitrary maximum collection of $s-t$ paths in $H_{s, t}$. For the algorithm to pick edge $f=\left(u, u^{\prime}\right)$ as part of $X_{1}$ it must be that vertex $u$ is marked and $u^{\prime}$ is not. We know that the predecessors of marked vertices must also be marked. Hence we know that both endpoints of edge $e$ are marked. But by definition, this means that edge $e$ is invalid, and cannot be in a minimum s-t cut. This gives us the necessary contradiction, and $X_{1}$ must be the leftmost cut in the graph.

We continue with Property II. This property follows from the fact that, at any given iteration, the posets of invalid path-edges on each path of $H_{s, t}$ are ideals of the set of path edges. This means that the edges in the cut found by the algorithm at iteration $i$ are all path predecessors of an edge in the cut found at iteration $i+1$. Carrying on with Property IV, we prove that it follows from the fact that the algorithm terminates when the target node $t$ is marked. Suppose, for the sake of contradiction, that the cuts $S_{\max }(\hat{C})$ and $S_{\max }\left(H_{s, t}\right)$ do not intersect. Then, given that $S_{\max }(\hat{C})$ is the last cut found by our algorithm, to mark node $t$ there must exist a non-path edge connecting the endpoint $v$ of some edge $e=(u, v) \in S_{\text {max }}(\hat{C})$ to $t$. But this implies that no path-successor of edge $e$ can be in an $s$ - $t$ mincut, which makes $e$ the rightmost edge on its path that belongs to an $s-t$ mincut. Therefore, $e$ must also be contained in $S_{\max }\left(H_{s, t}\right)$, a contradiction.

It only remains to show Property I, which states that the collection $\hat{C}$ is of maximum cardinality $k_{\text {max }}$. For this, we make the following claim, whose proof is analogous to the proof of Property III. Let $\hat{C}_{i}$ be the collection of $s$ - $t$ mincuts maintained by the algorithm at the end of iteration $i$.
$\triangleright$ Claim 21. Consider set $\hat{C}_{i-1}$ and let $X_{i}$ be the minimum $s$ - $t$ cut found by the algorithm at iteration $i$. Then, there is no minimum s-t cut $Y$ such that: (i) $Y$ is disjoint from each $X \in \hat{C}_{i-1}$, and (ii) $Y$ contains an edge that is a path predecessor of an edge of $X_{i}$.

In other words, as the algorithm makes progress, no minimum $s$ - $t$ cut - that is disjoint from the ones found so far by the algorithm - has edges to the left of the minimum $s-t$ cut found by the algorithm at the present iteration. Next, we show that this implies the maximality of the size of the solution returned by the algorithm.

Let $C_{\text {max }}$ be a maximum-sized collection of $s$ - $t$ mincuts in the graph. Without loss of generality, assume that $C_{\max }$ is in left-right order (otherwise, by Corollary 6 we can always obtain an equivalent collection that is left-right ordered) and that $S_{\min }\left(H_{s, t}\right) \in C_{\max }$ and $S_{\max }\left(H_{s, t}\right) \in C_{\max }$. For the sake of contradiction, suppose that the collection $\hat{C}$ returned by our algorithm is of cardinality $|\hat{C}|=\ell<k_{\text {max }}$.

- Observation 22. There exists at least one minimum s-t cut $Y \in C_{\max }$ such that $X_{i}<Y$ and $Y$ contains at least one edge that is a path predecessor of an edge in $X_{i+1}$, with $X_{i}$ and $X_{i+1}$ two consecutive cuts in $\hat{C}$.

Proof. Let $C_{\text {max }}=\left\{Y_{1}, Y_{2}, \ldots, Y_{k_{\max }}\right\}$, where $Y_{1}=S_{\min }\left(H_{s, t}\right)$ and $Y_{k_{\max }}=S_{\max }\left(H_{s, t}\right)$, and let $\hat{C}=\left\{X_{1}, \ldots, X_{\ell}\right\}$. We know by Property III that $X_{1}=S_{\min }\left(H_{s, t}\right)$. Hence, there is always an $s$ - $t$ mincut in $C_{\max }$ that is a strict successor of a cut in $\hat{C}$, namely $Y_{2}>X_{1}$. For the sake of contradiction, suppose that the observation is false. Then, every cut $Y \in C_{\max }$ that is a strict successor of a cut $X_{i} \in \hat{C}$ is also a (not necessarily strict) successor of the cut $X_{i+1} \in \hat{C}$, for $i \in\{1, \ldots, \ell-1\}$. Let this be true for the first $\ell-1$ cuts of $\hat{C}$. Then, the last $k_{\max }-\ell$ cuts of $C_{\max }$ must be disjoint from the first $\ell-1$ cuts of $\hat{C}$. The last cut $X_{\ell}$ of $\hat{C}$


Figure 3 Example illustrating the first two iterations of Algorithm 1 on a path graph of height 4. The black- and gray-shaded vertices represent vertices marked at the previous and current iterations, respectively. The red edges correspond to the $s-t$ mincut found at the end of the first (left) iteration. Similarly, the blue edges correspond to the $s-t$ mincut found at the second (right) iteration.
must then be located in or before the gap between the first $\ell$ cuts in $C_{\max }$ and its remaining $k-\ell$ cuts. But we know by Property IV that $X_{\ell} \cap Y_{k_{\max }} \neq \emptyset$, which gives the necessary contradiction.

Observation 22 stands in contrast with Claim 21, which states that such a cut $Y$ cannot exist. Hence, we obtain a contradiction, and the collection $\hat{C}$ returned by the algorithm must be of maximum cardinality. This completes the proof of Lemma 20.

### 4.2 Handling the general case

We now consider Max-Disjoint MC in general graphs. Recall from the previous subsection that, from a graph $G$, one can construct a path graph $H_{s, t}$ such that every minimum s-t cut in $G$ is also a minimum s-t cut in $H_{s, t}$. We could propose to use Algorithm 1 in $H_{s, t}$ to solve Max-Disjoint MC in $G$. But, as we argued previously, the path graph $H_{s, t}$ may not have the same set of $s$ - $t$ mincuts as $G$. We can, however, solve this challenge by augmenting $H_{s, t}$ with edges such that its minimum $s$ - $t$ cuts correspond bijectively to those in $G$.

- Definition 23. An augmented s-t path graph of $G$ is a path graph $H_{s, t}(G)$ of height $\lambda(G)$, with additional non-path edges between any two vertices $u, v \in V\left(H_{s, t}(G)\right)$ such that $v$ is reachable from $u$ in $G$ by a path whose internal vertices are exclusively in $V(G) \backslash V\left(H_{s, t}(G)\right)$.

In view of this definition, the following claim and lemma serve as the correctness and complexity proofs of the proposed algorithm for the general case.
$\triangleright$ Claim 24. An augmented $s$ - $t$ path graph of $G$ has the same set of $s$ - $t$ mincuts as $G$.
Proof. By Menger's theorem, we know that a minimum $s$ - $t$ cut in $G$ must contain exactly one edge from each path in $\mathcal{P}_{s, t}(G)$, where $\left|\mathcal{P}_{s, t}(G)\right|=|\lambda(G)|$. W.l.o.g., let $H_{s, t}(G)$ be the augmented $s$ - $t$ path graph of $G$ such that each path $p \in \mathcal{P}_{s, t}(G)$ is also present in $H_{s, t}(G)$. We now show that a minimum $s$ - $t$ cut in $G$ is also present in $H_{s, t}(G)$. The argument in the other direction is similar and is thus omitted.

Consider an arbitrary minimum s-t cut $X$ in $G$. For the sake of contradiction, assume that $X$ is not a minimum $s$ - $t$ cut in $H_{s, t}(G)$. Then, after removing every edge of $X$ in $H_{s, t}(G)$, there is still at least one $s$ - $t$ path left in the graph. Such a path must contain an edge $(u, v)$ such that $u \leq w$ and $w^{\prime} \leq v$, where $w$ and $w^{\prime}$ are the tail and head nodes of two (not necessarily distinct) edges in $X$, respectively. By definition of $H_{s, t}(G)$, there is a path from $u$ to $v$ in $G$ that does not use edges in $\mathcal{P}_{s, t}(G)$. But then removing the edges of $X$ in $G$ still leaves an $s$ - $t$ path in the graph. Thus $X$ cannot be an $s$ - $t$ cut, and we reach our contradiction.

- Lemma 25. An augmented s-t path graph $H$ of a graph $G$ can be constructed in time $O(F(m, n)+m \lambda(G))$, where $F(m, n)$ is the time required by a max-flow computation.

Proof. The idea of the algorithm is rather simple. First, we find a maximum cardinality collection of edge-disjoint $s$ - $t$ paths in $G$ and take their union to construct a "skeleton" graph $H$. Then, we augment the graph by drawing an edge between two path vertices $u, v \in H$ if $v$ is reachable from $u$ in $G$ by using exclusively non-path vertices. By definition, the resulting graph is an augmented $s$ - $t$ path graph of $G$.

Now we look into the algorithm's implementation and analyze its running time. It is folklore knowledge that the problem of finding a maximum-sized collection of edge-disjoint $s$ - $t$ paths in a graph with $n$ vertices and $m$ edges can be formulated as a maximum flow problem. Hence, the first step of the algorithm can be performed in $F(m, n)$ time. Let $\mathcal{P}_{s, t}(G)$ denote such found collection of $s$ - $t$ paths.

The second step of the algorithm could be computed in $O(m n)$ time by means of an all-pairs reachability algorithm. Notice, however, that for a path vertex $v$ all we require for a correct execution of Algorithm 1 is knowledge of the rightmost vertices it can reach on each of the $\lambda(G)$ paths (Line 6 of Algorithm 1). Hence, we do not need to draw every edge between every pair of reachable path vertices, only $\lambda(G)$ edges per vertex suffice. This can be achieved in $O(m \lambda(G))$ time as follows.

In the original graph, first equip each vertex $u \in V(G)$ with a set of $\lambda(G)$ variables $R(p, u)$, one for each path $p \in \mathcal{P}_{s, t}(G)$. These variables will be used to store the rightmost vertex $v \in p$ that is reachable from $u$. Next, consider a path $p \in \mathcal{P}_{s, t}(G)$ represented as a sequence $\left[v_{1}, v_{2}, \ldots, v_{p}\right]$ of internal vertices (i.e., with $s$ and $t$ removed). For each vertex $v \in p$, in descending order, execute the following procedure propagate ( $v, p$ ): Find the set $N(v)$ of incoming neighbors of $v$ in $G$ and, for each $w \in N(v)$ if $R(p, w)$ has not been set, let $R(p, w)=v$ and mark $w$ as visited. Then, for each node $w \in N(v)$, if $w$ is an unvisited non-path vertex, execute propagate $(w, p)$; otherwise, do nothing. Notice that, since we iterate from the rightmost vertex in $p$, any node $u$ such that $R(u, p)=v_{i}$ cannot change its value when executing propagate $\left(v_{j}\right)$ with $j<i$. In other words, each vertex only stores information about the rightmost vertex it can reach in $p$. Complexity-wise, every vertex $v$ in $G$ will be operated upon at most $\operatorname{deg}(v)$ times. Hence, starting from an unmarked graph, a call to propagate $(v, p)$ takes $O(m)$ time. Now, we want to execute the above for each path $p \in \mathcal{P}_{s, t}(G)$ (unmarking all vertices before the start of each iteration). This then gives us our claimed complexity of $O(m \lambda(G))$. The claim follows from combining the running time of both steps of the algorithm.

The following is an immediate consequence of Lemma 25 and Claim 18.

- Corollary 26. There is an algorithm that, given a graph $G$ and two specified vertices $s, t \in V(G)$, in $O(F(m, n)+m \lambda(G))$ time finds a collection of maximum cardinality of pairwise disjoint s-t mincuts in $G$.

By replacing $F(m, n)$ in Corollary 26 with the running time of the current best algorithms for finding a maximum flow [21, 18], we obtain the desired running time of Theorem 2.

## 5 Concluding remarks

We showed that $k$-DMC can be solved efficiently when considering two natural measures for the diversity of a set of solutions. There exist, however, other sensible measures of diversity. One that often arises in literature is that of maximizing the minimum pairwise Hamming distance of a solution set. The complexity of $k$-DMC when considering this objective is still open. It is not immediately clear how to apply our ordering results to this variant.

For the special case of $k$-Disjoint Minimum $s$ - $t$ Cuts, we showed that faster algorithms exist when compared to solving $k$-DMC on the total-sum and coverage diversity measures. It is thus natural to ask whether there are faster algorithms for Sum- $k$-DMC and Cov- $k$-DMC (or other variants of $k$-DMC) that do not require the sophisticated framework of submodular function minimization. In this work, we relied on the algebraic structure of the problem to obtain a polynomial time algorithm. We believe it is an interesting research direction to assess whether the notion of diversity in other combinatorial problems leads to similar structures, which could then be exploited for developing efficient algorithms.
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#### Abstract

The Euclidean Steiner Minimal Tree problem takes as input a set $\mathcal{P}$ of points in the Euclidean plane and finds the minimum length network interconnecting all the points of $\mathcal{P}$. In this paper, in continuation to the works of [5] and [15], we study Euclidean Steiner Minimal Tree when $\mathcal{P}$ is formed by the vertices of a pair of regular, concentric and parallel $n$-gons.

We restrict our attention to the cases where the two polygons are not very close to each other. In such cases, we show that Euclidean Steiner Minimal Tree is polynomial-time solvable, and we describe an explicit structure of a Euclidean Steiner minimal tree for $\mathcal{P}$.

We also consider point sets $\mathcal{P}$ of size $n$ where the number of input points not on the convex hull of $\mathcal{P}$ is $f(n) \leq n$. We give an exact algorithm with running time $2^{\mathcal{O}(f(n) \log n)}$ for such input point sets $\mathcal{P}$. Note that when $f(n)=\mathcal{O}\left(\frac{n}{\log n}\right)$, our algorithm runs in single-exponential time, and when $f(n)=o(n)$ the running time is $2^{o(n \log n)}$ which is better than the known algorithm in [9].

We know that no FPTAS exists for Euclidean Steiner Minimal Tree unless P = NP [6]. On the other hand FPTASes exist for Euclidean Steiner Minimal Tree on convex point sets [14]. In this paper, we show that if the number of input points in $\mathcal{P}$ not belonging to the convex hull of $\mathcal{P}$ is $\mathcal{O}(\log n)$, then an FPTAS exists for Euclidean Steiner Minimal Tree. In contrast, we show that for any $\epsilon \in(0,1]$, when there are $\Omega\left(n^{\epsilon}\right)$ points not belonging to the convex hull of the input set, then no FPTAS can exist for Euclidean Steiner Minimal Tree unless P $=$ NP.
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## 1 Introduction

The Euclidean Steiner Minimal Tree problem asks for a network of minimum total length interconnecting a given finite set $\mathcal{P}$ of $n$ points in the Euclidean plane. Formally, we define the problem as follows, taken from [2]:

Euclidean Steiner Minimal Tree
Input: A set $\mathcal{P}$ of $n$ points in the Euclidean plane
Question: Find a connected plane graph $\mathcal{T}$ such that $\mathcal{P}$ is a subset of the vertex set $V(\mathcal{T})$, and for the edge set $E(\mathcal{T}), \Sigma_{e \in E(\mathcal{T})} \bar{e}$ is minimized over all connected plane graphs with $\mathcal{P}$ as a vertex subset.

Note that the metric being considered is the Euclidean metric, and for any edge $e \in E(\mathcal{T})$, $\bar{e}$ denotes the Euclidean length of the edge. Here, the input set $\mathcal{P}$ of points is often called a set of terminals, the points in $\mathcal{S}=V(\mathcal{T}) \backslash \mathcal{P}$ are called Steiner points. A solution graph $\mathcal{T}$ is referred to as a Euclidean Steiner minimal tree, or simply an SMT.
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The Euclidean Steiner Minimal Tree problem is a classic problem in the field of Computational Geometry. The origin of the problem dates back to Fermat (1601-1665) who proposed the problem of finding a point in the plane such that the sum of its distance from three given points is minimized. This is equivalent to finding the location of the Steiner point when given three terminals as input. Torricelli proposed a geometric solution to this special case of 3 terminal points. The idea was to construct equilateral triangles outside on all three sides of the triangle formed by the terminals, and draw their circumcircles. The three circles meet at a single point, which is our required Steiner point. This point came to be known as the Torricelli point. When one of the angles in the triangle is at least $120^{\circ}$, the minimizing point coincides with the obtuse angle vertex of the triangle. In this case, the Torricelli point lies outside the triangle and no longer minimizes the sum of distances from the vertices. However, when vertices of polygons with more than 3 sides are considered as a set of terminals, a solution to the Fermat problem does not in general lead to a solution to the Euclidean Steiner Minimal Tree problem. For a more detailed survey on the history of the problem, please refer to [2, 9]. For convenience, we refer to the Euclidean Steiner Minimal Tree problem as ESMT.

ESMT is NP-hard. In [6], Garey et al. prove a discrete version of the problem (Discrete ESMT) to be strongly NP-complete via a reduction from the Exact Cover by 3-Sets (X3C) problem. Although it is not known if the ESMT problem is in NP, it is at least as hard as any NP-complete problem. So, we do not expect a polynomial time algorithm for it. A recursive method using only Euclidean constructions was given by Melzak in [11] for constructing all the Steiner minimal trees for any set of $n$ points in the plane by constructing full Steiner trees of subsets of the points. Full Steiner trees are interconnecting trees having the maximum number of newly introduced points (Steiner points) where all internal junctions are of degree 3. Hwang improved the running time of Melzak's original exponential algorithm for full Steiner tree construction to linear time in [8]. Using this, we can construct an Euclidean Steiner minimal tree in $2^{\mathcal{O}(n \log n)}$ time for any set of $n$ points. This was the first algorithm for Euclidean Steiner Minimal Tree. The problem is known to be NP-hard even if all the terminals lie on two parallel straight lines, or on a bent line segment where the bend has an angle of less than $120^{\circ}$ [13]. Since the above sets of terminals all lie on the boundary of a convex polygon (or, are in convex position), this shows that ESMT is NP-hard when restricted to a set of points that are in weakly convex position.

Although the ESMT problem is NP-hard, there are certain arrangements of points in the plane for which the Euclidean Steiner minimal tree can be computed efficiently, say in polynomial time. One such arrangement is placing the points on the vertices of a regular polygon. This case was solved by Du et al. [5]. Their work gives exact topologies of the Euclidean Steiner minimal trees. Weng et al. [15] generalized the problem by incorporating the centre point of the regular polygon as part of the terminal set, along with the vertices. This case was also found to be polynomial time solvable.

Tractability in the form of approximation algorithms for ESMT has been extensively studied. It was proved in [6] that a fully polynomial time approximation scheme (FPTAS) cannot exist for this problem unless $\mathrm{P}=\mathrm{NP}$. However, we do have an FPTAS when the terminals are in convex position [14]. Arora's celebrated polynomial time approximation scheme (PTAS) for the ESMT and other related problems is described in [1]. Around the same time, Rao and Smith gave an efficient polynomial time approximation scheme (EPTAS) in [12]. In recent years, an EPTAS with an improved running time was designed by Kisfaludi-Bak et al. [10].

## Our Results

In this paper, we first extend the work of [5] and [15]. We state this problem as ESMT on $k$-Concentric Parallel Regular $n$-gons.

- Definition 1 ( $k$-Concentric Parallel Regular $n$-gons). $k$-Concentric Parallel Regular $n$-gons are $k$ regular n-gons that are concentric and where the corresponding sides of polygons are parallel to each other.

Please refer to Figure 1(a) for an example of a 2-Concentric Parallel Regular 12-gon. We call $k$-Concentric Parallel Regular $n$-gons as $k$-CPR $n$-gons for short.

We consider terminal sets where the terminals are placed on the vertices of 2-CPR $n$-gons. In the case of $k=2$, the $n$-gon with the smaller side length will be called the inner $n$-gon and the other $n$-gon will be called the outer $n$-gon. Also, let $a$ be the side length of the inner $n$-gon, and $b$ be the side length of the outer $n$-gon. We define $\lambda=\frac{b}{a}$ and refer to it as the aspect ratio of the two regular polygons. In Section 3, we derive the exact structures of the SMTs for 2 -CPR $n$-gons when the aspect ratio $\lambda$ of the two polygons is greater than $\frac{1}{1-4 \sin (\pi / n)}$ and $n \geq 13$.

Next, we consider ESMT on an $f(n)$-Almost Convex Point Set.

- Definition 2 ( $f(n)$-Almost Convex Point Set). An $f(n)$-Almost Convex Point Set $\mathcal{P}$ is a set of $n$ points in the Euclidean plane such that there is a partition $\mathcal{P}=\mathcal{P}_{1} \uplus \mathcal{P}_{2}$ where $\mathcal{P}_{1}$ forms the convex hull of $\mathcal{P}$ and $\left|\mathcal{P}_{2}\right|=f(n)$.

Please refer to Figure 1(b) for an example of a 5-Almost Convex Set of 13 points. In Section 4, we give an exact algorithm for ESMT on $f(n)$-Almost Convex Sets of $n$ terminals. The running time of this algorithm is $2^{\mathcal{O}(f(n) \log n)}$. Thus, when $f(n)=\mathcal{O}\left(\frac{n}{\log n}\right)$, then our algorithm runs in $2^{\mathcal{O}(n)}$ time, and when $f(n)=o(n)$ then the running time is $2^{o(n \log n)}$. This is an improvement on the best known algorithm for the general case [9].

Next in Section 5, for $f(n)=\mathcal{O}(\log n)$, we give an FPTAS. On the other hand we show that, for all $\epsilon \in(0,1]$, when $f(n) \in \Omega\left(n^{\epsilon}\right)$, there cannot exist any FPTAS unless $\mathrm{P}=\mathrm{NP}$.

Due to paucity of space, we omit certain proofs that can be found in the full version of the paper.

(a) 2-CPR 12-gons.

(b) $f(n)$-Almost Convex Point Set for $n=13, f(n)=5$.

Figure 1 Examples for Definition 1 and Definition 2.

## 2 Preliminaries

Notations. For a given positive integer $k \in \mathbb{N}$, the set of integers $\{1,2, \ldots, k\}$ is denoted for short as $[k]$. Given a graph $G$, the vertex set is denoted as $V(G)$ and the edge set as $E(G)$. Given two graphs $G_{1}$ and $G_{2}, G_{1} \cup G_{2}$ denotes the graph $G$ where $V(G)=V\left(G_{1}\right) \cup V\left(G_{2}\right)$ and $E(G)=E\left(G_{1}\right) \cup E\left(G_{2}\right)$.

In this paper, a regular $n$-gon is denoted by $A_{1} A_{2} A_{3} \ldots A_{n}$ or $B_{1} B_{2} B_{3} \ldots B_{n}$. For convenience, we define $A_{n+1}:=A_{1}, B_{n+1}:=B_{1}, A_{0}:=A_{n}$ and $B_{0}:=B_{n}$. We use the notation $\left\{A_{i}\right\}$ to denote the polygon $A_{1} A_{2} A_{3} \ldots A_{n}$ and $\left\{B_{i}\right\}$ to denote the polygon $B_{1} B_{2} B_{3} \ldots B_{n}$. For any regular polygon $A_{1} A_{2} A_{3} \ldots A_{n}$, the circumcircle of the polygon is denoted as $\left(A_{1} A_{2} A_{3} \ldots A_{n}\right)$.

Given two points $P, Q$ in the Euclidean plane, we denote by $\operatorname{dist}(P, Q)$ the Euclidean distance between $P$ and $Q$. Given a line segment $A B$ in the Euclidean plane, $\overline{A B}=\operatorname{dist}(A, B)$. For two distinct points $A$ and $B, L_{A B}$ denotes the line containing $A$ and $B$; and $\overrightarrow{A B}$ denotes the ray originating from $A$ and containing $B$.

When we refer to a graph $\mathcal{G}$ in the Euclidean plane then $V(\mathcal{G})$ is a set of points in the Euclidean plane, and $E(\mathcal{G})$ is a subset of the family of line segments $\left\{P_{1} P_{2} \mid P_{1}, P_{2} \in V(\mathcal{G})\right\}$. For any tree $\mathcal{T}$ in the Euclidean plane, we denote by the notation $|\mathcal{T}|$ the value of $\Sigma_{e \in E(\mathcal{T})} \bar{e}$. A path in a tree $\mathcal{T}$ is uniquely specified by the sequence of vertices on the path; therefore, $P_{1}, P_{2}, P_{3}, \ldots, P_{k}$ (where $P_{i} \in V(\mathcal{T}), \forall i \in[k]$ and $P_{i} P_{i+1} \in E(\mathcal{T}), \forall i \in[k-1]$ ) denotes the path starting from the vertex $P_{1}$, going through the vertices $P_{2}, P_{3}, \ldots, P_{k-1}$ and finally ending at $P_{k}$. Equivalently, we can specify the same path as the path from $P_{1}$ to $P_{k}$, since $\mathcal{T}$ is a tree. Consider the graph $T$ such that $V(T)=\left\{v_{P} \mid P \in V(\mathcal{T})\right\}, E(T)=$ $\left\{v_{P_{1}} v_{P_{2}} \mid P_{1} P_{2}\right.$ is a line segment in $\left.E(\mathcal{T})\right\}$. Then $T$ is said to be the topology of $\mathcal{T}$ while $\mathcal{T}$ is said to realize the topology $T$. Given two trees $\mathcal{T}_{1}, \mathcal{T}_{2}$ in the Euclidean plane, $\mathcal{T}^{\prime}=\mathcal{T}_{1} \cup \mathcal{T}_{2}$ is the graph where $V\left(\mathcal{T}^{\prime}\right)=V\left(\mathcal{T}_{1}\right) \cup V\left(\mathcal{T}_{2}\right)$ and $E\left(\mathcal{T}^{\prime}\right)=E\left(\mathcal{T}_{1}\right) \cup E\left(\mathcal{T}_{2}\right)$.

Given any graph $G$, a Steiner minimal tree or SMT for a terminal set $\mathcal{P} \subseteq V(G)$ is the minimum length connected subgraph $G^{\prime}$ of $G$ such that $\mathcal{P} \subseteq V\left(G^{\prime}\right)$. The Steiner Minimal Tree problem on graphs takes as input a set $\mathcal{P}$ of terminals and aims to find a minimum length SMT for $\mathcal{P}$. For the rest of the paper, we also refer to a Euclidean Steiner minimal tree as an SMT. Given a set of points $\mathcal{P}$ in the Euclidean plane, the convex hull of $\mathcal{P}$ is denoted as $\mathrm{CH}(\mathcal{P})$.

Properties of a Euclidean Steiner minimal tree. A Euclidean Steiner minimal tree (SMT) has certain structural properties as given in [3]. We state them in the following Proposition.

- Proposition 3. Consider an SMT on $n$ terminals.

1. No two edges of the SMT intersect with each other.
2. Each Steiner point has degree exactly 3 and the incident edges meet at $120^{\circ}$ angles. The terminals have degree at most 3 and the incident edges form angles that are at least $120^{\circ}$.
3. The number of Steiner points is at most $n-2$, where $n$ is the number of terminals.

A full Steiner tree (FST) is a Steiner tree (need not be minimal, but may include Steiner points) having exactly $n-2$ Steiner points, where $n$ is the number of terminals. In an FST, all terminals are leaves and Steiner points are interior nodes. When the length of an FST is minimized, it is called a minimum FST.

All SMTs can be decomposed into FST components such that, in each component a terminal is always a leaf. This decomposition is unique for a given SMT [9]. A topology for an FST is called a full Steiner topology and that of a Steiner tree is called a Steiner topology.

Steiner Hulls. A Steiner hull for a given set of points is defined to be a region which is known to contain an SMT. We get the following propositions from [9].

- Proposition 4. For a given set of terminals, every SMT is always contained inside the convex hull of those points. Thus, the convex hull is also a Steiner hull.

The next two propositions are useful in restricting the structure of SMTs and the location of Steiner points.

- Proposition 5 (The Lune property). Let UV be any edge of an SMT. Let L(U, V) be the lune-shaped intersection of circles of radius $|\mathrm{UV}|$ centered on U and V . No other vertex of the $S M T$ can lie in $L(\mathrm{U}, \mathrm{V})$, except $U$ and $V$ themselves.

Proposition 6 (The Wedge property). Let $W$ be any open wedge-shaped region having angle $120^{\circ}$ or more and containing none of the points from the input terminal set $\mathcal{P}$. Then $W$ contains no Steiner points from an SMT of $\mathcal{P}$.

Fully Polynomial Time Approximation Scheme (FPTAS). An algorithm is called a fully polynomial time approximation scheme (FPTAS) for a problem if it takes an input instance and a parameter $\epsilon>0$, and outputs a solution with approximation factor $(1+\epsilon)$ for a minimization problem in time $(1 / \epsilon)^{\mathcal{O}(1)} n^{\mathcal{O}(1)}$ where $n$ is the input size.

## 3 Polynomial cases for Euclidean Steiner Minimal Tree

In this section, we consider the Euclidean Steiner Minimal Tree problem for 2-CPR $n$-gons. Throughout the section, we denote the inner $n$-gon as $\left\{A_{i}\right\}$ and the outer $n$-gon as $\left\{B_{i}\right\}$. First, we consider the configuration of an Euclidean Steiner minimal tree in a subsection of the annular area between $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$, which will form an isosceles trapezoid.

Then we prove our result for all 2 -CPR $n$-gons.

### 3.1 Isosceles Trapezoids and Vertical Forks

In this section, we discuss one particular Steiner topology when the terminal set is formed by the four corners of a given isosceles trapezoid. However, we will limit the discussion to only the isosceles trapezoids such that the angle between the non-parallel sides is of the form $\frac{2 \pi}{n}$ where $n \in \mathbb{N}, n \geq 4$. The reason is that given 2 -CPR $n$-gons $\left\{A_{i}\right\},\left\{B_{i}\right\}$, for $n \geq 4$ and for any $j \in\{1, \ldots, n-1\}$, the region $A_{j} A_{j+1} B_{j} B_{j+1}$ is an isosceles trapezoid such that the angle between the non-parallel sides is of the form $\frac{2 \pi}{n}$.

(a) Isosceles trapezoid with $\angle A O B=\frac{2 \pi}{8}$.

(b) The Vertical Fork, $\mathcal{T}_{v f}$.

Figure 2 Isosceles Trapezoids and Vertical Forks.
Let $A B Q P$ be an isosceles trapezoid with $A B, P Q$ as the parallel sides, and $A P, B Q$ as the non-parallel sides. Assume without loss of generality that $A B$ is shorter than $P Q$. Let $\overline{A B}=1$ and $\overline{P Q}=\lambda$, where $\lambda \geq \frac{\sqrt{3}+\tan \frac{\pi}{n}}{\sqrt{3}-\tan \frac{\pi}{n}}$. For brevity, we say $\lambda_{v}=\frac{\sqrt{3}+\tan \frac{\pi}{n}}{\sqrt{3}-\tan \frac{\pi}{n}}$. Let $L_{P A}$ and $L_{Q B}$ be the lines containing the line segments $P A$ and $Q B$ respectively. Also let $O$ be the point of intersection of $L_{P A}$ and $L_{Q B}$. Further, let $M$ and $N$ be the midpoints of $A B$ and $P Q$ respectively (as in Figure 2(a)). As mentioned earlier, $\angle A O B=\frac{2 \pi}{n}$ where $n \in \mathbb{N}, n \geq 4$.

Now, we explore the following Steiner topology of the terminal set $\{A, B, P, Q\}$ :

1. $A$ and $B$ are connected to a Steiner point $S_{1}$.
2. $P$ and $Q$ are connected to another Steiner point $S_{2}$.
3. $S_{1}$ and $S_{2}$ are directly connected (Please see Figure 2(b)).

We call such a topology a vertical fork topology and the Steiner tree realising such a topology, the vertical fork. Note that in a vertical fork topology the only unknowns are the locations of the two Steiner points $S_{1}, S_{2}$. Therefore, we have the vertical fork topology as $T_{v f}$, with $E\left(T_{v f}\right)=\left\{A S_{1}, B S_{1}, S_{1} S_{2}, S_{2} P, S_{2} Q\right\}$. We show the existence of a vertical fork and calculate its total length in the following lemma.

- Lemma 7. A vertical fork $\mathcal{T}_{v f}$ can be constructed for any $n \geq 4$ and for any $\lambda \geq \lambda_{v}$, where

$$
\lambda_{v}=\frac{\sqrt{3}+\tan \frac{\pi}{n}}{\sqrt{3}-\tan \frac{\pi}{n}}
$$

such that the length of the vertical fork

$$
\left|\mathcal{T}_{v f}\right|=\frac{(\lambda-1)}{2 \tan \frac{\pi}{n}}+\frac{\sqrt{3}(\lambda+1)}{2}
$$

### 3.2 Euclidean Steiner Minimal Tree and Large Polygons with Large Aspect Ratios

In this section, we consider the Euclidean Steiner Minimal Tree problem when the terminal set is formed by the vertices of 2-CPR $n$-gons, namely $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$. As mentioned earlier, $\left\{A_{i}\right\}$ is the inner polygon and $\left\{B_{i}\right\}$ is the outer polygon of this set of 2-CPR $n$-gons. In particular, we consider the case when $n \geq 13$; for $n \leq 12$ these are constant sized input instances and can be solved using any brute-force technique. We also require that the aspect ratio $\lambda$ has a lower bound $\lambda_{1}$, i.e. we do not want the two polygons to have sides of very similar length. The exact value of $\lambda_{1}$ will be clear during the description of the algorithm. Intuitively, when $\lambda$ is very large, the SMT should look similar to what was derived in [15]. We call the topology of such an SMT a singly connected topology, as in Figure 3.

- Definition 8. A Steiner topology of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ is a singly connected topology, if it has the following structure:
- A vertical gadget i.e. five edges $\left\{A_{j} S_{a}, A_{j+1} S_{a}, S_{a} S_{b}, S_{b} B_{j}, S_{b} B_{j+1}\right\}$ for some $1 \leq j \leq n$, where $S_{a}$ and $S_{b}$ are newly introduced Steiner points contained in the isosceles trapezoid $\left\{A_{j}, A_{j+1}, B_{j}, B_{j+1}\right\}$.
- All $(n-2)$ polygon edges of $\left\{A_{i}\right\}$ excluding the edge $A_{j} A_{j+1}$
- All $(n-2)$ polygon edges of $\left\{B_{i}\right\}$ excluding the edge $B_{j} B_{j+1}$

For the rest of this section, we consider the SMTs for a large enough aspect ratio, $\lambda$ and show that there is an SMT that must be a realisation of a singly connected topology. We refer to an SMT for the terminal set defined by the vertices of $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ as the SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$.

Without loss of generality, we consider the edge length of any side $A_{i} A_{i+1}$ in $\left\{A_{i}\right\}$ to be 1 and that of any side $B_{i} B_{i+1}$ of $\left\{B_{i}\right\}$ to be $\lambda$.

We define the notion of a path in an SMT for the vertices of $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ where the starting point is in $\left\{A_{i}\right\}$ and the ending point is in $\left\{B_{i}\right\}$.

- Definition 9. An $\boldsymbol{A}-\boldsymbol{B}$ path is a path in a Steiner tree of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ which starts from a vertex in $\left\{A_{i}\right\}$ and ends at a vertex in $\left\{B_{i}\right\}$ with all intermediate nodes (if any) being Steiner points.


Figure 3 Singly connected topology of 2-CPR $n$-gons $n=13$ and $n=20$.

The following Definition and Figure 4 is useful for the design of our algorithm.

- Definition 10. A counter-clockwise path is a path $P_{1}, P_{2}, \ldots P_{m}$ in a Steiner tree such that for all $i \in\{2, \ldots, m-1\}, \angle P_{i-1} P_{i} P_{i+1}=\frac{2 \pi}{3}$ in the counter-clockwise direction. Similarly, a clockwise path is a path $P_{1}, P_{2}, \ldots P_{m}$ in a Steiner tree such that for all $i \in\{2, \ldots, m-1\}, \angle P_{i-1} P_{i} P_{i+1}=\frac{4 \pi}{3}$ in the counter-clockwise direction.


Figure $4 \angle P_{i-1} P_{i} P_{i+1}=\alpha$ in the counter-clockwise direction and $\angle P_{i-1} P_{i} P_{i+1}=\beta$ in the $\mathbf{z}$, as in Definition 10 .

Now, we consider any Steiner point $S$ in any SMT. Let $P$ and $Q$ be two neighbours of $S$. We now prove that there is no point of the SMT inside the triangle $P S Q$.

- Observation 11. Let $S$ be a Steiner point in any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$, with neighbours $P$ and $Q$. Then, no point of the SMT lies inside the triangle $P S Q$.

Next, we show that in an SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ there cannot be any Steiner point, in the interior of the polygon $\left\{A_{i}\right\}$, that is a direct neighbour of some point $B_{k}$ in the polygon $\left\{B_{i}\right\}$.

- Observation 12. For any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$, there cannot exist a Steiner point $S$ lying in the interior of the polygon $\left\{A_{i}\right\}$ such that $S B_{k}$ is an edge in an SMT for some $B_{k} \in\left\{B_{i}\right\}$.

Proof. For the sake of contradiction, we assume that for some SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ there exists a Steiner point $S$ lying in the interior of the polygon $\left\{A_{i}\right\}$ such that $S B_{k}$ is an edge in the SMT for some $B_{k} \in\left\{B_{i}\right\}$. Let $A_{m} A_{m+1}$ be the edge such that $S B_{k}$ intersects $A_{m} A_{m+1}$. Without loss of generality, assume that $A_{m}$ is closer to $B_{k}$ than $A_{m+1}$. Therefore $\angle B_{k} A_{m} S>\angle B_{k} A_{m} A_{m+1} \geq \frac{\pi}{2}+\frac{\pi}{n}>\frac{\pi}{2}$. This means that $B_{k} S$ is the longest edge in the triangle $B_{k} S A_{m}$. Therefore we can remove the edge $B_{k} S$ from the SMT and replace it with either $B_{k} A_{m}$ or $S A_{m}$ to get another tree connecting the terminal set with a shorter total length than what we started with, which is a contradiction.

We further analyze SMTs for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$.

- Observation 13. Let $\mathcal{V}=\left\{A_{j}, A_{j+1}, \ldots, A_{k}\right\}$ be the interval of consecutive vertices of $\left\{A_{i}\right\}$ lying between $A_{j}$ and $A_{k}$ (which includes $A_{j+1}$ ) such that $A_{j}$ is distinct from $A_{k+1}$. Let $U$ be any point on the line segment $A_{k} A_{k+1}$. Then an SMT of $\mathcal{V} \cup\{U\}$ is $\mathcal{T}$, with $E(\mathcal{T})=\left\{A_{j} A_{j+1}, A_{j+1} A_{j+2}, \ldots, A_{k-1} A_{k}\right\} \cup\left\{A_{k} U\right\}$.

We proceed by showing that in any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ there exists at least one A-B path which is also a counter-clockwise path. Symmetrically, we also show that for any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ there exists another clockwise A-B path which consists of only clockwise turns. We can intuitively see that this is true because, if all clockwise paths starting at a vertex in $\left\{A_{i}\right\}$ also ended in a vertex in $\left\{A_{i}\right\}$, there would be enough paths to form a cycle, which is not possible in a tree.

- Lemma 14. In any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$, there exists an $A-B$ path which is also a clockwise path and there exists an $A-B$ path which is also a counter-clockwise path.

Our next step is to bound the number of "connections" that connect the inner polygon $\left\{A_{i}\right\}$ and the outer polygon $\left\{B_{i}\right\}$ for a large aspect ratio, $\lambda$. As $\lambda$ increases, the area of the annular region between the two polygons increases as well. Therefore, an increase in the number of connections would lead to a longer total length of the SMT considered. Consequently, we will prove that after a certain positive constant $\lambda_{1}$, for $\lambda>\lambda_{1}$ any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ will have a single "connection" between the two polygons. Moreover, [15] gives us an evidence that as $\lambda \rightarrow \infty$, there will indeed be a single connection connecting the outer polygon and the inner polygon for $n \geq 12$. We can formalize this notion of existence of a single "connection" with the following lemma.

- Lemma 15. For any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ with $n \geq 13$ and $\lambda>\lambda_{1}$, the number of edges needed to be removed in order to disconnect $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ is 1 , where

$$
\lambda_{1}=\frac{1}{1-4 \sin \frac{\pi}{n}}
$$

We now proceed to further investigate the connectivity of $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$.

- Lemma 16. Consider an SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ for $n \geq 13$ and $\lambda \geq \lambda_{1}$. There must exist $j \in[n]$ and a Steiner point $S_{1}$, such that terminals $A_{j}, A_{j+1}$ form a path $A_{j}, S_{1}, A_{j+1}$ in the SMT and each $A-B$ path passes through $S_{1}$.

Proof Sketch. From Lemma 14, we know that there exists one clockwise A-B path and one counterclockwise A-B path in any SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$. Let a clockwise A-B path start from $A_{r}$ and a counter-clockwise A-B path start from $A_{l}$. Further following from Lemma 15, as there is one edge common to all A-B paths, the clockwise A-B path from $A_{r}$ and the counter-clockwise A-B path from $A_{l}$ must share a common edge $S_{1} S_{2}$. Therefore, each A-B path must pass through $S_{1}$ and $S_{2}$. Without loss of generality we assume that point $S_{1}$ is closer to the polygon $\left\{A_{i}\right\}$ than $S_{2}$. This means $S_{1}$ is either a Stiener point or a terminal vertex of $\left\{A_{i}\right\}$.
$\triangleright$ Claim 17. $S_{1}$ is not a vertex in $\left\{A_{i}\right\}$.
Therefore, $S_{1}$ must be a Steiner point. Let $P$ and $Q$ be the neighbours of $S_{1}$ other than $S_{2}$, such that $\angle P S_{1} S_{2}$ is a clockwise turn while $\angle Q S_{1} S_{2}$ is a counter-clockwise turn. This means that the clockwise A-B path from $A_{r}$ passes through $P$ and the counter-clockwise A-B path from $A_{l}$ passes through $Q$. We prove the following for $P$ and $Q$.
$\triangleright$ Claim 18. $P$ and $Q$ are consecutive vertices of $\left\{A_{i}\right\}$ in any SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$.
Therefore, $P$ and $Q$ are consecutive vertices $A_{j}, A_{j+1}$ of the polygon $\left\{A_{i}\right\}$, for some $j \in[n]$ such that $A_{j}, S_{1}, A_{j+1}$ is a path in the SMT, where $S_{1}$ is a Steiner point lying on all A-B paths.

Our next step is to investigate some more structural properties of an SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$. From [5], we may guess that there would be a lot of polygon edges of both $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ in an SMT. We prove the following Lemma, stating that there is an SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ which contains $(n-2)$ polygon edges of $\left\{A_{i}\right\}$.

- Lemma 19. For an $S M T$ for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ with aspect ratio $\lambda, \lambda>\lambda_{1}=\frac{1}{1-4 \sin \frac{\pi}{n}}$, let $S_{1}$ be the Steiner point such that all $A-B$ paths pass through $S_{1}$. Let $A_{j}$ and $A_{j+1}$ be vertices of $\left\{A_{i}\right\}$ which are connected to $S_{1}$. Then, there exists an $S M T$ of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ having $n-2$ polygon edges of $\left\{A_{i}\right\}$ other than $A_{j} A_{j+1}$.

With these set of results in hand, we can now show that there exists an SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ following a singly connected topology. To show this, we start with any SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$, $\mathcal{T}_{0}$, that satisfies all the results derived so far and transform it into a Steiner tree of singly connected topology having total length not longer than the initial Steiner tree $\mathcal{T}_{0}$.

- Theorem 20. There exists an SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ following a singly connected topology for $n \geq 13$ and $\lambda \geq \lambda_{1}$, where

$$
\lambda_{1}=\frac{1}{1-4 \sin \frac{\pi}{n}}
$$

Proof. Let $\mathcal{T}_{0}$ be any SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ which satisfies the properties of Lemma 19. Further, from Lemma 16, there is a Steiner point $S_{1}$ which lies on all A-B paths, and there are two consecutive vertices $A_{j}, A_{j+1}$ such that $A_{j}, S_{1}, A_{j+1}$ is a path in $\mathcal{T}_{0}$. As $\mathcal{T}_{0}$ satisfies the property of Lemma $19, \mathcal{T}_{0}$ has $n-2$ polygon edges of $\left\{A_{i}\right\}$ excluding the edge $A_{j} A_{j+1}$.

Let $H$ be the point in the interior of the polygon $\left\{A_{i}\right\}$ such that $H A_{j} A_{j+1}$ form an equilateral triangle. As $n>6$, the common centre $O$ of $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ does not lie inside the triangle $H A_{j} A_{j+1}$. Now, we modify $\mathcal{T}_{0}$ as follows:

1. Remove edges $A_{j} S_{1}, S_{1} A_{j+1}$ and add edge $S_{1} H$ to get the forest $\mathcal{T}_{1}$. We know from [9] that $S_{1}, S_{2}$ and $H$ are collinear and this transformation does not change the total length. Therefore $\left|\mathcal{T}_{0}\right|=\left|\mathcal{T}_{1}\right|$. Here, $\left|\mathcal{T}_{1}\right|$ denotes the sum of the lengths of edges present in $\mathcal{T}_{1}$.
2. Add edge $H O$ and remove all polygon edges of $\left\{A_{i}\right\}$ to get $\mathcal{T}_{2}$. Therefore $\left|\mathcal{T}_{2}\right|=$ $\left|\mathcal{T}_{1}\right|+\overline{H O}-(n-2)=\left|\mathcal{T}_{0}\right|+\overline{H O}-(n-2)$. We observe that $\mathcal{T}_{2}$ is a tree connecting the points in $\left\{B_{i}\right\} \cup\{O\}$.
3. Let $S_{0}$ be the Torricelli point of the triangle $O B_{j} B_{j+1}$. Let $\mathcal{T}_{3}$ be the Steiner tree of $\left\{B_{i}\right\} \cup\{O\}$ with edges $S_{0} O, S_{0} B_{j}, S_{0} B_{j+1}$ and other points in $\left\{B_{i}\right\}$ connected through $(n-2)$ polygon edges of the polygon $\left\{B_{i}\right\}$. From [15], we know that $\mathcal{T}_{3}$ is the SMT of $\left\{B_{i}\right\} \cup\{O\}$. Therefore $\left|\mathcal{T}_{3}\right| \leq\left|\mathcal{T}_{2}\right|=\left|\mathcal{T}_{0}\right|+\overline{H O}-(n-2)$. Further we know that $H$ lies on the edge $O S_{0}$ (as $O, S_{0}$ and $H$ lie on the perpendicular bisector of $B_{j}$ and $B_{j+1}$ ).
4. Remove edge $S_{0} O$ and add edge $S_{0} H$ to get $\mathcal{T}_{4}$. As $H$ lies on the edge $O S_{0}$, we have $\left|\mathcal{T}_{4}\right|=\left|\mathcal{T}_{3}\right|-\overline{O H} \leq\left|\mathcal{T}_{0}\right|-(n-2)$.
5. Let $S_{3}$ be the intersection of the circumcircle of triangle $A_{j} H A_{j+1}$ (from Lemma 7 the intersection exists as $\lambda_{1} \geq \lambda_{v}$ for $n \geq 13$ ). Remove the edge $S_{3} H$ and add the edges $S_{3} A_{j}$ and $S_{3} A_{j+1}$ to get $\mathcal{T}_{5}$. Again, from [9] we know that this transformation does not change the total length. Hence $\left|\mathcal{T}_{5}\right|=\left|\mathcal{T}_{5}\right| \leq\left|\mathcal{T}_{0}\right|-(n-2)$. Moreover, as $\lambda>\lambda_{v}$, we observe that $\left\{A_{j}, B_{j}, A_{j+1}, B_{j+1}, S_{3}, S_{0}\right\}$ form the vertices of the vertical gadget and points $O, H, S_{3}$, $S_{0}$ appear in that order on the perpendicular bisector of $B_{j}$ and $B_{j+1}$.
6. Add back the $(n-2)$ polygon edges of $\left\{A_{i}\right\}$ which were removed in the second step to get $\mathcal{T}_{6}$. Therefore $\left|\mathcal{T}_{4}\right|=\left|\mathcal{T}_{5}\right|+(n-2) \leq\left|\mathcal{T}_{0}\right|$. We further observe that $\mathcal{T}_{6}$ is a Steiner tree connecting the points $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ with a singly connected topology.

Therefore we started with an arbitrary SMT $\mathcal{T}_{0}$ and transformed it into a Steiner tree $\mathcal{T}_{6}$ with a singly connected topology (where $\left\{A_{j}, B_{j}, A_{j+1}, B_{j+1}, S_{3}, S_{0}\right\}$ form the vertices of the vertical gadget) which has a total length not worse than $\mathcal{T}_{0}$. Hence $\mathcal{T}_{6}$ must be an SMT of $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$. This proves the theorem.

- Remark 21. Theorem 20 determines the exact structure of the SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$. Further from Section 3.1 we determine the exact method to construct the two additional Steiner points in $\mathcal{O}(1)$ steps - note that this construction time is independent of the integer $n$ or the real number $\lambda$. Therefore, SMT for $\left\{A_{i}\right\} \cup\left\{B_{i}\right\}$ for $n \geq 13$ and $\lambda \geq \lambda_{1}$ is solvable in polynomial time.

Interestingly, $\lambda_{1}$ converges to 1 very quickly with increasing $n$ :

| $n$ | 13 | 20 | 40 | 100 | 500 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | 23.3987 | 2.6719 | 1.4574 | 1.1437 | 1.0258 |

## 4 Euclidean Steiner Minimal Tree on $f(n)$-Almost Convex Point Sets

In this section, we design an exact algorithm for Euclidean Steiner Minimal Tree on $f(n)$-Almost Convex Point Sets running in time $2^{\mathcal{O}(f(n) \log n)}$. Note that $f(n) \leq n$ is always true. Therefore, we are given as input a set $\mathcal{P}$ of $n$ points in the Euclidean Plane such that $\mathcal{P}$ can be partitioned as $\mathcal{P}=\mathcal{P}_{1} \uplus \mathcal{P}_{2}$, where $\mathcal{P}_{1}$ is the convex hull of $\mathcal{P}$ and $\left|\mathcal{P}_{2}\right|=f(n)$.

We know that the SMT of $\mathcal{P}$ can be decomposed uniquely into one or more full Steiner subtrees, such that two full Steiner subtrees share at most one node [9]. In the following lemma, we further characterize one full Steiner subtree, which we refer to as a leaf full Steiner subtree.

- Lemma 22. Let $\mathbb{F}$ be the full Steiner decomposition of an $S M T$ of $\mathcal{P}$. Then there exists a full Steiner subtree $\mathcal{F} \in \mathbb{F}$ such that $\mathcal{F}$ has at most one common node with at most one other full Steiner subtree in $\mathbb{F}$.

Using the above Lemma, along with the bounds on the number of FSTs from [9], we can obtain the following theorem (details can be found in the full version).

- Theorem 23. An SMT $\mathcal{T}_{\mathcal{P}}$ of a $k$-Almost Convex Set $\mathcal{P}$ of terminals can be computed in $\mathcal{O}\left(n^{k} \cdot 5^{n}\right)$ time.

The above theorem gives us several improvements in special classes of inputs.

- Corollary 24. Let $\mathcal{P}$ be a $f(n)$-Almost Convex Point Set. Then, then there is an algorithm $\mathcal{A}$ for Euclidean Steiner Minimal Tree such that, $\mathcal{A}$ runs in $2^{\mathcal{O}(n+f(n) \log n)}$ time. In particular,

1. When $f(n)=\mathcal{O}(n), \mathcal{A}$ runs in $2^{\mathcal{O}(n \log n)}$ time.
2. When $f(n)=\Omega\left(\frac{n}{\log n}\right)$ and $f(n)=o(n)$, $\mathcal{A}$ runs in $2^{o(n \log n)}$.
3. When $f(n)=\mathcal{O}\left(\frac{n}{\log n}\right), \mathcal{A}$ runs in $2^{\mathcal{O}(n)}$ time.

Therefore, for $f(n)=o(n)$, our algorithm for Euclidean Steiner Minimal Tree does better on $f(n)$-Almost Convex Points Sets than the current best known algorithm [8].

## 5 Approximation Algorithms for Euclidean Steiner Minimal Tree

The Euclidean Steiner Minimal Tree problem is NP-hard as shown by Garey et al. in [6]. Garey et al. also prove that there cannot be an FPTAS (fully polynomial time approximation scheme) for this problem unless $P=N P$. At the same time, the case when all the terminals lie on the boundary of a convex region admits an FPTAS as given in [14]. In this section, we aim to conduct a more fine-grained analysis for the problem by considering $f(n)$-Almost Convex Point Sets of $n$ terminals and studying the existence of FPTASes for different functions $f(n)$.

First, we present an FPTAS for Euclidean Steiner Minimal Tree on $f(n)$-Almost Convex Sets of $n$ terminals, when $f(n)=\mathcal{O}(\log n)$. The FPTAS follows the strategy of [14] and uses a variant of the Dreyfus-Wagnus Steiner tree algorithm [4] as a subroutine.

- Theorem 25. There exists an FPTAS for Euclidean Steiner Minimal Tree on an $f(n)$-Almost Convex Set of $n$ terminals, where $f(n)=\mathcal{O}(\log n)$.

On the other hand, we prove in the next section that no FPTAS exists for the case when $f(n)=\Omega\left(n^{\epsilon}\right)$, where $\epsilon \in(0,1]$.

### 5.1 Hardness of Approximation for Euclidean Steiner Minimal Tree on Cases of Almost Convex Sets

In this section, we consider the Euclidean Steiner Minimal Tree problem on $f(n)$ Almost Convex Sets of $n$ terminal points, where $f(n)=\Omega\left(n^{\epsilon}\right)$ for some $\epsilon \in(0,1]$. We show that this problem cannot have an FPTAS. The proof strategy is similar to that in [6]. First, we give a reduction for the problem Exact Cover by 3-Sets (defined below) to our problem to show that our problem is NP-hard. Next, we consider a discrete version of our problem and reduce our problem to the discrete version. The discrete version is in NP. Therefore, this chain of reductions imply that the discrete version of our problem is Strongly NP-complete and therefore cannot have an FPTAS, following from [6]. Similar to the arguments in [6], this also implies that our problem cannot have an FPTAS.

Before we describe our reductions, we take a look at the NP-hardness reduction of the Euclidean Steiner Minimal Tree problem from the Exact Cover by 3-Sets (X3C) problem in [6]. In the X3C problem, we are given a universe of elements $U=\{1,2, \ldots, 3 n\}$ and a family $\mathbb{F}$ of 3 -element subsets $F_{1}, F_{2}, \ldots, F_{t}$ of the $3 n$ elements. The objective is to decide if there exists a subcollection $\mathbb{F}^{\prime} \subseteq \mathbb{F}$ such that: (i) the elements of $\mathbb{F}^{\prime}$ are disjoint, and (ii) $\bigcup_{F^{\prime} \in \mathbb{F}^{\prime}} F^{\prime}=U$. The X3C problem is NP-complete [7].

In [6], various gadgets are constructed, i.e. particular arrangements of a set of points. These are then arranged on the plane in a way corresponding to the given X3C instance. Figure 5 shows the reduced ESMT instance obtained for $U=\{1,2,3,4,5,6\}$ and $\mathbb{F}=\{\{1,2,4\},\{2,3,6\},\{3,5,6\}\}$ (taken from [6]). The squares, hexagons (crossovers), shaded circles (terminators) and lines (rows) all represent specific arrangements of a subset of points. Let $X(\mathbb{F})$ denote the reduced instance. The number of points in $X(\mathbb{F})$ is bounded by a polynomial in $n$ and $t$. Let this polynomial be $\mathcal{O}\left(t^{\gamma}\right)$, as we can assume $t \geq n$ since otherwise it trivially becomes a NO instance. Here $\gamma$ is some constant.

We restate Theorem 1 in [6].
Proposition 26. Let $\mathcal{S}^{*}$ denote an SMT of $X(\mathbb{F})$, the instance obtained by reducing the X3C instance $(n, \mathbb{F})$, and $\left|\mathcal{S}^{*}\right|$ denote its length. If $\mathbb{F}$ has an exact cover, then $\left|\mathcal{S}^{*}\right| \leq f(n, t, \hat{C})$, otherwise $\left|\mathcal{S}^{*}\right| \geq f(n, t, \hat{C})+\frac{1}{200 n t}$, where $t=|\mathbb{F}|, \hat{C}$ is the number of crossovers, i.e. hexagonal gadgets, and $f$ is a positive real-valued function of $n, t, \hat{C}$.


Figure 5 Reduced instance of ESMT from X3C (taken from [6]).

We extend this construction to prove NP-hardness for instances of Euclidean Steiner Minimal Tree where the terminal set $\mathcal{P}$ has $\Omega\left(n^{\epsilon}\right)$ points inside $\operatorname{CH}(\mathcal{P})$. Here, $\epsilon \in(0,1]$ and $n$ is the number of terminals.

Let us call the length of a gadget to be the maximum horizontal distance between any two points in that gadget. Similarly, we define the breadth of a gadget to be the maximum vertical distance between any two points in that gadget.


Figure 6 The Terminator gadget symbol and arrangement of points.
The terminator gadget used is shown in Figure 6. The straight lines represent a row of at least 1000 points separated at distances of $1 / 10$ or $1 / 11$. The angles between them are as shown. The upward terminator has the point $A$ above the other points in the terminator, whereas the downward terminator has the point $A$ below the other points. Firstly, we adjust the number of points in the long rows, such that the length and breadth of the terminators is same as that of the hexagonal gadgets (crossovers). We can fix this length and breadth to be some constants, such that the number of points in each gadget is also bounded by some constant. In our construction, we modify the terminators $\Omega_{0}, \Omega_{1}$, and $\Omega_{2}$ as shown in Figure 5 enclosed in squares. $\Omega_{1}$ is the terminator corresponding to the first occurrence of the element $3 n \in U$ in some set in $\mathbb{F}$ and $\Omega_{2}$ is the terminator corresponding to the last occurrence of $3 n$ in some set in $\mathbb{F}$ (if there are more than one occurrences of $3 n$ ). If there are no occurrences of $3 n$, then it is trivially a no-instance. The modified gadgets are shown in Figure 7. All the other gadgets remain unaltered.

We define a Conic Set of points.

- Definition 27. A Conic Set is a set of points consisting of a point $T$, called the tip of the cone, and the remaining points denoted by $\mathcal{S}$. Let $\mathcal{C}$ be the circle with $T$ as centre and radius $r$. All the points in $\mathcal{S}$ lie on $\mathcal{C}$, such that the angle at the tip formed by the two extreme points $L, R \in \mathcal{S}$, i.e. $\angle L T R=30^{\circ}$ in the anticlockwise direction. So, we have $\overline{T L}=\overline{T R}=r$. The distance between any two consecutive points in $\mathcal{S}$ is the same, say d. Let the number of points in $\mathcal{S}$ be $n$. We denote the Conic Set as $\operatorname{Cone}(T, r, n)$ and $\mathcal{S}$ as $\operatorname{Circ}(T, r, n)$. We call $T L$ as the left slope of the Conic Set and $T R$ as the right slope of the Conic Set.

(a) $\Omega_{0}^{\prime}$.

(b) $\Omega_{1}^{\prime}$.

(c) $\Omega_{2}^{\prime}$.

Figure 7 The modified terminator gadgets.

We use the Conic Set in the reduction for our problem (please see Figure 8). Now, we give a sketch of the reduction of an X3C instance $(n, \mathbb{F})$ to an instance $X^{\prime}(\mathbb{F}, \epsilon)$ of ESMT.

Algorithm $\mathcal{A}$ for construction of ESMT instance $X^{\prime}(\mathbb{F}, \epsilon)$ from X3C instance $(n, \mathbb{F})$ :

- Reduce the input X3C instance to the points configuration $X(\mathbb{F})$ according to the reduction given in [6].
- Let $D Q C P$ be the smallest axis-parallel rectangle bounding $X(\mathbb{F})$ after certain modifications of gadgets described in [6] (details in the full version).
- Take $\alpha=\frac{1}{\epsilon}$. Define $r=c t^{\alpha}=\mathcal{O}\left(t^{\alpha}\right)$ and $n^{\prime}=c^{\prime} t^{\gamma \alpha}=\mathcal{O}\left(t^{\gamma \alpha}\right)$, where $t=|\mathbb{F}|$ and $c$ and $c^{\prime}$ are constants. Add the $\operatorname{Cone}\left(D, r, n^{\prime}\right)$, such that $D$ is the tip of the Conic Set, and the left slope $D E$ makes an angle of $120^{\circ}$ with $D P$. The right slope $D F$ also makes an angle of $120^{\circ}$ with $D Q$.

$\square$ Figure 8 The reduced instance $X^{\prime}(\mathbb{F}, \epsilon)$.

Now we state a few properties of the constructed instance $X^{\prime}(\mathbb{F}, \epsilon)$ (detailed proofs can be found in the full version).

- Lemma 28. All the points in $\operatorname{Circ}\left(D, r, n^{\prime}\right)$ (according to Definition 27) lie on the convex hull of the reduced ESMT instance $X^{\prime}(\mathbb{F}, \epsilon)$ constructed by Algorithm $\mathcal{A}$, where $\epsilon \in(0,1]$.

Let us denote the convex hull of $X^{\prime}(\mathbb{F}, \epsilon)$ by $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon)\right)$ and that of the points lying inside or on the bounding rectangle PDQC, i.e. $X^{\prime}(\mathbb{F}, \epsilon) \backslash \operatorname{Circ}\left(D, r, n^{\prime}\right)$ by $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon) \backslash\right.$ $\left.\operatorname{Circ}\left(D, r, n^{\prime}\right)\right)$.

- Lemma 29. The reduced ESMT instance $X^{\prime}(\mathbb{F}, \epsilon)$ constructed by Algorithm $\mathcal{A}$ has $\Omega\left(N^{\epsilon}\right)$ points inside the convex hull, where $\epsilon \in(0,1]$ and $N$ is the total number of terminals in $X^{\prime}(\mathbb{F}, \epsilon)$.

We further state structural properties of SMTs of the reduced instance $X^{\prime}(\mathbb{F}, \epsilon)$ when considering the modified gadgets $\Omega_{0}^{\prime}, \Omega_{1}^{\prime}$, and $\Omega_{2}^{\prime}$.

- Lemma 30. Consider an SMT $\mathcal{S}^{*}$ of the ESMT instance $X(\mathbb{F})$ obtained via reduction from the X3C instance $(n, \mathbb{F})$ as per [6]. Consider a tree $\mathcal{S}^{\prime *}$ on the terminal set of $X^{\prime}(\mathbb{F}, \epsilon)$ obtained from $\mathcal{S}^{*}$ as follows: Consider the modified terminator gadgets $\Omega_{i}^{\prime}, i \in\{0,1,2\}$ as in Algorithm $\mathcal{A}$. For each $i \in\{0,1,2\}$, the edge $B_{i} O_{i}$ is excluded from $\mathcal{S}^{*}$ and the edge $D_{i} O_{i}$ is included to form $\mathcal{S}^{\prime *} . \mathcal{S}^{\prime *}$ is an $S M T$ for the terminal set of $X^{\prime}(\mathbb{F}, \epsilon)$.

Now we focus on the structure of the SMT of $X^{\prime}(\mathcal{F}, \epsilon)$. The SMT is basically the union of the SMT $\mathcal{S}^{\prime *}$ of the points in the bounding rectangle $P D Q C$ as stated in Lemma 30 and the SMT of the set of points Cone $\left(D, r, n^{\prime}\right)$.
$\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon) \backslash \operatorname{Circ}\left(D, r, n^{\prime}\right)\right)$ is enclosed by the bounding rectangle $P D Q C$ and $D$ must lie on $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon) \backslash \operatorname{Circ}\left(D, r, n^{\prime}\right)\right)$. We label the vertices of $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon) \backslash \operatorname{Circ}\left(D, r, n^{\prime}\right)\right)$ as $D, P_{1}, P_{2}, \ldots, P_{k}$ in the counter-clockwise order. Let $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon)\right)$ be the convex hull of all the points. By Lemma 28, all the points in $\operatorname{Circ}\left(D, r, n^{\prime}\right)$ lie on $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon)\right)$. Let $E P_{i}$ and $F P_{j}$ be edges in $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon)\right)$, such that $P_{i}, P_{j} \notin \operatorname{Circ}\left(D, r, n^{\prime}\right)$.

The SMT of $X^{\prime}(\mathbb{F}, \epsilon)$ clearly lies inside its convex hull, $\mathrm{CH}\left(X^{\prime}(\mathbb{F}, \epsilon)\right)$. We show that the Steiner hull can be further restricted to the bounding rectangle $P D Q C$ and the convex polygon formed by the points in $\operatorname{Cone}\left(D, r, n^{\prime}\right)$. For this we use Theorem 1.5 in [9], as stated below.

- Proposition 31 ([9]). Let $H$ be a Steiner hull of N. By sequentially removing wedges abc from the remaining region, where $\mathrm{a}, \mathrm{b}, \mathrm{c}$ are terminals but $\triangle \mathrm{abc}$ contains no other terminal, $a$ and $c$ are on the boundary and $\angle \mathrm{abc} \geq 120^{\circ}$, a Steiner hull $H^{\prime}$ invariant to the sequence of removal is obtained.
- Lemma 32. The region comprising of the bounding rectangle PDQC according to Algorithm $\mathcal{A}$ and the convex polygon formed by the set of points $\operatorname{Cone}\left(D, r, n^{\prime}\right)$ is a Steiner hull of $X^{\prime}(\mathbb{F}, \epsilon)$.

Given the nature of the above Steiner hull, we show that we can treat $X(\mathbb{F})$ and Cone ( $D, r, n^{\prime}$ ) separately.

- Lemma 33. There is an $S M T$ of $X^{\prime}(\mathbb{F}, \epsilon)$ that is the union of an $S M T$ of $X(\mathbb{F})$ and an SMT of the points in $\operatorname{Cone}\left(D, r, n^{\prime}\right)$, with $D$ being common to both of them.

We can identify a structure for an SMT of the points in Cone ( $D, r, n^{\prime}$ ) using [15].

- Lemma 34. There is an SMT of the points in Cone $\left(D, r, n^{\prime}\right)$ that is as shown in Figure 9. In the SMT, $D$ is connected to the two middle points in $\operatorname{Circ}\left(D, r, n^{\prime}\right)$ via a Steiner point $S^{t}$. The other points in $\operatorname{Circ}\left(D, r, n^{\prime}\right)$ are connected along the circumference.


Figure 9 SMT of $\operatorname{Cone}\left(D, r, n^{\prime}\right)$.

Finally, we prove the NP-hardness of Euclidean Steiner Minimal Tree on $f(n)$ Almost Convex Sets of $n$ terminals, when $f(n)=\Omega\left(n^{\epsilon}\right)$ for some $\epsilon \in(0,1]$.

- Theorem 35. Let $\mathcal{S}_{\mathbb{F}, \epsilon}^{*}$ denote an $S M T$ of $X^{\prime}(\mathbb{F}, \epsilon)$ and $\left|\mathcal{S}_{\mathbb{F}, \epsilon}^{*}\right|$ denote its length. If $\mathbb{F}$ has an exact cover, then $\left|\mathcal{S}_{\mathbb{F}, \epsilon}^{*}\right| \leq f(n, t, \hat{C})+\left|\mathcal{T}_{1}\right|$, otherwise $\left|\mathcal{S}_{\mathbb{F}, \epsilon}^{*}\right| \geq f(n, t, \hat{C})+\frac{1}{200 \mathrm{nt}}+\left|\mathcal{T}_{1}\right|$, where $\hat{C}$ is the number of crossovers, i.e. hexagonal gadgets, and $f$ is a positive real-valued function of $n, t, \hat{C}$ as stated in Proposition 26.

Since it is not known if the ESMT problem is in NP, Garey et al. [6] show the NPcompleteness of a related problem called the Discrete Euclidean Steiner Minimal Tree (DESMT) problem, which is in NP. We define the DESMT problem as given in [6]. The DESMT problem takes as input a set $\mathcal{X}$ of integer-coordinate points in the plane and a positive integer $L$, and asks if there exists a set $\mathcal{Y} \supseteq \mathcal{X}$ of integer-coordinate points such that some spanning tree $\mathcal{T}$ for $\mathcal{Y}$ satisfies $|\mathcal{T}|_{d} \leq L$, where $|\mathcal{T}|_{d}=\Sigma_{e \in E(\mathcal{T})}\lceil\bar{e}\rceil$, i.e. we round up the length of each edge to the least integer not less than it.

In order to show that DESMT is NP-hard, the same reduction as that of the ESMT problem can be used, followed by scaling and rounding the coordinates of the points. Theorem 4 of [6] proves that the DESMT problem is NP-Complete. Moreover, since it is Strongly NP-Complete, the DESMT problem does not admit any FPTAS. Finally in Theorem 5 of [6], Garey et al. show that as a consequence, the ESMT problem does not have any FPTAS as well.

Now we show that the DESMT problem is NP-hard even on $f(n)$-Almost Convex Sets of $n$ terminals, when $f(n)=\Omega\left(n^{\epsilon}\right)$ and where $\epsilon \in(0,1]$.

In Section 7 of [6], the reduced instance $X(\mathbb{F})$ of ESMT is converted into an instance $X_{d}(\mathbb{F})$ of DESMT. The conversion is as follows:
$X_{d}(\mathbb{F})=\left\{\left(\left\lceil 12 M \cdot 200 n t \cdot x_{1}\right\rceil,\left\lceil 12 M \cdot 200 n t \cdot x_{2}\right\rceil\right): x=\left(x_{1}, x_{2}\right) \in X(\mathbb{F})\right\}$, where $M=|X(\mathbb{F})|$.
We apply a similar conversion to the reduced ESMT instance $X^{\prime}(\mathbb{F}, \epsilon)$, to convert it into a DESMT instance of an $\Omega\left(n^{\epsilon}\right)$-Almost Convex Set. The conversion goes as follows:
$X_{d}^{\prime}(\mathbb{F}, \epsilon)=\left\{\left(\left\lceil 12 N \cdot 200 n t \cdot x_{1}\right\rceil,\left\lceil 12 N \cdot 200 n t \cdot x_{2}\right\rceil\right): x=\left(x_{1}, x_{2}\right) \in X^{\prime}(\mathbb{F}, \epsilon)\right\}$, where $N=\left|X^{\prime}(\mathbb{F}, \epsilon)\right|$.

The next two lemmas establish the validity of $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ as an instance of DESMT and the upper bounds on the size of the constructed instance. Note that the reduction from X3C followed by the conversion can be done in polynomial time.

- Lemma 36. The instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ constructed above is a valid DESMT instance.
- Lemma 37. The reduced DESMT instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ has $N$ distinct points, where $N=$ $\left|X^{\prime}(\mathbb{F}, \epsilon)\right|$.

Now we present the following lemma for the constructed DESMT instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ analogous to Lemma 29 for the ESMT instance $X^{\prime}(\mathbb{F}, \epsilon)$.

- Lemma 38. The reduced DESMT instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ constructed is an $\Omega\left(N^{\epsilon}\right)$-Almost Convex Set, where $N=\left|X_{d}^{\prime}(\mathbb{F}, \epsilon)\right|$.

We get the following theorem from Lemmas 36-38.

- Theorem 39. The instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ constructed is a valid DESMT instance on an $\Omega\left(N^{\epsilon}\right)$ Almost Convex Set, where $\left|X_{d}^{\prime}(\mathbb{F}, \epsilon)\right|=\left|X^{\prime}(\mathbb{F}, \epsilon)\right|=N$.

Following Theorems 3 and 4 in [6], we get that the DESMT problem is NP-Complete for $\Omega\left(N^{\epsilon}\right)$-Almost Convex Sets, where $N$ is the total number of terminals. Since we get the reduced instance $X_{d}^{\prime}(\mathbb{F}, \epsilon)$ from the X3C instance $(n, \mathbb{F})$, the DESMT problem is strongly NP-complete for $\Omega\left(N^{\epsilon}\right)$-Almost Convex Sets, and does not admit any FPTAS.

Using Theorem 5 of [6], we get that if the ESMT problem has an FPTAS, then the X3C problem can be solved in polynomial time. The Theorem also applies for our case of $\Omega\left(N^{\epsilon}\right)$-Almost Convex Sets. Therefore, we get the following theorem,

- Theorem 40. There does not exist any FPTAS for the ESMT problem on $f(n)$-Almost Convex Sets of $n$ terminals, where $f(n)=\Omega\left(n^{\epsilon}\right)$ and $\epsilon \in(0,1]$, unless $P=N P$.


## 6 Conclusion

In this paper, we first study ESMT on vertices of 2-CPR $n$-gons and design a polynomial time algorithm. It remains open to design a polynomial time algorithm for ESMT on $k$-CPR $n$-gons, or show NP-hardness for the problem. Next, we study the problem on $f(n)$-Almost Convex Sets of $n$ terminals. For this NP-hard problem, we obtain an algorithm that runs in $2^{\mathcal{O}(f(n) \log n)}$ time. We also design an FPTAS when $f(n)=\mathcal{O}(\log n)$. On the other hand, we show that there cannot be an FPTAS if $f(n)=\Omega\left(n^{\epsilon}\right)$ for any $\epsilon \in(0,1]$, unless $\mathrm{P}=\mathrm{NP}$. The question of existence of FPTASes when $f(n)$ is a polylogarithmic function remains open.
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#### Abstract

A rectilinear-upward planar drawing of a digraph $G$ is a crossing-free drawing of $G$ where each edge is either a horizontal or a vertical segment, and such that no directed edge points downward. Rectilinear-Upward Planarity Testing is the problem of deciding whether a digraph $G$ admits a rectilinear-upward planar drawing. We show that: (i) Rectilinear-Upward Planarity Testing is NP-complete, even if $G$ is biconnected; (ii) it can be solved in linear time when an upward planar embedding of $G$ is fixed; (iii) the problem is polynomial-time solvable for biconnected digraphs of treewidth at most two, i.e., for digraphs whose underlying undirected graph is a series-parallel graph; $(i v)$ for any biconnected digraph the problem is fixed-parameter tractable when parameterized by the number of sources and sinks in the digraph.
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## 1 Introduction

A rectilinear planar drawing of a graph $G$ is a crossing-free drawing of $G$ where vertices are placed at distinct points in the plane (possibly at grid points) and edges are drawn as either horizontal segments or vertical segments. Rectilinear Planarity Testing is the problem of deciding whether a planar graph admits a rectilinear planar drawing. Besides the theoretical beauty of the problem, which belongs to the vast literature about graph planarity testing (see, e.g. [10, 38, 39] for books and surveys), the question is at the heart of those technologies that display networked data by means of orthogonal layouts, which find applications in a variety of fields, from software engineering to bioinformatics, from data bases to computer networks (see, e.g., $[21,36]$ ).
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Rectilinear Planarity Testing has been proved to be NP-complete [29]. However, polynomial-time solutions are known both for constrained versions of the problem and for restricted families of graphs. Namely, Rectilinear Planarity Testing can be solved in polynomial time in the so-called fixed-embedding setting, that is when the input is given with a planar embedding and the testing algorithm is not allowed to change the embedding (see, e.g. [42]). Also, polynomial-time solutions are known for graphs of bounded treewidth and for sub-cubic graphs (see, e.g., [11, 12, 13, 22, 27, 31, 40, 41]).

In this paper we study rectilinear planar drawings of directed graphs (digraphs). We want to test whether a digraph $G$ admits a rectilinear planar drawing with the additional constraint that no directed edge points downward. We call such a drawing a rectilinear-upward planar drawing and the testing problem Rectilinear-Upward Planarity Testing. It may be worth recalling that the problem of testing whether a digraph admits an upward planar drawing, i.e., a planar drawing where each edge is monotonically increasing in the upward direction according to its orientation, is NP-complete [29]. See also [1, 3, 4, 5, 7, 15, 32, 34] for polynomial-time solutions and parameterized approaches on restricted graph families or scenarios. Figure 1 shows an example of a digraph that admits both an upward planar drawing and a rectilinear planar drawing, but that does not admit a rectilinear-upward planar drawing. Our contributions can be summarized as follows.

- We prove that Rectilinear-Upward Planarity Testing is NP-complete, even if the input digraph is biconnected (Section 3).
- We show that Rectilinear-Upward Planarity Testing can be solved in linear-time when an upward planar embedding of $G$ is fixed as part of the input (Section 4). We remark that both the problem of testing rectilinear planarity and of testing upward planarity in linear time in the fixed-embedding setting are among of the most famous and long-standing open problems in graph drawing (see, e.g., $[6,43]$ ).
- We consider the variable-embedding setting, where the algorithm is free to chose the planar embedding of the input graph, and we focus on families of biconnected digraphs (Section 5). We show that Rectilinear-Upward Planarity Testing can be solved in polynomial time for biconnected digraphs with treewidth at most two, i.e., when the underlying undirected graph is series-parallel. We recall that polynomial-time testing algorithms for series-parallel graphs are known in the literature both in the context of upward planarity testing only and in the context of rectilinear planarity testing only (see, e.g., $[8,19,16])$. We also show that Rectilinear-Upward Planarity Testing is FPT when parameterized by the number $k$ of sources and sinks of the digraph. Namely, for any $n$-vertex digraph our FPT algorithm is single-exponential in $k$ and has a quadratic factor in $n$. We remark that parameterized complexities of upward and rectilinear planarity testing are topics that have been receiving increasing attention (see, e.g., [7, 14, 35]).

From a technical point of view, our linear-time algorithm in the fixed-embedding setting exploits a 2-SAT formulation, instead of using network-flow models as done in the standard approaches for testing both rectilinear and upward planarity (see, e.g., [1, 3, 9, 28, 42]). In the variable-embedding setting, we rely on the concept of rectilinear-upward spirality. It combines the notion of spirality introduced in [11] to measure how much a triconnected component of a rectilinear drawing can be "rolled up", with additional information about the orientation of the edges incident to the poles of the triconnected components.

For space restrictions some proofs are sketched or omitted. Full proofs will appear in an extended journal version of the paper.

(a)

(b)

(c)

Figure 1 A graph $G$ that is upward planar, rectilinear planar, but not rectilinear-upward planar. (a) An upward planar drawing of $G$. (b) A rectilinear planar drawing of $G$. (c) A rectilinear-upward planar drawing of $G$ without edge $(6,8)$.

## 2 Basic Definitions and Properties

For basic definitions on graph drawing and planarity refer to [10]. We assume to work with connected graphs, as otherwise we can treat each connected component of the graph independently. A 4-graph is a graph with vertex-degree at most four.

Upward planar drawings. In an upward drawing of a digraph $G$ each edge is represented as a Jordan arc monotonically increasing in the upward direction, according to its orientation; see Figure 1a. A digraph $G$ is upward planar if it admits an upward planar drawing. Clearly, a necessary (but not sufficient) condition for $G$ to be upward planar is that $G$ is acyclic.

Orthogonal drawings and representations. Let $G$ be a planar (undirected or directed) 4 -graph, and let $\Gamma$ be a planar drawing of $G$. We say that $\Gamma$ is an orthogonal planar drawing of $G$ if each edge is drawn as a sequence of horizontal and vertical segments. A bend on an edge is the contact point between a horizontal and a vertical segment of the edge. An orthogonal planar representation $H$ of a planar graph $G$ is a class of shape equivalent orthogonal planar drawings; namely, $H$ describes the planar embedding of $G$, the sequence of left/right bends along the edges, and the angles at every vertex of $G$, each angle formed by two (possibly coincident) consecutive edges around the vertex and expressed as a value in the set $\left\{90^{\circ}, 180^{\circ}, 270^{\circ}, 360^{\circ}\right\}$. If $H$ is the orthogonal representation of an orthogonal planar drawing $\Gamma$, we also say that $\Gamma$ preserves $H$ and that $\Gamma$ is a drawing of $H$. A drawing of $H$ can be computed in linear time [42], thus we can concentrate on computing orthogonal representations rather than drawings.

Orthogonal planar drawings (resp. representations) without bends are called rectilinear planar drawings (resp. rectilinear planar representations); see, e.g., Figure 1b. A graph $G$ is rectilinear planar if it admits a rectilinear planar drawing (or representation). We say that a rectilinear planar representation $H$ is oriented if it also specifies for each edge $(u, v)$ of $G$ the relative position of $u$ with respect to $v$, i.e., whether $u$ must be to the left, to the right, above, or below $v$ in every rectilinear drawing of $H$; in particular, this information establishes for each edge $e$ of $G$ if $e$ is horizontal or vertical in $H$ (it is actually enough to specify the relative position of the end-vertices of one edge of $H$ to establish the relative position of the end-vertices for every other edge). Note that the definition of oriented rectilinear representation $H$ of $G$ has nothing to do with the orientation of the edges when $G$ is a digraph. For a given rectilinear representation of $G$ there are always four different oriented versions of it, obtained by rotating one of them by an angle of $k \cdot 90^{\circ}$, for $k=0,1,2,3$.

Rectilinear-upward planar representations. In this paper we deal with drawings of digraphs that are at the same time rectilinear and upward. More precisely, we do not require that an edge is strictly upward (which would prevent us from drawing it as a horizontal segment), but rather we exclude that it is drawn downward. Formally, let $G$ be an acyclic planar 4-digraph and let $\Gamma$ be a planar drawing of $G$. We say that $\Gamma$ is a rectilinear-upward planar drawing of $G$ if $\Gamma$ is a rectilinear planar drawing of $G$ with no directed edge that points downward; see, e.g., Figure 1c. This corresponds to saying that a rectilinear upward planar drawing $\Gamma$ induces an oriented rectilinear planar representation $H$ of $G$ with the property that for each directed edge $(u, v)$ of $G$, vertex $u$ is never above vertex $v$. We say that $H$ is a rectilinear-upward planar representation of $G$. As for rectilinear representations, $H$ describes a class of shape equivalent rectilinear-upward planar drawings. A digraph $G$ is rectilinear-upward planar if it admits a rectilinear-upward planar drawing, or equivalently, a rectilinear-upward planar representation. Clearly, rectilinear planarity is necessary for rectilinear-upward planarity. The next property implies that also upward planarity is necessary for rectilinear-upward planarity. As already observed, both rectilinear planarity and upward planarity are not sufficient conditions when considered independently (see Figure 1).

- Property 1. If $\Gamma$ is a rectilinear-upward planar drawing of a digraph $G$, then $\Gamma$ can be transformed into an upward planar drawing of $G$ with the same planar embedding as $\Gamma$.

In the remainder we only consider planar 4-digraphs, thus we often omit the term "planar" and we avoid to specify that the vertex-degree is at most four. Also, we often use the abbreviation "RU" in place of "rectilinear-upward". Finally, we implicitly assume that the input digraphs are acyclic, as otherwise an upward drawing, and hence an RU drawing, cannot exist. Acyclicity can be tested in linear time, by a classical depth first search.

## 3 NP-Completeness of Rectilinear-Upward Planarity Testing

To prove the hardness of Rectilinear-Upward Planarity Testing, we use a reduction from the following 1-2-Switch-Flow problem, introduced in this paper and that may be considered of independent interest. The hardness of 1-2-Switch-Flow can be proved with a reduction from the problem Flow Orientation, which is shown to be NP-complete even if edge capacities are $O(\sqrt{n})$, where $n$ is the number of vertices of the graph [23].

## Problem: 1-2-SWITCH-FLOW (12SW)

Instance: A planar undirected graph $G=(V, E)$ where each edge $e \in E$ is labeled with a value $f_{e} \in\{1,2\}$.
Question: Does there exist an orientation for the edges in $E$ such that for each vertex the sum of the values of the incoming edges equals the sum of values of the outgoing edges?

We now sketch the reduction from 1-2-Switch-Flow (12SW) to Rectilinear-Upward Planarity Testing. Let $G=(V, E)$ be an instance of 12 SW . We first compute a planar embedding of $G$ and planarly add extra edges with label [0] (called [0]-edges) in such a way to obtain a maximal plane graph $G^{+}$(see Figure 2a). Second, we compute the dual plane graph $G^{*}$ of $G^{+}$and label the edges of $G^{*}$ with the values of the corresponding edges of $G^{+}$(see Figures 2b and 2c). Third, we compute an orthogonal drawing $\Gamma_{G^{*}}$ of $G^{*}$ such that each edge has at least one vertical segment (see Figure 3a). Fourth, we transform $\Gamma_{G^{*}}$ into an auxiliary positive instance $F$ of Rectilinear-Upward Planarity Testing by replacing orthogonal and vertical segments with rectangular boxes. In particular, each edge


Figure 2 The first two steps of the reduction from 12SW to Rectilinear-Upward Planarity Testing.


Figure 3 The last steps of the reduction from 12SW to Rectilinear-Upward Planarity Testing.
segment of $\Gamma_{G^{*}}$ is replaced with three parallel edges and each vertex or bend is replaced with a $3 \times 3$ grid (see Figure 3b). Edges of the instance $F$ are oriented so that $F$ admits a unique rectilinear-upward planar representation $\mathcal{H}_{F}$ up to a horizontal flip. Fifth, for each edge $e$ of $G^{*}$ labeled [1] (labeled [2], respectively), we identify the three parallel edges of $F$ corresponding to a vertical segment of $\Gamma_{G^{*}}$ belonging to $e$ and replace them with the subgraph $T_{1}$ (the subgraph $T_{2}$, respectively). Subgraphs $T_{1}$ and $T_{2}$, called tendrils, are depicted in Figure 7a and Figure 7b, respectively. Finally, we add a framework all around the graph and attach it to a vertex or bend in the upper part of $\Gamma_{G^{*}}$ (as in Figure 3c) to obtain the desired instance $I_{\text {Rupt }}$ of Rectilinear-Upward Planarity Testing.

- Theorem 1. Rectilinear-Upward Planarity Testing is NP-complete.

Sketch of Proof. The problem is in NP since the recognition of an RU representation is polynomial-time solvable. As for the hardness, we show that the above described reduction from 1-2-Switch-Flow constructs an instance $I_{\text {RUPT }}$ of Rectilinear-Upward Planarity Testing that admits an RU representation if and only if its tendrils are embedded in such a way that, for each face of $\Gamma_{G^{*}}$, the number of extra $270^{\circ}$ angles provided by some tendrils equals the number of extra $90^{\circ}$ angles provided by the remaining tendrils of the same face and this is equivalent to finding a feasible flow for the original 1-2-SwITCH-FLOW instance.

## 4 Testing Upward Plane Digraphs in Linear Time

If we have in input a rectilinear planar representation $H$ of a digraph $G$, testing whether $H$ is also an RU representation for one of the four possible orientations of $H$ is a trivial problem. On the contrary, given a plane graph $G$ with a prescribed "upward planar embedding", testing whether it admits an RU representation is a relevant problem. In this section we address this problem and present a linear-time algorithm to test whether an upward plane digraph $G$ admits an RU representation. We recall that an early paper in the graph drawing literature [26] claims the result of this section. Unfortunately, that paper only gives a sketch about the algorithm to test RU planarity without giving sufficient details and simultaneously referring to a much more restrictive model [25].

Before describing our algorithm, we formalize the concept of upward plane digraph. In any RU representation $H$ of a digraph $G$ each vertex $v$ is bimodal, i.e., all the incoming edges of $v$ (as well as all the outgoing edges of $v$ ) are consecutive around $v$. More specifically, $H$ induces: (a) a planar embedding of $G$ and, $(b)$ for each vertex $v$ of $G$, a linear left-to-right (possibly empty) list of the incoming edges of $v$ and a linear left-to-right (possibly empty) list of the outgoing edges of $v$. The information $(a)$ and $(b)$ together are called an upward planar embedding of $G$. A digraph $G$ is upward plane if it comes with a given upward planar embedding. An RU representation of an upward plane digraph $G$ (if any) is an RU representation of $G$ that preserves its upward planar embedding. Note that, given information $(a)$ and $(b)$ for a planar digraph $G$, it can be easily checked in linear time whether this pair correctly defines an upward plane embedding, i.e., if there exists an upward planar drawing of $G$ whose upward plane embedding coincides with $(a)$ and (b) (see e.g. [3]).

The main ingredient of our approach is a 2-SAT formulation of the testing problem. It consists of three phases, summarized hereunder and then described in more detail.

- Phase 1: For each vertex $w$ and for each edge $e$ outgoing $w$, we assign a set $\lambda_{\text {out }}(e)$ of labels to $e$, encoding the sides by which $e$ can leave $w$. Each of these labels is chosen in the set $\{E, W, N\}$ (East, West, or North). Similarly, for each edge $e$ incoming $w$, we assign to $e$ a set $\lambda_{\text {in }}(e)$ of $\{E, W, S\}$ (East, West, or South), encoding the sides by which $e$ can enter $w$.
- Phase 2: Based on $\lambda_{\text {out }}(e)$ and $\lambda_{\text {in }}(e)$ for each directed edge $e=(u, v)$, we compute a set $\lambda(e)$ of labels, each label taken in the set $\{L, U, R\}$, such that $|\lambda(e)| \leq 2$. The set $\lambda(e)$ encodes the possible directions ( $L=$ leftward, $U=$ upward, $R=$ rightward, respectively) that an edge can have in an RU representation. If $\lambda(e)$ is an empty set then the input graph does not have an RU representation. The function $\lambda$ is a candidate set of labels for the edges of $G$.
- Phase 3: By exploiting the labels associated with the edges, RU planarity is modeled as a 2 -SAT formula $\phi$, which is then solved in linear time [37].

Details for Phase 1. We describe how to define the sets $\lambda_{\text {out }}(\cdot)$ and $\lambda_{\text {in }}(\cdot)$ for every edge outgoing or incoming a vertex $w$ of $G$. (i) If $w$ has three outgoing (resp. incoming) edges $e_{1}, e_{2}, e_{3}$, in this left-to-right order in the upward planar embedding of $G$, then the sides from which these edges are incident to $w$ can be uniquely fixed. Namely, $\lambda_{\text {out }}\left(e_{1}\right)=\{W\}$, $\lambda_{\text {out }}\left(e_{2}\right)=\{N\}, \lambda_{\text {out }}\left(e_{3}\right)=\{E\}$ (resp. $\lambda_{\text {in }}\left(e_{1}\right)=\{W\}, \lambda_{\text {in }}\left(e_{2}\right)=\{S\}, \lambda_{\text {in }}\left(e_{3}\right)=\{E\}$ ). (ii) If $w$ has two outgoing (resp. incoming) edges $e_{1}$ and $e_{2}$, in this left-to-right order, we set $\lambda_{\text {out }}\left(e_{1}\right)=\{W, N\}, \lambda_{\text {out }}\left(e_{2}\right)=\{N, E\}$ (resp. $\lambda_{\text {in }}\left(e_{1}\right)=\{W, S\}, \lambda_{\text {in }}\left(e_{2}\right)=\{S, E\}$ ). (iii) If
$w$ has one outgoing edge $e_{1}$ we set $\lambda_{\text {out }}\left(e_{1}\right)=\{W, N, E\}$ in all cases except when $w$ has three incoming edges, in which case $\lambda_{\text {out }}\left(e_{1}\right)=\{N\}$. (iv) If $w$ has one incoming edge $e_{1}$ we set $\lambda_{\text {in }}\left(e_{1}\right)=\{W, S, E\}$ in all cases except when $w$ has three outgoing edges, in which case $\lambda_{\text {in }}\left(e_{1}\right)=\{S\}$.

Details for Phase 2. For each edge $e$, given the label sets $\lambda_{\text {out }}(e)$ and $\lambda_{\text {in }}(e)$ for $e$, we first initialize $\lambda(e)$ as the empty set. If $S \in \lambda_{\text {in }}(e)$ and $N \in \lambda_{\text {out }}(e)$, we add label $U$ to $\lambda(e)$. If $E \in \lambda_{\text {out }}(e)$ and $W \in \lambda_{\text {in }}(e)$, we add label $R$ to $\lambda(e)$. If $W \in \lambda_{\text {out }}(e)$ and $E \in \lambda_{\text {in }}(e)$, we add label $L$ to $\lambda(e)$. We say that $\lambda$ is a good labeling if it exists an RU representation $H$ of $G$ such that each edge $e \in H$ has a direction that corresponds to one of the labels of $\lambda(e)$; if so, $H$ is said to be compatible with $\lambda$. Note that the labeling $\lambda$ constructed as described above is such that, for each edge $e=(u, v),|\lambda(e)| \leq 3$. Also, if $|\lambda(e)|=3$ then $\lambda(e)=\{L, U, R\}$, and $e$ is the only outgoing edge of $u$ and the only incoming edge of $v$. Consider another labeling $\lambda^{\prime}$, derived from $\lambda$ as follows: If $|\lambda(e)| \leq 2$, let $\lambda^{\prime}(e)=\lambda(e)$; if $|\lambda(e)|=3$, let $\lambda^{\prime}(e)=\{U\}$. Clearly, $\lambda^{\prime}$ is constructed in linear time from $\lambda$ and $\left|\lambda^{\prime}(e)\right| \leq 2$, for every edge $e$ of the graph. We call $\lambda^{\prime}$ the reduction of $\lambda$. The following lemma is crucial for our 2-SAT model.

- Lemma 2. $\lambda$ is a good labeling if and only if its reduction $\lambda^{\prime}$ is a good labeling.

Proof. Clearly, if $\lambda^{\prime}$ is a good labeling then $\lambda$ is, because $\lambda(e)$ is a superset of $\lambda^{\prime}(e)$. Suppose, vice versa, that $\lambda$ is a good labeling. We prove that $\lambda^{\prime}$ is a good labeling by induction on the number $k$ of edges $e$ for which $|\lambda(e)|=3$. If $k=0, \lambda$ and $\lambda^{\prime}$ coincides, and the statement is obvious. Suppose that the statement is true for any $k \geq 1$, and let $e$ be any edge for which $|\lambda(e)|=3$. Let $\lambda^{\prime \prime}$ be the labeling obtained from $\lambda^{\prime}$ by setting $\lambda^{\prime \prime}(e)=\lambda(e)=\{L, U, R\}$. By the inductive hypothesis $\lambda^{\prime \prime}$ is a good labeling. Consider an RU representation $H$ of $G$ compatible with $\lambda$ and let $d$ be the direction of $e$ in $H$. If $d$ is the upward direction, then $H$ is also compatible with $\lambda^{\prime}$, because $\lambda^{\prime}(e)=\{U\}$. Otherwise (i.e., $d$ is either the rightward or the leftward direction) there is neither an edge of $H$ that leaves $u$ from North nor an edge of $H$ that enters $v$ from South (because $e$ is the only outgoing edge of $u$ and the only incoming edge of $v$ ). Hence, we can derive from $H$ another RU representation $H^{\prime}$ such that $e$ points upward while all other edges of $H^{\prime}$ have the same direction as in $H$. The representation $H^{\prime}$ is now compatible with $\lambda^{\prime}$, which implies that $\lambda^{\prime}$ is a good labeling.

Details for Phase 3. By Lemma 2, we can always assume that the labeling $\lambda$ determined in the previous phase is such that $\lambda(e)$ contains either one or two labels, for each edge $e$ of $G$. Indeed, if this is not the case, we can restrict to consider its reduction $\lambda^{\prime}$, obtained from $\lambda$ in linear time. Let $w$ be a vertex of $G$ and let $e_{1}$ and $e_{2}$ be two edges of $G$ that are either both outgoing $w$ or both incoming $w$. Two labels $X \in \lambda\left(e_{1}\right)$ and $Y \in \lambda\left(e_{2}\right)$ are conflicting if $X=Y$. This is true, because there cannot exist an RU representation of $G$ such that the directions of $e_{1}$ and $e_{2}$ coincide. Let $e_{1}$ be an edge outgoing $w$ and let $e_{2}$ be an edge incoming $w$. Two labels $X \in \lambda\left(e_{1}\right)$ and $Y \in \lambda\left(e_{2}\right)$ are conflicting if $X$ and $Y$ represent opposite directions (i.e., $X=L$ and $Y=R$ or $X=R$ and $Y=L$ ). This phase aims to assign a single label to each edge, in such a way that there is no conflicting labels. Such an assignment (if any) is a non-conflicting label assignment within $\lambda$. We use the notation $\mathcal{L}(\lambda)$ to denote any non-conflicting assignment within $\lambda$. The next lemma establishes an equivalence between non-conflicting label assignments and RU representations of $G$ compatible with $\lambda$.

- Lemma 3. Let $\lambda$ be a candidate set of labels for the edges of $G$. There exists an $R U$ representation $H$ that is compatible with $\lambda$ if and only if there exists a non-conflicting label assignment within $\lambda$. The edge directions defined by $H$ correspond to those defined by the label assignment, and $H$ preserves the planar embedding of $G$.

Proof. If there exists an RU representation $H$ that is compatible with $\lambda$, then choosing for each edge $e$ the label of $\lambda(e)$ that corresponds to the direction of $e$ in $H$ immediately yields a non-conflicting label assignment within $\lambda$.

Suppose vice versa that there exists a non-conflicting label assignment $\mathcal{L}(\lambda)$. We show that from $\mathcal{L}(\lambda)$ we can derive an RU representation $H$ of $G$ that is compatible with $\lambda$. Since by hypothesis $G$ is upward planar and comes with an upward-planar embedding, there exists a straight-line upward planar drawing $\Gamma^{\prime}$ of $G$ that preserves its upward planar embedding [2]. We can construct from $\Gamma^{\prime}$ an orthogonal-upward drawing $\Gamma^{\prime \prime}$ of $G$ such that for each edge $e=(u, v):(i)$ the directions of the segments of $e$ that are incident to $u$ and $v$ are coherent with the label of $e$ in $\mathcal{L}(\lambda)$; and (ii) moving from $u$ to $v$ along $e$, the number of right bends equals the number of left bends.

(a)

(b)

(c)

Figure 4 An illustration for the proof of Lemma 3.
To construct $\Gamma^{\prime \prime}$, proceed as follows. Let $\varepsilon>0$ be a length such that the circular area of radius $\varepsilon$ around each vertex $v$ does not intersect any other vertex and any other edge that is not incident to $v$ in $\Gamma^{\prime}$. For each vertex $v$ of $\Gamma^{\prime}$, draw a circle $C_{\varepsilon}(v)$, centered at $v$, of radius $\varepsilon$ (see Figure 4a). Let $e$ be an edge incident to $v$. Denote by $\delta(v, e)$ the smallest vertical distance between $v$ and the intersection of $e$ with $C_{\epsilon}(v)$ (see Figure 4a). Let $\delta$ be the minimum of all $\delta(v, e)$. Draw a circle $C_{\delta}(v)$ of radius $\delta$ around each vertex $v$. Now construct a drawing of $G$ such that each edge $e=(u, v)$ is non-decreasing with respect to the $y$-coordinate, leaves the $u$ vertex and enters vertex $v$ with a straight segment of length $\delta$ directed as prescribed by $\lambda$. This is possible because $\delta=\min _{v, e}\{\delta(v, e)\}$ (see Figure 4b). To finally obtain $\Gamma^{\prime \prime}$, we replace each edge $e$ by a sequence of horizontal and vertical segments that follows the drawing of $e$ at a distance that is small enough to guarantee that it does not intersect any other edge or vertex of the drawing (see Figure 4a). Since the sequence of horizontal and vertical segments of each edge $e$ starts and ends with a segment that goes in the same direction and is non-decreasing, the numbers of right and left turns are the same.

To construct the final RU representation $H$, consider the orthogonal representation $H^{\prime \prime}$ of $\Gamma^{\prime \prime}$. Since each edge of $H^{\prime \prime}$ has the same number of left and right turns, by [42] there exists an orthogonal representation $H$ of $G$ without bends (i.e., a rectilinear representation of $G$ ) such that $H$ has the same embedding as $H^{\prime \prime}$ and such that each edge in $H$ is incident to its end-vertices from the same side as in $H^{\prime \prime}$.

Given a non-conflicting label assignment $\mathcal{L}(\lambda)$ of $G$, an RU representation $H$ of $G$ compatible with $\lambda$ and whose edge directions correspond to the edge labels of $\mathcal{L}(\lambda)$, can be easily constructed in linear time. Namely, since $H$ preserves the planar embedding of $G$,
for each vertex $w$ of $H$ the angles at $w$ can be easily determined by the label assignment $\mathcal{L}(\lambda)$ for the edges incident to $w$. Also, $H$ is oriented in such a way that the directions of the edges are coherent with $\lambda$. We now give the main result of this section.

- Theorem 4. Let $G$ be an n-vertex upward plane digraph. There exists an $O(n)$-time algorithm that tests whether $G$ admits an RU representation, and that computes one in the positive case.

Proof. Let $\lambda$ be a candidate set of labels for the edges of $G$, computed as described in Phase 1 and Phase 2. By Lemma 2, we also assume that, for each edge $e$ of $G, \lambda(e)$ contains at most two labels. Based on Lemma 3, deciding whether $G$ admits an embedding-preserving RU representation is equivalent to deciding whether $G$ admits a non-conflicting labeling $\mathcal{L}(\lambda)$. We model this problem as a 2-SAT problem, which is defined as follows.

For each edge $e$ and for each label $X \in \lambda(e)$, define a Boolean variable $b_{e}^{X}$; this variable will be set to True if we select label $X$ for edge $e$, and it will be set to False otherwise. We define a formula $c l(e)$ for every edge $e$ and a formula $c l(v)$ for every vertex $v$ that has at least one incident edge $e$ with $|\lambda(e)|=2$. Our 2-SAT formula $\Phi$ is the conjunction of all the formulas defined for the edges and for the vertices of $G$.

For each edge $e$ of $G$ we define $c l(e)$ as either the conjunction of two clauses or as a single clause in $\Phi$, depending on whether $|\lambda(e)|=2$ or $|\lambda(e)|=1$. More precisely, if $\lambda(e)=\{X, Y\}$ we have $\operatorname{cl}(e)=\left(b_{e}^{X} \vee b_{e}^{Y}\right) \wedge\left(\neg b_{e}^{X} \vee \neg b_{e}^{Y}\right)$. This ensures that in order to satisfy $\Phi$ we have to select exactly one of the two labels $X$ and $Y$. If $\lambda(e)=\{X\}$, we have $c l(e)=\left(b_{e}^{X} \vee b_{e}^{X}\right)$. For $c l(v)$ we have two cases: $(i) v$ is a source or a sink; (ii) $v$ is neither a source nor a sink.

Case $(i)$. If $v$ is a source (resp. a sink), let $e_{1}$ and $e_{2}$ be the two outgoing (resp. incoming) edges from $v$, respectively. We set:

$$
c l(v)=\neg b_{e_{1}}^{U} \vee \neg b_{e_{2}}^{U}
$$

Case (ii). We have four subcases: (a) $\operatorname{deg}(v)=2$; (b) $\operatorname{deg}(v)=3$ and $v$ has two incoming edges; (c) $\operatorname{deg}(v)=3$ and $v$ has two outgoing edges; (d) $\operatorname{deg}(v)=4$ and $v$ has two incoming and two outgoing edges.
(a) Let $e_{1}$ and $e_{2}$ be the incoming edge and the outgoing edge of $v$, respectively. Suppose $\lambda\left(e_{1}\right)=\{U, X\}$ and $\lambda\left(e_{2}\right)=\{U, Y\}$, where $X, Y \in\{R, L\}$. If $X=Y$, we do not add any clause associated with $v$, because any two labels for $e_{1}$ and $e_{2}$ in $\lambda\left(e_{1}\right)$ and in $\lambda\left(e_{2}\right)$ are non-conflicting. If $X \neq Y$, we set:

$$
c l(v)=\neg b_{e_{1}}^{X} \vee \neg b_{e_{2}}^{Y} .
$$

(b) Let $e_{1}$ and $e_{2}$ be the two incoming edges of $v$, in this left-to-right order, and let $e_{3}$ be the outgoing edge of $v$. We have $\lambda\left(e_{1}\right)=\{U, R\}, \lambda\left(e_{2}\right)=\{L, U\}$, and either (1) $\lambda\left(e_{3}\right)=\{L, U\}$ or (2) $\lambda\left(e_{3}\right)=\{U, R\}$. We define $c l(v)$ as follows, depending on the two sub-cases:
(1) $c l(v)=\left(\neg b_{e_{1}}^{U} \vee \neg b_{e_{2}}^{U}\right) \wedge\left(\neg b_{e_{1}}^{R} \vee \neg b_{e_{3}}^{L}\right)$
(2) $\operatorname{cl}(v)=\left(\neg b_{e_{1}}^{U} \vee \neg b_{e_{2}}^{U}\right) \wedge\left(\neg b_{e_{2}}^{L} \vee \neg b_{e_{3}}^{R}\right)$
(c) Symmetric to (b).
(d) Let $e_{1}$ and $e_{2}$ be the two outgoing edges of $v$, and let $e_{3}$ and $e_{4}$ be the two incoming edges of $v$, in this left-to-right order. We have: $\lambda\left(e_{1}\right)=\{L, U\}, \lambda\left(e_{2}\right)=\{U, R\} ; \lambda\left(e_{3}\right)=\{L, U\}$, $\lambda\left(e_{4}\right)=\{U, R\}$. We define $c l(v)$ as follows:

$$
c l(v)=\left(\neg b_{e_{1}}^{U} \vee \neg b_{e_{2}}^{U}\right) \wedge\left(\neg b_{e_{2}}^{R} \vee \neg b_{e_{3}}^{L}\right) \wedge\left(\neg b_{e_{3}}^{U} \vee \neg b_{e_{4}}^{U}\right) \wedge\left(\neg b_{e_{1}}^{L} \vee \neg b_{e_{4}}^{R}\right)
$$

Observe that, if a vertex is incident to an edge $e$ with $|\lambda(e)|=1$, we use the clauses defined above, but in these cases they are simplified since the values $b_{e}^{X}$ are fixed (either to True or to False) for any possible value of $X$.

## 5 Testing in the Variable Embedding Setting

In this section we deal with biconnected planar digraphs whose embedding is not fixed. In Section 5.1 we define the notion of rectilinear-upward spirality. In Section 5.2 we describe a polynomial-time testing algorithm for digraphs whose underlying undiracted graph is seriesparallel. In Section 5.3 we consider the general case, and give a FPT algorithm parameterized by the the number of sources and sinks in the digraph.

### 5.1 Rectilinear-Upward Spirality

We introduce the new concept of rectilinear-upward spirality, which specializes the notion of orthogonal spirality defined in [11]. While the orthogonal spirality is a measure of how much a given subgraph of an undirected graph $G$ is rolled-up in an orthogonal representation of $G$, our notion of spirality is for directed graphs and incorporates additional information about the sides to which edges are incident to the poles of the triconnected components.

SPQR-trees. As in [11], our definition of spirality exploits the popular SPQR-tree data structure introduced by Di Battista and Tamassia [10]. The $S P Q R$-tree $T$ of a biconnected (di)graph $G$ represents the decomposition of $G$ into its triconnected components [33], and it can be computed in linear time [10, 30]. Refer to Figure 8. Each triconnected component corresponds to a non-leaf node $\nu$ of $T$; the triconnected component itself is the skeleton of $\nu$ and is denoted as $\operatorname{skel}(\nu)$. Node $\nu$ can be: $(i)$ an $S$-node (series composition), if $\operatorname{skel}(\nu)$ is a simple cycle of length at least three; (ii) a $P$-node (parallel composition), if $\operatorname{skel}(\nu)$ is a bundle of at least three parallel edges; (iii) an $R$-node (rigid composition), if $\operatorname{skel}(\nu)$ is a triconnected graph. A degree-1 node of $T$ is a $Q$-node and represents a single edge of $G$. A real edge (resp. virtual edge) in $\operatorname{skel}(\nu)$ corresponds to a Q-node (resp., to an S-, P-, or R-node) adjacent to $\nu$ in $T$. Let $e$ be a designated edge of $G$, called the reference edge of $G$, let $\rho$ be the Q-node of $T$ corresponding to $e$, and let $T$ be rooted at $\rho$. For any P-, S-, or R-node $\nu$ of $T$ distinct from the root child, $\operatorname{skel}(\nu)$ has a virtual edge, called reference edge of $\operatorname{skel}(\nu)$ and of $\nu$, associated with a virtual edge in the skeleton of its parent. The reference edge of the root child of $T$ is the edge corresponding to $\rho$. For every node $\nu \neq \rho$, the pertinent graph $G_{\nu}$ of $\nu$ is the subgraph of $G$ whose edges correspond to the Q-nodes in the subtree of $T$ rooted at $\nu$. We also say that $G_{\nu}$ is a component of $G$. The pertinent graph $G_{\rho}$ of the root $\rho$ coincides with the reference edge of $G$. If $H$ is a rectilinear representation or an RU rectilinear representation of $G$, its restriction $H_{\nu}$ to $G_{\nu}$ is a rectilinear component or an $R U$ rectilinear component of $H$. As in $[7,11,15,16,18,20,23]$, we implicitly assume to work with a normalized SPQR-tree, in which every S-node has exactly two children. Every SPQR-tree can be normalized in $O(n)$ time by recursively splitting an S-node with more than two children into multiple S-nodes with two children. If $G$ has $n$ vertices, a normalized SPQR-tree of $G$ still has $O(n)$ nodes.

RU-Spirality. Let $G$ be a biconnected planar digraph and consider an SPQR-tree $T$ of $G$ rooted at a Q-node $\rho$, corresponding to a reference edge $(s, t)$. Assume for convenience that the vertices of $G$ are labeled with an st-numbering [24] of $G$ (see, e.g., Figure 8a). Let $H$ be an orthogonal representation of $G$ with the reference edge $G_{\rho}=(s, t)$ in the external

(a) $G$

(b) $H$

(c) $H^{\prime}$

Figure 5 Illustration of the concept of RU-spirality. The two representations in (b) and (c) have the same value of $\sigma_{\nu}$ but different RU spiralities.
face, let $H_{\nu}$ be a component of $H$ (i.e., the restriction of $H$ to $G_{\nu}$ ), and let $\{u, v\}$ be the poles of $\nu$, where $u$ precedes $v$ in the st-numbering. We say that $u$ and $v$ are the first-pole and the second-pole of $\nu$, respectively. Note that we are not assuming any relationship between the st-numbering and the orientation of the edges of $G$. For each pole $w \in\{u, v\}$, let $\operatorname{intdeg}_{\nu}(w)$ and $\operatorname{extdeg}_{\nu}(w)$ be the degree of $w$ inside and outside $H_{\nu}$, respectively. We define two (possibly coincident) alias vertices of $w$, denoted by $w^{\prime}$ and $w^{\prime \prime}$, as follows: (i) if $\operatorname{intdeg}_{\nu}(w)=1$, then $w^{\prime}=w^{\prime \prime}=w ;(i i)$ if $\operatorname{intdeg}_{\nu}(w)=\operatorname{extdeg}_{\nu}(w)=2$, then $w^{\prime}$ and $w^{\prime \prime}$ are dummy vertices, each splitting one of the two distinct edge segments incident to $w$ outside $H_{\nu} ;($ iii $)$ if $\operatorname{intdeg}_{\nu}(w)>1$ and $\operatorname{extdeg}_{\nu}(w)=1$, then $w^{\prime}=w^{\prime \prime}$ is a dummy vertex that splits the edge segment incident to $w$ outside $H_{\nu}$.

Let $A^{w}$ be the set of distinct alias vertices of a pole $w$. Let $P^{u v}$ be any simple undirected path from $u$ to $v$ inside $H_{\nu}$ and let $u^{\prime} \in A^{u}$ and $v^{\prime} \in A^{v}$ be two alias vertices of $u$ and of $v$, respectively. The path $S^{u^{\prime} v^{\prime}}$ obtained concatenating $\left(u^{\prime}, u\right), P^{u v}$, and $\left(v, v^{\prime}\right)$ is a spine of $H_{\nu}$. Denote by $n\left(S^{u^{\prime} v^{\prime}}\right)$ the number of right turns minus the number of left turns encountered along $S^{u^{\prime} v^{\prime}}$ moving from $u^{\prime}$ to $v^{\prime}$. The rectilinear spirality $\sigma\left(H_{\nu}\right)$ of $H_{\nu}$ is either an integer or a semi-integer number, defined based on the following cases: (i) If $A^{u}=\left\{u^{\prime}\right\}$ and $A^{v}=\left\{v^{\prime}\right\}$ then $\sigma\left(H_{\nu}\right)=n\left(S^{u^{\prime} v^{\prime}}\right)$. (ii) If $A^{u}=\left\{u^{\prime}\right\}$ and $A^{v}=\left\{v^{\prime}, v^{\prime \prime}\right\}$ then $\sigma\left(H_{\nu}\right)=\frac{n\left(S^{u^{\prime} v^{\prime}}\right)+n\left(S^{u^{\prime} v^{\prime \prime}}\right)}{2}$. (iii) If $A^{u}=\left\{u^{\prime}, u^{\prime \prime}\right\}$ and $A^{v}=\left\{v^{\prime}\right\}$ then $\sigma\left(H_{\nu}\right)=\frac{n\left(S^{u^{\prime} v^{\prime}}\right)+n\left(S^{u^{\prime \prime} v^{\prime}}\right)}{2}$. (iv) If $A^{u}=\left\{u^{\prime}, u^{\prime \prime}\right\}$ and $A^{v}=\left\{v^{\prime}, v^{\prime \prime}\right\}$ assume, without loss of generality, that $\left(u, u^{\prime}\right)$ succeeds $\left(u, u^{\prime \prime}\right)$ clockwise around $u$ and that $\left(v, v^{\prime}\right)$ precedes $\left(v, v^{\prime \prime}\right)$ clockwise around $v$; then $\sigma\left(H_{\nu}\right)=\frac{n\left(S^{u^{\prime} v^{\prime}}\right)+n\left(S^{u^{\prime \prime} v^{\prime \prime}}\right)}{2}$.

For brevity, in the following we often denote by $\sigma_{\nu}$ the rectilinear spirality of an RU representation of $G_{\nu}$. Let $\{S, N, W, E\}$ denote the set of the four possible sides (North, South, East, West) by which an edge can be incident to a vertex in an RU representation. The rectilinear-upward spirality ( $R U$-spirality for short) of $H_{\nu}$, denoted by $\tau\left(H_{\nu}\right)$ (or simply by $\tau_{\nu}$ ), is a tuple $\left\langle\sigma_{\nu}, \varphi_{u}, \varphi_{v}\right\rangle$, where $\sigma_{\nu}$ is the rectilinear spirality of $H_{\nu}$ and where $\varphi_{w}=$ $\left(S_{w}, N_{w}, W_{w}, E_{w}\right)$ specifies the arrangement of the internal and external edges of $H_{\nu}$ incident to a pole $w \in\{u, v\}$, with respect to the four sides $S$ (South), $N$ (North), $W$ (West), and $E$ (East). Precisely, for each $D \in\{S, N, W, E\}$ and $w \in\{u, v\}$, we have $D_{w} \in\{$ free, int, ext $\}$ in such a way that: $D_{w}=$ free if no edge is incident to $w$ from side $D ; D_{w}=$ int if there is an edge of $H_{\nu}$ (i.e., an edge internal to $H_{\nu}$ ) incident to $w$ from side $D ; D_{w}=$ ext if there is an edge of $H$ not in $H_{\nu}$ (i.e., an edge external to $H_{\nu}$ ) incident to $w$ from side $D$. We call $\sigma_{\nu}$ the rectilinear spirality of $\tau_{\nu} ; \varphi_{u}$ and $\varphi_{v}$ the pole side specifications of $\tau_{\nu}$. Figure 5 shows an illustration of the concept of RU-spirality. In Figure 5a there is a digraph $G$ with a highlighted S-component $G_{\nu}$ with first-pole $u$ and second-pole $v$.


Figure 6 Illustration of the concept of substitution. The RU representation $H^{\prime \prime}$ in $(c)$ is obtained by substituting $H_{\nu}$ with $H_{\nu}^{\prime}$ in $H$. The first-pole of $\nu$ is vertex 1 and the second-pole of $\nu$ is vertex 6. We have $\tau\left(H_{\nu}\right)=\tau\left(H_{\nu}^{\prime}\right)=\left\langle-\frac{1}{2}\right.$, (free, int, ext, int), (int, ext, int, ext) $\rangle$.

Figure 5b and Figure 5c show two different RU representations $H$ and $H^{\prime}$ of $G$. In $H$ we have $\tau_{\nu}=\left\langle 3, \varphi_{u}=(\right.$ free, ext, int, ext $), \varphi_{v}=($ ext, int, ext, free $\left.)\right\rangle$ and in $H^{\prime}$ we have $\tau_{\nu}=\left\langle 3, \varphi_{u}=\right.$ (ext, int, free, ext), $\varphi_{v}=($ free, ext, ext, int) $)$.

Note that, denoted by $G^{\prime}$ the subgraph of $G$ consisting of $G_{\nu}$ plus the external edges incident to the poles of $\nu$, the RU-spirality for an RU representation $H_{\nu}$ of $G_{\nu}$ can also be defined referring to an RU representation of $G^{\prime}$ that contains $H_{\nu}$, rather than to an RU representation of $G$. If we are able to construct an RU representation $H^{\prime}$ of $G^{\prime}$ such that its restriction $H_{\nu}$ to $G_{\nu}$ has RU-spirality $\tau_{\nu}$, then we say that $G_{\nu}$ (or simply $\nu$ ) admits RU-spirality $\tau_{\nu}$. Observe that, even if $H_{\nu}$ admits RU-spirality $\tau_{\nu}$, it might not exist an RU representation of $G$ whose restriction to $G_{\nu}$ has spirality $\tau_{\nu}$.

Substituting components with the same RU-spirality. We extend the results in [11, 18] to show that components with the same RU spirality are "interchangeable". Let $H$ and $H^{\prime}$ be two different RU representations of $G$ with the same reference edge $G_{\rho}$ on the external face. Also let $H_{\nu}$ and $H_{\nu}^{\prime}$ be the restrictions of $H$ and $H^{\prime}$ to the same component $G_{\nu}$. If $\tau\left(H_{\nu}\right)=\tau\left(H_{\nu}^{\prime}\right)$, the operation $\operatorname{Sub}\left(H_{\nu}, H_{\nu}^{\prime}\right)$ of substituting $H_{\nu}$ with $H_{\nu}^{\prime}$ in $H$ defines a new plane digraph $H^{\prime \prime}$ with an angle labeling such that the restriction of $H^{\prime \prime}$ to $G_{\nu}$ coincides with $H_{\nu}^{\prime}$, while the restriction of $H^{\prime \prime}$ to $G \backslash G_{\nu}$ stays as in $H$. More formally, let $u$ and $v$ be the first-pole and second-pole of $\nu$, respectively. The external boundary of $H_{\nu}$ contains a left path $p_{l}$ and a right path $p_{r}$, such that $p_{l}$ (resp. $p_{r}$ ) goes from $u$ to $v$ traversing the external boundary of $H_{\nu}$ clockwise (resp. counterclockwise). Let $f_{l}$ and $f_{r}$ be the faces of $H$ outside $H_{\nu}$ and incident to $p_{l}$ and $p_{r}$, respectively. With respect to $H_{\nu}^{\prime}$ and $H^{\prime}$, define $p_{l}^{\prime}, p_{r}^{\prime}, f_{l}^{\prime}, f_{r}^{\prime}$ analogously. Since $\tau\left(H_{\nu}\right)=\tau\left(H_{\nu}^{\prime}\right)$, the circular sequence of angles at each pole $w \in\{u, v\}$ is the same in $H$ and in $H^{\prime}$, namely the angles at $w$ internal and external to $G_{\nu}$ are the same in $H$ and $H^{\prime}$. The digraph $H^{\prime \prime}$ is defined as follows:

- $H^{\prime \prime}$ has the same set of vertices and edges as $G$.
- The planar embedding of $H^{\prime \prime}$ is such that: all the faces of $H$ outside $H_{\nu}$ and distinct from $f_{l}$ and $f_{r}$, as well as all faces of $H_{\nu}^{\prime}$, are also faces of $H^{\prime \prime}$. Further, $H^{\prime \prime}$ has two faces $f_{l}^{\prime \prime}$ and $f_{r}^{\prime \prime}$ obtained by replacing $p_{l}$ with $p_{l}^{\prime}$ and $p_{r}$ with $p_{r}^{\prime}$ in the boundary of $f_{l}$ and of $f_{r}$, respectively.
- The angle labeling of $H^{\prime \prime}$ is such that: (i) all the angles at the vertices of $G$ not belonging to $G_{\nu}$ are those in $H$; (ii) all the angles at the vertices of $G_{\nu}$ distinct from $u$ and $v$ are those in $H_{\nu}^{\prime}$; (iii) for each pole $w \in\{u, v\}$, the internal and external angles at $w$ are defined as in $H$ or, equivalently, as in $H^{\prime}$ (they are the same as $\tau\left(H_{\nu}\right)=\tau\left(H_{\nu}^{\prime}\right)$ ).

The following result proves that $H^{\prime \prime}$ is an RU representation.

- Theorem 5. Let $G$ be a biconnected planar digraph, $T$ be an $S P Q R$-tree of $G$ with respect to a given reference e, and $\nu$ be a non-root node of $T$. Let $H$ and $H^{\prime}$ be two different $R U$ representations of $G$ with $e$ on the external face, and let $H_{\nu}$ and $H_{\nu}^{\prime}$ be the restrictions of $H$ and of $H^{\prime}$ to $G_{\nu}$, respectively. If $\tau\left(H_{\nu}\right)=\tau\left(H_{\nu}^{\prime}\right)$ then the graph $H^{\prime \prime}$ defined by $\operatorname{Sub}\left(H_{\nu}, H_{\nu}^{\prime}\right)$ is an $R U$ representation of $G$.

Proof. The fact that the planar embedding and the labeling of $H^{\prime \prime}$ describe a rectilinear planar representation of $G$ is proved in [11, 18], as a consequence that $H_{\nu}$ and $H_{\nu}^{\prime}$ have the same rectilinear spirality. We now orient $H^{\prime \prime}$ in such a way that, for an arbitrarily chosen edge $e=(x, y)$ of $H_{\nu}^{\prime}$, the vertices $x$ and $y$ have the same relative positions as in $H_{\nu}^{\prime}$. This implies that for each edge $e^{\prime}$ of $G_{\nu}$, the relative position of the end-vertices of $e^{\prime}$ in $H^{\prime \prime}$ remains the same as in $H^{\prime}$. Also, for each side $\{S, N, W, E\}$ of $w$, either this side is free in both $H$ and $H^{\prime}$, or it is occupied either by an edge internal to $G_{\nu}$ or by an edge external to $G_{\nu}$ in both $H$ and $H^{\prime}$. This implies that, with the chosen orientation, for each edge $e^{\prime \prime}$ of $G \backslash G_{\nu}$ the relative position of the end-vertices of $e^{\prime \prime}$ in $H^{\prime \prime}$ is the same as in $H$. It follows that, with the chosen orientation, no edge of $H^{\prime \prime}$ is downward.

Based on Theorem 5, in order to test RU planarity of a biconnected digraph $G$ with a given reference edge on the external face, we exploit a dynamic programming technique that visits a rooted SPQR-tree $T$ of $G$ bottom-up. At each visited node $\nu$ of $T$, and for each RU spirality $\tau_{\nu}$ admitted by $\nu$, we store at $\nu$ a pair $\left\langle\tau_{\nu}, H_{\nu}\right\rangle$, where $H_{\nu}$ is just one RU representation of $G_{\nu}$ with spirality $\tau_{\nu}$, called a representative of $\tau_{\nu}$. The set of all pairs $\left\langle\tau_{\nu}, H_{\nu}\right\rangle$ is the feasible set of $\nu$ and is denoted by $\Sigma_{\nu}$. Observe that, if $G_{\nu}$ has $n_{\nu}$ vertices and if $\tau_{\nu} \in \Sigma_{\nu}$, the rectilinear spirality $\sigma_{\nu}$ in $\tau_{\nu}$ cannot exceed $n_{\nu}$, as we can make at most $n_{\nu}$ right or $n_{\nu}$ left turns. Also, for each value $\sigma_{\nu}$, the number of RU spiralities $\tau_{\nu}$ in $\Sigma_{\nu}$ with rectilinear spirality $\sigma_{\nu}$ is bounded by a constant. Hence, we have the following.
$\rightarrow$ Property 2. For any component $G_{\nu}$ with $n_{\nu}$ vertices, $\left|\Sigma_{\nu}\right|=O\left(n_{\nu}\right)$. Also, for each $\tau_{\nu} \in \Sigma_{\nu}$, the corresponding rectilinear spirality $\sigma_{\nu}$ belongs to the interval $\left[-n_{\nu}, n_{\nu}\right]$.

### 5.2 Testing Series-Parallel Digraphs in Polynomial Time

When the SPQR-tree $T$ of a biconnected graph $G$ does not have R-nodes, $G$ is a series-parallel graph, or simply an SP-graph. Also, $T$ is called the SPQ-tree of $G$. In this section we assume that $G$ is an $S P$-digraph, i.e., a digraph whose underlying undirected graph is an SP-graph. We also assume that $T$ is normalized. We prove the following lemmas.

- Lemma 6. Let $\nu$ be a $Q$-node of $T$. We can compute $\Sigma_{\nu}$ in $O(1)$ time.

Proof. $G_{\nu}$ is a directed edge $e=(u, v)$ of $G$. In any RU representation of $G$, edge $e$ is either leftward, or rightward, or upward. For each of these three possibilities, we have to consider the $O(1)$ possible arrangements of the edges incident to $e$ on the different sides of $u$ and $v$, each of them defining a different spirality $\tau_{\nu}$. Thus $\Sigma_{\nu}$ is constructed in $O(1)$ time.

- Lemma 7. Let $\nu$ be an $S$-node of $T$ with children $\mu_{1}$ and $\mu_{2}$, and let $n_{1}^{\nu}$ and $n_{2}^{\nu}$ be the number of nodes in $G_{\mu_{1}}$ and $G_{\mu_{2}}$, respectively. If $\Sigma_{\mu_{1}}$ and $\Sigma_{\mu_{2}}$ are given, then we can compute $\Sigma_{\nu}$ in $O\left(n_{1}^{\nu} \cdot n_{2}^{\nu}\right)$ time.

Sketch of Proof. For each pair $\tau_{\mu_{1}} \in \Sigma_{\mu_{1}}$ and $\tau_{\mu_{2}} \in \Sigma_{\mu_{2}}$, let $H_{\mu_{1}}$ and $H_{\mu_{2}}$ be the representatives of $\tau_{\mu_{1}}$ and $\tau_{\mu_{2}}$, respectively. Let $u_{i}$ and $v_{i}$ be the first-and second-pole of $\mu_{i}$, respectively, with $i=1,2$. Clearly $v_{1}=u_{2}$. Suppose that for each side $D \in\{S, N, W, E\}$
one of these three cases holds: (i) $D_{v_{1}}=$ free in $\tau_{\mu_{1}}$ and $D_{u_{2}}=$ free in $\tau_{\mu_{2}}$; (ii) $D_{v_{1}}=$ int in $\tau_{\mu_{1}}$ and $D_{u_{2}}=$ ext in $\tau_{\mu_{2}}$; (iii) $D_{v_{1}}=$ ext in $\tau_{\mu_{1}}$ and $D_{u_{2}}=$ int in $\tau_{\mu_{2}}$. If so the pole side specifications of $\tau_{\mu_{1}}$ and $\tau_{\mu_{2}}$ are compatible, and we can construct an RU representation $H_{\nu}$ by gluing together $H_{\mu_{1}}$ and $H_{\mu_{2}}$ at the common pole $v_{1}=u_{2}$; the rectilinear spirality $\sigma_{\nu}$ in $\tau_{\nu}$ is computed based on $\sigma_{\mu_{1}}, \sigma_{\mu_{2}}$, and on the pole side specifications in $\tau_{\mu_{1}}$ and $\tau_{\mu_{2}}$.

The next structural lemma, which is proven by induction on the depth of a normalized rooted SPQ-tree $T$, is given in [17]. Corollary 9 follows by combining Lemma 7 and Lemma 8.

- Lemma 8 ([17]). Let $T$ be a normalized rooted SPQ-tree of an n-vertex SP-digraph $G$, and let $\mathcal{S}$ be the set of all $S$-nodes of $T$. We have $\sum_{\nu \in \mathcal{S}} n_{1}^{\nu} \cdot n_{2}^{\nu}=O\left(n^{2}\right)$, where $n_{1}^{\nu}$ and $n_{2}^{\nu}$ are the number of vertices in the pertinent graphs of the two children of $\nu$.
- Corollary 9. Let $T$ be a normalized rooted $S P Q$-tree of an n-vertex $S P$-digraph $G$. Assume that $T$ is visited bottom-up and that when we visit a node the feasible sets of its children are known. Then, the feasible sets of all $S$-nodes of $T$ can be computed in overall $O\left(n^{2}\right)$ time.

The next lemma is about the feasible sets of P-nodes. Theorem 11 summarizes the main result of this subsection.

- Lemma 10. Let $\nu$ be a P-node of $T$ with children $\mu_{1}, \mu_{2}, \ldots \mu_{h}(h=2,3)$. If $\Sigma_{\mu_{1}}$ and $\Sigma_{\mu_{2}}$ are given, then we can compute $\Sigma_{\nu}$ in $O(n)$ time.

Proof. Let $u$ and $v$ be the first-pole and the second-pole of $v$, respectively. By definition of P-node, $u$ and $v$ are also the first-pole and the second-pole of each child of $\nu$. Denote by $n_{\nu}$ the number of vertices of $G_{\nu}$. Suppose first that $\nu$ is a P-node with three children $\mu_{1}, \mu_{2}$, and $\mu_{3}$. Any planar embedding of $G$ defines a planar embedding of $\operatorname{skel}(\nu)$. If for simplicity we topologically imagine $v$ above $u$, in any given embedding of $\operatorname{skel}(\nu)$ the three children of $\nu$ (namely, the edges of $\operatorname{skel}(\nu)$ that correspond to these children) occur from left to right in some order (equivalently, this order coincides with the circular order in which these children are encountered around $v$ moving counterclockwise from the reference edge of $\operatorname{skel}(\nu))$. Suppose that for a given embedding $\phi$ of $\operatorname{skel}(\nu)$, we rename the three children of $\nu$ as $\mu_{l}, \mu_{c}$, and $\mu_{r}$, if they occur in this left-to-right order in $\phi$. Let $H$ be any rectilinear representation of $G$ that induces for $\operatorname{skel}(\nu)$ the embedding $\phi$. Also denote by $\sigma_{\nu}, \sigma_{\mu_{l}}, \sigma_{\mu_{c}}$, and $\sigma_{\mu_{r}}$ the rectilinear spirality values of the restrictions of $H$ to $G_{\nu}, G_{\mu_{l}}, G_{\mu_{c}}$, and $G_{\mu_{r}}$, respectively. It is proved in [11] that the following relationship holds: $\sigma_{\nu}=\sigma_{\mu_{l}}-2=\sigma_{\mu_{c}}=\sigma_{\mu_{r}}+2$. Clearly, since an RU representation is in particular a rectilinear representation, then the same relationship must be verified for any RU representation that induces the embedding $\phi$ for $\operatorname{skel}(\nu)$. Hence, as done in [11], for each candidate rectilinear spirality value $\sigma_{\nu} \in\left[-n_{\nu}, n_{\nu}\right]$ (see Property 2) and for each possible embedding $\phi$ of $\operatorname{skel}(\nu)$, one can check in $O(1)$ time whether there exist three elements $\tau_{\mu_{l}} \in \Sigma_{\mu_{l}}, \tau_{\mu_{c}} \in \Sigma_{\mu_{c}}$, and $\tau_{\mu_{r}} \in \Sigma_{\mu_{r}}$ such that the corresponding rectilinear spiralities $\sigma_{\mu_{l}}, \sigma_{\mu_{c}}$, and $\sigma_{\mu_{r}}$ satisfy the above relationship. If not, then the target rectilinear spirality value $\sigma_{\nu}$ is not feasible, otherwise suppose that such elements $\tau_{\mu_{l}}, \tau_{\mu_{c}}$, and $\tau_{\mu_{r}}$ exist. To check whether we can combine them into an RU spirality $\tau_{\nu}$ having rectilinear spirality $\sigma_{\nu}$, we have to test the compatibility of the pole side specifications for each pole $w \in\{u, v\}$. This compatibility can be checked with the following simple considerations. Since $\nu$ has three children, $w$ has degree four in $G$. Also, each of the three components $G_{\mu_{l}}, G_{\mu_{c}}$, and $G_{\mu_{r}}$ contains exactly one edge incident to $w$, while the fourth edge incident to $w$ is external to all the three components. Hence, to have compatibility, we must have that in the pole specification of each $\tau_{\mu_{j}}(j=l, c, r)$ there is exactly one side of $w$ with value int and each other side of $w$ with value ext. In particular, call $D_{w}$ the side of $w$ in the pole specification
of $\tau_{\mu_{l}}$ for which $D_{w}=$ int. To fix the ideas, assume that $D_{w}=W_{w}$, i.e., the edge of $G_{\mu_{l}}$ incident $w$ occupies the West side of $w$ (the cases $D_{w}=S_{w}, D_{w}=N_{w}$, and $D_{w}=E_{w}$ are treated in a similar way). This means that $\varphi_{w}=$ (ext, ext, int, ext) in $\tau_{\mu_{l}}$. Thus, in order to have compatibility at $w$ it must be $\varphi_{w}=$ (int, ext, ext, ext) in $\tau_{\mu_{c}}$ and $\varphi_{w}=$ (ext, ext, ext, int) in $\tau_{\mu_{r}}$. If there is compatibility at the pole $u$ and at the pole $v$, we can glue together the representatives $H_{\mu_{l}}, H_{\mu_{c}}, H_{\mu_{r}}$ into an RU representation $H_{\nu}$ with rectilinear spirality $\sigma_{\nu}$, and we insert $\tau_{\nu}=\left\langle\sigma_{\nu}, H_{\nu}\right\rangle$ in $\Sigma_{\nu}$; otherwise we discard the triplet $\tau_{\mu_{l}}, \tau_{\mu_{c}}, \tau_{\mu_{r}}$.

The described procedure for constructing $\Sigma_{\nu}$ takes $O(n)$ time because: (i) by Property 2 there are $O(n)$ possible target rectilinear spirality values to consider; (ii) for each target spirality value, $\operatorname{skel}(\nu)$ has 6 distinct planar embeddings to consider; (iii) for each embedding of $\operatorname{skel}(\nu)$ we can check in $O(1)$ time which triplets $\tau_{\mu_{l}}, \tau_{\mu_{c}}, \tau_{\mu_{r}}$ that satisfy the relation $\sigma_{\nu}=\sigma_{\mu_{l}}-2=\sigma_{\mu_{c}}=\sigma_{\mu_{r}}+2$ (see also [11]), and for each of these triplets we can also check in $O(1)$ time the compatibility of the pole side specifications.

If $\nu$ is a P -node with two children, the strategy for constructing $\Sigma_{\nu}$ is exactly the same. However in this case, $\operatorname{skel}(\nu)$ has only two embeddings to consider for each target value of rectilinear spirality $\sigma_{\nu}$. Also, for each of these two embeddings, the relationship between $\sigma_{\nu}$ and the rectilinear spiralities of the children of $\nu$, as well as the compatibility conditions for the pole side specifications, may require to analyze more cases, whose number is however still bounded by a constant (see [11] for details about the relationships between a rectilinear representation of $\nu$ and those of its two children).

- Theorem 11. Let $G$ be an n-vertex $S P$-digraph. There exists an $O\left(n^{3}\right)$-time algorithm that tests whether $G$ admits an $R U$ representation, and that computes one in the affirmative case.

Sketch of Proof. Let $T$ be the SPQ-tree of $G$. For each Q-node $\rho$ of $T$, the algorithm considers $T$ rooted at $\rho$ and performs a post-order visit of $T$ to tests whether $G$ admits an RU representation with the reference edge $G_{\rho}$ on the external face. It first computes $\Sigma_{\nu}$ for each leaf $\nu$ of $T$, that is, for each Q-node of $T$ distinct from $\rho$. Then, for each internal node $\nu$ of $T$ distinct from $\rho$ the algorithm computes $\Sigma_{\nu}$ by using the feasible sets of the children of $\nu$, by means of Lemma 7 or of Lemma 10 depending on whether $\nu$ is an S-node or a P-node. If $\Sigma_{\nu}$ is empty then $G$ does not have an RU representation with $G_{\rho}$ on the external face, and the algorithm starts visiting $T$ rooted at another Q-node. Suppose vice versa that the algorithm achieves the root child $\nu$ and that $\Sigma_{\nu}$ is not empty. The algorithm checks if there is $\tau_{\nu} \in \Sigma_{\nu}$ whose $H_{\nu}$ can be glued together with a straight-line representation of the reference edge $G_{\rho}$, which is oriented either upward, or leftward, or rightward.

Regarding the time complexity, the algorithm has to test $O(n)$ rooted SPQ-trees. For each tree, the feasible sets of all Q-nodes can be computed in overall $O(n)$ time by Lemma 6 , those of all S-nodes can be computed in $O\left(n^{2}\right)$ time by Corollary 9, and those of all P-nodes can be computed in $O\left(n^{2}\right)$ time by Lemma 10. Finally, the condition at the root can be checked in $O(n)$ time. Hence, the whole algorithm can be executed in $O\left(n^{3}\right)$ time.

### 5.3 FPT Testing Algorithm by the Number of Sources and Sinks

Let $G$ be a biconnected digraph. A vertex of $G$ that is either a source or a sink of $G$ is called a switch [10]. We sketch the description of an FPT algorithm for Rectilinear-Upward Planarity Testing parameterized by the number $k$ of switches of $G$.

Let $T$ be a rooted SPQR-tree of $G$ and let $\nu$ be any node of $T$. It can be shown that: (i) if $G_{\nu}$ does not contain any switches of $G$, then it can only admit a constant number of rectilinear spirality values, and hence a constant number of RU spiralities; (ii) otherwise, the possible values of rectilinear spirality admitted by $G_{\nu}$ is a linear function of $k$.

The FPT algorithm extends the dynamic programming of Section 5.2 so to handle R-nodes. When an R-node $\nu$ of a rooted SPQR-tree is visited, we consider the two possible planar embeddings of its skeleton, and for each of these two embeddings we consider every possible upward planar embedding and every possible target RU spirality $\tau_{\nu}$; then, we test whether $G_{\nu}$ admits $\tau_{\nu}$. If so, as for S-nodes and P-nodes, we construct an RU representation $H_{\nu}$ and we insert $\left\langle\tau_{\nu}, H_{\nu}\right\rangle$ in $\Sigma_{\nu}$; otherwise, $\tau_{\nu}$ is discarded. To perform the test for each target value $\tau_{\nu}$, we partition the children of $\nu$ into two sets $A$ and $B$. Namely, a child $\mu$ of $\nu$ is inserted in $A$ if $G_{\mu}$ contains at least one switch of $G$, otherwise we insert $\mu$ in $B$. Clearly $|A|=O(k)$, while for each element in $B$ the size of the feasible set is constant. Then, for each combination of fixed RU spiralities in the feasible sets of the elements in $A$, we solve a constrained RU planarity testing problem that: $(a)$ forces $G_{\nu}$ to have the target rectilinear spirality $\sigma_{\nu}$ (associated with $\tau_{\nu}$ ); (b) preserves the chosen combination of RU spiralities for the elements of $A$; and $(c)$ guarantees that the pertinent graphs of the nodes in $B$ have one of the constantly many RU spiralities in their feasible sets. We prove that this test can be executed in $O(n)$ time by using the 2-SAT model of Section 4, enriched with $O(n)$ number of constraints. Since there are $O\left(k^{k}\right)=2^{O(k \log k)}$ combinations of RU spiralities for the elements in $A$, and since there are $O\left(4^{k}\right)=O\left(2^{2 k}\right)$ upward planar embeddings for each of the two possible planar embeddings of an R-node, we get the following.

- Lemma 12. Let $\nu$ be an $R$-node of $T$ and let $\mu_{1}, \ldots, \mu_{h}$ be its children. Given the feasible set $\Sigma_{\mu_{i}}$ for each $i \in\{1, \ldots, h\}$, we can compute $\Sigma_{\nu}$ in $2^{O(k \cdot \log k+2 k)} \cdot O(n)$ time.

By Lemma 12, for processing all R-nodes of $T$ we spend in total $2^{O(k \cdot \log k+2 k)} \cdot O\left(n^{2}\right)$. For an S-node or a P-node $\nu$, we use exactly the same strategy as in Section 5.2. However, since the sizes of the feasible sets of all children of $\nu$, and of $\nu$ itself, are now $O(k), \Sigma_{\nu}$ can be constructed in $O\left(k^{2}\right)$ time if $\nu$ is an S-node and in time $O(k)$ if $\nu$ is a P-node; hence we spend $O\left(n k^{2}\right)$ for processing all S- and P-nodes of $T$. Finally, since every RU representation of $G$ has at least one source and one sink in its external face, it suffices to test $O(k)$ possible rooted SPQR-trees, thus saving the extra $O(n)$ factor of Theorem 11. The following holds.

- Theorem 13. Let $G$ be a planar digraph with $k$ switches. There exists an $2^{O(k \cdot \log k+2 k)}$. $O\left(n^{2}\right)$-time algorithm that tests whether $G$ is rectilinear-upward planar and that computes an $R U$ representation of $G$ in the positive case.

A byproduct of the previous theorem is the following corollary for the well-known family of $s t$-digraphs, i.e., digraphs with a single source and a single sink.

- Corollary 14. The Rectilinear-Upward Planarity Testing problem can be solved in $O\left(n^{2}\right)$ time for planar st-digraphs with $n$ vertices.


## 6 Open Problems

The NP-hardness of Rectilinear-Upward Planarity Testing holds when the embedding can vary while the linear-time solution holds for upward plane digraphs. Also the testing is trivial if a rectilinear embedding is given. Establishing the complexity of the problem when a planar embedding (neither rectilinear nor upward) is fixed remains an open question. Moreover, our results in the variable embedding setting consider biconnected graphs; extending these results to simply connected instances is a topic for future exploration. Lastly, there is potential for future research in improving the time complexity for series-parallel digraphs.
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## A Appendix


(a) Tentril $T_{1}$.

(b) Tendril $T_{2}$.

Figure 7 Tendrils $T_{1}$ (a) and $T_{2}(\mathrm{~b})$. Red vertices have three outgoing edges. Green vertices have three incoming edges. Solid edges are incident either to a red or to a green vertex (or both).


Figure 8 (a) A digraph $G$ with three highlighted components (an S-, an R- and a P-component); (b) an RU representation of $G$. (c) The SPQR-tree of $G$ with reference edge ( 1,14 ); the skeletons of the highlighted components are shown: dashed edges are virtual and the reference edge is thicker. Q-nodes are labeled with the end-vertices of their corresponding edges.

# A Unified Worst Case for Classical Simplex and Policy Iteration Pivot Rules 

Yann Disser $\square$ (ㄹ)<br>TU Darmstadt, Germany<br>Nils Mosis $\square$ (ㅇ<br>TU Darmstadt, Germany


#### Abstract

We construct a family of Markov decision processes for which the policy iteration algorithm needs an exponential number of improving switches with Dantzig's rule, with Bland's rule, and with the Largest Increase pivot rule. This immediately translates to a family of linear programs for which the simplex algorithm needs an exponential number of pivot steps with the same three pivot rules. Our results yield a unified construction that simultaneously reproduces well-known lower bounds for these classical pivot rules, and we are able to infer that any (deterministic or randomized) combination of them cannot avoid an exponential worst-case behavior. Regarding the policy iteration algorithm, pivot rules typically switch multiple edges simultaneously and our lower bound for Dantzig's rule and the Largest Increase rule, which perform only single switches, seem novel. Regarding the simplex algorithm, the individual lower bounds were previously obtained separately via deformed hypercube constructions. In contrast to previous bounds for the simplex algorithm via Markov decision processes, our rigorous analysis is reasonably concise.
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## 1 Introduction

Since the simplex algorithm for linear programming was proposed by Dantzig in 1951 [12], it has been a central question in discrete optimization whether it admits a polynomial time pivot rule. A positive answer to this question would yield an efficient combinatorial algorithm for solving linear programs, and thus resolve an open problem on Smale's list of mathematical problems for the 21st century [41]. It would also resolve the polynomial Hirsch conjecture [11], which states that every two vertices of every polyhedron with $n$ facets are connected via a path of $\mathcal{O}(\operatorname{poly}(n))$ edges. At this point, the best known pivot rules are randomized and achieve subexponential running times in expectation [21, 27, 31, 36].

For the most natural, memoryless and deterministic, pivot rules, exponential worstcase examples based on distorted hypercubes were constructed early on $[4,25,30,35,38]$. Amenta and Ziegler [3] introduced the notion of deformed products to unify several of these constructions. However, while this unification defines a class of polytopes that generalizes distorted hypercubes, it does not yield a unified exponential worst-case construction to exclude all pivot rules based on these deformed products, and neither does it yield new lower bounds for additional pivot rules.

Randomized and history-based pivot rules resisted similar approaches, and it was a major breakthrough in 2011 when Friedmann et al. were able to prove the first subexponential lower bound for several randomized pivot rules [20, 21, 26]. They introduced a new technique
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based on a connection [39] between Howard's policy iteration algorithm [28] for Markov decision processes (MDPs) and the simplex algorithm for linear programs (LPs). The same technique was later used to prove exponential lower bounds for history-based pivot rules that had been candidates for polynomial time rules for a long time [5, 15]. While the approach via MDPs has proven powerful, the resulting analyses are often very technical (the full version of [15] with all details of the proof has 197 pages).

In this paper, we apply the MDP-based technique to classical (memoryless and deterministic) pivot rules and obtain a unified construction that excludes several pivot rules at the same time, and any combination of them, while being relatively simple.

Our results. We give a unified worst-case construction for the policy iteration algorithm for MDPs that simultaneously applies to three of the most classical pivot rules. The rigorous analysis of the resulting MDPs is reasonably concise. We note that the exponential lower bounds for Dantzig's rule and the Largest Increase rule seem novel for the considered version of the policy iteration algorithm, while the result for Bland's rule is known [37].

- Theorem 1. There is a family $\left(\mathcal{D}_{n}\right)_{n \in \mathbb{N}}$ of Markov decision processes $\mathcal{D}_{n}$ of size $\mathcal{O}(n)$ such that policy iteration performs $\Omega\left(2^{n}\right)$ improving switches with Dantzig's rule, Bland's rule, and the Largest Increase pivot rule.

In fact, all three pivot rules apply the same set of improving switches with only slight differences in the order in which they get applied. Because of this, the result still holds if we allow to change pivot rules during the course of the algorithm.

- Corollary 2. For any (deterministic or randomized) combination of Dantzig's, Bland's, or the Largest Increase rule, the policy iteration algorithm has an exponential running time.

A well-known connection between policy iteration and the simplex method, allows to immediately translate our result to the simplex algorithm with the same pivot rules. In particular, we obtain an exponential lower bound construction that holds even if, in every step, the entering variable is selected independently according to Dantzig's rule, Bland's rule, or the Largest Increase pivot rule, i.e., even if we change pivot rules during the course of the algorithm. In other words, we obtain a lower bound for a family of pivot rules that results from combining these three rules.

- Corollary 3. There is a family $\left(\mathcal{L}_{n}\right)_{n \in \mathbb{N}}$ of linear programs $\mathcal{L}_{n}$ of size $\mathcal{O}(n)$ such that the simplex algorithm performs $\Omega\left(2^{n}\right)$ pivot operations for any (deterministic or randomized) combination of Dantzig's, Bland's, or the Largest Increase pivot rule.

Related work. Policy iteration for MDPs has been studied extensively for a variety of pivot rules. In its original version [28], the algorithm applies improving switches to the current policy in all states simultaneously in every step. Fearnley [18] showed an exponential lower bound for a greedy pivot rule that selects the best improvement in every switchable state. In this paper, we focus on pivot rules that only apply a single switch in each iteration. Most of the MDP constructions for randomized or history-based pivot rules [5, 15, 21, 26] consider this case, and Melekopoglou and Condon [37] gave exponential lower bounds for several such deterministic pivot rules. We emphasize that their constructions already include an exponential lower bound for Bland's rule [8]. Since policy iteration is traditionally considered with simultaneous switches, to the best of our knowledge, no exponential lower bounds are known for Dantzig's rule [12] and the Largest Increase rule [11] in the setting of single switches.

There is a strong connection between policy iteration and the simplex algorithm, which, under certain conditions (see below), yields that worst-case results for policy iteration carry over to the simplex method [39]. This connection was used to establish subexponential lower bounds for randomized pivot rules, namely Randomized Bland [26] and Random-Edge, RaisingTheBar and Random-Facet [21]. It also lead to exponential lower bounds for historybased rules, namely Cunningham's rule [5] and Zadeh's rule [15]. Conversely, lower bounds for the simplex algorithm with classical pivot rules were obtained via deformed hypercubes [3] and do not transfer to MDPs. Such results include lower bounds for Dantzig's rule [35], the Largest Increase rule [30], Bland's rule [4], the Steepest Edge rule [25], and the Shadow Vertex rule [38]. We provide an alternate lower bound construction for the first three of these rules via a family of MDPs. As far as we can tell, as a side product, this yields the first exponential lower bound for policy iteration with Dantzig's rule and the Largest Increase rule.

While it remains open whether LPs can be solved in strongly polynomial time, there are several, both deterministic [32, 34] and randomized [7, 17, 33], algorithms that solve LPs in weakly polynomial time. A (strongly) polynomial time pivot rule for the simplex algorithm would immediately yield a strongly polynomial algorithm.

There have been different attempts to deal with the worst-case behavior of the simplex method from a theoretical perspective. For example, the excessive running time was justified by showing that the simplex algorithm with Dantzig's original pivot rule is NP-mighty [16], which means that it can be used to solve NP-hard problems. This result was subsequently strengthened by establishing that deciding which solution is computed and whether a given basis will occur is PSPACE-complete [2, 19]. On the positive side, there are different results explaining the efficiency of the simplex method in practice, such as average-case analyses [1, 9, 44]. Spielman and Teng [42] introduced smoothed analysis as a way of bridging the gap between average-case and worst-case analysis. They showed that the simplex algorithm with the shadow vertex pivot rule [24] has a polynomial smoothed complexity, and their results were further improved later [10, 14, 29, 45].

Another approach to derive stronger lower bounds on pivot rules is to consider combinatorical abstractions of LPs, such as Unique Sink Orientations (USOs) [23]. There is still a large gap between the best known deterministic algorithm for finding the unique sink, which is exponential [43], and the almost quadratic lower bound [40]. Considering randomized rules, the Random-Facet pivot rule, which is the best known simplex rule [27], is also the best known pivot rule for acyclic USOs [22], achieving a subexponential running time in both settings.

## 2 Preliminaries

## Markov Decision Processes

A Markov decision process is an infinite duration one-player game on a finite directed graph $G=\left(V_{A}, V_{R}, E_{A}, E_{R}, r, p\right)$. The vertex set $V=V_{A} \cup V_{R}$ of the graph is divided into agent vertices $V_{A}$ and randomization vertices $V_{R}$. Every agent edge $e \in E_{A} \subseteq V_{A} \times V$ is assigned a reward $r(e) \in \mathbb{R}$, while every randomization edge $\hat{e} \in E_{R} \subseteq V_{R} \times V$ is assigned a transition probability $p(\hat{e}) \in[0,1]$. Outgoing transition probabilities add to one in every randomization vertex.

A process starts in an arbitrary starting vertex. If this is an agent vertex, the agent moves along one of the outgoing edges of this vertex (we assume that all vertices have at least one outgoing edge) and collects the corresponding reward. Otherwise, it gets randomly moved along one of the outgoing edges according to the transition probabilities. The process continues in this manner ad infinitum.

An agent vertex $s \in V_{A}$ whose only outgoing edge is a self-loop with reward zero is called sink of $G$ if it is reachable from all vertices. A policy for $G$ is a function $\pi: V_{A} \rightarrow V$ with $(v, \pi(v)) \in E_{A}$ for all $v \in V_{A}$, determining the behavior of the process in agent vertices. A policy $\pi$ for $G$ is called weak unichain if $G$ has a sink $s$ such that $\pi$ reaches $s$ with a probability of one from every starting vertex.

The value of a vertex $v$ w.r.t. a policy $\pi$ for a Markov decision process $G$ is given by the expected total reward that the agent collects with policy $\pi$ when the process starts in $v$. More formally, the value function $\mathrm{Val}_{\pi, G}: V \rightarrow \mathbb{R}$ is defined by the following system of Bellman [6] equations

$$
\operatorname{Val}_{\pi, G}(u)=\left\{\begin{array}{cl}
r((u, \pi(u)))+\operatorname{Val}_{\pi, G}(\pi(u)), & \text { if } u \in V_{A} \\
\sum_{v \in \Gamma^{+}(u)} p((u, v)) \operatorname{Val}_{\pi, G}(v), & \text { if } u \in V_{R}
\end{array}\right.
$$

together with $\operatorname{Val}_{\pi, G}(s)=0$ if $G$ has a sink $s$. The policy $\pi$ is optimal (w.r.t. the expected total reward criterion) if $\operatorname{Val}_{\pi, G}(v) \geq \operatorname{Val}_{\tilde{\pi}, G}(v)$ for all $v \in V_{A}$ and all policies $\tilde{\pi}$ for $G$. Whenever the underlying process $G$ is clear from the context, we write $\mathrm{Val}_{\pi}$ instead of $\mathrm{Val}_{\pi, G}$.

We say that the agent edge $(u, v) \in E_{A}$ is an improving switch for the policy $\pi$ for process $G$ if it satisfies $z_{\pi, G}(u, v):=r((u, v))+\operatorname{Val}_{\pi, G}(v)-\operatorname{Val}_{\pi, G}(u)>0$, where $z_{\pi, G}(u, v)$ are the reduced costs of $(u, v)$ with respect to $\pi$. Again, we usually write $z_{\pi}$ instead of $z_{\pi, G}$.

If we apply an improving switch $s=(u, v) \in E_{A}$ to a policy $\pi$, we obtain a new policy $\pi^{s}$ which is given by $\pi^{s}(u)=v$ and $\pi^{s}(w)=\pi(w)$ for all $w \in V_{A} \backslash\{u\}$. The improving switch $s$ increases the value of $u$ without decreasing the value of any other vertex.

## Policy Iteration for Markov Decision Processes

Howard's [28] policy iteration algorithm receives as input a finite Markov decision process $G$ and a weak unichain policy $\pi$ for $G$. It then iteratively applies a set of improving switches to the current policy until there are none left. In the remainder of this paper, we consider a version of this algorithm that applies a single switch in every iteration, cf. Algorithm 1. Due to monotonicity of the vertex values, this procedure visits every policy at most once. As there are only finitely many policies, the algorithm thus terminates after a finite number of iterations for every initial policy.

Algorithm 1 PolicyIteration $(G, \pi)$.

```
input: a weak unichain policy }\pi\mathrm{ for a Markov decision process }
while }\pi\mathrm{ admits an improving switch:
        s}\leftarrow\mathrm{ improving switch for }
        \pi}\leftarrow\mp@subsup{\pi}{}{\overline{s}
return }
```

We know that the policy iteration algorithm returns an optimal policy if there is an optimal policy which is weak unichain.

- Theorem 4 ([20]). Let $\pi$ be a weak unichain policy for a Markov decision process $G$. If $G$ admits a weak unichain, optimal policy, then PolicyIteration $(G, \pi)$ only visits weak unichain policies and returns an optimal policy w.r.t. the expected total reward criterion.

In this paper, we consider the following three pivot rules, i.e., rules that determine the choice of PolicyIteration $(G, \pi)$ in each iteration:

- Bland's pivot rule assigns a unique number to every agent edge of $G$. Then, in every iteration, it chooses the improving switch with the smallest number.
- Dantzig's pivot rule chooses an improving switch $\bar{s}$ maximizing the reduced costs $z_{\pi}(\bar{s})$.
- The Largest Increase rule chooses an improving switch $\bar{s}$ maximizing $\sum_{v \in V_{A}} \operatorname{Val}_{\pi^{\bar{s}}}(v)$.


## A Connection between Policy Iteration and the Simplex Method

Given a Markov decision process, we can formulate a linear program such that the application of the simplex method is in some sense equivalent to the application of policy iteration. We refer to [20] for more details and the derivation of the following result.

- Theorem 5 ([20]). Let $\pi$ be a weak unichain policy for a Markov decision process $G$. Assume that there is an optimal, weak unichain policy for $G$ and that PolicyIteration $(G, \pi)$ with a given pivot rule takes $N$ iterations. Then, there is an LP of linear size such that the simplex algorithm with the same pivot rule takes $N$ iterations.

In terms of the simplex method, Bland's pivot rule chooses the entering variable of smallest index [8], Dantzig's rule chooses an entering variable maximizing the reduced costs [12], and the Largest Increase rule greedily maximizes the objective function value.

The linear program in the previous theorem has one variable for every agent edge of the Markov decision process such that the reduced costs of a given edge equal the reduced costs of the corresponding variable, and the objective function equals the sum over all vertex values as given in the Largest Increase rule for policy iteration [5, 15, 26]. Therefore, the choices of each pivot rule in the two settings are consistent.

Additionally, we want to mention that the linear program from Theorem 5 is always non-degenerate. Therefore, we cannot reduce the number of required iterations on these programs by combining a given pivot rule with the Lexicographic pivot rule [13].

## Notation

Let $n \in \mathbb{N}$ be fixed. We write $[n]=\{1,2, \ldots, n\}$ and $[n]_{0}=\{0,1, \ldots, n\}$. Then, the set of all numbers that can be represented with $n$ bits is $\left[2^{n}-1\right]_{0}$.

For every $x \in\left[2^{n}-1\right]_{0}$ and $i \in[n]$, let $x_{i}$ denote the $i$-th bit of $x$, i.e., $x=\sum_{i \in[n]} x_{i} 2^{i-1}$, and let $L(i, x)=\max \left\{j \in[i-2] \mid x_{j}=1\right.$ or $\left.j=1\right\}$ for $i \geq 3$. Finally, for $x \in\left[2^{n}-1\right]$, we denote the least significant set bit of $x$ by $\ell_{1}(x)=\min \left\{i \in[n]: x_{i}=1\right\}$, and the most significant set bit of $x$ by $\mathrm{m}_{1}(x)=\max \left\{i \in[n]: x_{i}=1\right\}$.

Let $G=\left(V_{A}, V_{R}, E_{A}, E_{R}, r, p\right)$ be a Markov decision process. For $v \in V_{A} \cup V_{R}$, we write $\Gamma_{G}^{+}(v)=\left\{w \in V_{A} \cup V_{R}:(v, w) \in E_{A} \cup E_{R}\right\}$. If the underlying process is clear from the context, we just write $\Gamma^{+}(v)$.

## 3 An Exponential Lower Bound for Bland's pivot rule

In this section, we consider a family $\left(\mathcal{B}_{n}=\left(V_{\mathcal{B}_{n}}, E_{\mathcal{B}_{n}}, r_{\mathcal{B}_{n}}\right)\right)_{n \in \mathbb{N}}$ of Markov decision processes, which do not involve any randomization. Consider Figure 1a for a drawing of $\mathcal{B}_{4}$. Every process $\mathcal{B}_{n}$ consists of $n$ separate levels, together with a global transportation vertex $t$, a sink $s$, and a dummy vertex $d$. Each level $\ell \in[n]$ comprises two vertices, called $a_{\ell}$ and $b_{\ell}$. For convenience, we sometimes denote the sink by $a_{n+1}$ and the dummy vertex by $b_{n+1}$.


Figure 1 Two drawings of the Markov decision process $\mathcal{B}_{4}$. In (a), edge labels denote rewards and unlabeled edges have a reward of zero. In (b), edge labels define the Bland numbering $\mathcal{N}_{\mathcal{B}_{4}}$.

Table 1 Edge names and the definition of the Bland numbering $\mathcal{N}_{\mathcal{B}_{n}}$, where $i \in[n]$.

| $e \in E_{\mathcal{B}_{n}}$ |  | $\mathcal{N}_{\mathcal{B}_{n}}(e)$ |
| :---: | :---: | :---: |
| $\left(t, a_{i}\right)$ | $\operatorname{travel}(i)$ | $i$ |
| $\left(a_{i}, b_{i}\right)$ | $\operatorname{enter}(i)$ | $n+1+5(i-1)$ |
| $\left(a_{i}, a_{i+1}\right)$ | $\operatorname{skip}(i)$ | $n+2+5(i-1)$ |
| $\left(a_{i}, t\right)$ | $\operatorname{board}(i)$ | $n+3+5(i-1)$ |
| $\left(b_{i}, b_{i+1}\right)$ | $\operatorname{stay}(i)$ | $n+4+5(i-1)$ |
| $\left(b_{i}, a_{i+1}\right)$ | leave $(i)$ | $n+5+5(i-1)$ |

In vertex $a_{\ell}$, the agent can either enter level $\ell$ by going to vertex $b_{\ell}$, skip this level by going to vertex $a_{\ell+1}$, or board the transportation vertex by going to $t$. From the transportation vertex, the agent travels to one of the vertices $a_{i}$ with $i \in[n]$. In $b_{\ell}$, the agent can decide between leaving the set $\bigcup_{i \in[n+1]}\left\{b_{i}\right\}$ by going to $a_{\ell+1}$ and staying in this set by going to $b_{\ell+1}$. We will simply say that the agent leaves level $\ell$ or stays in level $\ell$, respectively.

Finally, when the agent reaches the dummy vertex $d$, it must go to the sink, and the only outgoing edge of the sink $s$ is the self-loop $(s, s)$.

The function $r_{\mathcal{B}_{n}}$ grants the agent a reward of $2^{\ell}$ for entering level $\ell$, a reward of 0.75 for staying in level $\ell$, and a (negative) reward of $\left(-2^{\ell}+1.25\right)$ for boarding $t$ from $a_{\ell}$; all other rewards are zero.

The Bland numbering $\mathcal{N}_{\mathcal{B}_{n}}: E_{\mathcal{B}_{n}} \rightarrow\left|E_{\mathcal{B}_{n}}\right|$ of the edges of $\mathcal{B}_{n}$ is defined in Table 1, together with $\mathcal{N}_{\mathcal{B}_{n}}((d, s))=6 n+1$ and $\mathcal{N}_{\mathcal{B}_{n}}((s, s))=6 n+2\left(=\left|E_{\mathcal{B}_{n}}\right|\right)$. This table also contains alternative names for the edges, which match the description above and which we will use to simplify the exposition. Consider Figure 1b for the Bland numbering of $\mathcal{B}_{4}$.

In the following, consider $\mathcal{B}_{n}$ for some arbitrary but fixed $n \in \mathbb{N}$. The aim of this section is to show that PolicyIteration with Bland's pivot rule, cf. Algorithm 2, applies $\Omega\left(2^{n}\right)$ improving switches when given $\mathcal{B}_{n}$, a suitable initial policy, and $\mathcal{N}_{\mathcal{B}_{n}}$ as input.

Algorithm $2 \operatorname{Bland}(G, \pi, \mathcal{N})$.
input: Markov decision process $G$, weak unichain policy $\pi$, edge numbering $\mathcal{N}$
while $\pi$ admits an improving switch:
$\bar{s} \leftarrow$ the improving switch $s$ for $\pi$ that minimizes $\mathcal{N}(s)$
$\pi \leftarrow \pi^{\bar{s}}$
return $\pi$

More precisely, we will see that the algorithm visits all of the following policies.

- Definition 6. The policy $\pi_{0}$ for $\mathcal{B}_{n}$ such that travel(1) is active, and skip $(i)$ and leave $(i)$ are active for all $i \in[n]$ is the canonical policy for 0 . For $x \in\left[2^{n}-1\right]$, the policy $\pi_{x}$ for $\mathcal{B}_{n}$ is the canonical policy for $x$ if it satisfies the following conditions:
$<1>$ The policy travels from $t$ to the least significant set bit, i.e., $\operatorname{travel}\left(\ell_{1}(x)\right)$ is active.
$<2>$ It collects no reward above the most significant set bit, i.e., leave $\left(\mathrm{m}_{1}(x)\right), \operatorname{skip}(i)$, and leave $(i)$ are active for all $\mathrm{m}_{1}(x)<i \leq n$.
$<3>$ Every set bit $x_{i}=1$ determines the behavior of the policy down to the next, less significant set bit or, if $i=\ell_{1}(x)$, down to the first bit:
$<\mathbf{a}>\operatorname{enter}(i)$ is active.
$<\mathbf{b}>$ if $i=2$, then leave(1) is active. If additionally $x_{1}=0$, then $\operatorname{skip}(1)$ is active.
$<\mathbf{c}>$ if $i \geq 3$ and $x_{i-1}=1$, then leave $(i-1)$ is active.
$<\mathbf{d}>$ if $i \geq 3$ and $x_{i-1}=0$ :
$<\mathbf{d}_{1}>\operatorname{stay}(i-1), \operatorname{skip}(i-1)$, and leave $(i-2)$ are active.
$<\mathbf{d}_{2}>$ if $L(i, x)<i-2$, then for all $j \in\{L(i, x)+1, \ldots, i-2\}$, the edges board $(j)$ and $\operatorname{stay}(j-1)$ are active; if $L(i, x)=1$ and $x_{1}=0$, then $\operatorname{board}(1)$ is active.

Consider Figure 2a and Figure 2d for examples of canonical policies. Note that canonical policies exist and are unique as the definition contains precisely one condition on every agent vertex with more than one outgoing edge. Further, the $2^{n}$ canonical policies are pairwise different as enter $(i)$ is active in $\pi_{x}$ if and only if $x_{i}=1$.

We will now analyze the behavior of $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, i.e., we choose the canonical policy for zero as our initial policy. Since this policy visits every vertex except the sink only once, it is weak unichain.

- Observation 7. The canonical policy $\pi_{0}$ is a weak unichain policy for $\mathcal{B}_{n}$.

Thus, according to Theorem 5, the following result will allow us to transfer our results for the policy iteration algorithm to the simplex method.

- Lemma 8. Let the policy $\pi_{*}$ for $\mathcal{B}_{n}$ be determined as follows: $\operatorname{stay}(n)$ and $\operatorname{travel}(1)$ are active, enter $(i)$ is active for all $i \in[n]$, and leave $(j)$ is active for all $j \in[n-1]$. Then, $\pi_{*}$ is weak unichain and optimal for $\mathcal{B}_{n}$.

Proof. Since $\pi_{*}$ visits every vertex, besides the sink, only once, it is weak unichain. For optimality, note that $t$ travels to $a_{1}$ and that, when starting in a vertex $a_{\ell}$, policy $\pi_{*}$ enters level $\ell$ and all levels above and collects the reward of $\operatorname{stay}(n)$. The policy is thus clearly optimal among the set of policies that do not use boarding edges.

Further, we have $r_{\mathcal{B}_{n}}(\operatorname{board}(\ell))=-2^{\ell}+1.25=-\left(\sum_{i=1}^{\ell-1} 2^{i}+0.75\right)$. That is, the costs of $\operatorname{board}(\ell)$ equal the maximum reward that can be collected in the first $\ell-1$ levels. Thus, we cannot increase vertex values by using boarding edges, which yields that $\pi_{*}$ is optimal.

The following technical result will be helpful in the upcoming proofs.

- Lemma 9. Let $x \in\left[2^{n}-1\right]_{0}$ and $i \in[n]$. Then, travel $(i)$ is not improving for $\pi_{x}$.

Proof. All vertex values with respect to $\pi_{0}$ are zero, and $r_{\mathcal{B}_{n}}(\operatorname{travel}(i))=0$. Thus, the claim holds for $x=0$, so we assume $x \in\left[2^{n}-1\right]$ in the following.

Let the vertices $a_{k}$ and $a_{\ell}$ either correspond to successive set bits, i.e., $x_{k}=x_{\ell}=1$ and $x_{j}=0$ for all $k<j<\ell$, or let $k=\mathrm{m}_{1}(x)$ and $\ell=n+1$. Either way, Definition 6 implies that $\pi_{x}$ includes a path from $a_{k}$ to $a_{\ell}$, which does not contain any boarding edge.

Hence, we have $\operatorname{Val}_{\pi_{x}}\left(a_{\alpha}\right) \geq \operatorname{Val}_{\pi_{x}}\left(a_{\beta}\right) \geq 0$ for all set bits $x_{\alpha}=x_{\beta}=1$ with $\alpha \leq \beta$. Since the transportation vertex chooses the least significant set bit in $\pi_{x}$, this yields that $\operatorname{travel}(i)$ is not improving if $x_{i}=1$.

Further, Definition 6 yields that $x_{j}=1$ if and only if enter $(j)$ is active in $\pi_{x}$. Thus, when starting in some vertex $a_{i}$ with $x_{i}=0$, policy $\pi_{x}$ either boards $t$ from $a_{i}$ or it skips levels until reaching a node that boards $t$, a level corresponding to a set bit, or the sink. In all four cases, travel $(i)$ is not improving. This completes the proof.

We will show in two steps that, when using the initial policy $\pi_{0}$, Bland visits all of the other canonical policies. Firstly, given the canonical policy for an arbitrary even integer $x$, we see that the algorithm applies improving switches until reaching the canonical policy $\pi_{x+1}$.

- Lemma 10. Let $x \in\left[2^{n}-2\right]_{0}$ be even. Then, $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{x}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ visits $\pi_{x+1}$.

Proof. According to Lemma 9, no travel edges are improving for $\pi_{x}$, so the Bland numbering $\mathcal{N}_{\mathcal{B}_{n}}$ yields that the algorithm applies the switch enter(1) to $\pi_{x}$ if it is improving. This edge is improving for $\pi_{0}$, and one can easily check that its application results in the canonical policy $\pi_{1}$. Hence, it suffices to consider $x \neq 0$ in the following. This yields $\ell_{1}:=\ell_{1}(x)>1$ as $x$ is even. Influenced by condition $<3>$ from Definition 6 , we consider two cases.

Firstly, if $\ell_{1}=2$, conditions $<1>$ and $<\mathrm{b}>$ state that travel(2), skip(1) and leave(1) are active in $\pi_{x}$. Hence, enter(1) is improving for $\pi_{x}$ and gets applied by Bland. The edge travel(1) becomes improving and gets applied next as it minimizes $\mathcal{N}_{\mathcal{B}_{n}}$.

Secondly, if $\ell_{1} \geq 3$, conditions $<1>$ and $<\mathrm{d}>$ yield that $\pi_{x}$ includes the paths ( $a_{1}, t, a_{\ell_{1}}$ ) and $\left(b_{1}, b_{2}, \ldots, b_{\ell_{1}-2}, a_{\ell_{1}-1}, a_{\ell_{1}}\right)=: P$. Hence, $\operatorname{Val}_{\pi_{x}}\left(a_{1}\right) \leq \operatorname{Val}_{\pi_{x}}\left(a_{\ell_{1}}\right) \leq \operatorname{Val}_{\pi_{x}}\left(b_{1}\right)$. Therefore, as enter(1) has a positive reward, it is improving and gets applied to $\pi_{x}$. The new policy walks from $a_{1}$ to $b_{1}$ and then follows the path $P$, so $a_{1}$ has a higher value than $a_{\ell_{1}}$. Since travel $\left(\ell_{1}\right)$ is active in $\pi_{x}$, the edge travel(1) is improving and gets applied next.

Let $\pi$ denote the policy resulting from the application of enter(1) and travel(1) to $\pi_{x}$. It now suffices to show that $\pi$ satisfies the conditions of Definition 6 for $x+1$.

As $x+1$ is odd, we have $\ell_{1}(x+1)=1$, so $\pi$ satisfies the first condition. Further, the second condition remains satisfied as both applied switches are below the most significant set bit. Finally, the third condition now requires that enter(1) is active - instead of skip $(1)$ if $\ell_{1}=2$, or board(1) if $\ell_{1} \geq 3$ - and otherwise contains the same requirements. Hence, $\pi$ is the canonical policy for $x+1$.

Secondly, we need to show that the algorithm also transforms the canoncial policy $\pi_{x}$ for an arbitrary odd number $x$ into the next canonical policy $\pi_{x+1}$. We will see that the algorithm does this by applying the following sequence of improving switches.

- Definition 11. Let $x \in\left[2^{n}-3\right]$ be odd and write $\ell:=\ell_{0}(x)>1$. Then, the canonical phases with respect to $x$ are:

1. If $x_{\ell+1}=1$, activate leave $(\ell)$.
2. If $x_{\ell+1}=1$ or $\ell>\mathrm{m}_{1}(x)$, activate $\operatorname{stay}(\ell-1)$.
3. Activate enter $(\ell)$ and $\operatorname{travel}(\ell)$.
4. If $\ell \geq 3$, activate $\operatorname{board}(j)$ for all $j \in[\ell-2]$ in increasing order.
5. Activate $\operatorname{skip}(\ell-1)$.
6. If $\ell \geq 4$, activate $\operatorname{stay}(j)$ for all $j \in[\ell-3]$ in decreasing order.
7. If $\ell=2$, activate leave(1).

(a) The canonical policy $\pi_{7}$ for $\mathcal{B}_{4}$.

(c) The policy that results from applying the first three canonical phases w.r.t. 7 to $\pi_{7}$.

(b) The policy that results from applying the first two canonical phases w.r.t. 7 to $\pi_{7}$.

(d) The canonical policy $\pi_{8}$ for $\mathcal{B}_{4}$, which results from applying all canonical phases w.r.t. 7 to $\pi_{7}$.

Figure 2 An example that illustrates how the canonical phases transform one canonical policy into the next one. Active edges are depicted in a bold blue color, while inactive edges are slightly transparent. Note that $\pi_{7}$ enters the first three levels, which correspond to the set bits in the binary representation of 7 ; analogously, $\pi_{8}$ only enters the fourth level.

The following Lemma shows that if the algorithm applies the canonical phases to the corresponding canonical policy, it reaches the next canonical policy. ${ }^{1}$ Consider Figure 2 for an example.

- Lemma 12. Let $\pi_{x}$ be the canonical policy for some odd $x \in\left[2^{n}-3\right]$. Applying the canonical phases with respect to $x$ to $\pi_{x}$ results in the canonical policy $\pi_{x+1}$.

Finally, we show that Bland actually applies the canonical phases when given the corresponding canonical policy.

- Lemma 13. Let $x \in\left[2^{n}-3\right]$ be odd. Then, $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{x}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ visits $\pi_{x+1}$.

According to Lemma 10, BLAND transforms every even canonical policy $\pi_{x}$ into $\pi_{x+1}$, and by Lemma 13, the same holds for odd canonical policies. Since the initial policy is canonical for zero, this yields that $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ visits all canonical policies $\pi_{i}$ with $i \in\left[2^{n}-1\right]$. Since these are pairwise different, this proves the main result of this section.

- Theorem 14. There is an initial policy such that the policy iteration algorithm with Bland's pivot rule performs $\Omega\left(2^{n}\right)$ improving switches when applied to $\mathcal{B}_{n}$.

We close this section with two technical observations that help us later.

- Observation 15. For every $i \in[n]$, whenever $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ applies the improving switch $\operatorname{skip}(i)$, this edge has higher reduced costs than board $(i)$; whenever it applies enter $(i)$, this edge has higher reduced costs than $\operatorname{skip}(i)$ and $\operatorname{board}(i)$.
- Observation 16. At any point during the execution of $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, at most one of the edges travel $(i)$ with $i \in[n]$ is improving.

[^20]
## 4 A Combined Exponential Bound

In this section, we consider a family $\left(\mathcal{D}_{n}=\left(V_{n}^{A}, V_{n}^{R}, E_{n}^{A}, E_{n}^{R}, r_{\mathcal{D}_{n}}, p_{\mathcal{D}_{n}}\right)\right)_{n \in \mathbb{N}}$ of Markov decision processes such that each process $\mathcal{D}_{n}$ results from the process $\mathcal{B}_{n}=\left(V_{\mathcal{B}_{n}}, E_{\mathcal{B}_{n}}, r_{\mathcal{B}_{n}}\right)$ of the previous section by replacing every edge, besides the sink-loop, with the construction given in Figure 3; note that the construction uses a probability $p_{v} \in(0,1]$ for every $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$, which we will choose later.


Figure 3 The construction that replaces every edge $(v, w) \in E_{\mathcal{B}_{n}} \backslash\{(s, s)\}$ in $\mathcal{D}_{n}$. Circular vertices are agent vertices, square ones are randomization vertices. Edge labels denote rewards and probabilities, where $p_{v} \in(0,1]$. Note that, since $v$ and $w$ remain in the process, we have $V_{\mathcal{B}_{n}} \subseteq V_{n}^{A}$.

In the following, consider $\mathcal{D}_{n}$ for some arbitrary but fixed $n \in \mathbb{N}$. The aim of this section is to show that policy iteration with Bland's rule, with Dantzig's rule, and with the Largest Increase rule performs $\Omega\left(2^{n}\right)$ improving switches to a suitable initial policy for $\mathcal{D}_{n}$.

Before we can analyze the behavior of BLand on $\mathcal{D}_{n}$, we need to specify the Bland numbering $\mathcal{N}_{\mathcal{D}_{n}}: E_{n}^{A} \rightarrow\left|E_{n}^{A}\right|$ for $\mathcal{D}_{n}$. It is constructed as follows: starting from the numbering $\mathcal{N}_{\mathcal{B}_{n}}$, replace every edge $(v, w) \in E_{\mathcal{B}_{n}} \backslash\{(s, s)\}$ by the edges $\left(x_{v, w}, y_{v, w}\right)$ and $\left(v, x_{v, w}\right)$. Then, insert all edges of the form $\left(x_{u, .}, u\right)$ with $u \in V_{\mathcal{B}_{n}} \backslash\{s\}$ at the beginning of the numbering (the internal order of these edges can be chosen arbitrarily). We do not need to specify the Bland numbers of edges that are the unique outgoing edge of a vertex.

Now that we have a Bland numbering, we want to transfer our results from the previous section to the new Markov decision process $\mathcal{D}_{n}$. The following definition extends policies for $\mathcal{B}_{n}$ to policies for $\mathcal{D}_{n}$.

- Definition 17. Let $\pi$ and $\pi^{\prime}$ be policies for $\mathcal{B}_{n}$ and $\mathcal{D}_{n}$, respectively, and let $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$. Assume there is a $w \in \Gamma_{\mathcal{B}_{n}}^{+}(v)$ such that $\left(v, x_{v, w}\right),\left(x_{v, w}, y_{v, w}\right)$, and $\left(x_{v, u}, v\right)$ are active in $\pi^{\prime}$ for all $u \in \Gamma_{\mathcal{B}_{n}}^{+}(v) \backslash\{w\}$. Then, we say that $v$ is (w-)oriented w.r.t. $\pi^{\prime}$. We call $\pi^{\prime}$ the twin policy of $\pi$ if every vertex $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$ is $\pi(v)$-oriented w.r.t. $\pi^{\prime}$.

Let $\pi_{0}^{\prime}$ denote the twin policy of the canonical policy $\pi_{0}$ for $\mathcal{B}_{n}$. We could start by showing that $\operatorname{BLAND}\left(\mathcal{D}_{n}, \pi_{0}^{\prime}, \mathcal{N}_{\mathcal{D}_{n}}\right)$ visits the twin policy of every policy that $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ visits. Note that this would immediately imply the desired exponential number of improving switches. However, we prefer to gather some general results first, which then allows for a more unified treatment of the three pivot rules.

Starting in a $w$-oriented vertex $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$, the agent reaches vertex $w$ with probability one (due to $p_{v}>0$ ), while collecting a reward of $r_{\mathcal{B}_{n}}((v, w))$. This immediately yields the following result.

- Observation 18. Let $\pi$ be a policy for $\mathcal{B}_{n}$ with twin policy $\pi^{\prime}$ for $\mathcal{D}_{n}$. Then, for every vertex $v \in V_{\mathcal{B}_{n}}$, we have $\operatorname{Val}_{\pi, \mathcal{B}_{n}}(v)=\operatorname{Val}_{\pi^{\prime}, \mathcal{D}_{n}}(v)$.

By the same argument, twin policies of weak unichain policies are weak unichain, and the proof idea of Lemma 8 carries over.

- Observation 19. The twin policy of every weak unichain policy for $\mathcal{B}_{n}$ is a weak unichain policy for $\mathcal{D}_{n}$. The twin policy of the optimal policy for $\mathcal{B}_{n}$ is optimal for $\mathcal{D}_{n}$.

By Theorem 4, this guarantees the correctness of PolicyIteration $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$. Further, Theorem 5 will allow us to carry our results over to the simplex method.

Since twin policies are central in our analysis, it comes in handy that only a certain type of edges might be improving for them.

- Observation 20. Let $\pi^{\prime}$ be the twin policy of some policy for $\mathcal{B}_{n}$. Then, all improving switches for $\pi^{\prime}$ are of the form $\left(x_{v, w}, y_{v, w}\right) \in E_{n}^{A}$ for some $(v, w) \in E_{\mathcal{B}_{n}}$.

Proof. Since every vertex $u \in V_{\mathcal{B}_{n}} \backslash\{s\}$ is oriented w.r.t $\pi^{\prime}$, edges of the form ( $x_{u,,}, u$ ) or ( $u, x_{u, \cdot}$ ) are either active or their application creates a zero-reward cycle of length two. Hence, none of these edges is improving for $\pi^{\prime}$.

The following Lemma shows how the probabilities $\left(p_{v}\right)_{v \in V_{\mathcal{B}_{n}} \backslash\{s\}}$ affect the reduced costs of these potentially improving edges. Further, it yields a connection between the improving switches for a policy for $\mathcal{B}_{n}$ and those for its twin policy.

Lemma 21. Let $\pi$ be a policy for $\mathcal{B}_{n}$ with twin policy $\pi^{\prime}$, and let $(v, w) \in E_{\mathcal{B}_{n}} \backslash\{(s, s)\}$. Then, $z_{\pi^{\prime}, \mathcal{D}_{n}}\left(x_{v, w}, y_{v, w}\right)=p_{v} \cdot z_{\pi, \mathcal{B}_{n}}(v, w)$. In particular, $\left(x_{v, w}, y_{v, w}\right)$ is improving for $\pi^{\prime}$ if and only if $(v, w)$ is improving for $\pi$.

Proof. For convenience, we write $x, y$, and $z$ instead of $x_{v, w}, y_{v, w}$, and $z_{v, w}$. If $(v, w)$ is active in $\pi$, vertex $v$ is $w$-oriented w.r.t. $\pi^{\prime}$. Thus, $(x, y)$ is active in $\pi^{\prime}$ as well. Hence, both edges are not improving as they have reduced costs of $z_{\pi^{\prime}}(x, y)=z_{\pi}(v, w)=0$.

Now assume that $(v, w)$ is inactive in $\pi$, which yields that $(x, v)$ is active in $\pi^{\prime}$. We obtain

$$
\begin{align*}
z_{\pi^{\prime}, \mathcal{D}_{n}}(x, y) & =\operatorname{Val}_{\pi^{\prime}}(y)-\operatorname{Val}_{\pi^{\prime}}(x)=\operatorname{Val}_{\pi^{\prime}}(y)-\operatorname{Val}_{\pi^{\prime}}(v) \\
& =p_{v} \operatorname{Val}_{\pi^{\prime}}(z)+\left(1-p_{v}\right) \operatorname{Val}_{\pi^{\prime}}(v)-\operatorname{Val}_{\pi^{\prime}}(v)  \tag{1}\\
& =p_{v}\left(\operatorname{Val}_{\pi^{\prime}}(w)+r_{\mathcal{B}_{n}}((v, w))-\operatorname{Val}_{\pi^{\prime}}(v)\right)=p_{v} z_{\pi, \mathcal{B}_{n}}(v, w)
\end{align*}
$$

where we used Observation 18 for the last equality. The equivalence holds since $p_{v}>0$.
Note that we can transform a given twin policy with three switches into a different one by changing the orientation of an agent vertex $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$. The following Lemma shows that, if applied consecutively, these switches all have the same reduced costs.

- Lemma 22. Let $(v, w) \in E_{\mathcal{B}_{n}} \backslash\{(s, s)\}$ and let the policy $\pi$ for $\mathcal{D}_{n}$ be the twin policy of some weak unichain policy for $\mathcal{B}_{n}$. If the edge $\left(x_{v, w}, y_{v, w}\right)$ is improving for $\pi$, we have

$$
z_{\pi}\left(x_{v, w}, y_{v, w}\right)=z_{\pi^{\prime}}\left(v, x_{v, w}\right)=z_{\pi^{\prime \prime}}(\pi(v), v)
$$

where $\pi^{\prime}$ denotes the policy that results from applying $\left(x_{v, w}, y_{v, w}\right)$ to $\pi$ and $\pi^{\prime \prime}$ denotes the policy that results from applying $\left(v, x_{v, w}\right)$ to $\pi^{\prime}$.

It is essential for the proofs of Lemma 10 and Lemma 13 that $\operatorname{BLAND}\left(\mathcal{B}_{n}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ prefers switches in vertices appearing early in the vertex numbering $\mathcal{N}_{V}: V_{\mathcal{B}_{n}} \rightarrow\left|V_{\mathcal{B}_{n}}\right|$ given by $\left(t, a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{n}, b_{n}, d, s\right)$, i.e., let $\mathcal{N}_{V}(t)=1, \mathcal{N}_{V}\left(a_{1}\right)=2$, and so on. Using the following definition, we can observe a similar behavior of policy iteration with Dantzig's rule, cf. Algorithm 3, on $\mathcal{D}_{n}$.

- Definition 23. The edge $e \in E_{n}^{A}$ belongs to vertex $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$ if

$$
e \in \mathrm{~B}(v):=\bigcup_{w \in \Gamma_{\mathcal{B}_{n}}^{+}(v)}\left\{\left(x_{v, w}, y_{v, w}\right),\left(v, x_{v, w}\right),\left(x_{v, w}, v\right)\right\} .
$$

We obtain the following bounds on the reduced costs.

- Lemma 24. Let $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$ and $e \in B(v)$ be arbitrary. Let $\pi$ be a weak unichain policy for $\mathcal{D}_{n}$ such that all vertex values w.r.t. $\pi$ are non-negative. If $e$ is improving for $\pi$, then its reduced costs are bounded by $p_{v} \cdot 0.25 \leq z_{\pi}(e) \leq p_{v} \cdot 2^{n+2}$.

Proof. Since $e \in B(v)$, we have $e \in\left\{\left(x_{v, w}, y_{v, w}\right),\left(v, x_{v, w}\right),\left(x_{v, w}, v\right)\right\}$ for some $w \in \Gamma_{\mathcal{B}_{n}}^{+}(v)$. For convenience, we write $x, y$, and $z$ instead of $x_{v, w}, y_{v, w}$, and $z_{v, w}$.

Firstly, assume that $e=(x, y)$. Then, since $e$ is improving, $(x, v)$ is active in $\pi$. As in equation (1), we obtain $z_{\pi}(x, y)=p_{v}\left(\operatorname{Val}_{\pi}(w)+r_{\mathcal{B}_{n}}((v, w))-\operatorname{Val}_{\pi}(v)\right)=: p_{v} \cdot \delta(\pi, v, w)$.

Secondly, assume that $e=(v, x)$. Then, $(x, y)$ is active in $\pi$ as otherwise $e$ would not be improving due to $z_{\pi}(v, x)=\operatorname{Val}_{\pi}(x)-\operatorname{Val}_{\pi}(v)=0$. This yields

$$
\begin{equation*}
z_{\pi}(v, x)=\operatorname{Val}_{\pi}(x)-\operatorname{Val}_{\pi}(v)=\operatorname{Val}_{\pi}(y)-\operatorname{Val}_{\pi}(v)=p_{v} \cdot \delta(\pi, v, w) \tag{2}
\end{equation*}
$$

Lastly, assume $e=(x, v)$. Then, as before, $(x, y)$ is active in $\pi$. We can thus conclude from (2) that $z_{\pi}(x, v)=\operatorname{Val}_{\pi}(v)-\operatorname{Val}_{\pi}(x)=-p_{v} \cdot \delta(\pi, v, w)$.

By assumption, every vertex has a non-negative value with respect to $\pi$. Further, all vertex values are bounded from above by the maximum vertex value w.r.t. the optimal policy for $\mathcal{D}_{n}$. By Lemma 8, Observation 18, and Observation 19, this is $\operatorname{Val}_{\pi_{*}^{\prime}}(t)=2^{n+1}-1.25$.

Since the absolute value of any edge reward is at most $2^{n}$, we obtain

$$
|\delta(\pi, v, w)| \leq\left(2^{n+1}-1.25+2^{n}\right) \leq 2^{n+2}
$$

Hence, we have an upper bound of $z_{\pi}(e) \leq p_{v} \cdot 2^{n+2}$.
As all edge rewards are integer multiples of 0.25 , also $\operatorname{Val}_{\pi}(u)$ is an integer multiple of 0.25 for every $u \in V_{\mathcal{B}_{n}}$ (starting in $u$, policy $\pi$ visits every edge that has a non-zero reward either exactly once or never). This yields that $|\delta(\pi, v, w)|$ is a multiple of 0.25 as well, which concludes the proof.

Note that, by Theorem 4 and as all vertex values w.r.t. $\pi_{0}^{\prime}$ are zero, $\operatorname{DANTZIG}\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$ only visits weak unichain policies with non-negative vertex values. Therefore, if we choose the probabilities $\left(p_{v}\right)_{v \in V_{\mathcal{B}_{n}} \backslash\{s\}}$ for increasing vertex numbers $\mathcal{N}_{V}(v)$ fast enough decreasing, then the previous lemma yields that DANTZIG prefers improving switches that belong to vertices appearing early in the vertex numbering $\mathcal{N}_{V}$. We use this in the proof of Theorem 28.

The following technical result holds independently of the chosen pivot rule.

Algorithm 3 DANTZIG $(G, \pi)$.
input: Markov decision process $G$, weak unichain policy $\pi$ for $G$

```
while \(\pi\) admits an improving switch:
        \(\bar{s} \leftarrow\) an improving switch \(s\) for \(\pi\) maximizing \(z_{\pi}(s)\)
    \(\pi \leftarrow \pi^{\bar{s}}\)
return \(\pi\)
```

Lemma 25. Let $(v, w) \in E_{\mathcal{B}_{n}}$ be an improving switch that gets applied to a policy $\pi$ during the execution of $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$. Let $\bar{\pi}^{\prime}$ denote the policy for $\mathcal{D}_{n}$ that results from applying the switches $\left(x_{v, w}, y_{v, w}\right)$ and $\left(v, x_{v, w}\right)$ to the twin policy $\pi^{\prime}$ of $\pi$. Then, the edge $\left(x_{v, \pi(v)}, v\right)$ is improving for $\bar{\pi}^{\prime}$ and it remains improving during the execution of PolicyIteration $\left(\mathcal{D}_{n}, \bar{\pi}^{\prime}\right)$ until it gets applied or until an improving switch of the form $\left(x_{u, .}, y_{u, .}\right)$ with $\mathcal{N}_{V}(u)>\mathcal{N}_{V}(v)$ gets applied.

With this, we can show that a certain class of pivot rules, including Bland's, Dantzig's, and the Largest Increase rule, yield an exponential number of improving switches on $\mathcal{D}_{n}$.

- Lemma 26. Assume that PolicyIteration $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$, where $\pi_{0}^{\prime}$ denotes the twin policy of $\pi_{0}$, gets applied with a pivot rule that satisfies the following conditions:
(a) For every improving switch $(v, w) \in E_{\mathcal{B}_{n}}$ that $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$ applies to some policy $\pi$, PolicyIteration applies $\left(x_{v, w}, y_{v, w}\right)$ and $\left(v, x_{v, w}\right)$ to the twin policy of $\pi$.
(b) While an edge of the form $\left(x_{v, \cdot}, v\right)$ is improving for some $v \in V_{\mathcal{B}_{n}}$, PolicyIteration does not apply an improving switch of the form $\left(x_{u, .}, y_{u, \cdot}\right)$ with $\mathcal{N}_{V}(u)>\mathcal{N}_{V}(v)$.
Then, PolicyIteration $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$ performs $\Omega\left(2^{n}\right)$ improving switches.
Proof. Let $\pi$ be a policy for $\mathcal{B}_{n}$ occurring during the execution of $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, where we allow $\pi=\pi_{0}$, and let $(v, w) \in E_{\mathcal{B}_{n}}$ denote the switch that BLAND applies to $\pi$. Let $\pi^{\prime}$ be the twin policy of $\pi$, and let $\tilde{\pi}=\pi^{(v, w)}$.

By condition (a), PolicyIteration applies $\left(x_{v, w}, y_{v, w}\right)$ and $\left(v, x_{v, w}\right)$ to $\pi^{\prime}$. Denote the resulting policy by $\bar{\pi}^{\prime}$.

According to Lemma 25, the edge $\left(x_{v, \pi(v)}, v\right)$ now stays improving until it gets applied as an improving switch or until an improving switch of the form $\left(x_{u, .}, y_{u, .}\right)$ with $\mathcal{N}_{V}(u)>\mathcal{N}_{V}(v)$ gets applied. With condition (b), this yields that $\left(x_{v, \pi(v)}, v\right)$ gets applied by PolicyIteration at some point, and that it is constantly improving until then.

Note that, as long as ( $\left.v, x_{v, \pi(v)}\right)$ is inactive, the policy's choice in $x_{v, \pi(v)}$ only affects the reduced costs of its unique incidental edge $\left(v, x_{v, \pi(v)}\right)$. This edge is not active in $\bar{\pi}^{\prime}$ and is not improving until the application of $\left(x_{v, \pi(v)}, v\right)$. Therefore, if we were to force the algorithm to apply $\left(x_{v, \pi(v)}, v\right)$ to $\bar{\pi}^{\prime}$, this would not alter the remaining behavior of the algorithm. The policy resulting from this forced switch is the twin policy of $\tilde{\pi}$.

Hence, without changing the total number of applied improving switches (we only rearrange them), we can assume that PolicyIteration $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$ visits the twin policy of every policy visited by $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$. By Theorem 14 , this yields that the algorithm needs to perform an exponential number of improving switches, which concludes the proof.

Now it suffices to check the conditions given in Lemma 26 for each pivot rule.

- Proposition 27. Let $\pi_{0}^{\prime}$ denote the twin policy of $\pi_{0}$. Then, $\operatorname{BLAND}\left(\mathcal{D}_{n}, \pi_{0}^{\prime}, \mathcal{N}_{\mathcal{D}_{n}}\right)$ performs $\Omega\left(2^{n}\right)$ improving switches.

Proof. We check the two conditions from Lemma 26. For condition (a), let $\pi$ be a policy for $\mathcal{B}_{n}$ visited by $\operatorname{BLaND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, including the case $\pi=\pi_{0}$, and let $\pi^{\prime}$ be the twin policy of $\pi$. Assume that BLand applies the improving switch $(v, w) \in E_{\mathcal{B}_{n}}$ to $\pi$.

By Observation 20, all improving switches for $\pi^{\prime}$ are of the form ( $x ., y$.). According to Lemma 21, the edge $\left(x_{v, w}, y_{v, w}\right)$ is improving for $\pi^{\prime}$. As $(v, w)$ is the improving switch for $\pi$ with the smallest Bland number in $\mathcal{N}_{\mathcal{B}_{n}}$, we know that, by construction of $\mathcal{N}_{\mathcal{D}_{n}}$, the algorithm applies the switch $\left(x_{v, w}, y_{v, w}\right)$ to $\pi^{\prime}$.

Further, since $\pi$ is weak unichain due to Theorem 4, Lemma 22 yields that ( $v, x_{v, w}$ ) is improving after this switch. As it is the successor of $\left(x_{v, w}, y_{v, w}\right)$ in $\mathcal{N}_{\mathcal{D}_{n}}$ and as no other egde became improving due to the first switch, the algorithm applies ( $v, x_{v, w}$ ) next. That is, Bland's rule satisfies condition (a).

Additionally, condition (b) holds since the edge $\left(x_{v, \pi(v)}, v\right)$ precedes any switch of the form $\left(x_{u, \cdot}, y_{u, .}\right)$ with $\mathcal{N}_{V}(u)>\mathcal{N}_{V}(v)$ in the Bland numbering $\mathcal{N}_{\mathcal{D}_{n}}$.

As motivated above, the choice of the probabilities $\left(p_{v}\right)_{v \in V_{\mathcal{B}_{n}} \backslash\{s\}}$ in the following theorem yields that DANTZIG prefers improving switches that belong to vertices appearing early in the vertex numbering $\mathcal{N}_{V}$.

- Theorem 28. Let $p_{v}=2^{-\mathcal{N}_{V}(v)(n+5)}$ for all $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$, and let $\pi_{0}^{\prime}$ denote the twin policy of $\pi_{0}$. Then, $\operatorname{DANTZIG}\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$ performs $\Omega\left(2^{n}\right)$ improving switches.

Proof. We check the two conditions from Lemma 26. For condition (b), we compute that the choice of the probabilities $p_{v}$ yields that Dantzig prefers improving switches belonging to vertices with a small vertex number.

Let $u, v \in V_{\mathcal{B}_{n}} \backslash\{s\}$ with $\mathcal{N}_{V}(u)>\mathcal{N}_{V}(v)$. Let further $e_{u} \in B(u)$ and $e_{v} \in B(v)$ be improving switches for some policy $\pi$ for $\mathcal{D}_{n}$, which gets visited by PolicyIteration $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$. Then, $\pi$ is weak unichain and only induces non-negative vertex values, so Lemma 24 yields

$$
z_{\pi}\left(e_{v}\right) \geq p_{v} \cdot 0.25=2^{-\mathcal{N}_{V}(v)(n+5)-2} \geq 2^{-\mathcal{N}_{V}(u)(n+5)+(n+5)-2}=p_{u} \cdot 2^{(n+3)}>z_{\pi}\left(e_{u}\right) .
$$

Hence, Dantzig's rule prefers switches belonging to $v$ over those belonging to $u$, so it satisfies condition (b).

For condition (a), let $\pi$ be a policy for $\mathcal{B}_{n}$ visited by $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, including the case $\pi=\pi_{0}$, and let $(v, w) \in E_{\mathcal{B}_{n}}$ denote the switch that BLAND applies to $\pi$. Let $\pi^{\prime}$ be the twin policy of $\pi$.

By Observation 20, all improving switches for $\pi^{\prime}$ are of the form ( $x ., y$.). By construction of $\mathcal{N}_{\mathcal{D}_{n}}$, we know that BLand prefers those switches ( $x ., y$.) that belong to vertices with a small vertex number. In the proof of Proposition 27, we see that $\operatorname{Bland}\left(\mathcal{D}_{n}, \pi^{\prime}, \mathcal{N}_{\mathcal{D}_{n}}\right)$ applies $\left(x_{v, w}, y_{v, w}\right)$ to $\pi^{\prime}$. Since Dantzig also prefers switches belonging to vertices with a small vertex number, we conclude that $\operatorname{Dantzig}\left(\mathcal{D}_{n}, \pi_{0}^{\prime}, \mathcal{N}_{\mathcal{D}_{n}}\right)$ applies an improving switch to $\pi^{\prime}$ that belongs to $v$. However, there might be multiple such switches.

Recall that all improving switches for $\pi^{\prime}$ are of the form $\left(x ., y\right.$.). If $v=b_{i}$ for some $i \in[n]$, then only two of these (possibly improving) edges belong to $v$, one of which is active in $\pi^{\prime}$. Therefore, in this case, DANTZIG applies the improving switch $\left(x_{v, w}, y_{v, w}\right)$.

Now assume $v=a_{i}$ for some $i \in[n]$. Then, Observation 15 and Lemma 21 yield

$$
z_{\pi^{\prime}}\left(x_{a_{i}, b_{i}}, y_{a_{i}, b_{i}}\right)>\max \left\{z_{\pi^{\prime}}\left(x_{a_{i}, a_{i+1}}, y_{a_{i}, a_{i+1}}\right), z_{\pi^{\prime}}\left(x_{a_{i}, t}, y_{a_{i}, t}\right)\right\}
$$

if $(v, w)=\operatorname{enter}(i)$, and

$$
z_{\pi^{\prime}}\left(x_{a_{i}, a_{i+1}}, y_{a_{i}, a_{i+1}}\right)>z_{\pi^{\prime}}\left(x_{a_{i}, t}, y_{a_{i}, t}\right)
$$

if $(v, w)=\operatorname{skip}(i)$. Therefore, the edge $\left(x_{v, w}, y_{v, w}\right)$ has higher reduced costs than the other edges that belong to $v$, so Dantzig applies it to $\pi^{\prime}$.

Finally, if $v=t$, then Observation 16 and Lemma 21 yield that $\left(x_{v, w}, y_{v, w}\right)$ is the only improving switch that belongs to $t$. Thus, it gets applied by Dantzig.

We conclude that, in all cases, Dantzig applies the switch $\left(x_{v, w}, y_{v, w}\right)$ to $\pi^{\prime}$, which is the unique edge with the highest reduced costs. According to Lemma 22, the edge ( $v, x_{v, w}$ ) has now the same reduced costs as $\left(x_{v, w}, y_{v, w}\right)$ had before its application. Since $\left(v, x_{v, w}\right)$ is the only edge that became improving during the last switch, DantZig applies this edge next. Therefore, Dantzig's rule also satisfies condition (a), which concludes the proof.

Algorithm 4 LargestIncrease $(G, \pi)$.
input: Markov decision process $G$, weak unichain policy $\pi$ for $G$
while $\pi$ admits an improving switch:
$\bar{s} \leftarrow$ an improving switch $s$ for $\pi$ maximizing $\sum_{v \in V_{n}^{A}} \operatorname{Val}_{\pi^{s}}(v)$ $\pi \leftarrow \pi^{\bar{s}}$
return $\pi$

Finally, we turn to policy iteration with the Largest Increase pivot rule, cf. Algorithm 4. In the most general sense, consider an arbitrary improving switch $s=(v, w)$ for some policy $\pi$. Assume that no ingoing edges of $v$ are active in $\pi$. Then, the reduced costs of $s$ coincide with the increase of the sum over all vertex values, that is, we obtain the equality $z_{\pi}(s)=\sum_{v \in V_{n}^{A}} \operatorname{Val}_{\pi^{s}}(v)-\sum_{v \in V_{n}^{A}} \operatorname{Val}_{\pi}(v)$. Further, the induced increase of the sum is always at least as large as the reduced costs.

From this, using the structure of $\mathcal{D}_{n}$, we can conclude that Largestincrease mirrors the behavior of Dantzig if we choose the probabilities $p_{v}$ as before.

- Theorem 29. Let $p_{v}=2^{-\mathcal{N}_{V}(v)(n+5)}$ for all $v \in V_{\mathcal{B}_{n}} \backslash\{s\}$, and let $\pi_{0}^{\prime}$ denote the twin policy of $\pi_{0}$. Then, LargestIncrease $\left(\mathcal{D}_{n}, \pi_{0}^{\prime}\right)$ performs $\Omega\left(2^{n}\right)$ improving switches.

Proof. We check the two conditions from Lemma 26. For condition (a), let $\pi$ be a policy for $\mathcal{B}_{n}$ occurring during the execution of $\operatorname{BLAND}\left(\mathcal{B}_{n}, \pi_{0}, \mathcal{N}_{\mathcal{B}_{n}}\right)$, where we allow $\pi=\pi_{0}$, and let $(v, w) \in E_{\mathcal{B}_{n}}$ denote the switch that BLand applies to $\pi$. Let $\pi^{\prime}$ be the twin policy of $\pi$.

According to the proof of Theorem 28, DANTZIG applies the improving switches ( $x_{v, w}, y_{v, w}$ ) and $\left(v, x_{v, w}\right)$ to $\pi^{\prime}$. By Observation 20, all improving switches for $\pi^{\prime}$ are of the form ( $x ., y$.), where $\pi^{\prime}$ does not reach $x$. when starting in any other vertex. Therefore, since the probabilities $\left(p_{v}\right)_{v \in V_{\mathcal{B}_{n}} \backslash\{s\}}$ are chosen as in Theorem 28, the reduced costs of each of these improving switches coincide with the induced increase of the sum over all vertex values. Hence, LargestIncrease also applies the improving switch $\left(x_{v, w}, y_{v, w}\right)$ to $\pi^{\prime}$.

This switch only increases the reduced costs of the edge ( $v, x_{v, w}$ ), which, by Lemma 22, coincide with the previous reduced costs. Therefore, the induced increase of the sum over all vertex values is for $\left(v, x_{v, w}\right)$ now at least as large as it was for $\left(x_{v, w}, y_{v, w}\right)$ before. Hence, LargestIncrease also applies $\left(v, x_{v, w}\right)$ next. We conclude that the Largest Increase pivot rule satisfies condition (a).

Note that the reduced costs of the edges from condition (b) again coincide with the induced increase of the sum over all vertex values. Further, by the proof of Theorem 28, we know that Dantzig's rule prefers switches belonging to vertices with a small vertex number. Therefore, the Largest Increase rule also satisfies condition (b).

Note that Theorem 1 is now a direct consequence of Theorems 27, 28, and 29. Moreover, we have seen in the proofs of these theorems that Bland's rule, Dantzig's rule, and the Largest Increase rule satisfy the conditions from Lemma 26. Thus, any combination of these rules also satisfies the conditions, which immediately yields Corollary 2. Finally, Corollary 3 follows from Theorem 5 together with Obervation 7, Lemma 8, and Observation 19.
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#### Abstract

Given an integer $k$ and a graph where every edge is colored either red or blue, the goal of the exact matching problem is to find a perfect matching with the property that exactly $k$ of its edges are red. Soon after Papadimitriou and Yannakakis (JACM 1982) introduced the problem, a randomized polynomial-time algorithm solving the problem was described by Mulmuley et al. (Combinatorica 1987). Despite a lot of effort, it is still not known today whether a deterministic polynomial-time algorithm exists. This makes the exact matching problem an important candidate to test the popular conjecture that the complexity classes P and RP are equal. In a recent article (MFCS 2022), progress was made towards this goal by showing that for bipartite graphs of bounded bipartite independence number, a polynomial time algorithm exists. In terms of parameterized complexity, this algorithm was an XP-algorithm parameterized by the bipartite independence number. In this article, we introduce novel algorithmic techniques that allow us to obtain an FPT-algorithm. If the input is a general graph we show that one can at least compute a perfect matching $M$ which has the correct number of red edges modulo 2, in polynomial time. This is motivated by our last result, in which we prove that an FPT algorithm for general graphs, parameterized by the independence number, reduces to the problem of finding in polynomial time a perfect matching $M$ with at most $k$ red edges and the correct number of red edges modulo 2 .
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## 1 Introduction

In the Exact Matching Problem (denoted from now on by EM), we are given a graph $G$ together with a fixed coloring of its edges in two colors (red and blue). The question is, for a given integer $k$, to decide whether there exists a perfect matching $M$ of $G$ with the additional property that exactly $k$ of the edges of the perfect matching $M$ are red. Clearly, if we have the special case that all edges of the graph are red and $k=|V(G)| / 2$ then this problem is simply to decide whether there exists a perfect matching in the graph, which is well-known to be decidable in polynomial time [7]. However, when the coloring of the edges is heterogeneous, the problem difficulty seems to increase significantly (see below).
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Papadimitriou and Yannakakis [28] initially introduced EM in 1982 and conjectured it to be NP-hard. However, a randomized polynomial-time algorithm solving the problem was described by Mulmuley, Vazirani and Vazirani in 1987 in the course of their celebrated isolation lemma [26]. Given standard complexity theoretic hypotheses, this makes it unlikely for EM to be NP-hard. Despite the existence of a polynomial-time randomized algorithm, as of today it is still not known whether EM can also be solved in deterministic polynomial time. The algorithm of Mulmuley et al. uses polynomial identity testing and is based on the Schwartz-Zippel Lemma [29,35], which has resisted all attempts of derandomization so far. Indeed, EM is one of the few natural problems which has a randomized polynomial-time algorithm (i.e. it is contained in the complexity class RP) but for which it is not known whether it admits a deterministic polynomial-time algorithm (i.e. it is contained in P ). It is a major open conjecture that $\mathrm{RP}=\mathrm{P}$, and so EM becomes a natural candidate to test this hypothesis.

For this reason, EM has been cited in several papers as an open problem. This includes recent breakthrough papers such as the seminal work on the parallel computation complexity of the matching problem [31], works on planarizing gadgets for perfect matchings [17], works on budgeted, color bounded, or constrained matching problems [3,22, 24, 25, 30], on multicriteria optimization problems [16] and on matroid intersection problems [5]. It is further known that several different problems relate directly or indirectly to EM. The following is a non-exhaustive list of examples: EM is polynomial-time equivalent to the DNA sequencing problem [4]. EM is equivalent to a variant of the problem of finding a solution of a binary linear equation system with small Hamming weight [2]. EM can be reduced to a special case of the recoverable robust assignment problem [12].

Previous work. Progress in finding deterministic algorithms for EM (and therefore finding positive evidence for the conjecture $\mathrm{P}=\mathrm{RP}$ ) has only been made for restricted graph classes: It is known that EM can be solved in determinisitic polynomial time for planar and more generally $K_{3,3}$-minor free graphs [34], as well as graphs of bounded genus [13]. These works use Pfaffian orientations to derandomize the algebraic technique from [26]. EM can also be solved for graphs of bounded treewidth using a dynamic programming approach [8,32]. In contrast to these classes of sparse graphs, EM on dense graphs seems to be even harder: Already solving the problem on complete graphs and complete bipartite graphs is highly nontrivial. In fact, at least 4 articles just dealing with this special case have appeared in the literature $[14,18,21,33]$. Recent work [9] made a step forward by showing how to solve EM on graphs of constant independence number, where the independence number of a graph $G$ is defined as the largest number $\alpha$ such that $G$ contains an independent set of size $\alpha$, and bipartite graphs of constant bipartite independence number, where the bipartite independence number of a bipartite graph $G$ equipped with a bipartition of its vertices is defined as the largest number $\beta$ such that $G$ contains a balanced independent set of size $2 \beta$, i.e., an independent set using exactly $\beta$ vertices from both color classes. This generalizes previous results for complete and complete bipartite graphs which correspond to the special cases $\alpha=1$ and $\beta=0$. The authors presented an XP-algorithm, i.e. an algorithm running in time $O\left(n^{f(\alpha)}\right)$, for the problem. The existence of an FPT algorithm, i.e. an algorithm with running time $f(\alpha) n^{O(1)}$, was left as an open question. The authors also conjectured that counting perfect matching is \#P-hard for this class of graphs. This conjecture was later proven in [11] already for $\alpha=2$ or $\beta=3$. As a consequence, the Pfaffian derandomization technique is unlikely to work for this class of graphs, because this technique implicitly counts the number of perfect matchings. This makes the graph class of graphs of bounded
independence number a promising frontier to push the limits of deterministic techniques. To the best of our knowledge, these are the only results from the last 40 years showing that EM can be solved in deterministic poly-time for restricted graph classes.

Apart from restricted graph classes, one can also consider parameterized algorithms for EM, using the natural parameter $k$. Note that an XP-algorithm in this case is trivial to obtain using brute-force guessing (guess the red edges that go in a solution and complete the perfect matching using only blue edges). An FPT algorithm would, however, be highly desirable as it is likely provide a lot of insight into EM. The only progress towards that goal can be found in [8] where some color coding tools were developed but only applied to the almost trivial case of bounded circumference graphs.

Another direction of progress towards solving EM is the study of relaxed versions of it. A first such relaxation would be to lift the requirement for a perfect matching. In [34], however, it was shown that there is a simple deterministic polynomial time algorithm such that given a "Yes" instance of EM, computes an almost perfect matching (i.e. of size at least $\frac{n}{2}-1$ ) containing $k$ red edges. This result is as close to optimal as possible for this type of relaxation. The study of the other type of relaxation, i.e. relaxing the color constraints, was only recently initiated in [8]. It was shown that there is a deterministic polynomial time algorithm which given a "Yes"-instance of EM outputs a perfect matching with $k^{\prime}$ red edges, such that $k / 2 \leq k^{\prime} \leq 3 k / 2$.

Exact matchings modulo 2. A crucial tool in this paper is to consider matchings with $k^{\prime}$ red edges, where $k^{\prime} \equiv_{2} k$, that is, matchings of the correct parity. Let $r(M)$ denote the number of red edges in a matching $M$. We define the Correct Parity Matching Problem (CPM), where given a red-blue edge-colored graph and an integer $k$, the goal is to find a perfect matching $M$ such that $r(M) \equiv_{2} k$. Note that parity problems (and more general congruencyconstrained problems) have been studied in the context of other graph algorithms [19, 27], but are not well studied for the perfect matching problem. A more challenging version of the problem, Bounded Correct Parity Matching (BCPM), requires finding a perfect matching $M$ such that $r(M) \equiv_{2} k$ and $r(M) \leq k$. In [20] the complexity of the EM problem was even further highlighted by showing that the Exact Matching polytope has exponential extension complexity even when restricted to the bipartite case and to the parity constraint (i.e. CPM in bipartite graphs has exponential extension complexity).

Our results. From now on, when we say that an algorithm has polynomial running time, we mean a deterministic algorithm, whose running time is bounded by poly $(n)$, even if $\alpha, \beta, k$ are not bounded by a constant. We show in this paper how BCPM can be used to solve EM. Precisely, our results are the following:

- We show that EM reduces to BCPM in FPT time parameterized by $\alpha$ in the following sense: There exists an algorithm, which performs a single oracle call to BCPM, and solves EM on general graphs, in running time $f(\alpha) n^{O(1)}$. (The result holds analogously for the bipartite independence number $\beta$ ). Without access to the BCPM oracle, the algorithm outputs a perfect matching with either $k-1$ or $k$ red edges or deduces that the answer of the given EM-instance is "No" (Section 3).
- CPM can be solved in polynomial time for all graphs (Section 4). This insight is based on a deep result by Lovász [23].
- On bipartite graphs, the more difficult problem BCPM can be solved in polynomial time (Theorem 17). As a consequence, there is an FPT algorithm parameterized by $\beta$ which solves EM on bipartite graphs (Theorem 2).

Due to space restrictions, proofs of statements marked $\star$ can be found in the extended version of this paper [10].

## 2 Preliminaries

All graphs considered are simple. For $G=(V, E)$, we let $V(G):=V$ and $E(G):=E$. We always use the letter $n$ to denote the number of vertices of a graph $G$, i.e. $n=|V(G)|$. An edge-colored graph is a tuple ( $G, \mathrm{col}$ ), where col : $E \rightarrow\{$ red, blue $\}$ prescribes a color to each edge. An instance of EM is a tuple $(G, \operatorname{col}, k)$. Given an instance of EM and a perfect matching (abbreviated PM) $M$, we define edge weights $w_{M}: E \rightarrow \mathbb{N}$ as follows: We have $w_{M}(e)=0$ if $e$ is a blue edge, $w_{M}(e)=+1$ if $e$ is a red non-matching edge and $w_{M}(e)=-1$ if $e$ is a red matching edge. The weight function $w_{M}$ plays a critical role in many arguments in this paper. When the PM $M$ can be deduced from context, we may write $w$ instead of $w_{M}$. In this case, the weight of edge $e$ is $w_{M}(e)$. For $G^{\prime}$ a subgraph of $G$, we define $R\left(G^{\prime}\right)$ (resp. $\left.B\left(G^{\prime}\right)\right)$ to be the set of red (resp. blue) edges in $G^{\prime}, r\left(G^{\prime}\right):=\left|R\left(G^{\prime}\right)\right|$ to be the number of red edges of $G^{\prime}$ and $w_{M}\left(G^{\prime}\right)$ to be the sum of the weights of edges in $G^{\prime}$. If $\mathcal{C}$ is a set of vertex-disjoint cycles, then we define $w_{M}(\mathcal{C})=\sum_{C \in \mathcal{C}} w_{M}(C)$.

We say that a set of disjoint cycles or paths is $M$-alternating if for any two adjacent edges in the set, one of them is in $M$ and the other is not. Undirected cycles are considered to have an arbitrary orientation. For a cycle $C$ and $u, v \in C, C[u, v]$ is defined as the path from $u$ to $v$ along $C$ (in the fixed but arbitrarily chosen orientation). The term $\operatorname{Ram}(r, s)$ refers to the Ramsey number, i.e. every graph on $\operatorname{Ram}(r, s)$ vertices contains either a clique of size $r$ or an independent set of size $s$. For simplicity we will use the following upper bound: $\operatorname{Ram}(s+1, s+1)<4^{s}[15]$.

## 3 Reducing EM to BCPM in FPT time

The goal of this section is to prove our two main theorems:

- Theorem 1. EM can be reduced to BCPM in FPT time parameterized by the independence number of the graph.
- Theorem 2. There exists an FPT algorithm for EM on bipartite graphs parameterized by the bipartite independence number of the graph.

We will first introduce the algorithm and then prove Theorem 1 in Section 3.4 and Theorem 2 in Section 3.5. Finally, in Section 3.6 we will discuss the case where a BCPM oracle can not be used.

### 3.1 Tools from Prior Work

The algorithm we develop to prove Theorems 1 and 2 will rely on many of the tools developed in [9] and [8]. We start with the two main propositions that we aim to use. The setting of both propositions is the same: We are given some PM $M$ explicitly, and we know that there is another PM $M^{\prime}$ which we know exists, but we do not know explicitly. We are given the PM $M$ and the number $r\left(M^{\prime}\right)$ as input and would like to find either $M^{\prime}$ itself, or at least another PM $M^{\prime \prime}$ with $r\left(M^{\prime \prime}\right)=r\left(M^{\prime}\right)$.

- Proposition 3 (from [9]). Let $M$ and $M^{\prime}$ be two PMs in $G$ such that $\left|B\left(M \Delta M^{\prime}\right)\right| \leq L$ or $\left|R\left(M \Delta M^{\prime}\right)\right| \leq L$, for $L \geq 1$. Then there exists a deterministic algorithm running in time $n^{O(L)}$ such that given $M$ and $r\left(M^{\prime}\right)$, it outputs a $P M M^{\prime \prime}$ with $r\left(M^{\prime \prime}\right)=r\left(M^{\prime}\right)$.

Proposition 4 (adapted from [8]). ( $\star$ ) Given a graph $G=(V, E)$ with edge colors red and blue, let $M$ and $M^{\prime}$ be two $P M$ s in $G$ such that $\left|E\left(M \Delta M^{\prime}\right)\right| \leq L$, for $L \geq 1$. Then there exists an algorithm running in time $f(L) n^{O(1)}$ (for $\left.f(L)=L^{O(L)}\right)$ such that given $M$ and $r\left(M^{\prime}\right)$, it outputs a $P M M^{\prime \prime}$ with $r\left(M^{\prime \prime}\right)=r\left(M^{\prime}\right)$.

The algorithm from Proposition 4 is faster (FPT instead of XP when parameterized by $L)$, but it requires more assumptions on $M^{\prime}$. The algorithm from Proposition 3 works by guessing which $L$ edges are in $R\left(M \Delta M^{\prime}\right)$ (respectively $B\left(M \Delta M^{\prime}\right)$ ) and then checks if the red (blue) edges can be completed to a PM by using only blue (red) edges. The algorithm from Proposition 4 works using color-coding technique (see [6, Chapter 5] for more details on color coding).

In [9] the authors show that for graphs of small independence number, one could use Proposition 3 to get an XP algorithm (parameterized by the independence number) by bounding either the number of red edges or the number of blue edges in the symmetric difference with a target matching $M^{\prime}$. Our aim is to show that we can use the stronger Proposition 4 from [8] to get an FPT algorithm, which would require that we bound both color classes (i.e. the entire symmetric difference). This turns out to be much more difficult to achieve and requires novel algorithmic techniques that we describe in the next section. Our algorithm does, however, start by bounding one of the color classes before bounding the second. For that we simply rely on the tools developed in [9] to avoid starting from scratch. Due to the technicality of some of the used tools, some readers might want to skip the details of the tools from previous work and jump ahead to the next section, only coming back to these definitions and lemmas when needed.

A crucial concept to understand the tools from prior work is a property of the weight function $w=w_{M}$ as defined in Section 2. Let $M$ and $M^{\prime}$ be two perfect matchings. It is well-known that the symmetric difference $\mathcal{C}:=M \Delta M^{\prime}$ is a set of edges that forms a vertex-disjoint union of $M$-alternating cycles. An easy observation is now that $w_{M}(\mathcal{C})$ counts the difference of red edges between $M$ and $M^{\prime}$, that is, we have $r\left(M^{\prime}\right)=r(M)+w_{M}(\mathcal{C})$. This follows directly from the definition of $w_{M}$. The second crucial concept is the concept of a skip.


Figure 1 A skip formed by two non-matching edges $e_{1}$ and $e_{2}$ (in black). Matching edges are normal lines, non-matching edges are dashed. The bold lines represent subpaths.

- Definition 5 (from [9]). Let $M$ be a $P M$ and $C$ an $M$-alternating cycle. A skip $S$ is a set of two non-matching edges $e_{1}:=\left(v_{1}, v_{2}\right)$ and $e_{2}:=\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ with $e_{1}, e_{2} \notin C$ and $v_{1}, v_{1}^{\prime}, v_{2}, v_{2}^{\prime} \in C$ (appearing in this order along $C$ ) such that $C^{\prime}=e_{1} \cup e_{2} \cup C \backslash\left(C\left[v_{1}, v_{1}^{\prime}\right] \cup C\left[v_{2}, v_{2}^{\prime}\right]\right)$ is an $M$-alternating cycle, $|C|-\left|C^{\prime}\right|>0$ and $\left|w_{M}(S)\right| \leq 4$ where $w_{M}(S):=w_{M}\left(C^{\prime}\right)-w_{M}(C)$ is called the weight of the skip.

Let $M, C, S, C^{\prime}$ be as above. We say that using the skip $S$ is the action of replacing the alternating cycle $C$ by the alternating cycle $C^{\prime}$. If furthermore $M^{\prime}$ is another PM and $C \in M \Delta M^{\prime}$, then we say that using $S$ also modifies $M^{\prime}$ the following way: We let $M_{\text {new }}^{\prime}=M^{\prime} \Delta C \Delta C^{\prime}=M \Delta\left(\left(\left(M \Delta M^{\prime}\right) \backslash C\right) \cup C^{\prime}\right)$. In other words, $M_{\text {new }}^{\prime}$ is the matching which has the same symmetric difference from $M$ as $M^{\prime}$, except that $C$ was replaced by $C^{\prime}$. It is an easy observation that $M_{\text {new }}^{\prime}$ is again a PM and $r\left(M_{\text {new }}^{\prime}\right)=r\left(M^{\prime}\right)+w(S)$. This means
that using a positive skip (i.e. a skip of strictly positive weight) increases the cycle weight, using a negative skip decreases it and using a 0 -skip (i.e. a skip of weight 0 ) does not change the cycle weight. Using a skip always results in a cycle of smaller cardinality. If $P \subseteq C$ is a path and $C\left[v_{1}, v_{2}^{\prime}\right] \subseteq P$, then we say that $P$ contains the skip $S$. Two skips $\left\{\left(v_{1}, v_{2}\right),\left(v_{1}^{\prime}, v_{2}^{\prime}\right)\right\}$ and $\left\{\left(u_{1}, u_{2}\right),\left(u_{1}^{\prime}, u_{2}^{\prime}\right)\right\}$ are called disjoint if they are contained in disjoint paths along the cycle. Note that two disjoint skips can be used independently. Finally, observe that iterating over all skips of a given alternating cycle $C$ can be done in polynomial time by trying all possible combinations of two chords from the cycle $C$ and checking whether they form a skip. This means that if a skip with certain properties is shown to exist, it can also be found in polynomial time.

- Definition 6 (from [9]). Let $M$ be a PM and $\mathcal{C}$ a set of disjoint $M$-alternating cycles. $A$ 0-skip set with respect to $\mathcal{C}$ is a set of disjoint skips on cycles of $\mathcal{C}$ such that the total weight of the skips is 0 .
- Definition 7 (from [9]). Let $M$ be a PM and $\mathcal{C}$ a set of disjoint $M$-alternating cycles. A O-skip-cycle set with respect to $\mathcal{C}$ is a set of disjoint skips on cycles of $\mathcal{C}$ and/or cycles from $\mathcal{C}$, such that the total weight of the skips minus the total weight of the cycles is 0 .

We say that using a skip-cycle set $\mathcal{S}$ means to change $\mathcal{C}$ by removing all cycles in $\mathcal{S}$ from $\mathcal{C}$ and by using all skips in $\mathcal{S}$ (i.e. for every $S \in \mathcal{S}$ that is a skip, locate the corresponding cycle $C \in \mathcal{C}$ with $S$ in $C$ and use $S$ on $C$ ). A perfect matching $M_{\text {new }}^{\prime}$ is defined in an analogous way as $M_{\text {new }}^{\prime}$ is defined for using a single skip (i.e., such that $M_{\text {new }}^{\prime}=M \Delta \mathcal{C}_{\text {new }}$ ). If $\mathcal{S}$ was a 0 -skip-cycle set, then we have $r\left(M_{\text {new }}^{\prime}\right)=r\left(M^{\prime}\right)$. Using a 0 -skip-cycle set always decreases the total size of $\mathcal{C}$. In this paper, it will be a common strategy to locate 0 -skip-cycle sets contained in the symmetric difference $M \Delta M^{\prime}$ of two PMs. If we manage to find such a 0 -skip-cycle set, then using it on $M \Delta M^{\prime}$ will produce a new PM $M_{\text {new }}^{\prime}$ such that $r\left(M_{\text {new }}^{\prime}\right)=r\left(M^{\prime}\right)$, but $\left|M \Delta M_{\text {new }}^{\prime}\right|<\left|M \Delta M^{\prime}\right|$. Hence we make progress in the sense that we reduce the symmetric difference $M \Delta M^{\prime}$ while maintaining $r\left(M^{\prime}\right)$.

The following lemmas are taken and adapted from [9]. They show that under certain assumptions 0 -skip sets or 0-skip-cycle sets always exist. They are adapted to also include a proof that the desired objects can be found in polynomial time. We leave their adapted proofs to the appendix.

- Lemma 8 (adapted from [9]). ( $\star$ ) Let $M$ be a $P M$ and $P$ an M-alternating path with $w_{M}(P) \geq 2 t \cdot 4^{\alpha}$ (resp. $w_{M}(P) \leq-2 t \cdot 4^{\alpha}$ ), for $t \geq 1$, then $P$ contains at least $t$ disjoint negative (resp. positive) skips. If $P$ and $M$ are given, then we can also find $t$ such skips in polynomial time.
- Lemma 9 (adapted from [9]). ( $\star$ ) Let $t \geq 8 \cdot 4^{\alpha}$ and $t^{\prime}=4 t^{2}$. Let $M$ be a PM and $\mathcal{C}$ a set of disjoint $M$-alternating cycles and $C \in \mathcal{C}$ such that $\left|w_{M}(\mathcal{C})\right| \leq t^{\prime}$ and $\left|w_{M}(C)\right| \geq 2 t^{\prime}$, then $\mathcal{C}$ contains a 0-skip-cycle set. If $\mathcal{C}, M$ are given, we can also find a 0 -skip-cycle set in polynomial time.
- Lemma 10 (adapted from [9]). (*) Let $t \geq 3$. Let $M$ be a PM and $\mathcal{C}$ a set of disjoint $M$-alternating cycles such that $\left|w_{M}(\mathcal{C})\right| \leq t,\left|w_{M}(C)\right| \leq 2 t$ for all $C \in \mathcal{C}$ and $|\mathcal{C}| \geq 10 t^{3}$, then $\mathcal{C}$ contains a 0-skip-cycle set. If $\mathcal{C}, M$ are given, we can also find a 0-skip-cycle set in polynomial time.
- Lemma 11 (adapted from [9]). ( $\star$ ) Let $t \geq 8 \cdot 4^{\alpha}$. Let $M$ be a $P M$ and $\mathcal{C}$ a set of disjoint $M$-alternating cycles such that $|\mathcal{C}| \leq 10 t^{3},\left|w_{M}(C)\right| \leq 2 t$ for all $C \in \mathcal{C}$ and $\mathcal{C}$ contains at least $1000 t^{6}$ blue edges and $1000 t^{6}$ red edges, then $\mathcal{C}$ contains a 0 -skip set. If $\mathcal{C}, M$ are given, then we can also find a 0-skip set in polynomial time.


### 3.2 The Main Algorithm

The aim of this section is to present the algorithm which reduces EM to BCPM in time $f(\alpha) n^{O(1)}$. We first sketch the idea of the algorithm: We assume that the algorithm receives two PMs $M$ and $M^{\prime}$ as input, such that $r(M)<k<r\left(M^{\prime}\right)$ and such that both $M$ and $M^{\prime}$ already have the correct parity, i.e. $r(M) \equiv_{2} r\left(M^{\prime}\right) \equiv_{2} k$. We will later show how this can be done with an oracle call to BCPM. But even in the case where the BCPM oracle can not be used and $M, M^{\prime}$ are just some arbitrary PMs with $r(M)<k<r\left(M^{\prime}\right)$, our algorithm still computes something meaningful: We show that in this case a PM with $k$ or $k-1$ red edges will be output, or it will be deduced that the given EM-instance has answer "No". This variant of the algorithm is further discussed in Section 3.6.

Our algorithm modifies the PMs $M$ and $M^{\prime}$ many times. But the invariant is maintained that during the whole execution of the algorithm, both the PMs $M$ and $M^{\prime}$ will never change their parity. The basic idea of the algorithm is to have many iterations, where in each iteration either $M$ is modified such that $r(M)$ increases by 2 , or $M^{\prime}$ is modified such that $r\left(M^{\prime}\right)$ decreases by two. Clearly, if we can do such a modification in every iteration, we will eventually arrive at a PM with $k$ red edges. One might ask why we consider modifications of the kind +2 and -2 , instead of the kind +1 and -1 . The reason for this is that a change of $\pm 1$ might not always be possible, even in complete graphs. To see this, consider the smallest possible modification of a PM. It consists in taking its symmetric difference with an alternating cycle of length four. Such a cycle may add or remove up to two red edges from the matching and it is possible that we only find such cycles adding or removing exactly two red edges. On the converse, if all small cycles add or remove one red edge, we can still achieve a change of two by simply considering two such cycles.

However, reality is more complicated and even a $\pm 2$ modification might not always be possible. The first hurdle is that such a modification might not be possible if $r(M) \ll r\left(M^{\prime}\right)$. To combat this hurdle, the algorithm splits into three phases, where in the first phase the PMs $M, M^{\prime}$ are modified such that they keep their parity and after their modification we have that $r(M), r\left(M^{\prime}\right)$ are close to $k$. Details for phase 1 will be provided in Lemma 12. In the second phase, we will do many iterations, such that in each iteration the algorithm tries to (i) increase $r(M)$ by 2 , or (ii) decrease $r\left(M^{\prime}\right)$ by 2 , or (iii) strictly decrease the cardinality of the symmetric difference $\left|E\left(M \Delta M^{\prime}\right)\right|$. Finally, it can still happen that neither (i), (ii), or (iii) are possible. However, we prove a key lemma which states that in this situation (and if the given EM-instance is a "Yes" instance), we can use color coding techniques to find a PM $M^{*}$ in time $f(\alpha) n^{O(1)}$ which is a solution to EM, i.e. $r\left(M^{*}\right)=k$. The algorithm then enters phase 3 , where it either finds $M^{*}$ or deduces that the given EM-instance is a "No"-instance. We now provide the formal description of the algorithm:

Input: A red-blue edge-colored graph ( $G, \mathrm{col}$ ), a nonnegative integer $k$. Two PMs $M$ and $M^{\prime}$ with $r(M)<k<r\left(M^{\prime}\right)$.
Phase 1: Find two PMs $M_{\text {new }}$ and $M_{\text {new }}^{\prime}$ such that

$$
k-8 \cdot 4^{\alpha} \leq r\left(M_{\text {new }}\right) \leq k \leq r\left(M_{\text {new }}^{\prime}\right) \leq k+8 \cdot 4^{\alpha}
$$

and such that the parity is maintained, i.e. $r\left(M_{\text {new }}\right) \equiv_{2} r(M)$ and $r\left(M_{\text {new }}^{\prime}\right) \equiv_{2} r\left(M^{\prime}\right)$. Set $M \leftarrow M_{\text {new }}$ and $M^{\prime} \leftarrow M_{\text {new }}^{\prime}$. If this step fails, output "EM-instance has no solution".
Phase 2: If either $M$ or $M^{\prime}$ is a solution matching we are done. Otherwise repeat the following three steps until either $M$ or $M^{\prime}$ is a solution matching or until every step (i),(ii), and (iii) fails in the same iteration:
(i) Invoke the algorithm of Proposition 3 with respect to the matching $M$ and $L=2$ in order to try to find a PM $M_{\text {new }}$ with $r\left(M_{\text {new }}\right)=r(M)+2$. If such a PM is found, let $M \leftarrow M_{\text {new }}$, otherwise do not modify $M$ and consider step (i) as failed.
(ii) Invoke the algorithm of Proposition 3 with respect to the matching $M^{\prime}$ and $L=2$ in order to try to find a PM $M_{\text {new }}^{\prime}$ with $r\left(M_{\text {new }}^{\prime}\right)=r\left(M^{\prime}\right)-2$. If such a PM is found, let $M^{\prime} \leftarrow M_{\text {new }}^{\prime}$, otherwise do not modify $M^{\prime}$ and consider step (ii) as failed.
(iii) Invoke the algorithms of Lemma 9, Lemma 10 or Lemma 11 (with $t=256 \cdot 4^{2 \alpha}$ ), to try to find a 0 -skip or a 0 -skip-cycle set in $M \Delta M^{\prime}$. If such an object is found, then use it (i.e. change $M^{\prime}$ accordingly) to reduce $\left|E\left(M \Delta M^{\prime}\right)\right|$. Otherwise do not modify $M, M^{\prime}$ and consider step (iii) as failed.
Phase 3: If either $M$ or $M^{\prime}$ is a solution matching we are done. Otherwise invoke the algorithm of Proposition 4 with $L=2^{\alpha^{O(1)}}$ (for appropriately large constants) on the matching $M$ to try to find a PM $M^{*}$ with $r\left(M^{*}\right)=k$. If such a PM $M^{*}$ is found, then output it. Otherwise output "EM-instance has no solution".

This completes the description of the algorithm. The remainder of this section is dedicated to its proof. First, we prove that phase 1 can be completed correctly in polynomial time (Lemma 12). It is not so difficult to prove that phase 2 requires only polynomial time (as there are at most $n^{2}$ iterations). Finally, we prove in our main lemma (Lemma 15) that if steps (i),(ii),(iii) all fail simultaneously, then phase 3 is guaranteed to succeed. This is the most difficult lemma to prove. In Section 3.4 we summarize the proof and explain how to obtain the two initial matchings $M$ and $M^{\prime}$ required as input for phase 1.

Finally, we describe the modifications necessary for bipartite graphs (Section 3.5) and for cases where the BCPM oracle is not available (Section 3.6).

### 3.3 Proof of the main lemmas

The following lemmas help us prove the correctness and polynomial running time of the algorithm.

- Lemma 12. Given a "Yes" instance of EM and two PMs $M$ and $M^{\prime}$ with $r(M) \leq k \leq$ $r\left(M^{\prime}\right)$, there exists a deterministic polynomial time algorithm that outputs two PMs $M_{1}$ and $M_{2}$ with $r\left(M_{1}\right) \equiv_{2} r(M), r\left(M_{2}\right) \equiv_{2} r\left(M^{\prime}\right)$ and $k-8 \cdot 4^{\alpha} \leq r\left(M_{1}\right) \leq k \leq r\left(M_{2}\right) \leq k+8 \cdot 4^{\alpha}$.

Proof. As long as $r(M)<k-8 \cdot 4^{\alpha}$ we will consider two cases:

- All cycles $C \in M \Delta M^{\prime}$ have weight $w_{M}(C) \leq 4 \cdot 4^{\alpha}$. In this case $M \Delta M^{\prime}$ must contain at least two strictly positive cycles $C_{1}$ and $C_{2}$. If $w_{M}\left(C_{1}\right) \equiv_{2} 0$ then we replace $M$ by $M \Delta C_{1}$ and iterate (note that $r(M)<r\left(M \Delta C_{1}\right) \leq k$ and $\left.r\left(M \Delta C_{1}\right) \equiv_{2} r(M)\right)$. The case $w_{M}\left(C_{2}\right) \equiv_{2} 0$ is similar. Otherwise we replace $M$ by $M \Delta\left(C \cup C^{\prime}\right)$ and iterate (note that $r(M)<r\left(M \Delta\left(C \cup C^{\prime}\right)\right) \leq k$ and $\left.r\left(M \Delta\left(C \cup C^{\prime}\right)\right) \equiv_{2} r(M)\right)$.
- There exists $C \in M \Delta M^{\prime}$ with $w_{M}(C)>4 \cdot 4^{\alpha}$. Observe that $C \in M^{\prime} \Delta M$ and $w_{M^{\prime}}(C)=$ $-w_{M}(C) \leq-4 \cdot 4^{\alpha}$. By Lemma 8 applied to $M^{\prime}$ and $w_{M^{\prime}}$, we have that $C$ contains two positive skips (with respect to $M^{\prime}$ and $w_{M^{\prime}}$ ). If any of the skips has even weight, we use it to increase the weight of $w_{M^{\prime}}(C)$ and iterate (note that $r(M)$ increases since using a skip in $M^{\prime} \Delta M$ modifies $M$ ). Otherwise we use both skips. In either case, $r(M)$ increases and its parity is preserved. Note that $r(M)$ can increase by at most 8 given that a skip must have weight at most 4 by definition.
In both cases $r(M)$ increases after every iteration. So there can be at most $O(n)$ iterations, each running in polynomial time, until $k-8 \cdot 4^{\alpha} \leq r(M) \leq k$. Now we apply a similar procedure to decrease $r\left(M^{\prime}\right)$. As long as $r\left(M^{\prime}\right)>k+8 \cdot 4^{\alpha}$ we will consider two cases:
- All cycles in $M^{\prime} \Delta M$ have weight $w_{M^{\prime}}$ more than $-4 \cdot 4^{\alpha}$. In this case $M^{\prime} \Delta M$ must contain at least two strictly negative cycles $C_{1}$ and $C_{2}$. If $w_{M^{\prime}}\left(C_{1}\right) \equiv_{2} 0$ then we replace $M^{\prime}$ by $M^{\prime} \Delta C_{1}$ and iterate (note that $k \leq r\left(M^{\prime} \Delta C_{1}\right)<r\left(M^{\prime}\right)$ and $\left.r\left(M^{\prime} \Delta C_{1}\right) \equiv_{2} r\left(M^{\prime}\right)\right)$. The case $w_{M^{\prime}}\left(C_{2}\right) \equiv_{2} 0$ is similar. Otherwise we replace $M^{\prime}$ by $M^{\prime} \Delta\left(C \cup C^{\prime}\right)$ and iterate (note that $k \leq r\left(M \Delta\left(C \cup C^{\prime}\right)\right)<r\left(M^{\prime}\right)$ and $\left.r\left(M \Delta\left(C \cup C^{\prime}\right)\right) \equiv_{2} r\left(M^{\prime}\right)\right)$.
- There exists $C \in M^{\prime} \Delta M$ with $w_{M^{\prime}}(C)<-4 \cdot 4^{\alpha}$. Observe that $C \in M \Delta M^{\prime}$ with $w_{M}(C)=-w_{M^{\prime}}(C) \geq 4 \cdot 4^{\alpha}$. By Lemma 8 applied to $M$ and $w_{M}, C$ contains two negative skips (with respect to $M$ and $w_{M}$ ). If any of the skips has even weight, we use it to reduce $w_{M}(C)$ and iterate (note that $r\left(M^{\prime}\right)$ decreases since using a skip in $M \Delta M^{\prime}$ modifies $M^{\prime}$ ). Otherwise we use both skips. In either case, $r\left(M^{\prime}\right)$ decreases and its parity is preserved. Note that $r\left(M^{\prime}\right)$ can decrease by at most 8 given that a skip must have weight at least -4 by definition.
In both cases $r\left(M^{\prime}\right)$ decreases after every iteration. So there can be at most $O(n)$ iterations, each running in polynomial time, until $k \leq r\left(M^{\prime}\right) \leq k+8 \cdot 4^{\alpha}$. Finally the algorithm terminates by outputting $M_{1}:=M$ and $M_{2}:=M^{\prime}$.
- Lemma 13. Let $M$ be a PM and $\mathcal{C}$ a set of disjoint $M$-alternating cycles with the following properties:
- $\mathcal{C}$ does not contain monochromatic cycles.
- $|E(\mathcal{C})| \geq 2 t^{3}$.
- $|R(\mathcal{C})| \leq t($ resp. $|B(\mathcal{C})| \leq t)$.

Then $\mathcal{C}$ contains a blue (resp. red) M-alternating path of length at least $t$.
Proof. We will consider the case when $|R(\mathcal{C})| \leq t$. The case $|B(\mathcal{C})| \leq t$ is proven similarly by swapping the two colors. First observe that if $\mathcal{C}$ contains at most $t$ red edges and no monochromatic cycles, then $|\mathcal{C}| \leq t$. So by the pigeonhole principle, $\mathcal{C}$ must contain a cycle $C$ with $|E(C)| \geq 2 t^{2}$. Consider the set of maximal blue subpaths of $C$ and let $p_{B}$ be the number of these paths. As every such path is accompanied by a red edge, we have $p_{B} \leq t$. Finally, $C$ has at least $2 t^{2}-t$ blue edges, so by the pigeonhole principle one of the blue paths must have length at least $\left(2 t^{2}-t\right) / t \geq t$.

The above lemma simply shows that if only one color class is bounded, there must be long monochromatic paths of the other color. The next lemma shows that the existence of long monochromatic paths in turn implies the existence of small cycles.

- Lemma 14. Let $M$ be a $P M$ and $C$ an $M$-alternating cycle. Let $P \subseteq C$ be a blue (resp. red) $M$-alternating path of length at least $6 \operatorname{Ram}(\operatorname{Ram}(4, \alpha+1), \alpha+1)$, starting with a nonmatching edge and not containing 0-skips. Then there must be two edges $e_{1}:=\left(b_{1}, b_{2}\right)$ and $e_{2}:=\left(w_{1}, w_{2}\right)$ with endpoints on $P$, at least one of which must be red (resp. blue), such that $C^{\prime}=e_{1} \cup e_{2} \cup C\left[b_{1}, w_{1}\right] \cup C\left[b_{2}, w_{2}\right]$ is an $M$-alternating cycle with $0<w_{M}\left(C^{\prime}\right) \leq 2$ (resp. $-2 \leq w_{M}\left(C^{\prime}\right)<0$ ) and containing a number of red (resp. blue) edges equal to the absolute value of its weight.

Proof. We will only deal with the case when $P$ is blue, the other case is treated similarly (by switching the roles of the two colors in the proof). We assume that $P$ has an arbitrary orientation which is used to define the start and end vertices of subpaths of $P$. First, we divide $P$ into a set of consecutive paths $\mathcal{P}$ of length 6 each, starting with the first non-matching edge. Let $\mathcal{P}_{1}$ be the set of paths formed by the first 3 edges of each path in $\mathcal{P}$. The set of start vertices of paths in $\mathcal{P}_{1}$ has size at least $\operatorname{Ram}(\operatorname{Ram}(4, \alpha+1), \alpha+1)$ so it must contain a clique $Q$ of size $\operatorname{Ram}(4, \alpha+1)$. Let $\mathcal{P}_{2}$ be the set of paths in $\mathcal{P}_{1}$ with start vertices in $Q$. The set of end vertices of paths in $\mathcal{P}_{2}$ must contain a clique $Q^{\prime}$ of size 4 (see Figure 2). Let
$\mathcal{P}_{3}:=\left\{P_{1}, P_{2}, P_{3}, P_{4}\right\}$ be the set of paths in $\mathcal{P}_{1}$ with end vertices in $Q^{\prime}$. Let $s_{i}$ and $t_{i}$ be the start and end vertices of path $P_{i}$ for $i \in\{1,2,3,4\}$. Observe that any two distinct paths $P_{i}, P_{j} \in \mathcal{P}_{3}$ have their endpoints connected by the edges $\left(s_{i}, s_{j}\right)$ and $\left(t_{i}, t_{j}\right)$ and a skip is created this way. If both edges were blue, we would get a 0 -skip (since the whole path $P$ has only blue edges). Letting $i=2, j=3$, we see that one of the edges $\left(s_{2}, s_{3}\right)$ or ( $t_{2}, t_{3}$ ) must be red. Suppose $\left(s_{2}, s_{3}\right)$ is red. Observe that $\left(t_{1}, t_{2}\right) \cup\left(s_{2}, s_{3}\right) \cup C\left[t_{1}, s_{2}\right] \cup C\left[t_{2}, s_{3}\right]$ is a cycle of weight +1 or +2 (depending on whether $\left(t_{1}, t_{2}\right)$ is red or blue, since all other edges are blue) and containing at most 2 red edges. Similarly, suppose ( $t_{2}, t_{3}$ ) is red. Observe that $\left(t_{2}, t_{3}\right) \cup\left(s_{3}, s_{4}\right) \cup C\left[t_{2}, s_{3}\right] \cup C\left[t_{3}, s_{4}\right]$ is a cycle of weight +1 or +2 (depending on whether $\left(s_{3}, s_{4}\right)$ is red or blue) and the number of red (resp. blue) edges it contains is equal to the absolute value of its weight.


Figure 2 Left: The set of paths $\mathcal{P}_{2}$, of size $\operatorname{Ram}(4, \alpha+1)$, and the cliques $Q$ and $Q^{\prime}$. Right: The paths from $\mathcal{P}_{3}$ along the blue path $P$ and the vertices $s_{i}, t_{j}$. Matching edges are normal lines, non-matching edges are dashed. The bold lines between $t_{i}$ and $s_{i+1}$ represent subpaths. Observe that $\left\{\left(s_{2}, s_{3}\right),\left(t_{2}, t_{3}\right)\right\}$ forms a skip and $\left(t_{1}, t_{2}\right) \cup\left(s_{2}, s_{3}\right) \cup C\left[t_{1}, s_{2}\right] \cup C\left[t_{2}, s_{3}\right]$ is an alternating cycle.

Finally, we are ready to prove our main lemma. Roughly speaking, it states that if all steps (i),(ii) and (iii) in phase two of the algorithm fail, then phase 3 is guaranteed to succeed. More specifically, it states that if we cannot make small progress towards a solution then we are ready to apply Proposition 4 and find one in FPT time. Small progress here means either getting the number of red edges in $M$ or $M^{\prime}$ closer to $k$, or making their symmetric difference smaller.

- Lemma 15. Let $M$ and $M^{\prime}$ be two $P M s$ with the following properties:
(a) $r(M)<k-1, r\left(M^{\prime}\right)>k$.
(b) $\left|w_{M}\left(M \Delta M^{\prime}\right)\right| \leq t$ for $t=256 \cdot 4^{2 \alpha}$.
(c) There is no $P M M_{1}$ such that $r\left(M_{1}\right)=r(M)+2$ and $\left|R\left(M \Delta M_{1}\right)\right|=2$.
(d) There is no $P M M_{1}^{\prime}$ such that $r\left(M_{1}^{\prime}\right)=r\left(M^{\prime}\right)-2$ and $\left|B\left(M^{\prime} \Delta M_{1}^{\prime}\right)\right|=2$.
(e) $M \Delta M^{\prime}$ does not contain any 0-skip.
(f) The algorithms of Lemma 9, Lemma 10 and Lemma 11 all fail to find a 0-skip-cycle set in $M \Delta M^{\prime}$.
If there is at least one PM with $k$ red edges, then there exists a PM $M^{*}$ such that $r\left(M^{*}\right)=k$ and $\left|E\left(M \Delta M^{*}\right)\right|=2^{\alpha^{O(1)}}$.

Proof. We start by giving a high level overview and the intuition behind the proof. First we note that properties (a) and (b) will be guaranteed after phase 1 of the algorithm and they state that both $M$ and $M^{\prime}$ are close to $k$ in terms of number of red edges. Second, properties (c) and (d) state that our algorithm is unable to make small progress in terms of getting the number of red edges in $M$ or $M^{\prime}$ closer to $k$. Finally properties (e) and (f) state that our algorithm is unable to make small progress in term of making the symmetric difference between $M$ and $M^{\prime}$ smaller.

Our final goal is to bound the symmetric difference between $M$ and some solution $M^{*}$. We will do that by contradiction to one of the given properties. Observe that if the conditions for Lemma 14 are met, i.e. there is a long blue only $M$-alternating path, then the lemma guarantees that small progress towards getting the number of red edges closer to $k$ is possible. The same holds for long red only $M^{\prime}$-alternating paths. Note, however, that we might need to apply the lemma twice in order to ensure that the progress is in increments or decrements of two, thus contradicting either property (c) or (d). This way we can bound the length of blue only $M$-alternating paths. Then if red only $M$-alternating paths are also bounded, Lemma 13 implies that either both colors are bounded, in which case we are done, or none of them is. In the latter case, we use the machinery developed in [9] (see Section 3.1) to reach the contradiction (remember that the goal there was to bound one color class), and this requires properties (a) and (b) to hold. The same holds if blue only $M^{\prime}$-alternating paths are bounded.

The only remaining obstacles are long red only $M$-alternating or blue only $M^{\prime}$-alternating paths. To deal with that, we try to reduce the symmetric difference between $M$ and $M^{\prime}$ such that long monochromatic $M$-alternating paths are also $M^{\prime}$-alternating (and the contradiction above can again be reached) since the two matchings do not differ by that many edges. Bounding the symmetric difference between $M$ and $M^{\prime}$ relies on a contradiction to properties (e) or (f). It follows the same steps as bounding the symmetric difference between $M$ and $M^{*}$, but with the added benefit that paths in this symmetric difference are both $M$ and $M^{\prime}$-alternating, which avoids the problem of long red only $M$-alternating or blue only $M^{\prime}$-alternating paths.

To summarise, we start by bounding $\left|E\left(M \Delta M^{\prime}\right)\right|$ (first bounding one color class, then the second). Then we are able to bound $\left|E\left(M \Delta M^{*}\right)\right|$ (again one color class at a time).

Detailed proof. We will start by showing that one color class of $M \Delta M^{\prime}$ must be bounded. This allows us to then bound $\left|E\left(M \Delta M^{\prime}\right)\right|$. We then consider the solution matching $M^{*}$ that minimizes $\left|E\left(M \Delta M^{*}\right)\right|$ and start by bounding the number of blue edges in $M \Delta M^{*}$. Finally, we also show that the number of red edges in $M \Delta M^{*}$ is bounded, thus bounding $\left|E\left(M \Delta M^{*}\right)\right|$.

Bounding one color class of $M \Delta M^{\prime}$. Since we failed to reduce $\left|E\left(M \Delta M^{\prime}\right)\right|$ using the algorithm of Lemma 9, the weight of all cycles in $M \Delta M^{\prime}$ must be bounded: $|w(C)| \leq 2 t$ for all $C \in M \Delta M^{\prime}$. Since we failed to reduce $\left|E\left(M \Delta M^{\prime}\right)\right|$ using the algorithm of Lemma 10, the number of cycles in $M \Delta M^{\prime}$ must be bounded: $\left|M \Delta M^{\prime}\right| \leq 10 t^{3}$. Finally, since we failed to reduce $\left|E\left(M \Delta M^{\prime}\right)\right|$ using the algorithm of Lemma $11,\left|B\left(M \Delta M^{\prime}\right)\right|$ or $\left|R\left(M \Delta M^{\prime}\right)\right|$ must be bounded (by $\left.1000 t^{6}\right)$. Let $t^{\prime}=\max \left(1000 t^{6}, 20 \operatorname{Ram}(\operatorname{Ram}(4, \alpha+1), \alpha+1)\right)$ (note that $1000 t^{6}=2^{O(\alpha)}, \operatorname{Ram}(4, \alpha+1)=\alpha^{O(1)}$ and $\left.\operatorname{Ram}(\operatorname{Ram}(4, \alpha+1), \alpha+1)\right)=2^{\alpha^{O(1)}}$ so $t^{\prime}=2^{\left.\alpha^{O(1)}\right)}$.

Bounding $\left|\boldsymbol{E}\left(M \boldsymbol{\Delta} M^{\prime}\right)\right|$. First, we show that property (c) implies that there is no blue $M$-alternating path of length at least $t^{\prime}$ in the graph. Suppose such a path exists. Divide the path into two blue paths $P_{1}$ and $P_{2}$ of length at least $t^{\prime} / 2$ each. From Lemma 14 applied to each of the paths $P_{1}$ and $P_{2}$, we get that there exists two disjoint $M$-alternating cycles $C_{1}$ and $C_{2}$ with $0<w_{M}\left(C_{1}\right) \leq 2,0<w_{M}\left(C_{2}\right) \leq 2$ and each containing a number of red edges equal to the absolute value of their weight. If $C_{1}$ contains two red edges, let $M_{1}:=M \Delta C_{1}$. Otherwise if $C_{2}$ contains two red edges, let $M_{1}:=M \Delta C_{2}$. Finally, if both $C_{1}$ and $C_{2}$ contain only one red edge, let $M_{1}:=M \Delta\left(C_{1} \cup C_{2}\right)$. Observe that $\left|R\left(M \Delta M_{1}\right)\right|=2$ and $r\left(M_{1}\right)=r(M)+2$, contradicting property (c).

Next we show that property (d) implies that there is no red $M^{\prime}$-alternating path of length at least $t^{\prime}$ in the graph. Divide the path into two red paths $P_{1}$ and $P_{2}$ of length at least $t^{\prime} / 2$ each. From Lemma 14 applied to each of the paths $P_{1}$ and $P_{2}$, we get that there exists two disjoint $M$-alternating (with respect to $M^{\prime}$ ) cycles $C_{1}$ and $C_{2}$ with $-2 \leq w_{M^{\prime}}\left(C_{1}\right)<0$, $-2 \leq w_{M^{\prime}}\left(C_{2}\right)<0$ and and each containing a number of blue edges equal to the absolute value of their weight. If $C_{1}$ contains two blue edges, let $M_{1}^{\prime}:=M^{\prime} \Delta C_{1}$. Otherwise if $C_{2}$ contains two blue edges, let $M_{1}^{\prime}:=M^{\prime} \Delta C_{2}$. Finally, if both $C_{1}$ and $C_{2}$ contain only one blue edge, let $M_{1}^{\prime}:=M^{\prime} \Delta\left(C_{1} \cup C_{2}\right)$. Observe that $\left|B\left(M^{\prime} \Delta M_{1}^{\prime}\right)\right|=2$ and $r\left(M_{1}^{\prime}\right)=r\left(M^{\prime}\right)-2$, contradicting property (d).

Suppose $\left|R\left(M \Delta M^{\prime}\right)\right| \geq 2 t^{\prime 3}$. Then by the previous paragraph $\left|B\left(M \Delta M^{\prime}\right)\right| \leq t^{\prime}$. Note that $M \Delta M^{\prime}$ contains no monochromatic cyle, as this would be a 0 -skip cycle set, therefore by Lemma $13, M^{\prime} \Delta M$ contains a red $M^{\prime}$-alternating path of length at least $t^{\prime}$. But this contradicts property (c). Now suppose $\left|B\left(M \Delta M^{\prime}\right)\right| \geq 2 t^{\prime 3}$. Then $\left|R\left(M \Delta M^{\prime}\right)\right| \leq t^{\prime}$ and by Lemma $13, M \Delta M^{\prime}$ contains a blue $M$-alternating path of length at least $t^{\prime}$, contradicting property (c). So we get $\left|E\left(M \Delta M^{\prime}\right)\right|=\left|B\left(M \Delta M^{\prime}\right)\right|+\left|B\left(M \Delta M^{\prime}\right)\right| \leq 4 t^{\prime 3}$.

Bounding $\left|B\left(M \Delta M^{*}\right)\right|$. Now let $M^{*}$ among all those PMs with $k$ red edges be the one which minimizes $\left|E\left(M \Delta M^{*}\right)\right|$. Note that $\left|w_{M}\left(M \Delta M^{*}\right)\right| \leq\left|w_{M}\left(M \Delta M^{\prime}\right)\right| \leq t$. Since $\left|E\left(M \Delta M^{*}\right)\right|$ is minimal, $M \Delta M^{*}$ cannot contain a 0-skip-cycle set. By Lemma 9 , the weight of all cycles in $M \Delta M^{*}$ must be bounded: $|w(C)| \leq 2 t$ for all $C \in M \Delta M^{*}$. By Lemma 10, the number of cycles in $M \Delta M^{*}$ must be bounded: $\left|M \Delta M^{*}\right| \leq 10 t^{3}$. Finally, by Lemma $11,\left|B\left(M \Delta M^{*}\right)\right|$ or $\left|R\left(M \Delta M^{*}\right)\right|$ must be bounded (by $1000 t^{6} \leq t^{\prime}$ ). Suppose $\left|B\left(M \Delta M^{*}\right)\right|>2 t^{\prime 3}$. So $\left|R\left(M \Delta M^{*}\right)\right| \leq t^{\prime}$ and by Lemma $13, M \Delta M^{*}$ contains a blue $M$-alternating path of length $t^{\prime}$, contradicting property (c). So $\left|B\left(M \Delta M^{*}\right)\right| \leq 2 t^{\prime 3}$.

Bounding $\left|\boldsymbol{E}\left(M \Delta M^{*}\right)\right|$. Let $t^{\prime \prime}=4 t^{\prime 4}$. Suppose $\left|R\left(M \Delta M^{*}\right)\right|>2 t^{\prime \prime 3}$, by Lemma 13 $M^{*} \Delta M$ contains a red path $P$ with $|P| \geq t^{\prime \prime}$. Observe that $M^{\prime} \Delta M^{*}=\left(M \Delta M^{*}\right) \Delta\left(M \Delta M^{\prime}\right)$ and $P \subseteq M \Delta M^{*}$ so

$$
P \cap\left(M^{\prime} \Delta M^{*}\right)=P \backslash\left(P \cap\left(M \Delta M^{\prime}\right)\right) .
$$

We have $\left|P \cap\left(M \Delta M^{\prime}\right)\right| \leq\left|E\left(M \Delta M^{\prime}\right)\right|<4 t^{\prime 3}$, so if all paths in $P \cap\left(M^{\prime} \Delta M^{*}\right)$ have length at most $t^{\prime}$ then $|P|<4 t^{\prime 4}$, a contradiction. So there must be a path $P^{\prime} \subseteq P \cap\left(M^{\prime} \Delta M^{*}\right)$ of length at least $t^{\prime}$. Note that $P^{\prime}$ is a red $M^{\prime}$-alternating path, contradicting property (d). So we have $\left|E\left(M \Delta M^{*}\right)\right| \leq 4 t^{\prime \prime 3}=t^{\prime \prime O(1)}=t^{\prime O(1)}=2^{\alpha^{O(1)}}$.

### 3.4 Main theorem for general graphs

Proof of Theorem 1. Suppose we have a polynomial time oracle for BCPM. We start by solving CPM on the given instance. This can be done in polynomial time (as we prove later in Theorem 19) and will give us a PM $M_{p}$ with $r\left(M_{p}\right) \equiv_{2} k$. If $r\left(M_{p}\right) \geq k$, let $M^{\prime}:=M_{p}$
and use an oracle call to BCPM to get $M$ with $r(M) \equiv_{2} k$ and $r(M) \leq k$. Otherwise, if $r\left(M_{p}\right) \geq k$, let $M:=M_{p}$ and use an oracle call to BCPM to get $M^{\prime}$ with $r\left(M^{\prime}\right) \equiv_{2} k$ and $r\left(M^{\prime}\right) \geq k$ (this can simply be done by swapping the red and blue colors and using $k^{\prime}=n / 2-k$ as parameter for the BCPM oracle). In both cases, we obtain PMs $M, M^{\prime}$ such that $r(M) \equiv{ }_{2} k \equiv{ }_{2} r\left(M^{\prime}\right)$ and $r(M) \leq k \leq r\left(M^{\prime}\right)$.

Note that if this step fails (in the sense that the CPM or BCPM call returns "false"), then the EM instance has no solution. Otherwise we apply the algorithm of Section 3.2 on the EM-instance with $M$ and $M^{\prime}$ as input. Our goal now is to prove that if the EM-instance is a "YES" instance, then the following must be true:
(a) Phase 1 runs in polynomial time and outputs two PMs $M$ and $M^{\prime}$ such that $k-8 \cdot 4^{\alpha} \leq$ $r(M) \leq k \leq r\left(M^{\prime}\right) \leq k+8 \cdot 4^{\alpha}, r(M) \equiv_{2} r\left(M^{\prime}\right) \equiv_{2} k$.
(b) Phase 2 runs in polynomial time and either outputs a PM with $k$ red edges (and the algorithm terminates) or a PM $M$ such that there exists a PM $M^{*}$ with $r\left(M^{*}\right)=k$ and $\left|E\left(M \Delta M^{*}\right)\right| \leq 2^{\alpha^{O(1)}}$ (for appropriately large constants).
(c) If the algorithm did not terminate in Phase 2, then Phase 3 runs in time $f(\alpha) n^{O(1)}$ and outputs a PM with $k$ red edges.

It is easy to see that if all the above items hold, then the algorithm runs in time $f(\alpha) n^{O(1)}$ and always outputs a PM with $k$ red edges if one exists. Note that (a) and (c) follow directly from Lemma 12 and Proposition 4 respectively.

To prove (b) first observe that as long as $r(M) \neq k$ and $r\left(M^{\prime}\right) \neq k$, all steps in phase 2 maintain the following invariants: $r(M) \leq k \leq r\left(M^{\prime}\right)$ and $r(M) \equiv_{2} r\left(M^{\prime}\right) \equiv_{2} k$. To see this, note that $r(M)$ and $r\left(M^{\prime}\right)$ can only change by 2 every step and they start with the same parity as $k$. So in order for $r(M)$ to go above $k$ or $r\left(M^{\prime}\right)$ to go below $k$ they would need to pass by $k$, at which point the algorithm terminates. Also observe that if any of the steps does not fail, then either $r\left(M^{\prime}\right)-r(M)$ decreases or $\left|E\left(M \Delta M^{\prime}\right)\right|$ decreases while $r\left(M^{\prime}\right)-r(M)$ remains unchanged. So if we consider as a measure of progress $r\left(M^{\prime}\right)-r(M)$ and $\left|E\left(M \Delta M^{\prime}\right)\right|$ ordered lexicographically (where progress is towards smaller values of the measure), then we always make progress (i.e. the measure strictly decreases). Note that $r\left(M^{\prime}\right)-r(M) \leq n$ and is always non-negative and the same holds for $\left|E\left(M \Delta M^{\prime}\right)\right|$. So the algorithm can perform at most $n^{2}$ iterations in phase 2 . Since every iteration runs in polynomial time (this is true for steps (i) and (ii) by Proposition 3 and for step (iii) by Lemma 9, Lemma 10 and Lemma 11), we get that phase 2 runs in polynomial time. Now observe that the algorithm only terminates in phase 2 if either $M$ or $M^{\prime}$ is a solution (i.e. it has $k$ red edges). So it remains to show that if the algorithm does not terminate in this phase then there exists a PM $M^{*}$ with $r\left(M^{*}\right)=k$ and $\left|E\left(M \Delta M^{*}\right)\right| \leq 2^{\alpha^{O(1)}}$. Observe that in case of non-termination, all the conditions of Lemma 15 are met:
(a) $r(M)<k-1, r\left(M^{\prime}\right)>k$ : follows from the invariants and $M, M^{\prime}$ not being solutions.
(b) $\left|w_{M}\left(M \Delta M^{\prime}\right)\right| \leq 256 \cdot 4^{2 \alpha}$ : follows from $r\left(M^{\prime}\right)-r(M) \leq 16 \cdot 4^{\alpha}$.
(c) There is no PM $M_{1}$ such that $r\left(M_{1}\right)=r(M)+2$ and $\left|R\left(M \Delta M_{1}\right)\right|=2$ : follows from the failure of (i).
(d) There is no PM $M_{1}^{\prime}$ such that $r\left(M_{1}^{\prime}\right)=r\left(M^{\prime}\right)-2$ and $\left|B\left(M^{\prime} \Delta M_{1}^{\prime}\right)\right|=2$ : follows from the failure of (ii).
(e) $M \Delta M^{\prime}$ does not contain any 0-skip: follows from the failure of (iii).
(f) The algorithms of Lemma 9, Lemma 10 and Lemma 11 all fail to find a 0 -skip-cycle set in $M \Delta M^{\prime}$ : follows from the failure of (iii).
So by Lemma 15 we get the desired result.

### 3.5 Main theorem for bipartite graphs

In order to prove the main theorem for the bipartite case (Theorem 2), we start by proving a similar result to the main theorem on general graph that is adapted to bipartite graphs, i.e., we use the bipartite independence number of the graph (the proof can be found in the extended version [10]).

- Lemma 16. ( $\star$ ) EM on bipartite graphs can be reduced to BCPM on bipartite graphs in $F P T$ time parameterized by the bipartite independence number of the graph.

It remains to show that there is a deterministic polynomial time algorithm for BCPM on bipartite graphs. This result can be derived from the more general result of [1] on network matrices, as noted in [20], even for the more general weighted version of the problem. To make it more accessible, we reprove it using a standard dynamic programming techniques. The high level approach, as briefly described in [20], is the following: start by computing a minimum weight perfect matching, in our case a perfect matching with minimum number of red edges, and if the number of red edges is even then find a minimum odd weight alternating cycle and output the symmetric difference. We could not find formal proof of correctness and running time for this algorithm in the literature, therefore we provide one in the extended version of this paper [10].

- Theorem 17. $(\star)$ There is a deterministic polynomial time algorithm for $B C P M$ on bipartite graphs.


### 3.6 Main theorem without oracle access

Although an FPT algorithm parameterized by the independence number for general graphs still requires an algorithm for BCPM, the following theorem shows that without relying on BCPM the algorithm developed in this section can still output a PM that is very close to optimal, i.e. it contains either $k$ or $k-1$ red edges (the proof is similar to that of Theorem 1 and left for the extended version [10]).

- Theorem 18. ( $\star$ ) There exists an algorithm such that given a "Yes" instance of EM, it outputs a perfect matching with either $k-1$ or $k$ red edges in time $f(\alpha) n^{O(1)}$.

This strengthens the results of [8] by reducing the constraint violation to at most one red edge at the expense of an FPT (parameterized by the independence number) instead of a polynomial running time.

## 4 Correct Parity Matching for General Graphs

While solving BCPM for general graphs remains an open problem, in this section we present a solution to the easier problem of CPM which is only concerned with the parity of the number of red edges.

- Theorem 19. ( $\star$ ) There is a deterministic polynomial time algorithm for CPM.

We will establish Theorem 19 as a consequence of a deep result by Lovász [23] on the linear hull of perfect matchings of a graph. We first need to introduce some notation which we adopt from [23]. Let a (not necessarily bipartite) graph $G=(V, E)$ and a field $\mathbb{F}$ be given, and let us denote by $\mathcal{M}$ the set of perfect matchings of $G$. Then the linear hull of perfect matchings $\operatorname{lin}_{\mathbb{F}}(\mathcal{M})$ is the linear subspace of $\mathbb{F}^{E}$, generated by the characteristic vectors of
perfect matchings in $G$. Concretely, $\operatorname{lin}_{\mathbb{F}}(\mathcal{M})$ is the linear span of $\left\{1_{M} \mid M \in \mathcal{M}\right\}$, where for every perfect matching $M$ the vector $1_{M} \in \mathbb{F}^{E}$ is defined by $1_{M}(e)=1$ for every $e \in M$ and $1_{M}(e)=0$ for every $e \in E \backslash M$.

We will make use of the following result of Lovász [23].

- Theorem 20 ([23]). For every finite field $\mathbb{F}$ there is a deterministic polynomial-time algorithm that, given as input a graph $G$, returns a linear basis of $\operatorname{lin}_{\mathbb{F}}(\mathcal{M})$.

The importance of this result by Lovász for solving the CPM is explained through the following lemma. As usual, for two vectors $x, y \in \mathbb{F}^{E}$ we denote by $\langle x, y\rangle:=\sum_{e \in E} x_{e} y_{e} \in \mathbb{F}$ their scalar product.

- Lemma 21. Let $G=(V, E)$ be a graph equipped with a coloring of its edges with colors red and blue. Let $\mathbb{F}_{2}$ denote the 2-element field and let $\left\{x_{1}, \ldots, x_{d}\right\} \subset \mathbb{F}_{2}^{E}$ be a linear basis of $\operatorname{lin}_{\mathbb{F}_{2}}(\mathcal{M})$. Let $r \in \mathbb{F}_{2}^{E}$ be defined by $r_{e}:=1$ for all red edges $e \in E$ and $r_{e}=0$ for all blue edges $e \in E$. Then the following two statements are equivalent:

1. There exists a perfect matching $M$ in $G$ containing an odd number of red edges.
2. There exists $i \in\{1, \ldots, d\}$ such that $\left\langle x_{i}, r\right\rangle=1$.

Proof. Suppose first that there exists a perfect matching $M$ in $G$ containing an odd number of red edges. Then the incidence vector $1_{M} \in \operatorname{lin}_{\mathbb{F}_{2}}(\mathcal{M})$ can be represented as a linear combination of the basis elements $x_{1}, \ldots, x_{d}$, in other words, there exists $I \subseteq\{1, \ldots, d\}$ such that

$$
1_{M}=\sum_{i \in I} x_{i}
$$

Taking scalar products with $r$ we get

$$
\left\langle 1_{M}, r\right\rangle=\sum_{i \in I}\left\langle x_{i}, r\right\rangle .
$$

Note that the scalar product on the left hand side equals the number of red edges in $M$ taken modulo 2, and hence it equals 1. But then at least one of the scalar products on the right hand side must also be non-zero, i.e., there exists $i \in I$ with $\left\langle x_{i}, r\right\rangle=1$, as desired.

Conversely, suppose there exists $i \in\{1, \ldots, d\}$ such that $\left\langle x_{i}, r\right\rangle=1$. Then by virtue of $\operatorname{lin}_{\mathbb{F}_{2}}(\mathcal{M})$ being spanned by the characteristic vectors of perfect matchings in $M$, there exists a list of perfect matchings $M_{1}, \ldots, M_{t}$ in $G$ such that $x_{i}=\sum_{j=1}^{t} 1_{M_{j}}$. Using the same argument as above, i.e., by taking scalar products with $r$ and using that $\left\langle x_{i}, r\right\rangle=1$, we find that there must exist $j \in\{1, \ldots, t\}$ with $\left\langle 1_{M_{j}}, r\right\rangle=1$, which means that $M_{j}$ is a perfect matching of $G$ with an odd number of red edges. This concludes the proof.

We may now deduce the following.

- Corollary 22. There exists a deterministic polynomial-time algorithm, that, given as input a red-blue edge-colored graph $G=(V, E)$ and a number $k \in \mathbb{Z}$, decides whether or not $G$ contains a perfect matching $M$ with $r(M) \equiv_{2} k$.
Proof. Suppose first that $k$ is odd. We use Theorem 20 to compute in deterministic polynomial time a linear basis $x_{1}, \ldots, x_{d}$ of $\operatorname{lin}_{\mathbb{F}_{2}}(\mathcal{M})$. Note that since $\operatorname{lin}_{\mathbb{F}_{2}}(\mathcal{M})$ is a subspace of $\mathbb{F}_{2}^{E}$, its dimension satisfies $d \leq|E|$. Next we generate the incidence vector $r$ of red edges as in the previous lemma, and compute the scalar products $\left\langle x_{i}, r\right\rangle$ for $i=1, \ldots, d$ in polynomial time. If at least one of these products equals 1 , we return that a perfect matching $M$ with $r(M) \equiv_{2} k$ exists, and otherwise we return that such a matching does not exist. The correctness of this output follows by Lemma 21.

Next suppose $k$ is even. Let $G^{\prime}$ be the red, blue-edge colored graph which is obtained as the disjoint union of $G$ with its given edge-coloring and a disjoint new edge of color red. The perfect matchings of $G^{\prime}$ are exactly the perfect matchings of $G$ together with the additional new red edge, and hence $G$ contains a perfect matching $M$ with $r(M) \equiv_{2} k$ if and only if $G^{\prime}$ contains a perfect matching with and odd number of red edges. Thus we can decide whether such a matching exists by invoking the algorithm from the case $k=1$ described above with $G^{\prime}$ as the input.

It is now easy to use the above decision-version of the CPM to solve the CPM itself by a standard edge-deletion procedure.

Proof of Theorem 19. Let $G=(V, E)$ be the input graph with a given red, blue-edge coloring, and let further $k \in \mathbb{Z}$ be given. We use Corollary 22 to decide if $G$ contains a perfect matching $M$ with $r(M) \equiv_{2} k$. If it does not, then the algorithm stops with this conclusion. Otherwise, we search through the edges $e \in E$ one by one, and for each such edge test (again using Corollary 22) whether $G-e$ contains a perfect matching $M$ with $r(M) \equiv{ }_{2} k$.

Suppose first we find an edge $e \in E$ such that $G-e$ contains a perfect matching $M$ with $r(M) \equiv_{2} k$. In this case we make a recursive call of the algorithm to $G-e$, which will return a perfect matching with the correct parity in $G-e$. We can then return this matching, as it is also a perfect matching in $G$ with the correct parity of red edges.

Otherwise, we find that there exists no $e \in E$ such that $G-e$ contains a perfect matching $M$ with $r(M) \equiv_{2} k$. But as we know that $G$ does contain a perfect matching $M$ with $r(M) \equiv{ }_{2} k$, this means that all edges of $G$ are contained in $M$, and hence we may return the set of edges of $G$ and thereby find a solution to the CPM.

## 5 Conclusion and Open Problems

So far, EM has only been solved for very sparse graphs (i.e. bounded tree-width and bounded genus graphs) and very dense graphs (i.e. bounded independence number graphs). The techniques used are quite different between these two cases. Especially in the case of dense graphs, many previous works considered only complete (bipartite) graphs without much progress. Only recently, the results were extended to the case of bounded independence number, leading to XP algorithms parameterized by $\alpha$ or $\beta$. Looking for FPT algorithms was the natural next step. In this paper, we could resolve the bipartite case fully, while the non-bipartite case could only be resolved partially. However, our results in the non-bipartite case still yield the following two non-trivial, independent insights: (i) To obtain an FPT algorithm parameterized by $\alpha$ it suffices to solve BCPM (Theorem 1) and the easier problem CPM can always be solved (Theorem 19). (ii) An FPT algorithm parameterized by $\alpha$ can w.l.o.g. assume to start with a PM with $k-1$ red edges (Theorem 18).

We hope that these insights can be the starting point for future work to obtain an FPT algorithm parameterized by $\alpha$, or, even better, an FPT algorithm parameterized by $k$. The latter would be considered quite a breakthrough as it is likely to require a lot of deep understanding of the structure and patterns behind EM, given the difficulty of making progress towards it.
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#### Abstract

The Shortest Superstring problem is an NP-hard problem, in which given as input a set of strings, we are looking for a string of minimum length that contains all input strings as substrings. The Greedy Conjecture (Tarhio and Ukkonen, 1988) states that the GREEDY algorithm, which repeatedly merges the two strings of maximum overlap, is 2 -approximate. We have recently shown (STOC 2022) that the approximation guarantee of GREEDY is at most $\frac{13+\sqrt{57}}{6} \approx 3.425$. Before that, the best established upper bound for this was 3.5 by Kaplan and Shafrir (IPL 2005), which improved upon the upper bound of 4 by Blum et al. (STOC 1991). To derive our previous result, we established two incomparable upper bounds on the overlap sum of all cycle-closing edges in an optimal cycle cover and utilized lemmas of Blum et al.

We improve the more involved one of the two bounds and, at the same time, make its proof more straightforward. This results in an improved approximation guarantee of $\frac{\sqrt{67}+2}{3} \approx 3.396$ for GREEDY. Additionally, our result implies an algorithm for the Shortest Superstring problem having an approximation guarantee of $\frac{\sqrt{67}+14}{9} \approx 2.466$, improving slightly upon the previously best guarantee of $\frac{\sqrt{57}+37}{18} \approx 2.475$ (STOC 2022).
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## 1 Introduction

The shortest superstring problem naturally models a scenario when we have a set of overlapping strings which we need to represent in a compressed form. However, unlike in typical lossless data compression such as Lempel-Ziv schemes, we would like the input strings to be human-readable in the result. That is, the compressed representation of input strings should be a string over the same alphabet that contains all of the strings as substrings. This viewpoint of superstrings as compressed representations has been the crux of their very recent application for representing $k$-mers, which are $k$-long substrings of a genomic sequence [19]. These $k$-mers are typically highly overlapping and in such cases, the shortest superstring of $k$-mers has length close to the theoretical minimum of the number of distinct $k$-mers.

Formally, we define the Shortest Superstring problem (SSP) as follows: For a given set of strings $S$ (over a fixed alphabet), compute a minimum-length common superstring for the input strings, i.e., a string that contains any $s \in S$ as a substring. SSP is a classical and well-studied problem mentioned in several algorithmic textbooks, e.g., [25, 18, 9, 5]. SSP
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is APX-hard (i.e., it is NP-hard to obtain a $(1+\varepsilon)$-approximation for some $\varepsilon>0$ ) and remains so even when restricted to binary alphabets or input strings having the same length $r \geq 3$ [24].

Therefore, assuming $\mathrm{P} \neq \mathrm{NP}$, the best we can hope for are constant-guarantee approximation algorithms. However, determining the best possible constant guarantee is a long-standing open problem, studied for more than three decades. First, Blum et al. [3] designed an algorithm for which they proved an upper bound of 3 on its approximation ratio. Several papers subsequently obtained better approximations using various algorithms [22, $6,13,1,2,4,20,16]$ and the currently best approximation guarantee is $\frac{37+\sqrt{57}}{18} \approx 2.475$ [7]. In contrast, the hardness result only rules out a 1.003 -approximation [12].

Perhaps the most well-known approximation algorithm for SSP is GREEDY which iteratively merges two strings of maximum overlap until only one string remains (if there are more pairs of strings with maximum overlap, we choose arbitrarily). GREEDY is an appealing choice to implement in practice due to its simplicity and close-to-optimal results in experiments $[8,14,19]$. However, the worst-case behavior of GREEDY is far from understood. Blum et al. [3] showed that GREEDY is 4-approximate, an upper bound which was improved to 3.5 by Kaplan and Shafrir [11] and recently, in our previous work, to $\frac{13+\sqrt{57}}{6} \approx 3.425[7]$. It is easy to see that GREEDY is at least 2 -approximate by considering the input $\left\{c(a b)^{k},(b a)^{k},(a b)^{k} c\right\}$ for $k \rightarrow \infty[21]$. The Greedy Conjecture states that this lower bound is tight [21]. Despite an extensive effort to prove or disprove this, the three works $[3,11,7]$ comprise the only improvements to the approximation guarantee of GREEDY since the conjecture was first made.

Our results. We make progress on determining the optimal approximation guarantees of GREEDY and of another, more involved algorithm; the latter one improves the best proven approximation guarantee for SSP. In particular, we show the following theorems.

- Theorem 1. The approximation guarantee of GREEDY is at most $\frac{\sqrt{67}+2}{3} \approx 3.396$.
- Theorem 2. An algorithm from the literature that combines GREEDY and a Max-ATSP approximation algorithm (outlined in Appendix A.2) computes a superstring of length at most $\frac{\sqrt{67}+14}{9} \approx 2.466$ times the optimal.

Furthermore, our result implies improved approximation guarantees for two algorithms which are variants of GREEDY established in [3], namely TGREEDY and MGREEDY (outlined in Appendix A.2).

As in previous work, all our improved approximation bounds follow from a better inequality that relates certain overlaps between strings to the cost of the optimal solution.

## 2 The General Setting and Our Technical Contribution

Preliminaries. The set of input strings is denoted by $S=\left\{s_{1}, \ldots, s_{|S|}\right\}$. Without loss of generality, it is assumed that no string of $S$ is a substring of another string of $S$. The length of a string $s$ is the number of its characters and we denote it by $|s| \in \mathbb{Z}^{+}$. The concatenation of two strings $s$ and $t$ is denoted by st. A substring of $s$ starting at character $i$ and ending at character $j \geq i$ of $s$ is denoted by $s[i, j]$.

By ov $(s, t)$ we denote the maximum overlap to merge a string $s$ to the left of a string $t \neq s$, i.e., the longest suffix of $s$ that is a prefix of $t$. $\operatorname{By} \operatorname{ov}(s, s)$ we denote the maximum self-overlap of string $s$ with itself, which is smaller than $|s|$. By pref $(s, t)$ we denote the prefix of $s$ that remains after removing the overlap with $t$; thus, $s=\operatorname{pref}(s, t) \operatorname{ov}(s, t)$ and $|\operatorname{pref}(s, t)|=|s|-|\operatorname{ov}(s, t)|$.

### 2.1 Overlap Graph, Cycle-Closing Edges, and Overlap Inequalities

The overlap graph $G_{\text {ov }}$ plays a central role in SSP approximation, including the analysis of GREEDY. It is a complete directed graph with self-loops in which vertices correspond to the input strings, and the weight of each edge $(s, t)$ equals the overlap length $|\mathrm{ov}(s, t)|$.

Note that the optimal solution OPT for a fixed input corresponds to an optimal (maximum overlap) Hamiltonian path in $G_{\text {ov }}$; however, finding such a path is in general a hard problem. On the other hand, finding an optimal cycle cover CC in $G_{\text {ov }}$ can be done efficiently. In particular, in a variant of GREEDY, called MGREEDY, such a cycle cover is produced as a by-product. Observe that the total overlap of edges in CC is only larger than that of the optimal Hamiltonian path OPT; indeed, by adding the edge between the endpoints of OPT, we obtain a Hamiltonian cycle, which is a particular cycle cover (not necessarily optimal).

The GREEDY algorithm can be stated as a heuristic for a Hamiltonian path in $G_{\text {ov }}$ : Sort the edges of $G_{\text {ov }}$ by their overlap lengths non-increasingly, then go over the sorted list and add the $i$-th edge $e_{i}$ to the path unless:
(i) there would be a vertex of indegree or outdegree more than one after adding $e_{i}$ (that is, edge $e_{i}$ shares a head node or a tail node with an edge picked in a previous step), or
(ii) $e_{i}$ closes a cycle.

The crucial difference between GREEDY for computing an approximate superstring and MGREEDY for the optimal cycle cover CC is the condition (ii), not present in the latter, i.e., MGREEDY is defined just by condition (i). Call an edge of CC cycle-closing if it is the last edge of its cycle added by MGREEDY to CC (i.e., it has the smallest overlap on the cycle, breaking ties arbitrarily).

To obtain a bound on the approximation guarantee of GREEDY, we intuitively need a suitable upper bound on the total overlap of cycle-closing edges, denoted o (strictly speaking, when analyzing GREEDY we consider only the optimal cycle cover of a certain subset of nodes in $G_{\text {ov }}$, but this does not make a difference for our technical contribution; we explain these details in Appendix A.1). Furthermore, the overlap bound should be in terms of the length (and not overlap) of OPT.

This intuition was formalized in [3], who proved that $o \leq 3 \cdot n$, where $n$ is the length of the optimal solution OPT. Moreover, they show that such a bound is sufficient for a constant upper bound on the approximation ratio of GREEDY. Later works improved the inequality to $o \leq 2.5 \cdot n[11]$ and to $o<2.425 \cdot n[7]$. Our technical contribution is to show that $o<2.396 \cdot n$.

In fact, these overlap inequalities are proven and applied in a stronger form of $o<n+\beta \cdot w$, where $w$ is a lower bound on $n$. To define $w$, we associate each edge ( $s, t$ ) of the overlap graph $G_{\text {ov }}$ also with a length which equals the prefix length $|\operatorname{pref}(s, t)|=|s|-|\mathrm{ov}(s, t)|$. Then $w$ is the total length of all edges in the optimal cycle cover CC.

### 2.2 Main technical result

We now state our main technical contribution.

- Theorem 3. Let $S$ be any input set of strings, and consider an optimal superstring of length $n$ and an optimal cycle cover CC of length $w$, computed using MGREEDY. Let o be the sum of overlaps of all cycle-closing edges of CC. Then it holds that

$$
o \leq n+\beta \cdot w \quad \text { for } \beta=(\sqrt{67}-4) / 3 \approx 1.396
$$

The proofs of Theorems 1 and 2 using Theorem 3 are the same as in previous work, but we provide an outline for completeness. In Appendix A. 1 we describe how Theorem 3 implies the improved upper bound on the approximation guarantees of GREEDY, using another inequality from Blum et al. [3]. Then, in Appendix A.2, we show how to derive better approximation guarantees for a family of SSP algorithms that are based on a Max-ATSP approximation algorithm; the argument is the same as in previous work (e.g., see $[4,15,16,7]$ ).

### 2.3 Overview of the proof of Theorem 3

We build on our previous work [7], where one of the conceptual contributions was in classifying the cycles of CC into three main types. To define them, for a cycle $c$ of CC we let

- $o(c)=$ the overlap of the cycle-closing edge of $c$, i.e., the smallest overlap on cycle $c$, and - $w(c)=$ the total length of edges on $c$, i.e., the sum of prefixes of the edges of $c$.

The classification is done according to the $o(c) / w(c)$ ratio.

- Definition 4. For parameter $\beta$ defined in Theorem 3, a cycle $c$ of CC is
- extra large, if $o(c) \leq \beta \cdot w(c)$,
- large, if $\beta \cdot w(c)<o(c) \leq 2 w(c)$, and
- small, if $2 w(c)<o(c)$.

The intuition behind the names is that short cycles contain highly periodic strings (e.g., $a b c a b c a b c a$ ), whereas strings in large cycles are not so periodic (e.g., abcdeabcd)

In order to prove that $o \leq n+\beta \cdot w$ for $\beta=(\sqrt{67}-4) / 3$, we will assume, without loss of generality, that CC contains no extra large cycle. This follows by the argument in [7, Section 5.1], though for a different overlap to length ratio threshold between large and extra large cycles (which was suitably chosen to match the upper bound $o \leq n+1.425 w$ ). For completeness, we repeat the proof in Appendix B.

Our analysis in [7] proceeds by showing two incomparable bounds: one better if large cycles have much larger total length than small cycles, and another one for the other case. Namely, letting $w_{s}$ be the sum of lengths of all small cycles and $w_{\ell}$ be the sum of lengths of large cycles, the first upper bound is

$$
\begin{equation*}
o \leq n+w_{s}+1.5 w_{\ell} \tag{1}
\end{equation*}
$$

and the second upper bound is

$$
\begin{equation*}
o \leq n+w_{\ell}+\frac{31+3 \cdot \sqrt{57}}{14} w_{s} \approx n+w_{\ell}+3.832 w_{s} . \tag{2}
\end{equation*}
$$

Using the better of (1) and (2) together with $w=w_{s}+w_{\ell}$, it follows that $o \leq n+1.425 w$ (recall that the extra large cycles are not taken into account here).

Our improvement and simplification comes from a better version of the second upper bound. Specifically, we show

$$
\begin{equation*}
o \leq n+w_{\ell}+(\gamma-1) \cdot w_{s} \approx n+w_{\ell}+2.884 w_{s} \tag{3}
\end{equation*}
$$

where $\gamma=(\sqrt{67}+19) / 7 \approx 3.884$. In [7], the bound was shown by first modifying the input in such a way that the overlap graph $G_{\text {ov }}$ has the property that all short cycles in the optimal cycle cover only consist of a single edge that is a self-loop. The analysis is then done utilizing this somewhat simpler cycle cover. However, the modification of the input introduces an additional loss that has to be accounted for in the bound. Our analysis is more direct and works with the original optimal cycle cover, which eliminates the need for the
input modification and therefore the additional loss. This brings new technical complications because certain properties no longer hold in these more general cycle covers. Nevertheless, we are able to provide a slightly simpler and more straightforward analysis.

Choice of parameters. To combine the two incomparable bounds, $o \leq n+w_{s}+1.5 \cdot w_{\ell}$ and $o \leq n+(\gamma-1) \cdot w_{s}+w_{\ell}$, we set $\lambda=\frac{1}{2 \gamma-3}$. As long as $\gamma \geq 2$, this means $\lambda \in[0,1]$. We then multiply the first bound by $(1-\lambda)$ and the second bound by $\lambda$ and add them together. Using $w_{s}+w_{\ell}=w$ we get $o \leq n+\left(\frac{3}{2}-\frac{1}{4 \gamma-6}\right) \cdot w$. In Theorem 3, we want to show that $o \leq n+\beta \cdot w$ and so if

$$
\begin{equation*}
\frac{3}{2}-\frac{1}{4 \gamma-6} \leq \beta \tag{4}
\end{equation*}
$$

we are done. We will also need

$$
\begin{equation*}
3 \cdot\left(\beta-\frac{2}{\gamma-2}\right) \geq 1(\text { for Lemma } 6) \tag{5}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\gamma \geq 2+\frac{6}{3 \beta-1}(\text { for Lemma } 12(\mathrm{~b})) \tag{6}
\end{equation*}
$$

The maximum of these two lower bounds (4) and (5) on $\beta$ is minimized for $\gamma=(\sqrt{67}+19) / 7$ and at this point both bounds are equal to $(\sqrt{67}-4) / 3$, which is our choice for $\beta$. Apart from this, we will use a number of further inequalities that hold for this choice of parameters (but are not tight). Namely,

$$
\begin{align*}
& \frac{5}{2}+\frac{1}{2(\beta-1)} \leq \gamma(\text { for Lemma } 12(\mathrm{c}))  \tag{7}\\
& \beta \geq \frac{\gamma}{\gamma-1}(\text { for Lemma } 12(\mathrm{~d})), \text { and }  \tag{8}\\
& \gamma \geq 2(\text { for Lemma } 12(\mathrm{~d})) \tag{9}
\end{align*}
$$

## 3 Analysis

In this section we show our improved second bound $o \leq n+w_{\ell}+(\gamma-1) \cdot w_{s}$, following a similar general strategy as in [7].

### 3.1 Proof Outline

Consider a directed Hamiltonian cycle $\mathrm{CC}_{0}$ of maximum total overlap in $G_{\mathrm{ov}}$. This cycle is in particular also a (not necessarily maximum) cycle cover. Therefore, the total overlap of $\mathrm{CC}_{0}$ must be bounded from above by the total overlap of CC. Our goal is to show something stronger than this: that there is a gap between the total overlap of $\mathrm{CC}_{0}$ and the total overlap of CC that depends in a specific way on the properties of the cycles in CC. Specifically, let $\mathcal{L}$ and $\mathcal{S}$ denote the sets of large and small cycles in CC, respectively, and let $\left|\mathrm{CC}_{i}\right|$ denote the total overlap of a cycle cover $\mathrm{CC}_{i}$. Then we want to show that the total overlap |CC| of CC is by at least

$$
\begin{equation*}
\sum_{c \in \mathcal{S}}(o(c)-\gamma \cdot w(c))+\sum_{c \in \mathcal{L}}(o(c)-2 \cdot w(c)) \tag{10}
\end{equation*}
$$

larger than the total overlap $\left|\mathrm{CC}_{0}\right|$ of $\mathrm{CC}_{0}$. Showing this is sufficient to establish $o \leq$ $n+w_{\ell}+(\gamma-1) \cdot w_{s}$ because

$$
\begin{aligned}
n & \geq \sum_{\ell=1}^{|S|}\left|s_{\ell}\right|-\left|\mathrm{CC}_{0}\right| \geq \sum_{\ell=1}^{|S|}\left|s_{\ell}\right|-|\mathrm{CC}|+\sum_{c \in \mathcal{S}}(o(c)-\gamma \cdot w(c))+\sum_{c \in \mathcal{L}}(o(c)-2 \cdot w(c)) \\
& \geq \sum_{c \in \mathcal{S}} w(c)+\sum_{c \in \mathcal{L}} w(c)+\sum_{c \in \mathcal{S}}(o(c)-\gamma \cdot w(c))+\sum_{c \in \mathcal{L}}(o(c)-2 \cdot w(c)) \\
& =\sum_{c \in \mathcal{S}}(o(c)-(\gamma-1) \cdot w(c))+\sum_{c \in \mathcal{L}}(o(c)-w(c)) \\
& =o-(\gamma-1) \cdot \sum_{c \in \mathcal{S}} w(c)-\sum_{c \in \mathcal{L}} w(c)=o-(\gamma-1) \cdot w_{s}-w_{\ell}
\end{aligned}
$$

Related cycles. Before proceeding to describe how we show (10), we borrow the following definition of related cycles from [7] that is useful to improve our final bounds slightly. We note that a simpler version of our proof could still be carried out without this additional concept, but at the cost of a slightly weaker bound.

- Definition 5. We define a relation $R$ between cycles as follows. A small cycle $c$ of CC is related to a large cycle $c^{\prime}$ of CC if $w(c) \leq(\beta / 2-1 / 6) \cdot w\left(c^{\prime}\right)$ and there exists an edge $e$ in $G_{o v}$ that has one endpoint in cycle $c$, the other endpoint in cycle $c^{\prime}$ and satisfies $|o v(e)| \geq \beta \cdot w\left(c^{\prime}\right)$. In this case, we write $\left(c, c^{\prime}\right) \in R$.

In [7], the following lemma is shown. We use different values for $\beta$ and $\gamma$, but the proof of the lemma only requires that $3 \cdot(\beta-2 /(\gamma-2)) \geq 1$ and this is still satisfied for our new choice of $\beta=(\sqrt{67}-4) / 3$ and $\gamma=(5-3 \beta) /(3-2 \beta)$.

- Lemma 6 (Lemma 7.3 in [7]). For every large cycle $c^{\prime}$ of CC, at most two different small cycles of CC are related to $c^{\prime}$.

Transforming cycle cover $\mathbf{C C}_{0}$ into $\mathbf{C C}$ in small steps. We analyze the difference of the total overlap between $\mathrm{CC}_{0}$ and CC in small steps, gradually changing the Hamiltonian cycle $\mathrm{CC}_{0}$ into a sequence of cycle covers $\mathrm{CC}_{0}, \mathrm{CC}_{1}, \mathrm{CC}_{2}, \ldots$ until we obtain CC. We modify a cycle cover $\mathrm{CC}_{i}$ by removing two edges $f=\left(v^{\prime}, v\right)$ and $f^{\prime}=\left(u, u^{\prime}\right)$ from $\mathrm{CC}_{i} \backslash \mathrm{CC}$ and replace them with the new edges $e=(u, v)$ and $e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$. The resulting set of edges forms a (not necessarily optimal) cycle cover again. Furthermore, if the edges are chosen such that $e \in$ CC or $e^{\prime} \in \mathrm{CC}$ (or both), then the resulting cycle cover is closer to the cycle cover CC in the sense that the cardinality of the symmetric difference of the corresponding edge sets decreases.

For a cycle cover $\mathrm{CC}_{i}$, let $\mathcal{M}\left(\mathrm{CC}_{i}\right)$ be the set of small cycles $c$ in CC for which $\mathrm{CC}_{i}$ contains no edge with one endpoint in $c$ and the other endpoint being a string not in $c$. We define

$$
\begin{aligned}
\phi(i)= & \sum_{c \in \mathcal{M}\left(\subset C_{i}\right)}\left(\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i} \text { connects two strings of } c\right\}-\gamma \cdot w(c)\right. \\
& \left.-\sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right)\right) .
\end{aligned}
$$

The idea is to perform such edge swaps to obtain a sequence $\mathrm{CC}_{0}, \mathrm{CC}_{1}, \mathrm{CC}_{2}, \ldots, \mathrm{CC}_{k}=\mathrm{CC}$ of cycle covers, such that each cycle cover $\mathrm{CC}_{i}$ is closer to CC than the previous one $\mathrm{CC}_{i-1}$ and such that $\left|\mathrm{CC}_{i}\right| \geq\left|\mathrm{CC}_{0}\right|+\phi(i)$. Then this implies (10) since

$$
\begin{aligned}
|\mathrm{CC}|-\left|\mathrm{CC}_{0}\right|= & \left|\mathrm{CC}_{k}\right|-\left|\mathrm{CC}_{0}\right| \geq \phi(k) \\
= & \sum_{c \in \mathcal{M}(\mathrm{CC})}(\min \{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC} \text { connects two strings of } c\}-\gamma \cdot w(c) \\
& \left.-\sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right)\right) \\
= & \sum_{c \in \mathcal{S}}(\min \{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC} \text { connects two strings of } c\}-\gamma \cdot w(c) \\
& \left.-\sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right)\right) \\
= & \sum_{c \in \mathcal{S}}\left(o(c)-\gamma \cdot w(c)-\sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right)\right) \\
= & \sum_{c \in \mathcal{S}}(o(c)-\gamma \cdot w(c))-\sum_{c \in \mathcal{S}} \sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right) \\
\geq & \sum_{c \in \mathcal{S}}(o(c)-\gamma \cdot w(c))-\sum_{c \in \mathcal{L}}(2 \cdot w(c)-o(c)),
\end{aligned}
$$

where the last step follows from Lemma 6 and the fact that for large cycles $c^{\prime}$, by definition, $2 w\left(c^{\prime}\right) \geq o\left(c^{\prime}\right)$.

We use induction to show that it is possible to construct the desired sequence of cycle covers that satisfies $\left|\mathrm{CC}_{i}\right| \geq\left|\mathrm{CC}_{0}\right|+\phi(i)$. The base case is $i=0$ and we have $\phi(i)=0$ because $\mathcal{M}\left(C_{0}\right)=\emptyset$. (Strictly speaking, it may happen that $\mathcal{M}\left(C_{0}\right) \neq \emptyset$; however, in such a case, the optimal Hamiltonian cycle $\mathrm{CC}_{0}$ is a small cycle of CC , thus $\mathrm{CC}_{0}=\mathrm{CC}$. Moreover, in such a case, (1) implies $o<n+w$.)

In the following, we assume that we have a cycle cover $\mathrm{CC}_{i}$ with $\left|\mathrm{CC}_{i}\right| \geq\left|\mathrm{CC}_{0}\right|+\phi(i)$ and we show how to construct $\mathrm{CC}_{i+1}$ such that $\left|\mathrm{CC}_{i+1}\right| \geq\left|\mathrm{CC}_{0}\right|+\phi(i+1)$ and such that the symmetric difference between $\mathrm{CC}_{i+1}$ and CC is smaller than the symmetric difference between $\mathrm{CC}_{i}$ and CC. Specifically, we will identify a swap of four edges as described above to obtain $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$ such that:

- one of the edges that are swapped in belongs to CC, which implies that the symmetric difference between $\mathrm{CC}_{i+1}$ and CC will decrease, and
- $\left|\mathrm{CC}_{i+1}\right|-\left|\mathrm{CC}_{i}\right| \geq \phi(i+1)-\phi(i)$.

This proves the claim due to the induction hypothesis.

### 3.2 Important Lemmas

We begin with the following bound on the overlap between two strings from different cycles of CC.

- Lemma 7 (Lemma 9 in [3]). Let $c$ and $c^{\prime} \neq c$ be two cycles in CC. It holds that $\left|o v\left(s, s^{\prime}\right)\right|<$ $w(c)+w\left(c^{\prime}\right)$ for any two strings $s \in c$ and $s^{\prime} \in c^{\prime}$.

When changing cycle cover $\mathrm{CC}_{i}$ into $\mathrm{CC}_{i+1}$, we identify an edge $e=(u, v) \in \mathrm{CC} \backslash \mathrm{CC}_{i}$ that we add into $\mathrm{CC}_{i+1}$. This triggers removal of edges $f=\left(v^{\prime}, v\right)$ and $f^{\prime}=\left(u, u^{\prime}\right)$ from $\mathrm{CC}_{i}$ and addition of one more edge $e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$ that does not belong to $\mathrm{CC}_{i}$ but may or may not be in CC; see Figure 1. In the following, we provide several lower bounds on $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|$, which is the total overlap length difference between $\mathrm{CC}_{i}$ and $\mathrm{CC}_{i+1}$. The first lemma is the well-known Monge Condition.


Figure 1 Illustration of the notation used in lemmas in Section 3.2.

- Lemma 8 (Lemma 7 in [3]). Let $e=(u, v), f=\left(v^{\prime}, v\right), f^{\prime}=\left(u, u^{\prime}\right), e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$ be edges in $G_{\text {ov }}$, such that $\max \left\{|\operatorname{ov}(e)|, \operatorname{ov}\left(e^{\prime}\right) \mid\right\} \geq \max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}$. Then $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-$ $|\operatorname{ov}(f)|-\left|o v\left(f^{\prime}\right)\right| \geq 0$.

The following lemma is shown in [7, Lemma 7.5] for the special case of inputs where each small cycle of CC consists of one string. Below, we generalize it for any input and cycle.

- Lemma 9. Let $e=(u, v), f=\left(v^{\prime}, v\right), f^{\prime}=\left(u, u^{\prime}\right)$, and $e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$ be edges in $G_{o v}$ such that $e$ is an edge in cycle $c$ in CC. Then,

$$
|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|>|\operatorname{ov}(e)|-\max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c) .
$$

Before proving Lemma 9, we recall a few definitions from the literature. Consider a cycle $c$ of CC having $k$ nodes $s_{1}, s_{2}, \ldots, s_{k}$. Assuming that the cycle-closing edge of $c$ is $\left(s_{k}, s_{1}\right)$, we define $s(c)$ as the string $\operatorname{pref}\left(s_{1}, s_{2}\right) \operatorname{pref}\left(s_{2}, s_{3}\right) \ldots \operatorname{pref}\left(s_{k}, s_{1}\right)$.

A semi-infinite string is a string obtained by concatenating an infinite number of finite strings. A semi-infinite string $s$ is periodic if $s=t s$ for a non-empty string $t$, that is, $s=t^{\infty}$.

A string $t$ is a factor of a string $s$ if $s=t^{i} y$ for an integer $i>0$, where $y$ is a (possibly empty) prefix $y$ of $t$. By factor $(s)$ of $s$, we denote the shortest factor of $s$ and we define $\operatorname{period}(s)=|\operatorname{factor}(s)|$. Finally, we say that a string $s$ has a periodicity of length $q$ for $q \leq|s|$ if $s$ is a prefix of the semi-infinite string $x^{\infty}$ for some string $x$ of length $q$.

Next, we need a basic observation.

- Observation 10. Let $s$ and $t$ be two strings that are substrings of some string $z$. Then, $|\operatorname{ov}(s, t)|>\min \{|s|,|t|\}-\operatorname{period}(z)$.

Proof. We can assume without loss of generality (w.l.o.g.) that $|s| \leq|t|$. This is because, otherwise, let $s_{R}, t_{R}$, and $z_{R}$ be the reverse of the strings $s$, $t$, and $z$, respectively. We observe that $\operatorname{ov}\left(t_{R}, s_{R}\right)=\operatorname{ov}(s, t)$ and period $\left(z_{R}\right)=\operatorname{period}(z)$. Clearly also $\left|s_{R}\right|=|s|$, $\left|t_{R}\right|=|t|$. Therefore, the inequality in the statement of the observation is equivalent to $\left|\operatorname{ov}\left(t_{R}, s_{R}\right)\right|>\min \left\{\left|s_{R}\right|,\left|t_{R}\right|\right\}-\operatorname{period}\left(z_{R}\right)$. Hence, if $|s|>|t|$ then $\left|t_{R}\right| \leq\left|s_{R}\right|$ and we can apply the arguments below to the strings $t_{R}, s_{R}$, and $z_{R}$ instead of $s, t$, and $z$ (in this order).

Since $s$ and $t$ are substrings of $z$ we can write them as $s=z[i, i+|s|-1]$ and $t=$ $z[j, j+|t|-1]$ for some $i$ and $j$. Because of the period of $z$, we can assume that $i \in[1, \operatorname{period}(z)]$ and $j \in[1, \operatorname{period}(z)]$.

- If $j \geq i$, we have $\operatorname{ov}(s, t)=z[j, i+|s|-1]$ and hence $|\operatorname{ov}(s, t)|=i-j+|s|>|s|-\operatorname{period}(z)$.
- If $j<i$ and $j+\operatorname{period}(z)>|z|$, then $j+\operatorname{period}(z)>|z| \geq i+|s|-1$ and hence, $|\operatorname{ov}(s, t)| \geq 0>j-i \geq|s|-\operatorname{period}(z)$.
- If $j<i$ and $j+\operatorname{period}(z) \leq|z|$, we observe that $t=z[j, j+|t|-1]$ also has $z[j+$ $\operatorname{period}(z), \min \{j+|t|-1+\operatorname{period}(z),|z|\}]$ as a prefix (indeed, if $j+|t|-1+\operatorname{period}(z) \leq|z|$ this is not just a prefix of $t$, but exactly $t$ ). Since $i \leq j+\operatorname{period}(z)$ and $|s| \leq|t|$, we have $\operatorname{ov}(s, t)=z[j+\operatorname{period}(z), i+|s|-1]$ and hence, $|\operatorname{ov}(s, t)|=i-j+|s|-\operatorname{period}(z)>$ $|s|-\operatorname{period}(z)$.

Proof of Lemma 9. Since $\operatorname{ov}(f)$ and $\operatorname{ov}\left(f^{\prime}\right)$ are substrings of $s(c)^{\infty}$, we use Observation 10 to get

$$
\begin{aligned}
\left|\operatorname{ov}\left(e^{\prime}\right)\right| & \geq \operatorname{ov}\left(\operatorname{ov}(f), \operatorname{ov}\left(f^{\prime}\right)\right) \mid \\
& >\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-\operatorname{period}\left(s(c)^{\infty}\right) \geq \min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
|\operatorname{ov}(e)| & +\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \\
& >|\operatorname{ov}(e)|+\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c)-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \\
& =|\operatorname{ov}(e)|-\max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c) .
\end{aligned}
$$

The following lemma is, also, due to [7]. Here, we state it in a slightly different way, but the proof is essentially the same and included in Appendix C for completeness.

- Lemma 11. Consider the edges $e=(u, v), f=\left(v^{\prime}, v\right), f^{\prime}=\left(u, u^{\prime}\right)$, and $e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$ between (not necessarily different) nodes $u, u^{\prime}, v, v^{\prime}$ in $G_{\text {ov. }}$. Suppose $u^{\prime}$ and $v^{\prime}$ are strings in the same cycle $c^{\prime}$ of CC and that whichever of $f$ or $f^{\prime}$ has larger overlap connects a string from cycle $c$ and a string from cycle $c^{\prime} \neq c$ (if $|\operatorname{ov}(f)|=\left|\operatorname{ov}\left(f^{\prime}\right)\right|$ then it is sufficient if one of them satisfies this). If $|\operatorname{ov}(e)| \geq w(c)+w\left(c^{\prime}\right)$, then

$$
|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|>\left|\operatorname{ov}\left(e^{\prime}\right)\right|-w\left(c^{\prime}\right) .
$$

The following lemma draws conclusions from the previous ones in a way that will be useful later for our analysis.

- Lemma 12. Consider the edges $e=(u, v), f=\left(v^{\prime}, v\right), f^{\prime}=\left(u, u^{\prime}\right)$, and $e^{\prime}=\left(v^{\prime}, u^{\prime}\right)$ between (not necessarily different) nodes $u, u^{\prime}, v, v^{\prime}$ in $G_{\text {ov. }}$. Suppose $e$ is an edge in a cycle $c$ of CC. Suppose further that $|\operatorname{ov}(e)| \geq \max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}$ and the edge of $f$ and $f^{\prime}$ that has larger overlap connects a string of cycle $c$ and a string of cycle $c^{\prime} \neq c$ (if $|\operatorname{ov}(f)|=\left|\operatorname{ov}\left(f^{\prime}\right)\right|$, then either one of $f$ and $f^{\prime}$ may satisfy this condition). All of the following statements hold:
(a) $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq 0$.
(b) If $w(c) \geq(\beta / 2-1 / 6) \cdot w\left(c^{\prime}\right)$, then $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq|\operatorname{ov}(e)|-\gamma w(c)$.
(c) If $w(c) \geq(\beta-1) \cdot w\left(c^{\prime}\right)$, then $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq|\operatorname{ov}(e)|-\gamma w(c)-$ $w\left(c^{\prime}\right) / 2+w(c) / 2$.
(d) Furthermore, if $v^{\prime}$ and $u^{\prime}$ are strings in the same cycle in CC, then also $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-$ $|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq \max \left\{\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right),|\operatorname{ov}(e)|-\gamma w(c)+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)\right\}$.

Proof. We show the relevant lower bounds on $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|$ separately.
(a) Due to Lemma 8, we have $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq 0$.
(b) If $w(c) \geq(\beta / 2-1 / 6) \cdot w\left(c^{\prime}\right)$, due to Lemma 9 , we have

$$
\begin{aligned}
|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| & \geq|\operatorname{ov}(e)|-\max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c) \\
& \geq|\operatorname{ov}(e)|-2 w(c)-w\left(c^{\prime}\right) \geq|\operatorname{ov}(e)|-\gamma w(c),
\end{aligned}
$$

where the second step uses Lemma 7 and the last inequality follows from $2+6 /(3 \beta-1)=\gamma$.
(c) If $w(c) \geq(\beta-1) \cdot w\left(c^{\prime}\right)$, we have due to Lemma 9 that

$$
\begin{aligned}
|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| & \geq|\operatorname{ov}(e)|-\max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w(c) \\
& \geq|\operatorname{ov}(e)|-2 w(c)-w\left(c^{\prime}\right) \\
& =|\operatorname{ov}(e)|-\frac{5}{2} w(c)-w\left(c^{\prime}\right) / 2-w\left(c^{\prime}\right) / 2+w(c) / 2 \\
& \geq|\operatorname{ov}(e)|-\gamma w(c)-w\left(c^{\prime}\right) / 2+w(c) / 2
\end{aligned}
$$

where the second step uses Lemma 7 and the last inequality follows from $5 / 2+1 /(2(\beta-$ 1)) $\leq \gamma$.


Figure 2 Illustration of the notation. Note that we also allow nodes to be equal to one another here, e.g., it could be that $w_{t}=w_{x}$, in which case $e_{t}=e_{2}^{\prime}, v_{h}=v_{x}, e_{h}=e_{1}^{\prime}$, and $f_{1}^{\prime}=f_{2}^{\prime}$.
(d) = Suppose $v^{\prime}$ and $u^{\prime}$ are strings in the same cycle in CC. If $|\operatorname{ov}(e)| \geq w(c)+w\left(c^{\prime}\right)$, we apply Lemma 11 to get $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq\left|\operatorname{ov}\left(e^{\prime}\right)\right|-w\left(c^{\prime}\right) \geq\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)$. Otherwise, we have $|\operatorname{ov}(e)|<w(c)+w\left(c^{\prime}\right)$ and hence,

$$
\begin{aligned}
|\operatorname{ov}(f)| \leq w(c)+w\left(c^{\prime}\right) & =w\left(c^{\prime}\right)+\gamma w(c)-(\gamma-1) w(c) \\
& \leq w\left(c^{\prime}\right)+(\gamma-1) o(c)-(\gamma-1) w(c) \\
& \leq w\left(c^{\prime}\right)+(\gamma-1)|\operatorname{ov}(e)|-(\gamma-1) w(c)<\gamma w\left(c^{\prime}\right),
\end{aligned}
$$

since it holds $\beta \geq \frac{\gamma}{\gamma-1}$ and $o(c)>\beta w(c)$ for any large or small cycle $c$ (recall that we assume that CC contains no extra large cycle). We get $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-$ $\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)| \geq\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)$.

- Suppose $v^{\prime}$ and $u^{\prime}$ are strings in the same cycle in CC. Due to Lemma 7,

$$
\begin{aligned}
|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(f)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| & \geq|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-2 \max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\} \\
& \geq|\operatorname{ov}(e)|-2 w(c)+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-2 w\left(c^{\prime}\right) \\
& \geq|\operatorname{ov}(e)|-\gamma w(c)+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right) .
\end{aligned}
$$

### 3.3 The Induction Step

We specify how an edge swap is made at a fixed step $i$ in which we obtain cycle cover $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$. We start by identifying the largest-overlap edge $m=\left(v_{t}, w_{h}\right)$ in $\mathrm{CC}_{i} \backslash \mathrm{CC}$, breaking ties arbitrarily. Six further edges will be important. First, let $e_{h}=\left(v_{h}, w_{h}\right)$ and $e_{t}=\left(v_{t}, w_{t}\right)$ be the edges in CC that share heads and tails with $m$, respectively. Further, let $f_{1}^{\prime}=\left(v_{x}, w_{t}\right)$ and $f_{2}^{\prime}=\left(v_{h}, w_{x}\right)$ be the two edges in $\mathrm{CC}_{i} \backslash \mathrm{CC}$ that share heads with $e_{t}$ and tails with $e_{h}$, respectively. Lastly, define $e_{1}^{\prime}=\left(v_{x}, w_{h}\right)$ and $e_{2}^{\prime}=\left(v_{t}, w_{x}\right)$. See Figure 2 for a summary of this notation. It is important to note that the six strings $v_{h}, w_{h}, v_{x}, w_{x}, v_{t}$, and $w_{t}$ are not necessarily different.

With this, we can define two potential edge swaps. In the first one, we add $e_{t}$ and $e_{1}^{\prime}$ to the cycle cover and instead remove $m$ and $f_{1}^{\prime}$. In the second one, we add $e_{h}$ and $e_{2}^{\prime}$ to the cycle over and instead remove $m$ and $f_{2}^{\prime}$. Which one of these two swaps we will perform depends on a few properties of the edges involved. First of all, we assume that $\left|\operatorname{ov}\left(e_{h}\right)\right| \geq\left|\operatorname{ov}\left(e_{t}\right)\right|$. Otherwise, all the remaining arguments follow symmetrically by considering $e_{t}$ instead of $e_{h}$ and vice versa. Furthermore, we have that

$$
\begin{equation*}
\left|\operatorname{ov}\left(e_{h}\right)\right| \geq|\operatorname{ov}(m)| \tag{11}
\end{equation*}
$$

since otherwise $|\operatorname{ov}(m)|>\left|\mathrm{ov}\left(e_{h}\right)\right| \geq\left|\operatorname{ov}\left(e_{t}\right)\right|$ and $m$ would be added to CC by the greedy algorithm for the optimal cycle cover before $e_{h}$ and $e_{t}$, contradicting the choice of $m$ as an edge of largest overlap in $\mathrm{CC}_{i} \backslash \mathrm{CC}$.

We observe that there are two reasons why $\phi(i+1)$ may be larger than $\phi(i)$.

- The first potential reason is a difference between the sets $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)$ and $\mathcal{M}\left(\mathrm{CC}_{i}\right)$. We know that $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \supseteq \mathcal{M}\left(\mathrm{CC}_{i}\right)$, because if a cycle $c$ is in $\mathcal{M}\left(\mathrm{CC}_{i}\right)$, then there is no edge in $\mathrm{CC}_{i}$ connecting a string of $c$ to a string of another cycle. That means that the edges $f$ and $f^{\prime}$ that we remove from $\mathrm{CC}_{i}$ in the process of constructing $\mathrm{CC}_{i+1}$ either have both their endpoints in $c$ or both their endpoints not in $c$. If both endpoints of both edges $f$ and $f^{\prime}$ are part of $c$, then also the two edges that are swapped in to obtain $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$ have their endpoints entirely in $c$. Therefore, $c$ would still be in $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)$ after the swap. If both endpoints of both edges $f$ and $f^{\prime}$ are outside of $c$, then also the two edges that are swapped in to obtain $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$ have their endpoints entirely outside of c. Again, $c$ would still be in $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)$ after the swap in this case. Finally, if one of $f$ and $f^{\prime}$ has both endpoints in $c$ and the other one has both endpoints outside of $c$, then the two edges that are swapped in both have one endpoint in $c$ and the other endpoint outside of $c$. However, this is not possible because one of the edges we swap in is $e_{h}$ or $e_{t}$ and must therefore be part of the optimal cycle cover CC.
We can further observe that $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$ must either be equal to $\emptyset,\{c\},\left\{c^{\prime}\right\}$, or $\left\{c, c^{\prime}\right\}$, where $c$ and $c^{\prime}$ are the cycles that $e_{h}$ and $e_{t}$ belong to in CC, respectively. (It is possible that $c=c^{\prime}$.) To see this, observe that one edge being swapped out to obtain $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$ is $m$ and that $m$ has one endpoint $\left(w_{h}\right)$ in $c$ and the other endpoint $\left(v_{t}\right)$ in $c^{\prime}$. However, for each cycle of CC, it is clear from a parity argument that the number of edges of $\mathrm{CC}_{i}$ connecting the cycle to other cycles must be even. Hence, for a cycle $c^{\prime \prime}$ to be in $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, each of the edges being swapped out must have a string from cycle $c^{\prime \prime}$ as an endpoint. This can only be true for $c$ or $c^{\prime}$ and not for any other cycle. Overall, if this reason for the difference between $\phi(i+1)$ and $\phi(i)$ applies, we have that

$$
\begin{aligned}
& \phi(i+1)-\phi(i)= \sum\left(\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i} \text { connects two strings of } c\right\}-\gamma \cdot w(c)\right. \\
& c \in \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right) \\
&\left.-\sum_{c^{\prime}:\left(c, c^{\prime}\right) \in R}\left(w\left(c^{\prime}\right)-\frac{o\left(c^{\prime}\right)}{2}\right)\right) .
\end{aligned}
$$

- The second potential reason why $\phi(i+1)$ may be larger than $\phi(i)$ is that for a cycle $c \in \mathcal{M}\left(\mathrm{CC}_{i}\right)$ the term $\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i}\right.$ connects two strings of $\left.c\right\}$ could change. However, this can only happen if $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\emptyset$ and, furthermore, it can only happen for a cycle $c$ when both edges $f$ and $f^{\prime}$ that are swapped out have both their endpoints in cycle $c$. In this case, all four strings involved in the swap (either $v_{h}, w_{x}, w_{h}$, and $v_{t}$ or $v_{x}, w_{t}, w_{h}$, and $v_{t}$ ), must be part of the same cycle in CC. If the value $\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i+1}\right.$ connects two strings of $\left.c\right\}$ is larger than the value $\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i}\right.$ connects two strings of $\left.c\right\}$, then an edge in $\arg \min \{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in$ $\mathrm{CC}_{i}$ connects two strings of $\left.c\right\}$ must have been swapped out. This means, that if $f$ and $f^{\prime}$ are the edges being swapped out to obtain $\mathrm{CC}_{i+1}$ from $\mathrm{CC}_{i}$, then $\min \{|\operatorname{ov}(\hat{e})| \mid$ $\hat{e} \in \mathrm{CC}_{i}$ connects two strings of $\left.c\right\}=\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}$. If $e$ and $e^{\prime}$ are the two edges being swapped in, the new value of $\min \left\{|\operatorname{ov}(\hat{e})| \mid \hat{e} \in \mathrm{CC}_{i+1}\right.$ connects two strings of $\left.c\right\}$ can be at most $\min \left\{|\operatorname{ov}(e)|,\left|\operatorname{ov}\left(e^{\prime}\right)\right|\right\}$ because $e$ and $e^{\prime}$ are in $\mathrm{CC}_{i+1}$ and satisfy the condition that they connect two strings of $c$. So overall, in this situation,

$$
\phi(i+1)-\phi(i) \leq \min \left\{|\operatorname{ov}(e)|,\left|\operatorname{ov}\left(e^{\prime}\right)\right|\right\}-\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}
$$

In summary, we note that only one of the two reasons can apply for any fixed step $i$. If there is an increase of $\phi(i+1)$ over $\phi(i)$ due to the first reason (a change in the set $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)$ compared to $\left.\mathcal{M}\left(\mathrm{CC}_{i}\right)\right)$, then there is no increase due to the second reason and vice versa.

We are now ready to complete the proof by showing how to select one of the two identified swap operations such that the total overlap increases by at least $\phi(i+1)-\phi(i)$.

- If $m$ connects two strings of the same cycle in CC, then observe that $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)=\mathcal{M}\left(\mathrm{CC}_{i}\right)$. We swap in $e_{h}$ and $e_{2}^{\prime}$ and swap out $f_{2}^{\prime}$ and $m$. Since $\left|\operatorname{ov}\left(e_{h}\right)\right| \geq|\operatorname{ov}(m)|$ by (11), we can apply Lemma 8 and establish that the total overlap does not decrease when this swap is performed.
Furthermore, if $v_{h}, w_{h}, v_{t}$, and $w_{x}$ all belong to the same cycle of CC, then the total overlap increases by $\left|\operatorname{ov}\left(e_{h}\right)\right|+\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right|-|\operatorname{ov}(m)| \geq\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-$ $\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right| \geq \min \left\{\left|\operatorname{ov}\left(e_{h}\right)\right|,\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|\right\}-\min \left\{\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right|,|\operatorname{ov}(m)|\right\}$, where the second inequality uses $\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right| \leq|\operatorname{ov}(m)|$ by the definition of $m$. This is the only case in which

$$
\min \left\{|\mathrm{ov}(e)| \mid e \text { is edge of } \mathrm{CC}_{i} \text { connecting two strings of cycle } c\right\}
$$

can change for a cycle in $c \in \mathcal{M}\left(\mathrm{CC}_{i}\right)$ and the increase is at least $\min \left\{\left|\operatorname{ov}\left(e_{h}\right)\right|,\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|\right\}-$ $\min \left\{\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right|,|\operatorname{ov}(m)|\right\} \geq \phi(i+1)-\phi(i)$, as required.

- If $m$ connects strings of two different cycles in CC and $\left|\operatorname{ov}\left(e_{t}\right)\right| \geq|\operatorname{ov}(m)|$. Let $c$ be the cycle of $e_{h}$ and $c^{\prime}$ be the cycle of $e_{t}$. If $w(c) \geq w\left(c^{\prime}\right)$, we swap in $e=e_{h}$ and $e^{\prime}=e_{2}^{\prime}$ and swap out $f^{\prime}=f_{2}^{\prime}$ and $m$. Otherwise, we swap in $e=e_{t}$ and $e^{\prime}=e_{1}^{\prime}$ and swap out $f^{\prime}=f_{1}^{\prime}$ and $m$.
We distinguish between these two cases:
- Suppose $w(c) \geq w\left(c^{\prime}\right)$.

Then, if $c^{\prime} \in \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, Lemma $12(\mathrm{~d})$ applies and we know that the increase in total overlap due to the swap is $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq \max \left\{\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\right.$ $\left.\gamma w\left(c^{\prime}\right),|\operatorname{ov}(e)|-\gamma w(c)+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)\right\} \geq \phi(i+1)-\phi(i)$, as required since $\phi(i+1)-\phi(i)$ is either equal to $\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)$ or equal to $|\operatorname{ov}(e)|-\gamma w(c)+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)$ depending on whether $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\left\{c^{\prime}\right\}$ or $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\left\{c^{\prime}, c\right\}$.
Otherwise, if $c^{\prime} \notin \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, Lemma 12 (a) and (b) both apply and we know that the increase in total overlap due to the swap is $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq$ $\max \{0, \operatorname{|ov}(e) \mid-\gamma w(c)\} \geq \phi(i+1)-\phi(i)$, as required since $\phi(i+1)-\phi(i)$ is either equal to 0 or equal to $|\operatorname{ov}(e)|-\gamma w(c)$ depending on whether $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\emptyset$ or $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\{c\}$.

- Suppose $w(c)<w\left(c^{\prime}\right)$.

Then, the same argument as above holds with the only difference being that the roles of $e$ and $e^{\prime}$ and of $c$ and $c^{\prime}$ are reversed. Specifically, if $c \in \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, Lemma 12(d) applies with the roles of $e$ and $e^{\prime}$ and the roles of $c$ and $c^{\prime}$ reversed. It follows that the increase in total overlap due to the swap is $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq$ $\max \left\{|\operatorname{ov}(e)|-\gamma w(c),\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)+|\operatorname{ov}(e)|-\gamma w(c)\right\} \geq \phi(i+1)-\phi(i)$, as required. Otherwise, if $c \notin \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, Lemma 12 (a) and (b) both apply (again with the roles of $e$ and $e^{\prime}$ and $c$ and $c^{\prime}$ reversed) and we know that the increase in total overlap due to the swap is $|\operatorname{ov}(e)|+\left|\operatorname{ov}\left(e^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right| \geq \max \left\{0,\left|\operatorname{ov}\left(e^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)\right\} \geq$ $\phi(i+1)-\phi(i)$, as required.

- If $m$ connects strings of two different cycles in CC and $\left|\operatorname{ov}\left(e_{t}\right)\right|<|\operatorname{ov}(m)|$, then we swap in $e_{h}$ and $e_{2}^{\prime}$ and swap out $f_{2}^{\prime}$ and $m$. Let $c$ be the cycle of $e_{h}$ and $c^{\prime}$ be the cycle of $e_{t}$.
- If $\mathcal{M}\left(\mathrm{CC}_{i+1}\right)=\mathcal{M}\left(\mathrm{CC}_{i}\right)$, then Lemma 12(a) shows that the total overlap does not decrease, while the potential $\phi(i)$ does not increase.
$=$ If $c^{\prime} \in \mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)$, then $w_{x}$ and $v_{t}$ must both be strings in cycle $c^{\prime}$ as otherwise, $v^{\prime}$ is a string of cycle $c^{\prime}$ and $w_{x}$ is a string of a different cycle and thus $e_{2}^{\prime}$, which is an edge in $\mathrm{CC}_{i+1}$, would connect a string of cycle $c^{\prime}$ to a string of another cycle. Thus, by Lemma $12(\mathrm{~d}),\left|\operatorname{ov}\left(e_{h}\right)\right|+\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right| \geq$ $\max \left\{\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right),\left|\operatorname{ov}\left(e_{h}\right)\right|-\gamma w(c)+\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-\gamma w\left(c^{\prime}\right)\right\} \geq \phi(i+1)-\phi(i)$, as required.
= If $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\{c\}$ and $\left(c, c^{\prime}\right) \in R$, we first observe

$$
w(c) \geq|\operatorname{ov}(m)|-w\left(c^{\prime}\right)>\left|\operatorname{ov}\left(e_{t}\right)\right|-w\left(c^{\prime}\right) \geq o\left(c^{\prime}\right)-w\left(c^{\prime}\right) \geq(\beta-1) \cdot w\left(c^{\prime}\right),
$$

where the third inequality follows from the fact that $e_{t}$ is an edge of the cycle $c^{\prime}$ and the last step follows because $c^{\prime}$ is not extra large. Therefore, we can apply Lemma $12(\mathrm{c})$ which is sufficient because $w(c) / 2-w\left(c^{\prime}\right) / 2=w(c) / 2+w\left(c^{\prime}\right) / 2-w\left(c^{\prime}\right) \geq$ $|\operatorname{ov}(m)| / 2-w\left(c^{\prime}\right) \geq o\left(c^{\prime}\right) / 2-w\left(c^{\prime}\right)$ and therefore, $\left|\operatorname{ov}\left(e_{h}\right)\right|+\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right| \geq$ $|\operatorname{ov}(e)|-\gamma w(c)-w\left(c^{\prime}\right) / 2+w(c) / 2 \geq|\operatorname{ov}(e)|-\gamma w(c)-w\left(c^{\prime}\right)+o\left(c^{\prime}\right) / 2 \geq \phi(i+1)-\phi(i)$, as required.
= If $\mathcal{M}\left(\mathrm{CC}_{i+1}\right) \backslash \mathcal{M}\left(\mathrm{CC}_{i}\right)=\{c\}$ and $\left(c, c^{\prime}\right) \notin R$, there are two possibilities.

1. If $c^{\prime}$ is a small cycle, then $w\left(c^{\prime}\right) \leq o\left(c^{\prime}\right)-w\left(c^{\prime}\right) \leq \operatorname{ov}\left(e_{t}\right)\left|-w\left(c^{\prime}\right)<|\operatorname{ov}(m)|-w\left(c^{\prime}\right) \leq\right.$ $w(c)$, where the first step uses the definition of a small cycle and the last step uses Lemma 7.
2. If $c^{\prime}$ is a large cycle and $\left(c, c^{\prime}\right) \notin R$, then, because $|\operatorname{ov}(m)|>\left|\operatorname{ov}\left(e_{t}\right)\right| \geq \beta w\left(c^{\prime}\right)$ by the definition of related cycles, $w(c)>(\beta / 2-1 / 6) \cdot w\left(c^{\prime}\right)$.
Either way $w(c)>(\beta / 2-1 / 6) \cdot w\left(c^{\prime}\right)$, which means that Lemma 12(b) implies $\left|\operatorname{ov}\left(e_{h}\right)\right|+\left|\operatorname{ov}\left(e_{2}^{\prime}\right)\right|-|\operatorname{ov}(m)|-\left|\operatorname{ov}\left(f_{2}^{\prime}\right)\right| \geq \operatorname{|ov}\left(e_{h}\right) \mid-\gamma w(c) \geq \phi(i+1)-\phi(i)$, as required.
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## A Deriving Approximation Guarantees from Theorem 3

The technical contribution of the paper is proving Theorem 3 that shows an improved inequality for overlaps of cycle-closing edges in terms of the optimal superstring length $n$ and the length $w$ of the optimal cycle cover CC. In the next two subsections, we explain how our improved approximation guarantees follow, using essentially the same arguments (and algorithms) as in previous work.

## A. 1 The GREEDY Algorithm for SSP

The $|S|^{2}$ edges of the overlap graph $G_{\text {ov }}$ are assumed to be ordered by non-increasing overlap length. The GREEDY algorithm for SSP chooses edges from this order, unless an edge shares an endpoint with an already chosen edge or closes a cycle. The edges corresponding to the latter case are called bad back edges. As proven in [3], bad back edges do not intersect each other, forming a laminar family of edges. Each inner-most bad back edge forms a cycle
in the output of GREEDY and each such cycle is called culprit. The sum of lengths of all culprit cycles is denoted by $w_{c}$ and the sum of overlap lengths of the cycle-closing edges of all culprits is denoted by $o_{c}$.

Blum et al. have shown the following two inequalities (Section 5 in [3]):

$$
\begin{align*}
|\operatorname{GREEDY}(S)| & \leq 2 n+o_{c}-w_{c}  \tag{12}\\
o & \leq n+2 w \tag{13}
\end{align*}
$$

Moreover, the application of the GREEDY algorithm for the optimal cycle cover CC on the set of strings comprising the culprit cycles only, outputs the exact same set of culprit cycles (Lemma 15 in [3]). By this and (13) it follows that $o_{c} \leq n+2 w_{c}$, which by (12) gives $|\operatorname{GREEDY}(S)| \leq 4 n$, completing their proof.

Theorem 3 shows that $o \leq n+\frac{\sqrt{67}-4}{3} w$ which implies that $o_{c} \leq n+\frac{\sqrt{67}-4}{3} w_{c}$ using the same syllogism (Lemma 15 in [3]). By this and (12), we have $|\operatorname{GREEDY}(S)| \leq \frac{\sqrt{67}+2}{3} n \approx 3.396 \cdot n$, completing our proof.

## A. 2 SSP Algorithms Based on Max-ATSP Approximations

Blum et al. proposed the following 4-approximate SSP algorithm, called MGREEDY:

1. Apply GREEDY to find an optimal cycle cover CC.
2. Open all cycle-closing edges in CC to obtain a set of strings called representatives.
3. Concatenate the representatives in an arbitrary order.

If instead of concatenating the representatives in the third step, we merge them using a Max-ATSP approximation algorithm (executed on the overlap graph of the representatives), then we will obtain an SSP approximation algorithm which, obviously, cannot perform worse. This is the idea behind the 3-approximate TGREEDY algorithm [3]. The Max-ATSP algorithm utilized as a black-box within TGREEDY is GREEDY, which had been already shown [21, 23] to be a $\frac{1}{2}$-approximate Max-ATSP algorithm for the overlap graphs.

We will need the following theorem from [7], which has already appeared in similar forms in literature (e.g., $[3,4,15]$ ).

- Theorem 13. If MGREEDY is a $(2+\zeta)$-approximate $S S P$ algorithm and there exists a $\delta$-approximate algorithm for Max-ATSP then there exists a $(2+(1-\delta) \cdot \zeta)$-approximate SSP algorithm.

Showing that $o \leq n+(\sqrt{67}-4) w / 3 \approx n+1.396 w$ implies that MGREEDY is a 3.396approximate SSP algorithm, since $|\operatorname{MGREEDY}(S)|=w+o \leq w+n+(\sqrt{67}-4) w / 3<3.396 n$. Moreover, the currently best Max-ATSP approximation algorithms are $\frac{2}{3}$-approximate, due to Kaplan et al. [10] or due to Paluch et al. [17]. Setting $\delta=\frac{2}{3}$ and $\zeta=(\sqrt{67}-4) / 3 \approx 1.396$ in Theorem 13, we obtain an SSP algorithm with approximation guarantee $\frac{\sqrt{67}+14}{9} \approx 2.466$. Finally, regarding TGREEDY, setting $\delta=\frac{1}{2}$ and $\zeta=(\sqrt{67}-4) / 3 \approx 1.396$ in Theorem 13, we improve the approximation guarantee of TGREEDY to $(\sqrt{67}+8) / 6 \approx 2.698$, from $(25+\sqrt{57}) / 12 \approx 2.712$ as shown in $[7]$.

## B Dealing with extra large cycles (as in [7])

Let $\bar{S} \subseteq S$ be the subset of strings that belong to all small and large cycles of CC. Observation 5.1 in [7] implies that the optimal cycle cover for $\bar{S}$ (in short CC $(\bar{S})$ ) consists of all small and large cycles of the optimal cycle cover for $S$ (for simplicity denoted by $\mathrm{CC}(S)=\mathrm{CC}$ ), while the optimal cycle cover for $S-\bar{S}$ (in short CC $(S-\bar{S})$ ) consists of all extra large cycles of CC $(S)$.

Let $\hat{w}$ denote the sum of lengths of the (extra large) cycles in $\mathrm{CC}(S-\bar{S})$ and let $\hat{o}$ be the sum of overlap lengths of the cycle-closing edges of the cycles in CC $(S-\bar{S})$. Similarly, let $\bar{o}$ be the sum of overlap lengths of the cycle-closing edges in $\mathrm{CC}(\bar{S})$ and let $\bar{w}$ be the sum of lengths of the cycles in $\mathrm{CC}(\bar{S})$.

Proving $o \leq n+\beta \cdot w$ for input $\bar{S}$ implies that $\bar{o} \leq|\mathrm{OPT}(\bar{S})|+\beta \cdot \bar{w}$, and assuming this, we show $o \leq n+\beta \cdot w$. Indeed, we take the sum of inequality $\bar{o} \leq|\operatorname{OPT}(\bar{S})|+\beta \cdot \bar{w}$ with inequality $\hat{o} \leq \beta \cdot \hat{w}$ (which holds by the definition of extra large cycles) and obtain:

$$
o=\bar{o}+\hat{o} \leq|\mathrm{OPT}(\bar{S})|+\beta \cdot \bar{w}+\beta \cdot \hat{w}=|\mathrm{OPT}(\bar{S})|+\beta \cdot w \leq n+\beta \cdot w
$$

where the penultimate step uses $w=\bar{w}+\hat{w}$ and the last inequality uses $|\operatorname{OPT}(\bar{S})| \leq$ $|\mathrm{OPT}(S)|=n$, which follows from $\bar{S} \subseteq S$. Therefore, for proving $o \leq n+\beta \cdot w$, we assume w.l.o.g. that $\mathrm{CC}(S)=\mathrm{CC}$ has no extra large cycle.

## C Lemma 11 (slightly modified from [7])

For completeness, we include a proof of Lemma 11. The proof is almost identical to the one in [7] with only very minor changes to make it more general.

We start by stating a corollary, a version of which is already stated in [7] and in slight variations has been known already before (e.g. see Lemma 9 in [3] and Lemma 7 in [15]).

- Corollary 14. Let $c$ and $c^{\prime}$ be any two cycles of CC. Any string $h$, which is a substring of both $s(c)^{\infty}$ and $s\left(c^{\prime}\right)^{\infty},{ }^{1}$ satisfies $|h|<w(c)+w\left(c^{\prime}\right)$.

This enables us to restate the proof of Lemma 11.
Proof of Lemma 11. We show that $|\operatorname{ov}(e)|>|\operatorname{ov}(f)|+\left|\operatorname{ov}\left(f^{\prime}\right)\right|-w\left(c^{\prime}\right)$, which implies the lemma. If $\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\} \leq w\left(c^{\prime}\right)$, this inequality holds because by using Lemma 7 , we get

$$
\begin{aligned}
|\operatorname{ov}(e)| & \geq w(c)+w\left(c^{\prime}\right) \\
& >\max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\} \\
& \geq \max \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}+\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}-w\left(c^{\prime}\right) \\
& =|\operatorname{ov}(f)|+\left|\operatorname{ov}\left(f^{\prime}\right)\right|-w\left(c^{\prime}\right) .
\end{aligned}
$$

Hence, for the remainder of the proof, we assume that we have $\min \left\{|\operatorname{ov}(f)|,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right\}>w\left(c^{\prime}\right)$.
Now, assume for contradiction that $|\operatorname{ov}(e)| \leq|\operatorname{ov}(f)|+\left|\operatorname{ov}\left(f^{\prime}\right)\right|-w\left(c^{\prime}\right)$. We claim that in this case $\operatorname{ov}(e)$ has a periodicity of length $w\left(c^{\prime}\right)$, i.e., ov $(e)$ is a prefix of $x^{\infty}$ for some string $x$ with $|x|=w\left(c^{\prime}\right)$. To show this, first recall that $|\operatorname{ov}(e)| \geq w(c)+w\left(c^{\prime}\right)>\max \left\{\left|\operatorname{ov}\left(f^{\prime}\right)\right|,|\operatorname{ov}(f)|\right\}$ by Lemma 7. Since $o v(f)$ is a prefix of $v$ and a suffix of $v^{\prime}$ and since ov $(e)$ is a prefix of $v$, the first $|\operatorname{ov}(f)|$ characters of $\operatorname{ov}(e)$ are also a suffix of $v^{\prime}$, i.e.,

$$
\operatorname{ov}(e)[1,|\operatorname{ov}(f)|]=\operatorname{ov}(f)=v^{\prime}\left[\left|v^{\prime}\right|-|\operatorname{ov}(f)|+1,\left|v^{\prime}\right|\right] .
$$

Similarly, since $\operatorname{ov}\left(f^{\prime}\right)$ is a prefix of $u^{\prime}$ and a suffix of $u$ and since $\operatorname{ov}(e)$ is a suffix of $u$, we get that

$$
\operatorname{ov}(e)\left[|\operatorname{ov}(e)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|+1,|\operatorname{ov}(e)|\right]=\operatorname{ov}\left(f^{\prime}\right)=u^{\prime}\left[1,\left|\operatorname{ov}\left(f^{\prime}\right)\right|\right] .
$$

[^21]Observe that for all $1 \leq i \leq|\operatorname{ov}(e)|-w\left(c^{\prime}\right)$, a character at position $i$ of ov $(e)$ must be the same as the character at position $i+w\left(c^{\prime}\right)$ of $o v(e)$. Indeed, if $i+w\left(c^{\prime}\right) \leq|\operatorname{ov}(f)|$, this is true as $v^{\prime}$ has a periodicity of length $w\left(c^{\prime}\right)$. If $i>|\operatorname{ov}(e)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|$, it is true because $u^{\prime}$ has a periodicity of length $w\left(c^{\prime}\right)$. One of these two cases must apply because otherwise, $i+w\left(c^{\prime}\right)>|\operatorname{ov}(f)|$ and $i \leq|\operatorname{ov}(e)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|$, which implies $|\operatorname{ov}(f)|-w\left(c^{\prime}\right)<i \leq|\operatorname{ov}(e)|-\left|\operatorname{ov}\left(f^{\prime}\right)\right|$, contradicting our assumption that $\left|\operatorname{ov}\left(f^{\prime}\right)\right|+|\operatorname{ov}(f)| \geq|\operatorname{ov}(e)|+w\left(c^{\prime}\right)$. Hence, ov $(e)$ has a periodicity of length $w\left(c^{\prime}\right)$ (in particular, period $(\mathrm{ov}(e)) \leq w\left(c^{\prime}\right)$ ).

Next, we show that $\operatorname{ov}(e)$ is a substring of the semi-infinite string $s\left(c^{\prime}\right)^{\infty}$. Because ov $(e)$ has a periodicity of length $w\left(c^{\prime}\right)$ and $s\left(c^{\prime}\right)^{\infty}$ has period $w\left(c^{\prime}\right)$, it is sufficient to argue that the first $w\left(c^{\prime}\right)$ characters of ov $(e)$ are a substring of $s\left(c^{\prime}\right)^{\infty}$. This is indeed the case since $\operatorname{ov}(e)[1,|\operatorname{ov}(f)|]$ is a substring of $v^{\prime}$ which is a substring of $s\left(c^{\prime}\right)^{\infty}$ and we assume that $|\operatorname{ov}(f)|>w\left(c^{\prime}\right)$.

Since ov $(e)$ is a substring of $s\left(c^{\prime}\right)^{\infty}$ as well as of $s(c)^{\infty}$ (because ov $(e)$ is a substring of a string that is part of $c$ ), Corollary 14 implies $|\operatorname{ov}(e)|<w(c)+w\left(c^{\prime}\right)$ which contradicts the assumption of the lemma.
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#### Abstract

We give a new rapid mixing result for a natural random walk on the independent sets of a graph $G$. We show that when $G$ has bounded treewidth, this random walk - known as the Glauber dynamics for the hardcore model - mixes rapidly for all fixed values of the standard parameter $\lambda>0$, giving a simple alternative to existing sampling algorithms for these structures. We also show rapid mixing for analogous Markov chains on dominating sets, $b$-edge covers, $b$-matchings, maximal independent sets, and maximal $b$-matchings. (For $b$-matchings, maximal independent sets, and maximal $b$-matchings we also require bounded degree.) Our results imply simpler alternatives to known algorithms for the sampling and approximate counting problems in these graphs. We prove our results by applying a divide-and-conquer framework we developed in a previous paper, as an alternative to the projection-restriction technique introduced by Jerrum, Son, Tetali, and Vigoda. We extend this prior framework to handle chains for which the application of that framework is not straightforward, strengthening existing results by Dyer, Goldberg, and Jerrum and by Heinrich for the Glauber dynamics on $q$-colorings of graphs of bounded treewidth and bounded degree.
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## 1 Introduction

The Glauber dynamics on independent sets in a graph - motivated in part by modeling systems in statistical physics - is a Markov chain in which one starts at an arbitrary independent set, then repeatedly chooses a vertex at random and, with probability that depends on a fixed parameter $\lambda>0$, either removes the vertex from the set (if it is in the set), or adds it to the set (if it is not in the set and has no neighbor in the set). This chain, which samples from the hardcore model on independent sets, has seen recent rapid mixing results under various conditions. In addition to independent sets, similar dynamics have been studied for a number of other structures - including, for example, $q$-colorings, matchings, and edge covers (more generally, $b$-matchings and $b$-edge covers).


### 1.1 Our contribution

We prove that the hardcore Glauber dynamics mixes rapidly on graphs of bounded treewidth for all fixed $\lambda>0$, and that the Glauber dynamics on partial $q$-colorings (for all $\lambda>0$ ) of a graph of bounded treewidth, and on $q$-colorings of a graph of bounded treewidth and degree, mix rapidly. Marc Heinrich proved the latter result, namely for $q$-colorings, in a 2020 preprint [10]. Heinrich's result applies to all graphs of bounded treewidth; however, for graphs of bounded treewidth and degree, whose degree is less than quadratic in their treewidth, we improve on Heinrich's upper bound - provided that $q$ is fixed. We also prove that the analogous dynamics on the $b$-edge covers (when $b$ is bounded) and the dominating sets of a graph of bounded treewidth mix rapidly for all $\lambda>0$. In a similar vein, we prove that three additional chains - on $b$-matchings (when $\lambda>0$ ), on maximal independent sets, and on maximal $b$-matchings - mix rapidly in graphs of bounded treewidth and degree.

To prove our results, we apply a framework we introduced in a companion paper [6] that uses the multicommodity flow technique (essentially the same as the canonical paths technique) for bounding mixing times. (We previously presented this framework in a preprint of the present paper [5].) The framework consists of a set of conditions (which we will define in Section 3.3) that guarantee rapid mixing; these conditions make progress towards unifying prior work on similar Glauber dynamics with prior work on probabilistic graphical models. In that paper [6], we also proved that the flip walk on the $k$-angulations of a convex $n$-point set mixes in time quasipolynomial in $n$ for all fixed $k \geq 3$, although the special case $k=3$ was known already to mix rapidly [15]. Thus our framework applies beyond graphical models and graph sampling problems.

### 1.2 Main results

Our main results are the following (see Section 2 for relevant definitions).

- Theorem 1. The hardcore Glauber dynamics mixes in time $n^{O(t)}$ on graphs of treewidth $t$ for all fixed $\lambda>0$.
- Theorem 2. The (unbiased) Glauber dynamics on $q$-colorings (when $q \geq \Delta+2$ is fixed) mixes in time $n^{O(t)}$ on graphs of treewidth $t$ and bounded degree when $q$ is fixed. The Glauber dynamics on partial $q$-colorings (when $q \geq \Delta+2$ is fixed) mixes in time $n^{O(t)}$ on graphs of treewidth $t$ for all fixed $\lambda>0$.
- Theorem 3. The Glauber dynamics on b-edge covers mixes in time $n^{O\left(t^{2}\right)}$ on graphs of treewidth $t$, for all fixed $b \geq 1$ and fixed $\lambda>0$. The Glauber dynamics on dominating sets mixes in time $n^{O(t)}$ on graphs of treewidth $t$ for all fixed $\lambda>0$. The Glauber dynamics on b-matchings mixes in time $n^{O(t)}$ on graphs of treewidth $t$ and bounded degree $\Delta$ for all fixed $\lambda>0$ and fixed $b \geq 1$.
- Theorem 4. There exist Markov chains on maximal independent sets and maximal bmatchings, whose stationary distributions are uniform, that mix in time $n^{O(t)}$ on graphs of treewidth $t$ and bounded degree.


### 1.3 The framework: recursive flow construction

A multicommodity flow in an undirected graph $G=(V, E)$ with $n$ vertices is a set of $n^{2}$ flows, one flow for each ordered pair of vertices $(s, t)$, where each flow sends one unit of a commodity from $s$ to $t$. More precisely, take each (undirected) edge in $E$ and make two directed copies,
one in each direction; let $E^{+}=\bigcup_{\{u, v\} \in E}\{(u, v),(v, u)\}$ denote the set of all these directed copies. A multicommodity flow is a collection of functions $f_{s t}: E^{+} \rightarrow \mathbb{R}_{\geq 0}$ such that each $f_{s t}$ is a valid flow function, with $s$ (respectively $t$ ) having net out flow (respectively in flow) equal to one, and all other vertices having zero net flow. If a multicommodity flow exists in $G$ with small congestion - i.e. one in which no edge carries too much flow - then the natural Markov chain whose states are the vertices of $G$ mixes rapidly.

The chains we analyze are natural random walks on a Glauber graph $\mathcal{M}(G)^{1}$ - the graph whose vertices are the structures over which the random walk is performed, and whose edges are the pairs of these structures with symmetric distance equal to one. For example, in the case of independent sets, $\mathcal{M}(G)$ has as its vertex set the collection of all independent sets in $G$, and as its edge set the collection of all (unordered) pairs of independent sets $S, S^{\prime}$ in $G$ such that $S=S^{\prime} \cup\{v\}$ for some $v \in V(G)$. Thus each of these random walks is performed on a graph that may be exponentially large with respect to the size of the input graph. In our previous work [6], we showed that when all of a certain set of conditions hold, we can construct a multicommodity flow in $\mathcal{M}(G)$ with congestion polynomial in $n=|V(G)|$, implying that the walk on $\mathcal{M}(G)$ mixes rapidly. The conditions specify that $\mathcal{M}(G)$ can be partitioned into a small number of induced subgraphs, all of which are approximately the same size, with large numbers of edges between pairs of the subgraphs. The conditions require that each of these induced subgraphs can be decomposed into smaller Glauber graphs that are similar in structure to $\mathcal{M}(G)$. This self similarity allows for the recursive construction of a multicommodity flow, by assembling flows on smaller Glauber graphs together into a flow in $\mathcal{M}(G)$ with small congestion.

### 1.4 Projection-restriction and prior work on the hardcore model

Prior work on rapid mixing of Markov chains on subset systems includes the special case of matroid polytopes. For this case, recent results [2, 1] have partly solved a 30 -year-old conjecture of Mihail and Vazirani [16]. Other prior work uses multicommodity flows (and the essentially equivalent canonical paths technique) to obtain polynomial mixing upper bounds on structures of exponential size, including matchings and $0 / 1$ knapsack solutions [17, 9]. Madras and Randall [13] used a decomposition of the hardcore model state space to prove rapid mixing under different conditions. We also decompose the state space, but our approach is different and is more similar to Heinrich's [10] application of the projection-restriction technique introduced by Jerrum, Son, Tetali, and Vigoda [11]. This technique involves partitioning the state space of a chain into a collection of sub-state spaces, each of which internally has a good spectral gap - a property that implies rapid mixing - and all of which are well connected to one another. Heinrich used the vertex separation properties of boundedtreewidth graphs to obtain an inductive argument: the resulting sub-spaces are themselves Cartesian products of chains on smaller graphs, and thus mix rapidly. (See Lemma 16.) We partition the state space recursively using the same vertex separation properties, and indeed for the chains on $b$-matchings and $q$-colorings in bounded-treewidth, bounded-degree graphs, combining these properties straightforwardly with the existing spectral projection-restriction machinery of [11] suffices for rapid mixing. The main contribution in this paper is to extend the framework to chains for which this application is not straightforward. That is, we give general conditions for constructing a multicommodity flow in the projection chain with small

[^22]congestion, giving a good spectral gap in the projection chain. One may then apply induction using the spectral machinery of [11] to obtain rapid mixing in the overall chain; alternatively, one can substitute the flow-based machinery from our companion paper [6] for the spectral technique.

In the case of independent sets, Jerrum, Son, Tetali, and Vigoda [11] applied their technique to a special case of the hardcore model, namely regular trees. However, it was not clear how to generalize this application to bounded-treewidth graphs - since showing the spectral gap of the projection chain is sufficiently large is not straightforward. Martinelli, Sinclair, and Weitz [14] showed that the Glauber dynamics on the hardcore model mixes in $O(n \log n)$ time on the complete $\Delta$-1-ary tree with $n$ nodes, but they did not address general trees. Berger, Kenyon, Mossel, and Peres [3] showed rapid mixing for $q$-colorings of regular trees with unbounded degree but also did not address general trees. Our first main technical contribution is to show rapid mixing for general bounded-treewidth graphs by introducing the hierarchical version of our framework, in which we construct a flow with small congestion in the projection chain; we show that this construction gives rapid mixing for dominating sets, partial $q$-colorings, and $b$-edge covers in bounded-treewidth graphs. We solve another problem: the technical theorem in [11] as stated requires each of the state spaces in the partition to be a Cartesian product of chains on smaller spaces. For four of our eight chains - those on dominating sets, $b$-edge covers, maximal $b$-matchings, and maximal independent sets - the sub-spaces obtained in the decomposition are not a disjoint union of Cartesian products but may each be a union of Cartesian products, or may be mutually intersecting. In some cases, the sub-spaces may even induce disconnected restriction chains. Our second main contribution is to resolve this problem, using the structure of the state spaces of Glauber dynamics as graphs. We discuss this in the appendix of the full version.

### 1.5 Paper organization

In Section 2, we give relevant background. In Section 3, we use the chain on independent sets to review the "non-hierarchical" version of our framework (the version we gave in our companion paper) - which works for this chain when treewidth and degree are bounded. In the appendix of the full version we apply it to $q$-colorings and to $b$-edge covers and $b$ matchings. To fully prove Theorem 1 and Theorem 3, we need to deal with unbounded-degree graphs - our first main technical contribution. In Section 4, we modify the framework to do so, proving Theorem 1 for $\lambda=1$. We defer some details to the appdenix of the full version, where we also finish the proof of Theorem 2 for $\lambda=1$. We prove the general case $\lambda>0$ of Theorems 1 and 2 in the appendix of the full version. We finish the proofs of Theorems 3 and 4 in the appendix of the full version: applying the framework to the relevant chains requires a further refinement of the framework. In all of the above, we prove rapid mixing but defer derivation of specific upper bounds to the appendix of the full version.

## 2 Preliminaries

### 2.1 Glauber dynamics

- Definition 5. The hardcore Glauber dynamics on a graph $G$ is the following chain, defined with respect to a fixed real parameter $\lambda>0$ :

1. Let $X_{0}$ be an arbitrary independent set in $G$.
2. For $t \geq 0$, select a vertex $v \in V(G)$ uniformly at random.
3. If $v \notin X_{t}$ and $X_{t} \cup\{v\}$ is not a valid independent set, do nothing.

## 4. Otherwise:

$$
\begin{aligned}
& \text { Let } X_{t+1}=X_{t} \cup\{v\} \text { with probability } \lambda /(\lambda+1) \text {. } \\
& \text { Let } X_{t+1}=X_{t} \backslash\{v\} \text { with probability } 1 /(\lambda+1) .
\end{aligned}
$$

Graph-theoretically, the Glauber dynamics is defined as follows: let the indepdendent set Glauber graph $\mathcal{M}_{\mathrm{IS}}(G)$ denote the graph whose vertices are identified with the independent sets of a given graph $G$, and whose edges are the pairs of independent sets whose symmetric difference is one. The hardcore Glauber dynamics is a Markov chain, parameterized by $\lambda>0$, with state space $\Omega=V\left(\mathcal{M}_{\mathrm{IS}}(G)\right)$ and probability matrix $P$, where for $S, S^{\prime} \in V(\mathcal{M}(G))$ with $S \neq S^{\prime}, P\left(S, S^{\prime}\right)=\lambda /\left(\Delta_{\mathcal{M}}(\lambda+1)\right)$ when $\left|S^{\prime} \backslash S\right|=1$, and $P\left(S, S^{\prime}\right)=1 /\left(\Delta_{\mathcal{M}}(\lambda+1)\right)$ when $\left|S \backslash S^{\prime}\right|=1$. If $S=S^{\prime}$, then $P\left(S, S^{\prime}\right)=1-\sum_{S^{\prime \prime} \neq S} P\left(S, S^{\prime \prime}\right)$. (Here $\Delta_{\mathcal{M}}$ is the maximum degree of the Glauber graph - i.e. the maximum number of neighboring states that a state $S$ can have.) The Glauber graph has vertex set $\Omega$ and adjacency matrix $P$ - up to the addition of self loops and normalization by degree. (When $\lambda \neq 1$ this graph can still be augmented with suitable weights so that the walk on the graph is the Glauber dynamics.)

### 2.2 Mixing time

To generate, approximately uniformly at random, an object of a given class - such as an independent set in a given graph - one can conduct a random walk on a graph whose vertices are the objects of interest, and whose edges represent local moves between the objects (or states). It is known that under certain mild conditions satisfied by as all our chains (see the appendix of the full version), the walk converges to the uniform distribution in the limit. The rate of convergence is important: in the case of subset systems such as those we consider, the walk takes place over an exponentially large number of subsets defined over an underlying set of size $n$. If the convergence, or mixing time, of the walk is polynomial in $n$, then the random walk is said to be rapidly mixing. The mixing time is denoted $\tau(\varepsilon)$, where $\varepsilon$ denotes the desired precision of convergence to the uniform distribution, and the value of $\tau$ at $\varepsilon$ is the minimum number of steps in the random walk before convergence is guaranteed. Convergence is measured via the total variation distance [19] between the distribution over states induced by the walk at a given time step, and the uniform distribution. One can obtain non-uniform stationary distributions by weighting the graph - see the appendix of the full version. See Levin, Peres, and Wilmer [12] for a comprehensive treatment of rapid mixing.

A Markov chain, given a starting state $S \in \Omega$, induces a probability distribution $\pi_{t}$ at each time step $t$. The Glauber dynamics is known, regardless of starting state, to converge in the limit to a stationary distribution $\pi^{*}(S)=\lambda^{|S|} / Z(\mathcal{M}(G))$, where the term $Z(\mathcal{M}(G))$ is simply a normalizing value. When $\lambda$ is unspecified, assume $\lambda=1$ (the uniform case). The mixing time is defined as follows:

Given an arbitrary $\varepsilon>0$, the mixing time, $\tau(\varepsilon)$, of a Markov chain with state space $\Omega$ and stationary distribution $\pi^{*}$ is the minimum time $t$ such that, regardless of starting state, we always have $\frac{1}{2} \sum_{S \in \Omega}\left|\pi(S)-\pi^{*}(S)\right|<\varepsilon$. Suppose the chain belongs to a family of Markov chains, the size of whose state space is parameterized by some value $n$. Here, $|\Omega|$ may be exponential in $n$. If $\tau(\varepsilon)$ is bounded by a polynomial function in $\log (1 / \varepsilon)$ and in $n$, the chain is said to be rapidly mixing. It is common to omit the parameter $\varepsilon$ and assume $\varepsilon=1 / 4$.

### 2.3 Treewidth and vertex separators

- Definition 6 ([18]). A tree decomposition of a graph $G=(V, E)$ is a collection of sets $\left\{X_{i}\right\}, i=1, \ldots, k$, called bags, together with a tree $T$, whose nodes are identified with the bags $\left\{X_{i}\right\}$, such that all of the following hold:

1. Every vertex in $V$ lies in some bag, i.e. $\bigcup_{i=1}^{k} X_{i}=V$.
2. For every $(u, v) \in E$, the vertices $u$ and $v$ belong to at least one bag $X_{i}$ together, i.e. for some $i, u \in X_{i}$ and $v \in X_{i}$.
3. The collection of all bags containing any given vertex $v \in V$, i.e. $\left\{X_{i} \mid v \in X_{i}\right\}$ forms a (connected) subtree of $T$.

- Definition 7 ([18]). The width of a tree decomposition is one less than the size of the largest bag in the decomposition. The treewidth of a graph $G$ is the minimum $t$ such that a tree decomposition of $G$ exists with width $t$.

Intuitively, treewidth measures how far away a graph is from being a tree. For example, trees have treewidth one; a graph consisting of a single cycle of size at least three has treewidth two. Treewidth is of interest in large part because many NP-hard problems become tractable on graphs of bounded treewidth. For a full definition of treewidth and a survey of this phenomenon, known as fixed-parameter tractability, see [4].

For our purposes, treewidth is of interest due to its relationship to vertex separators: a vertex set $X \subseteq V$ in a graph $G=(V, E)$ is called a vertex separator if the deletion of $X$ from $V$ leaves the induced subgraph on the remaining vertices disconnected. Say that $X$ is a balanced separator if deleting $X$ partitions $V$ into mutually disconnected subsets $A \cup B=V \backslash X$ such that $|V| / 3 \leq|A| \leq|B| \leq 2|V| / 3$. A graph $G$ is recursively s-separable [7] if either (i) $|V(G)| \leq 1$, or (ii) $G$ has a balanced separator $X$ with $|X| \leq s$ and, after deleting $X$, the resulting subsets $A$ and $B$ induce subgraphs of $G$ that are each recursively $s$-separable.

The following is known and easy to prove [7]:

- Lemma 8. Every graph with treewidth $t \geq 1$ is recursively s-separable for all $s \geq t+1$.


## $3 \quad \lambda=1$ : Bounded treewidth and degree

To build up to the proof of Theorem 1, we first show a weaker result: that the unifrom hardcore Glauber dynamics mixes rapidly in graphs of bounded treewidth and degree. Fully proving Theorem 1, even in the unbiased case, requires the non-hierarchical framework. The main technical lemma in this section, Lemma 17, comes from our companion paper. Our contribution in this paper is the application to independent sets in graphs of bounded treewidth and degree - which we strengthen to graphs of bounded treewidth in Section 4.

The following is necessary for the Glauber dynamics to sample correctly:

- Lemma 9. The independent set Glauber graph is connected.

Proof. Consider the empty independent set $\emptyset$. Every independent set $S \in V\left(\mathcal{M}_{\mathrm{IS}}(G)\right)$ has a path of length $|S|$ to $\emptyset$, formed by removing each vertex in $S$ in arbitrary order.

### 3.1 Partitioning the vertices of $\mathcal{M}_{\mathrm{IS}}(G)$ into classes

The vertices of the Glauber graph $\mathcal{M}_{\mathrm{IS}}(G)$ are subsets of the vertices of an underlying graph $G$. When $G$ has bounded treewidth, we can choose a small separator $X$ that partitions $V(G) \backslash X$ into two mutually disconnected vertex subsets, $A$ and $B$, each of which has at most $2|V(G)| / 3$ vertices. Consider the problem of sampling an independent set $S$ from $G$. Given a separator $X$ for $G$, partition the independent sets in $G$ into equivalence classes as follows:


Figure 1 Two independent sets in a graph $G: S$ (left) and $S^{\prime}$ (right), belonging to distinct classes. $S$ and $S^{\prime}$ differ by a move, with the separator $X$ inducing the classes to which the sets belong. $S^{\prime}$ results from adding $v$ to $S .\left|S^{\prime}\right|<|S|$, since $S^{\prime}$ excludes those independent sets that contain $u$.

- Definition 10. Let $G=(V, E)$ be a graph. Let $\mathcal{M}_{\mathrm{IS}}(G)$ be the independent set Glauber graph we have defined. Let $X \subseteq V$ be a vertex separator for $G$. Let $\mathcal{S}_{\mathrm{IS}}(G)$ be the set of equivalence classes of $V\left(\mathcal{M}_{\mathrm{IS}}(G)\right)$ in which two independent sets $S$ and $S^{\prime}$ are in the same class if $S \cap X=S^{\prime} \cap X$. Let $T=S \cap X$, and call the corresponding class $\mathcal{C}_{\mathrm{IS}}(T)$.
(Technically $X$ is also a parameter for $\mathcal{S}_{\mathrm{IS}}(G)$ and $\mathcal{C}_{\mathrm{IS}}(T)$, but we omit it for ease of notation.)
See Figure 1 for an example of a partitioning.
The Cartesian product of two graphs $H$ and $J$ is the graph whose vertex set is $V(H) \times V(J)$ and whose edges are the pairs $\left(\left(h_{1}, j_{1}\right),\left(h_{2}, j_{2}\right)\right)$ such that either $h_{1}=h_{2}$ and $\left(j_{1}, j_{2}\right) \in E(J)$ or else $\left(h_{1}, h_{2}\right) \in E(H)$ and $j_{1}=j_{2}$.

Let $A$ and $B$ be the mutually disconnected vertex subsets into which the removal of $X$ partitions $V(G) \backslash X$. Given a fixed independent subset $T \subseteq X$, identify the independent sets in $\mathcal{C}_{\text {IS }}(T)$ with the pairs of the form $\left(S_{A}, S_{B}\right)$, where $S_{A}$ is an independent set in $A \backslash N_{A}(T)$, and $S_{B}$ is an independent set in $B \backslash N_{B}(T)$, where $N_{A}(T)$ and $N_{B}(T)$ denote the union of the neighborhoods of vertices in $T$, in $A$ and $B$ respectively. That is, identify each independent set in $\mathcal{C}_{\text {IS }}(T)$ with a pair of an independent set in $A$ that avoids neighbors of vertices in $T$, and a similar independent set in $B$. Consider the two Glauber graphs $\mathcal{M}_{\mathrm{IS}}\left(A \backslash N_{A}(T)\right)$ and $\mathcal{M}_{\mathrm{IS}}\left(B \backslash N_{B}(T)\right)$, whose vertices are respectively the independent sets in $G\left[A \backslash N_{A}(T)\right]$, and those in $G\left[B \backslash N_{B}(T)\right]$. If two independent sets $S=\left(S_{A}, S_{B}\right)$ and $S^{\prime}=\left(S_{A}^{\prime}, S_{B}^{\prime}\right)$ belong to the same class, then a move (traversal of an edge in the Glauber graph) exists between $S$ and $S^{\prime}$ in $\mathcal{M}_{\mathrm{IS}}(G)$ precisely when a move exists between the restrictions of $S$ and $S^{\prime}$ to either $\mathcal{M}_{\mathrm{IS}}\left(A \backslash N_{A}(T)\right)$ or $\mathcal{M}_{\mathrm{IS}}\left(B \backslash N_{B}(T)\right)$ (but not both). Therefore, each class induces, in $\mathcal{M}_{\mathrm{IS}}(G)$, a subgraph that is isomorphic to a Cartesian product of two smaller Glauber graphs:

- Lemma 11. Given a graph $G$ and a vertex separator $X$ that partitions $V(G)$ into subgraphs $A$ and $B$, for every class $T \in \mathcal{S}_{\mathrm{IS}}(G), \mathcal{C}_{\mathrm{IS}}(T) \cong \mathcal{M}_{\mathrm{IS}}\left(A \backslash N_{A}(T)\right) \square \mathcal{M}_{\mathrm{IS}}\left(B \backslash N_{B}(T)\right)$.
(Here by the symbol $\cong$ we denote isomorphism, and we identify the class $\mathcal{C}_{\text {IS }}(T)$ with the subgraph it induces in $\mathcal{M}_{\mathrm{IS}}(G)$.)


### 3.2 Rapid mixing for the hardcore Glauber dynamics when $G$ has bounded treewidth and degree

As described in Section 3.1, we use a small vertex separator $X$ in $G$ to give a decomposition of $\mathcal{M}_{\text {IS }}(G)$ into subgraphs, each of which has a Cartesian product structure - in which both factor graphs in the product are themselves Glauber graphs. Since Cartesian products preserve flow congestion upper bounds (see Lemma 16), this decomposition provides a crucial inductive structure. We analyze this structure in this section.


Figure 2 A schematic view of three classes in the independent set Glauber graph $\mathcal{M}_{\mathrm{IS}}(G)$. The large circles denote classes under the partition described in Section 3.1. The curved arrows illustrate the construction of a flow in $\mathcal{M}_{\text {IS }}(G)$ from an independent set $S \in \mathcal{C}_{\text {IS }}(T)$ to another independent set $S^{\prime \prime} \in \mathcal{C}_{\mathrm{IS}}(T)$ - and also to an independent set $S^{\prime} \in \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$. Here, $\mathcal{C}_{\mathrm{IS}}(T)$ and $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime \prime}\right)$ are adjacent classes in $\mathcal{M}_{\mathrm{IS}}(G)$, connected by a large number of edges, and similarly $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$ and $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime \prime}\right)$ are adjacent. In Section 3.2 we formalize this flow.

- Lemma 12. Let $G$ be a graph with bounded treewidth $t$ and bounded degree $\Delta$, let $\mathcal{M}_{\mathrm{IS}}(G)$ be as we have defined, and let $\mathcal{S}_{\mathrm{IS}}(G)$ be as in Definition 10 with respect to a small balanced separator $X$ with $|X| \leq t+1$. Then:

1. The number of classes in $\mathcal{S}_{\mathrm{IS}}(G)$ is $O(1)$.
2. For every pair of classes $\mathcal{C}_{\mathrm{IS}}(T), \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right) \in \mathcal{S}_{\mathrm{IS}}(G),\left|\mathcal{C}_{\mathrm{IS}}(T)\right|=\Theta(1)\left|\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)\right|$.
3. Let $\mathcal{C}_{\mathrm{IS}}(T), \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right) \in \mathcal{S}_{\mathrm{IS}}(G)$ be two classes. No independent set $S \in \mathcal{C}_{\mathrm{IS}}(T)$ has more than one move to an independent set $S^{\prime} \in \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$.
4. Let $\mathcal{C}_{\mathrm{IS}}(T), \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right) \in \mathcal{S}_{\mathrm{IS}}(G)$ be two classes. Suppose there exists at least one move between an independent set in $\mathcal{C}_{\mathrm{IS}}(T)$ and an independent set in $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$. Then there exist at least $\Omega(1)\left|\mathcal{C}_{\mathrm{IS}}(T)\right|$ moves between independent sets in $\mathcal{C}_{\mathrm{IS}}(T)$ and independent sets in $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$.

Proof. Claim 1 follows from the fact that $\left|\mathcal{S}_{\mathrm{IS}}(G)\right| \leq 2^{|X|} \leq 2^{t+1}=O(1)$, where the first inequality is true because each class is identified with a subset of the vertices in $X$. The proofs of claims 2 through 4 are in the appendix of the full version.

We will use Lemma 12 to prove the following, applying the framework from our previous paper, in Section 3.3:

Lemma 13. Given a graph $G$ with bounded treewidth and degree, the natural random walk on the independent set Glauber graph $\mathcal{M}_{\mathrm{IS}}(G)$ has mixing time $\tau(\varepsilon)=O\left(n^{c} \log 1 / \varepsilon\right)$, where $c=O(1)$.

To prove Theorem 1, however, we need to get rid of the assumption that degree is bounded. We address this issue in Section 4.

### 3.3 Abstraction into framework conditions

The observations in Lemma 12 correspond to a set of conditions we gave in our previous work [6]. These conditions are, given a connected graph $\mathcal{M}(G)$, on some set of combinatorial structures over an underlying graph $G$ with $n$ vertices:

1. The vertices of $\mathcal{M}(G)$ can be partitioned into a set $\mathcal{S}$ of classes, where $|\mathcal{S}|=O(1)$.
2. The ratio of the sizes of any two classes in $\mathcal{S}$ is $\Theta(1)$.
3. Given two classes $\mathcal{C}(T), \mathcal{C}\left(T^{\prime}\right) \in \mathcal{S}$, no vertex in $\mathcal{C}(T)$ has more than $O(1)$ edges to vertices in $\mathcal{C}\left(T^{\prime}\right)$.
4. For every pair of classes that share at least one edge, the number of edges between the two classes is $\Theta(1)$ times the size of each of the two classes.
5. Each class in $\mathcal{S}$ is the Cartesian product of two graphs $\mathcal{M}\left(G_{1}\right)$ and $\mathcal{M}\left(G_{2}\right)$, each of which can be recursively partitioned in the same way as $\mathcal{M}(G)$.
6. The recursive partitioning mentioned in Condition 5 reaches the base case (graphs with one or zero vertices) in $O(\log n)$ steps.

Conditions 1 through 4 correspond respectively to Lemma 12; Condition 5 corresponds to Lemma 11. Condition 6 corresponds to the observation at the end of the proof sketch of Lemma 13.

We introduce some facts that we previously used to prove that these conditions suffice for rapid mixing, via expansion, then review a sketch of the proof; we will build on these techniques in Section 4 (our main contribution) and in the appendices.

The edge expansion (or simply the expansion) of a graph $G=(V, E)$ is the quantity $h(G):=\min _{S \subseteq V:|S| \leq|V| / 2} \frac{|\{(u, v) \in E \mid u \in S, v \notin S\}|}{|S|}$, i.e. the minimum quotient of the number of edges in the cut by the number of vertices on the smaller side of the cut. The vertex expansion is the quantity $h(G):=\min _{S \subseteq V:|S| \leq|V| / 2} \frac{|\{v \in V \backslash S \mid \exists u \in S,(u, v) \in E\}|}{|S|}$, i.e. the minimum quotient of the number of neighbors of a set $S$ with $|S| \leq|V| / 2$ that are not in $S$.

Mixing can be bounded from above via a lower bound on expansion [19] when the degree of a Glauber graph is small (linear in the case of our chains):

- Lemma 14. Given a graph $\mathcal{M}=(\mathcal{V}, \mathcal{E})$, consider the Markov chain whose state space is $\mathcal{V}$ and whose transitions are of the form $P(x, x)=1 / 2, P(x, y)=0 \forall(x, y) \notin \mathcal{E}, P(x, y)=$ $1 /(2 \Delta) \forall(x, y) \in \mathcal{E}$, where $\Delta$ is the maximum degree of $\mathcal{M}$. The mixing time of this Markov chain is at most

$$
\tau(\varepsilon)=O\left(\frac{\Delta^{2}}{(h(\mathcal{M}))^{2}} \cdot \ln \frac{|\mathcal{V}|}{\varepsilon}\right)
$$

Expansion, in turn, can be bounded from below via an upper bound on the congestion of a multicommodity flow. Given a multicommodity flow $f=\left\{f_{s t} \mid s, t \in V \times V\right\}$ in a graph $G=$ $(V, E)$, define the congestion of $f$ as the quantity $\rho=\max _{(u, v) \in E^{+}} \sum_{s, t \in V \times V} f_{s t}(u, v)$, i.e. the maximum amount of flow sent across an edge.

- Lemma 15 ([19]). For every graph $G=(V, E)$ and for every flow function $f$ defined over $G$ and having congestion $\rho, h(G) \geq 1 /(2 \rho)$.
- Lemma 16. Given graphs $H$ and $J$, let $G$ be the Cartesian product $H \square J$. Suppose multicommodity flows exist in $H$ and $J$ with congestion at most $\rho_{H}$ and $\rho_{J}$ respectively. Then there exists a multicommodity flow in $G$ with congestion at most $\max \left\{\rho_{H}, \rho_{J}\right\}$.

We proved Lemma 16 in [6], although an analogous result for expansion is known [8]. We also proved the following in [6]. We review the lemma and give a modified proof sketch here, in terms more intuitive for the chains we are analyzing in this paper. We will modify the technique in Section 4.

- Lemma 17. Given a graph $\mathcal{M}(G)$ satisfying the conditions in Section 3.3, the expansion of $\mathcal{M}(G)$ is $\Omega\left(1 / n^{c}\right)$, where $c=O(1)$.

Proof Sketch. Partition $\mathcal{M}(G)$ into classes as in Definition 10. By Lemma 11, each class $\mathcal{C}(T) \in \mathcal{S}(G)$ is isomorphic to the Cartesian product $\mathcal{M}\left(A \backslash N_{A}(T)\right) \square \mathcal{M}\left(B \backslash N_{B}(T)\right)$. We make an inductive argument, in which the inductive hypothesis assumes that for each such Cartesian product, the graphs $\mathcal{M}\left(A \backslash N_{A}(T)\right)$ and $\mathcal{M}\left(B \backslash N_{B}(T)\right)$ have multicommodity flows $f_{A}$ and $f_{B}$ with congestion $\rho_{A} \leq c^{\log |V(G)|-1}, \rho_{B} \leq c^{\log |V(G)|-1}$ respectively, for some constant $c$. By Lemma $16, \mathcal{C}(T)$ then has a flow $f_{T}$ with congestion $\rho_{T} \leq c^{\log |V(G)|-1}$. The inductive step is to combine the $f_{T}$ flows for all of the classes, giving a flow $f$ in $\mathcal{M}(G)$ with small congestion. We need to route flow between every $S, S^{\prime} \in V(\mathcal{M}(G))$. If $S$ and $S^{\prime}$ belong to the same class $\mathcal{C}(T)$, simply use the same flow that $S$ uses to send its unit to $S^{\prime}$ in $f_{T}$. If $S \in \mathcal{C}(T)$ and $S^{\prime} \in \mathcal{C}\left(T^{\prime}\right) \neq \mathcal{C}(T)$ belong to different classes, we find a sequence
of intermediate classes through which to route flow from $\mathcal{C}(T)$ to $\mathcal{C}\left(T^{\prime}\right)$. See Figure 2. We specified in our companion paper [6] how to route the flow through each intermediate class so that the congestion across each edges between a pair of classes is at most $O(1)$, then made use of the existing flows within each class guaranteed by the inductive hypothesis to bound the resulting amount of flow within each class $\mathcal{C}(T)$. We showed that the latter is at most $O(1) \cdot \rho_{T}$, giving overall congestion $O(1)^{l}$, where $l$ is the number of induction levels. Since $X$ is a balanced separator we have $l=O(\log n)$; the lemma now follows from Lemma 14 .

The full proof of Lemma 17 is in our companion paper [6]. We will use the phrase "nonhierarchical framework" to describe this set of conditions - which apply to the chains we study when the underlying graph $G$ has bounded treewidth and degree. Although Jerrum, Son, Tetali, and Vigoda [11] did not consider bounded-treewidth graphs generally, these conditions do allow their projection-restriction technique to be applied. In effect, Lemma 17 and its proof, which we gave in our previous work, characterize a sufficient set of conditions for applying Jerrum, Son, Tetali, and Vigoda's technique: specifically, one can, instead of routing flow internally through each intermediate class, simply treat the construction above as a flow in the projection graph, concluding that the projection graph has a good spectral gap - then apply [11]. The first main technical contribution of this paper is in Section 4, in which we give an alternative set of conditions - which we will call our "hierarchical framework" - that allows us to handle underlying graphs of unbounded degree (though treewidth still must be bounded), and to handle chains other than the hardcore model. This will allow us to complete the proofs of Theorems 1, 2, and 3.

## $4 \quad \lambda=1$ : Unbounded degree

### 4.1 Hierarchical framework

We now sketch "hierarchical" framework conditions that guarantee rapid mixing in the case of unbounded degree (when treewidth is bounded). Several of the chains we consider satisfy these conditions so long as the treewidth of the underlying graph is bounded. This is the first main technical contribution in this paper. In the original framework, we assumed that the classes were approximately the same size. Although all of the graphs to which we apply this hierarchical framework satisfy this condition in graphs with bounded treewidth and degree, this is not the case when the degree is unbounded. Fortunately, in the case of independent sets, partial $q$-colorings, dominating sets, and $b$-edge covers, we solve this problem with some modifications to the framework.

### 4.2 Independent sets

In the proof of Lemma 17, the assumption that the classes were approximately the same size allowed every class $\mathcal{C}_{\mathrm{IS}}(T)$ to route flow for all pairs of vertices without being too congested, because $\mathcal{C}_{\text {IS }}(T)$ is sufficiently large. Once we discard this assumption, we need to specify explicitly the path through which a given $\mathcal{C}_{\text {IS }}(T)$ routes flow to each $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$. We construct a flow in which for every such $\mathcal{C}_{\mathrm{IS}}(T), \mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$, every intermediate class $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime \prime}\right)$ that handles flow between sets $S \in \mathcal{C}_{\text {IS }}(T)$ and $S^{\prime} \in \mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$ is larger than one of $\mathcal{C}_{\text {IS }}(T)$ or $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$. We then bound the number of pairs of sets, relative to $\left|\mathcal{C}_{\mathrm{IS}}\left(T^{\prime \prime}\right)\right|$, for which $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime \prime}\right)$ carries flow.

To accomplish this, we observe that for any $\mathcal{C}_{\text {IS }}(T), \mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$ such that there exists one move between an independent set in $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$ and an independent set in $\mathcal{C}_{\text {IS }}(T)$, either every independent set in $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$ has a move to some independent set in $\mathcal{C}_{\mathrm{IS}}(T)$, or vice versa. This move consists of dropping some vertex $v$ from $T^{\prime} \subseteq X$ to obtain $T$, i.e. $T=T^{\prime} \backslash\{v\}$.


Figure 3 Left: a schematic representation of the classes in the independent set Glauber graph and edges between them when the degree is unbounded. Right: a class $\mathcal{C}_{\text {IS }}(T)$, with two parents, $\mathcal{C}_{\text {IS }}(P)$ and $\mathcal{C}_{\text {IS }}\left(P^{\prime}\right)$, and two children, $\mathcal{C}_{\text {IS }}(C)$ and $\mathcal{C}_{\text {IS }}\left(C^{\prime}\right)$. (Classes with larger cardinality are drawn larger.) The parallel edges depict the fact that a child class always has every one of its vertices adjacent to a vertex in a given parent class, and that the edges between any given pair of classes are vertex-disjoint.

We call $\mathcal{C}_{\text {IS }}(T)$ a parent of $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$, and $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$ a child of $\mathcal{C}_{\text {IS }}(T)$. See Figure 3 . Since the set of edges connecting vertices in $\mathcal{C}_{\text {IS }}(T)$ with vertices in $\mathcal{C}_{\text {IS }}\left(T^{\prime}\right)$ forms a matching, this implies that $\left|\mathcal{C}_{\mathrm{IS}}(T)\right| \geq\left|\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)\right|$. In fact, whenever $T \subseteq T^{\prime}$, we have $\left|\mathcal{C}_{\mathrm{IS}}(T)\right| \geq\left|\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)\right|$. We route flow between any pair of classes $\mathcal{C}_{\mathrm{IS}}(T)$ and $\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)$ along a path through a "least common ancestor". Since for every class $\mathcal{C}_{\text {IS }}\left(T^{\prime \prime}\right)$ on this path, either $\left|\mathcal{C}_{\text {IS }}\left(T^{\prime \prime}\right)\right| \geq\left|\mathcal{C}_{\text {IS }}(T)\right|$ or $\left|\mathcal{C}_{\text {IS }}\left(T^{\prime \prime}\right)\right| \geq\left|\mathcal{C}_{\mathrm{IS}}\left(T^{\prime}\right)\right|$, we obtain a bound on congestion that we make precise in the appendix of the full version.

In the proof sketch of Lemma 17 (Section 3.2), for every pair $S \in \mathcal{C}(T), S^{\prime} \in \mathcal{C}\left(T^{\prime}\right) \neq \mathcal{C}(T)$, we found a sequence of classes $\mathcal{C}(T)=\mathcal{C}\left(T_{1}\right), \mathcal{C}\left(T_{2}\right), \ldots, \mathcal{C}\left(T_{k-1}\right), \mathcal{C}\left(T_{k}\right)=\mathcal{C}\left(T^{\prime}\right)$ through which to route the $S-S^{\prime}$ flow. As discussed in Section 4, when the degree is unbounded, the classes are no longer nearly the same size - so if this sequence is chosen carelessly, some $\mathcal{C}\left(T_{i}\right)$ may carry flow for too many $S-S^{\prime}$ pairs. We therefore choose the sequences carefully: the parentchild relationships induce a partial order $\prec$ on the classes with a unique maximal element, where $\mathcal{C}(T) \succ \mathcal{C}\left(T^{\prime}\right)$ implies $|\mathcal{C}(T)| \geq\left|\mathcal{C}\left(T^{\prime}\right)\right|$. We choose our sequence so that for some $i$ with $1 \leq i \leq k,\left|\mathcal{C}\left(T_{1}\right)\right| \leq\left|\mathcal{C}\left(T_{2}\right)\right| \leq \cdots \leq\left|\mathcal{C}\left(T_{i}\right)\right| \geq\left|\mathcal{C}\left(T_{i+1}\right)\right| \geq \cdots\left|\mathcal{C}\left(T_{k-1}\right)\right| \geq\left|\mathcal{C}\left(T_{k}\right)\right|$.

### 4.3 Hierarchical Framework Conditions

The conditions are as follows. Conditions 2 through 4 are new and concern the partial order described above; Condition 1 and Conditions 5 through 7 are as in Section 3.3.

1. The vertices of $\mathcal{M}(G)$ can be partitioned into a set $\mathcal{S}$ of classes, where $|\mathcal{S}|=O(1)$.
2. There exists a partial order $\prec$ on the classes in $\mathcal{S}$, such that whenever $\mathcal{C}(T), \mathcal{C}\left(T^{\prime}\right) \in \mathcal{S}$ and $\mathcal{C}(T) \succ \mathcal{C}\left(T^{\prime}\right)$, we have $|\mathcal{C}(T)| \geq\left|\mathcal{C}\left(T^{\prime}\right)\right|$.
3. The partial order $\prec$ has a unique maximal element.
4. Whenever an edge exists between vertices in $\mathcal{C}(T)$ and $\mathcal{C}\left(T^{\prime}\right)$ with $\mathcal{C}(T) \succ \mathcal{C}\left(T^{\prime}\right)$, the number of such edges is $\left|\mathcal{C}\left(T^{\prime}\right)\right|$.
5. For every pair of classes $\mathcal{C}(T)$ and $\mathcal{C}\left(T^{\prime}\right)$ that share an edge, the maximum degree, in $\mathcal{C}(T)$, of a vertex in $\mathcal{C}\left(T^{\prime}\right)$, is $O(1)$, and the maximum degree, in $\mathcal{C}\left(T^{\prime}\right)$, of a vertex in $\mathcal{C}(T)$, is $O(1)$.
6. Each class in $\mathcal{S}$ is the Cartesian product of two graphs $\mathcal{M}\left(G_{1}\right)$ and $\mathcal{M}\left(G_{2}\right)$, each of which can be recursively partitioned in the same way as $\mathcal{M}(G)$.
7. The recursive partitioning mentioned in Condition 6 reaches the base case (graphs with one or zero vertices) in $O(\log n)$ levels of recursion.

- Lemma 18. Given a graph $\mathcal{M}(G)$ satisfying the conditions in Section 4.3, the expansion of $\mathcal{M}(G)$ is $\Omega\left(1 / n^{c}\right)$, where $c=O(1)$.

We defer the proof of Lemma 18 to the appendix of the full version.
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#### Abstract

The (Perfect) Matching Cut problem is to decide if a connected graph has a (perfect) matching that is also an edge cut. The Disconnected Perfect Matching problem is to decide if a connected graph has a perfect matching that contains a matching cut. Both Matching Cut and Disconnected Perfect Matching are NP-complete for planar graphs of girth 5, whereas Perfect Matching Cut is known to be NP-complete even for subcubic bipartite graphs of arbitrarily large fixed girth. We prove that Matching Cut and Disconnected Perfect Matching are also NP-complete for bipartite graphs of arbitrarily large fixed girth and bounded maximum degree. Our result for Matching Cut resolves a 20 -year old open problem. We also show that the more general problem $d$-CuT, for every fixed $d \geq 1$, is NP-complete for bipartite graphs of arbitrarily large fixed girth and bounded maximum degree. Furthermore, we show that Matching Cut, Perfect Matching Cut and Disconnected Perfect Matching are NP-complete for $H$-free graphs whenever $H$ contains a connected component with two vertices of degree at least 3. Afterwards, we update the state-of-the-art summaries for $H$-free graphs and compare them with each other, and with a known and full classification of the Maximum Matching Cut problem, which is to determine a largest matching cut of a graph $G$. Finally, by combining existing results, we obtain a complete complexity classification of Perfect Matching Cut for $\mathcal{H}$-subgraph-free graphs where $\mathcal{H}$ is any finite set of graphs.
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## 1 Introduction

We consider classic graph problems for finding certain edge cuts, which have in common that their edges must form a matching. In order to explain this, let $G=(V, E)$ be a connected graph. A set $M \subseteq E$ is a matching of $G$ if no two edges in $M$ share an end-vertex; $M$ is perfect if every vertex of $G$ is incident to an edge of $M$. A set $M \subseteq E$ is an edge cut of $G$ if $V$ can be partitioned into two sets $B$ and $R$, such that $M$ consists of all the edges with one end-vertex in $B$ and the other one in $R$. We say that $M$ is a (perfect) matching cut of $G$ if $M$ is a (perfect) matching that is also an edge cut. We refer to Figure 1 for some examples.
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Figure 1 The graph $P_{6}$ from [31] with a matching cut that is not contained in a disconnected perfect matching (left), a matching cut that is properly contained in a disconnected perfect matching (middle) and a perfect matching cut (right). In each figure, thick edges denote matching cut edges.

Graphs with matching cuts were introduced in 1970 by Graham [18] as decomposable graphs. Matching cuts have applications in number theory [18], graph drawing [34], graph homomorphisms [16], edge labelings [2] and ILFI networks [13]. Moreover, a connected graph with no vertex of degree 1 has a matching cut if and only if its line graph has a vertex cut that is an independent set (stable cut set). As such, (perfect) matching cuts are well studied in the literature.

Instead of considering perfect matchings that are edge cuts, we can also consider perfect matchings in graphs that contain edge cuts. Such perfect matchings are called disconnected perfect matchings; see Figure 1 again. Note that every perfect matching cut is a disconnected perfect matching. However, there exist connected graphs, like the cycle $C_{6}$ on six vertices, that have a disconnected perfect matching (and thus a matching cut) but no perfect matching cut. There also exist connected graphs, like the path $P_{3}$ on three vertices, that have a matching cut, but no disconnected perfect matching (and thus no perfect matching cut either).

The problems Matching Cut, Disconnected Perfect Matching and Perfect Matching are to decide if a connected graph has a matching cut, disconnected perfect matching or perfect matching cut, respectively. As explained below, all three problems are NP-complete, and have been extensively studied for special graph classes.

Our Focus. The girth of a graph that is not a forest is the number of edges of a shortest cycle in it; a forest has infinite girth. In 2003, Bonsma [6] asked if Matching Cut is still NP-complete for graphs of large girth and proved that this is indeed the case for planar graphs of girth 5. In the 2009 journal version of [6], Bonsma showed that every connected planar graph of girth at least 6 has a matching cut. Hence, the complexity status of Matching Cut for graphs of large girth remained unknown and was regularly posed as an open problem [9, 24, 27, 29].

Bouquet and Picouleau [8] proved that Disconnected Perfect Matching is NPcomplete for planar graphs of girth $g=5$ and left the cases where $g \geq 6$ open. In contrast, Le and Telle [27] proved that for every $g \geq 3$, Perfect Matching Cut is NP-complete for subcubic bipartite graphs of girth at least $g$ (a graph is subcubic if it has maximum degree at most 3). We focus on the two remaining open problems:

What is the complexity of Matching Cut and Disconnected Perfect Matching for graphs of large girth?

A challenging task is to find gadgets with no edges that are subdivided twice; such gadgets always have a matching cut (take the two subdivision vertices on one side and all other vertices on the other) and cannot be used in any hardness reduction.

### 1.1 Other Relevant Known Results

We restrict ourselves to hereditary graph classes, that is, classes of graphs closed under vertex deletion. A class of graphs $\mathcal{G}$ is hereditary if and only if the graphs in $\mathcal{G}$ are $\mathcal{F}_{\mathcal{G}}$-free for some unique set $\mathcal{F}_{\mathcal{G}}$, that is, they do not contain any graph from $\mathcal{F}_{\mathcal{G}}$ as an induced subgraph. For a systematic study, one may start with $H$-free graphs (so where $\mathcal{F}_{\mathcal{G}}$ has a single graph $H$ ).


Figure 2 The graphs $H^{*}=H_{1}^{*}$ (left) and $H_{i}^{*}$ (right).

Matching Cuts. Chvátal [10] proved that Matching Cut is NP-complete even for $K_{1,4}$-free graphs of maximum degree 4 (the graph $K_{1, r}$ is the ( $r+1$ )-vertex star); see [34] for an alternative hardness proof. In contrast, Chvátal [10] also proved that Matching Cut is polynomial-time solvable for graphs of maximum degree at most 3, whereas Bonsma [6] proved the same for $K_{1,3}$-free graphs, thereby generalizing a known result of Moshi [32] for line graphs, and also for $P_{4}$-free graphs; the latter result was extended to $P_{5}$-free graphs in [14] and to $P_{6}$-free graphs in [29]. Kratsch and Le [23] proved polynomial-time solvability for ( $K_{1,4}, K_{1,4}+e$ )-free graphs. It is also known that if Matching Cut is polynomial-time solvable for $H$-free graphs for some graph $H$, then it is so for $\left(H+P_{3}\right)$-free graphs [29]; for two vertex-disjoint graphs $G_{1}$ and $G_{2}$, we write $G_{1}+G_{2}=\left(V\left(G_{1}\right) \cup V\left(G_{2}\right), E\left(G_{1}\right) \cup E\left(G_{2}\right)\right)$.

Moshi [32] proved that Matching Cut is NP-complete even for bipartite graphs where the vertices in one set of the bipartition all have degree exactly 2. Consequently, Matching Cut is NP-complete for $\left(H_{1}^{*}, H_{3}^{*}, H_{5}^{*}, \ldots\right)$-free bipartite graphs, where $H_{1}^{*}=H^{*}$ denotes the graph that looks like the letter "H", and for $i \geq 2$, the graph $H_{i}^{*}$ is the graph obtained from $H^{*}=H_{1}^{*}$ by subdividing the middle edge of $H_{1}^{*}$ exactly $i-1$ times; see also Figure 2.

Le and Randerath [26] proved that Matching Cut is NP-complete for $K_{1,5}$-free bipartite graphs and thus for $C_{s}$-free graphs if $s$ is odd. Recall that Bonsma [6] proved that Matching Cut is NP-complete for planar graphs of girth 5 , and thus for ( $C_{3}, C_{4}$ )-free graphs. By using the graph transformation of Moshi [32], Matching Cut is NP-complete for $C_{s}$-free graphs also if $s$ is even and at least 6 [29]. In [31] it was shown that Matching Cut is NP-complete even for $\left(3 P_{5}, P_{15}\right)$-free graphs, strengthening a result of [14]. Afterwards, Le and Le [25] proved that Matching Cut is NP-complete even for $\left(3 P_{6}, 2 P_{7}, P_{14}\right)$-free graphs.

We refer to $[7,24,29]$ for results for non-hereditary graph classes, to [3, 15, 17, 22, 23] for parameterized complexity results and exact algorithms, to $[4,17]$ for a generalization of Matching Cut to $d$-Cut (where instead of at most one neighbour we allow each vertex to have at most $d$ neighbours across the cut) and to [9] for a comprehensive overview.

Disconnected Perfect Matchings. The Disconnected Perfect Matching problem was introduced by Bouquet and Picouleau [8]. They used a different name but we adapt the name of Le and Telle [27] to avoid confusion with Perfect Matching Cut. Bouquet and Picouleau [8] showed that Disconnected Perfect Matching is, among others, polynomial-time solvable for $K_{1,3}$-free graphs and $P_{5}$-free graphs, but NP-complete for $K_{1,4}$-free planar graphs, planar graphs of girth 5 and for bipartite graphs, and thus for $C_{s}$-free graphs for every odd $s$. Le and Le [25] proved that Disconnected Perfect Matching is NP-complete even for $\left(3 P_{6}, 2 P_{7}, P_{14}\right)$-free graphs, which improved the previous NP-completeness result of [31] for $\left(3 P_{7}, P_{19}\right)$-free graphs.

Perfect Matching Cuts. The Perfect Matching Cut problem was first shown to be NP-complete by Heggernes and Telle [19]. Le and Telle [27] proved, besides NP-completeness for subcubic bipartite graphs of girth at least $g$ (for any $g \geq 3$ ), that Perfect Matching

Cut is polynomial-time solvable for chordal graphs and for $S_{1,2,2}$-free graphs; the graph $S_{1,2,2}$ is obtained by subdividing two of the edges of the claw $K_{1,3}$ exactly once. In [31], it was shown that Perfect Matching Cut is polynomial-time solvable for $P_{6}$-free graphs, and moreover for $\left(H+P_{4}\right)$-free graphs if it is polynomial-time solvable for $H$-free graphs.

Even more recently, two new results were shown. Le and Le [25] proved that Perfect Matching Cut is NP-complete even for $\left(3 P_{6}, 2 P_{7}, P_{14}\right)$-free graphs (using the same construction as for Matching Cut and Disconnected Perfect Matching), whereas Bonnet, Chakraborty and Duron [5] proved that Perfect Matching Cut is NP-complete for 3 -connected cubic bipartite planar graphs.

### 1.2 Our Results

As our main results, we solve, in Section 3, the aforementioned two open problems in the literature $[6,8,9,24,27,29]$ by showing that for every $g \geq 3$, Matching CuT is NP-complete for bipartite graphs of girth at least $g$ and maximum degree at most 60 and Disconnected Perfect Matching is NP-complete for bipartite graphs of girth at least $g$ and maximum degree at most 74. Note that our first result answers, in the negative, a question [33] from the Open Problem Garden:
"For every d does there exists a g such that every graph with average degree smaller than $d$ and girth at least $g$ has a matching-cut?"

As an immediate consequence of our second result, we have that Disconnected Perfect Matching is NP-complete for $C_{s}$-free graphs for even $s$ (as mentioned above, previously this was only known for odd $s[8]$ ). To overcome the obstacle that connected graphs with a 2-subdivided edge have a matching cut, we use results from the theory of expander graphs. The proof of our result on Matching Cut is surprisingly short. Moreover, we can extend it in a straightforward way to show the following. For every $d \geq 2$ and $g \geq 3$, there exists a function $f(d)$ that only depends on $d$, such that even $d$-CuT is NP-complete for bipartite graphs of girth at least $g$ and maximum degree at most $f(d)$; recall that 1-CuT is the Matching Cut problem.

In Section 3, we also highlight an implicit result of Le and Telle [27] for Perfect Matching Cut. In their NP-hardness proof for subcubic bipartite graphs of high girth, they showed that a graph $G$ has a perfect matching cut if and only if the graph obtained from $G$ by subdividing some edge four times has a perfect matching cut. Since graphs with a 2 -subdivided edge have a matching cut, this property shows a fundamental difference between matching cuts and perfect matching cuts.

For $i \geq 2$, recall from Figure 2 that $H_{i}^{*}$ is the graph obtained from $H^{*}=H_{1}^{*}$ by subdividing the middle edge of $H_{1}^{*}$ exactly $i-1$ times. Recall also that a result of Moshi [32] implies that Matching Cut is NP-complete for $\left(H_{1}^{*}, H_{3}^{*}, H_{5}^{*}, \ldots\right)$-free bipartite graphs. In Section 4, we extend this result by proving that for every $i \geq 1$, Matching Cut and Disconnected Perfect Matching are NP-complete for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free graphs. We obtain these results by replacing the gadget of Moshi [32] with more advanced graph transformations. In Section 4, we also make explicit that the construction of Le and Telle [27] for subcubic bipartite graphs of girth at least $g$ gives in fact NP-completeness of Perfect Matching Cut for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free subcubic bipartite graphs of girth at least $g$, for any $g \geq 3$. Hence, all three problems are NP-complete for $H$-free graphs whenever $H$ has a connected component with two vertices of degree at least 3 .

In Section 5, we combine our new results with the known results. We update the state-of-the-art summaries for the three problems on $H$-free graphs; basically, for all three problems, we only need to consider cases where $H$ is a linear forest. Apart from comparing the (partial)
classification of the three problems with each other, we also compare them with a recent complete classification of the Maximum Matching Cut problem for $H$-free graphs [30]. This problem is to determine a matching cut in a graph $G$ with a maximum number of edges (or output that no matching cut exists in $G$ ). Finally, we show how the results for Perfect Matching Cut lead to a full classification of Perfect Matching Cut on $\mathcal{H}$-subgraph-free graphs, for every finite set of graphs $\mathcal{H}$.

## 2 Preliminaries

We only consider finite, undirected graphs without multiple edges and self-loops. Let $G=(V, E)$ be a graph. For $u \in V$, the set $N(u)=\{v \in V \mid u v \in E\}$ is the neighbourhood of $u$ in $G$, where $|N(u)|$ is the degree of $u$. For an integer $p \geq 0, G$ is $p$-regular if every $u \in V$ has degree $p$. Let $S \subseteq V$. The neighbourhood of $S$ is the set $N(S)=\bigcup_{u \in S} N(u) \backslash S$. The graph $G[S]$ is the subgraph of $G$ induced by $S \subseteq V$, that is, $G[S]$ is the graph obtained from $G$ after deleting the vertices not in $S$. We write $G-S=G[V \backslash S]$. Let $u, v \in V$. The distance between $u$ and $v$ in $G$ is the length (number of edges) of a shortest path between $u$ and $v$ in $G$. The subdivision of an edge $e=u v$ of $G$ replaces $e$ by a new vertex $w$ and edges $u w$ and $w v$.

We will now define some useful colouring terminology for matching cuts used in other papers as well (see e.g. [31]). In the remainder of this section, we let $G=(V, E)$ be a connected graph. A red-blue colouring of $G$ colours every vertex of $G$ either red or blue. If every vertex of some set $S \subseteq V$ has the same colour (red or blue), then $S$ is said to be monochromatic. We also say that $G[S]$ is monochromatic. A red-blue colouring of $G$ is valid if the following holds:

1. every blue vertex has at most one red neighbour;
2. every red vertex has at most one blue neighbour; and
3. both colours red and blue are used at least once.

If a red vertex $u$ in $G$ has a blue neighbour $v$, then $u$ and $v$ are said to be matched. See Figure 1 for three examples of valid red-blue colourings of the $P_{6}$.

For a valid red-blue colouring of $G$, we let $R$ be the red set consisting of all vertices coloured red and $B$ be the blue set consisting of all vertices coloured blue. Note that $V=R \cup B$. The red interface is the set $R^{\prime} \subseteq R$ consisting of all vertices in $R$ with a (unique) blue neighbour, and the blue interface is the set $B^{\prime} \subseteq B$ consisting of all vertices in $B$ with a (unique) red neighbour in $R$.

A red-blue colouring of $G$ is perfect if it is valid and moreover $R^{\prime}=R$ and $B^{\prime}=B$; see Figure 1 (middle) for an example of a perfect red-blue colouring (of the $P_{6}$ ). A red-blue colouring of $G$ is perfect-extendable if it is valid and $G\left[R \backslash R^{\prime}\right]$ and $G\left[B \backslash B^{\prime}\right]$ both contain a perfect matching; see Figure 1 (right) for an example of a perfect-extendable red-blue colouring (of the $P_{6}$ ). In other words, the matching defined by the edges with one end-vertex in $R^{\prime}$ and the other one in $B^{\prime}$ can be extended to a perfect matching in $G$ or, equivalently, is contained in a perfect matching in $G$.

We now make the following straightforward observation (see also e.g. [31]).

- Observation 1. Let $G$ be a connected graph. The following three statements hold:
(i) $G$ has a matching cut if and only if $G$ has a valid red-blue colouring;
(ii) $G$ has a disconnected perfect matching if and only if $G$ has a perfect-extendable red-blue colouring;
(iii) $G$ has a perfect matching cut if and only if $G$ has a perfect red-blue colouring.

Finally, we formally define the notion of a $d$-cut. For an integer $d \geq 1$ and a connected graph $G=(V, E)$, a set $M \subseteq E$ is a $d$-cut of $G$ if $V$ can be partitioned into two sets $B$ and $R$, such that the following two conditions hold:
(i) $M$ consists of all the edges with one end-vertex in $B$ and the other one in $R$; and
(ii) every vertex in $B$ has at most $d$ neighbours in $R$, and vice versa.

Recall that the corresponding $d$-CuT problem is to decide if a connected graph has a $d$-cut. Hence, 1-Cut and Matching Cut are the same problems.

## 3 Hardness for Arbitrary Given Girth

In this section, we will show that Matching Cut (Section 3.1) and Disconnected Perfect Matching (Section 3.2) remain NP-complete even for graphs of high girth and bounded maximum degree; recall that previously both problems were known to be NP-complete for (planar) graphs of girth at least $g$, only for $g \leq 5[6,8]$. We also briefly discuss how an implicit observation of Le and Telle [27] gives a simple, alternative proof for showing NP-completeness for Perfect Matching Cut (Section 3.3) for graphs of high girth.

We need the following notions. The edge expansion $h(G)$ of a graph $G=(V, E)$ on $n$ vertices is defined as

$$
h(G)=\min _{1 \leq|S| \leq \frac{n}{2}} \frac{|\partial S|}{|S|},
$$

where $\partial S:=\{u v \in E \mid u \in S, v \in V \backslash S\}$ is the set of all edges of $G$ with one end-vertex in $S$ and one end-vertex outside $S$.

A connected graph $G$ is said to be (matching-)immune if $G$ admits no matching cut. We generalize this notion as follows. For an integer $d \geq 1$, we say that a connected graph $G$ is $d$-immune if $G$ admits no $d$-cut, so being 1 -immune is the same as being immune. We make the following observation (proof omitted).

- Observation 2. For every integer $d \geq 1$, every connected graph $G$ with $h(G)>d$ is d-immune.


### 3.1 Matching Cut and d-Cut

In order to prove our hardness results for Matching Cut and $d$-Cut for bipartite graphs of high girth and bounded maximum degree, we use known results on expander graphs and number theory.

Two integers $a$ and $b$ are coprime, if they do not have a common divisor greater than 1 . The following result is well known.

- Theorem 3 ([11]). For two positive, coprime integers a and b, the sequence $a+b k$, for $k \in \mathbb{N}$ contains infinitely many primes.

For an integer $a$ and a prime $p$, the Legendre symbol is defined as $\left(\frac{a}{p}\right) \equiv a^{\frac{p-1}{2}} \bmod p$. It is well known (see, for example, [35]) that for any integer $a$ and prime $p$, it holds that $\left(\frac{a}{p}\right) \equiv 0 \bmod p$, or $1 \bmod p$, or $(p-1) \bmod p$, and with slight abuse of notation one denotes these integers by 0,1 and -1 , respectively.

We use Theorem 3 to show the following lemma (proof omitted).

- Lemma 4. There are infinitely many primes $q$, such that
a) $q>13$,
b) $q \equiv 1 \bmod 4$, and
c) the Legendre symbol $\left(\frac{q}{13}\right)=-1$.


Figure 3 The graph $F$ with designated vertices $x$ and $y$ at distance at least $g$ (left) and the graph $F^{\prime}$ (right) from the proof of Theorem 6.

Lemma 5 uses known results from the theory of expander graphs. We need the fact that the graph in the statement of Lemma 5 has a perfect matching only in Section 3.2.

Lemma 5. For every $g \geq 3$, there is an immune 14-regular bipartite graph with girth at least $g$ that contains a perfect matching.

Proof. It follows from a construction of Lubotzky, Phillips and Sarnak [28] based on Caley graphs that for every two primes $p$ and $q$ with the following four properties

- $q>p$,
- $p \equiv 1 \bmod 4$,
- $q \equiv 1 \bmod 4$, and
- $\left(\frac{p}{q}\right)=-1$,
there exists a $(p+1)$-regular bipartite graph $G$ with $\lambda_{2}(G) \leq 2 \sqrt{p}$ and girth at least $4 \log _{p} q-\log _{p} 4$; here, $\lambda_{2}(G)$ denotes the second largest eigenvalue of the adjacency matrix of $G$.

We set $p=13$, so $p \equiv 1 \bmod 4$. We now combine the above with Lemma 4 to find that there exist infinitely many primes $q$, such that there exists a 14 -regular bipartite graph $G_{q}$ with $\lambda_{2}\left(G_{q}\right) \leq 2 \sqrt{13}$ and girth at least $4 \log _{13} q-\log _{13} 4$. Moreover, Dodziuk [12] and, independently, Alon and Milman [1] showed that for every integer $\ell \geq 1$, every $\ell$-regular graph $G$ satisfies $h(G) \geq \frac{1}{2}\left(\ell-\lambda_{2}(G)\right)$. This means that

$$
h\left(G_{q}\right) \geq \frac{1}{2}\left(14-\lambda_{2}\left(G_{q}\right)\right) \geq \frac{1}{2}(14-2 \sqrt{13}) \approx 3.39>1
$$

Hence, by applying Observation 2, we find that $G_{q}$ is immune.
By taking $q$ sufficiently large, we conclude that for any $g \geq 3$, there exists an immune 14-regular bipartite graph $G$ with girth at least $g$. Finally, as $G$ is bipartite and regular, we find that $G$ has a perfect matching (due to Hall's Marriage Theorem).

- Remark 1. The arguments that we used to prove Lemma 5 do not allow us to set $p=13$ to a smaller value. We need $p$ to be prime, and moreover, it must hold that $p \equiv 1 \bmod 4$. Hence, the only alternative value for $p$ that is smaller than 13 would be $p=5$. However, $p=5$ yields $h\left(G_{q}\right) \geq \frac{1}{2}(6-2 \sqrt{5}) \approx 0.76$, so we cannot conclude from this that $G_{q}$ is immune.

We use Lemma 5 in the proof of our first main result.

- Theorem 6. For every integer $g \geq 3$, Matching Cut is NP-complete for bipartite graphs of girth at least $g$ and maximum degree at most 60 .

Proof. Let $g \geq 3$. As the class of graphs of girth at least $g+1$ is a subclass of the class of graphs of girth at least $g$, we may assume without loss of generality that $g$ is divisible by 2 but not by 4 , so $\frac{g}{2}$ is odd. We reduce from Matching Cut. Recall that Matching Cut is

NP-complete for graphs of degree at most 4 [10]. Let $G$ be a connected graph of maximum degree at most 4 . From $G$ we construct a graph $G^{\prime}$ with the required properties, but first we define an auxiliary graph $F^{\prime}$.

By Lemma 5 there exists an immune 14-regular bipartite graph $F$ with girth at least $g$. Note that $F$ has constant size, so we can find $F$ in constant time.

Let $x$ and $y$ be two vertices of distance $\frac{g}{2}$ in $F$. As $\frac{g}{2}$ is odd, $x$ and $y$ belong to opposite bipartition classes of $F$. We take two copies $F_{1}$ and $F_{2}$ of $F$, and we add an edge between the two copies $x_{1}$ and $x_{2}$ of $x$ and an edge between the two copies $y_{1}$ and $y_{2}$ of $y$. This yields a graph $F^{\prime}$. As $F$ is bipartite and has girth at least $g$, we find that $F^{\prime}$ is bipartite and has girth at least $g$ as well. The construction also gives us that $x_{1}$ and $y_{2}$ belong to the same bipartition class of $F^{\prime}$. See also Figure 6.

Now consider an edge $u v$ in $G$. The $F^{\prime}$-replacement of $u v$ is obtained from the graphs $G$ and $F^{\prime}$ by identifying $u$ with $x_{1}$ and $v$ with $y_{2}$. We do an $F^{\prime}$-replacement on every edge of $G$. This yields the graph $G^{\prime}$. Since $F^{\prime}$ is bipartite such that the distance between $x_{1}$ and $y_{2}$ is even, we find that $G^{\prime}$ is bipartite as well. By construction, $G^{\prime}$ has girth at least $g$ and maximum degree at most $4 \times(14+1)=60$.

We claim that $G$ has a matching cut if and only if $G^{\prime}$ has a matching cut. We prove this below, using Observation 1-(i) implicitly.

First suppose that $G$ has a matching cut, so $G$ has a valid red-blue colouring $c$. For every edge $u v$ in $G$ we do as follows. Let $F^{\prime}$ with copies $F_{1}$ and $F_{2}$ of $F$ be the corresponding $F^{\prime}$-replacement applied on $u v$. If $u$ and $v$ have the same colour, then we colour every vertex of $V\left(F^{\prime}\right) \backslash\{u, v\}$ with that colour. If $u$ and $v$ are coloured differently, say $u$ is red and $v$ is blue, then we colour every vertex in $V\left(F_{1}\right)$ red and every vertex in $V\left(F_{2}\right)$ blue. This yields a valid red-blue colouring of $G^{\prime}$. Hence, $G^{\prime}$ has a matching cut.

Now suppose that $G^{\prime}$ has a matching cut, so $G^{\prime}$ has a valid red-blue colouring $c^{\prime}$. As $F$ is immune, every copy of it in $G^{\prime}$ is monochromatic. Thus, for two vertices $x_{1}, y_{2} \in V\left(F^{\prime}\right)$ in some graph $F^{\prime}$ in $G^{\prime}$, it holds that $x_{1}$ and $y_{2}$ each have a neighbour in $F^{\prime}$ of the opposite colour if and only if $x_{1}$ and $y_{2}$ have different colours in $G^{\prime}$. Hence, the restriction of $c^{\prime}$ to $V(G)$ is a valid red-blue colouring of $G$. Hence, $G$ has a matching cut.

We now focus on the $d$-Cut problem for arbitrary $d \geq 1$, and we show how Theorem 6 can be generalized in a straightforward way. This requires us to replace Lemma 4 by the following lemma (proof omitted).

- Lemma 7. There are infinitely many primes $p$, such that
a) $p \geq 13$,
b) $p \equiv 1 \bmod 4$, and
c) there exists an infinite set $Q_{p}$ such that the following holds for every $q \in Q_{p}$ :
i. $q>p$
ii. $q \equiv 1 \bmod 4$, and
iii. the Legendre symbol $\left(\frac{q}{p}\right)=-1$.

We are now ready to generalize Theorem 6 .

- Theorem 8. For every integer $d \geq 1$ and every integer $g \geq 3$, there is a function $f(d)$ that only depends on $d$, such that $d$-CuT is NP-complete for bipartite graphs of girth at least $g$ and maximum degree at most $f(d)$.

Proof. Let $d \geq 1$. By Observation 2, every graph $G$ with $h(G)>d$ is $d$-immune. Hence, we can construct a $(p+1)$-regular bipartite gadget $F$ using the arguments from the proof of Lemma 5, where Lemma 7 plays the role of Lemma 4. That is, we can choose $p$ such that
(i) $p$ is a prime congruent to $1 \bmod 4$, and
(ii) $\frac{1}{2}\left(p+1-\lambda_{2}(G)\right) \geq \frac{1}{2}(p+1-2 \sqrt{p})>d$.
a)

b)


Figure 4 a) Illustration of the graphs $F$ (left), $F(s, t)$ (middle) and $H(s, t)$ (right). b) Illustration of how the edges in the perfect matching of $H(s, t)$ (left) resp. $H(s, t)-\{s, t\}$ (right) are chosen (these edges are represented as red, thick edges).

We now reduce from $d$-Cut. Gomes and Sau [17] proved that $d$-Cut is NP-hard for graphs of maximum degree at most $2 d+2$. Hence, we may assume that the instance $G$ from $d$-Cut has maximum degree at most $2 d+2$. By applying the arguments of the proof of Theorem 6 , we can use $F$ and $G$ to construct for every integer $g \geq 3$, a bipartite graph $G^{\prime}$ of girth at least $g$ and maximum degree at most $f(d)$, such that $G$ has a $d$-cut if and only if $G^{\prime}$ has a $d$-cut.

- Remark 2. Since it is not possible to give the smallest prime $p$ satisfying conditions (i) and (ii) in the proof of Theorem 8, we can merely state that the maximum degree of $G^{\prime}$ is bounded by some function $f(d)$ that only depends on $d$.


### 3.2 Disconnected Perfect Matching

We now show that Disconnected Perfect Matching is NP-complete for graphs of arbitrarily large fixed girth and bounded maximum degree. Our proof uses some new ideas, but we note that it is also possible to use a similar approach as in the proof of Theorem 6. However, this will lead to a slightly worse bound on the maximum degree, namely 75 instead of 74 .

We first define some useful auxiliary graphs. Fix $g \geq 3$ such that $g$ is divisible by 6 and $g / 6$ is odd. Let $F$ be a 14 -regular immune bipartite graph with girth at least $2(g+1)$ containing a perfect matching. We note that $F$ exists by Lemma 5 , and as $F$ has constant size, $F$ can be found in constant time.

Let $s$ and $t$ be two designated vertices in $F$ at distance at least $g+1$. We fix a perfect matching $M$ of $F$. Let $x \in N_{F}(s)$ and $y \in N_{F}(t)$ be the (unique) neighbours of $s$ and $t$ in $M$. Then, since $s$ and $t$ are at distance at least $g+1, x$ and $y$ are at distance at least $g-1$. We add the edge $x y$ and denote the resulting graph by $F(s, t)$; see also Figure 4a).

We make the following observation (proof omitted).

- Lemma 9. The graph $F(s, t)$ is immune, bipartite and has girth at least $g$. Moreover, both $F(s, t)$ and $F(s, t)-\{s, t\}$ contain a perfect matching.

We now take $k=\frac{g}{6}$ copies $F\left(s_{1}, t_{1}\right), \ldots, F\left(s_{k}, t_{k}\right)$ of $F(s, t)$ and identify $s_{i+1}$ with $t_{i}$ for all $i \in\{1, \ldots, k-1\}$. We set $s=s_{1}$ and $t=t_{k}$ and call the resulting graph $H(s, t)$; see also Figure 4a).

In the following lemma, whose proof we omit, we show some useful properties of $H(s, t)$ and $H(s, t)-\{s, t\}$.

- Lemma 10. The graph $H(s, t)$ is immune, bipartite, and has girth at least $g$. Moreover, $\operatorname{dist}(s, t) \geq \frac{g}{2}$, and both $H(s, t)$ and $H(s, t)-\{s, t\}$ contain a perfect matching.

We are now ready to prove the following result.

- Theorem 11. For every integer $g \geq 3$, Disconnected Perfect Matching is NPcomplete for bipartite graphs of girth at least $g$ and maximum degree at most 74 .

Proof. Let $g \geq 3$. We reduce from Matching Cut for bipartite graphs of girth at least $g$ and maximum degree at most 60 , which is NP-complete by Theorem 6 . Similar to Theorem 6 , we may assume without loss of generality that $g$ is divisible by 12 . Let $G$ be a bipartite graph of girth at least $g$ and maximum degree 60 . We construct a graph $G^{\prime}$ by taking two copies $G_{1}$ and $G_{2}$ of $G$, where we connect every vertex $v \in V\left(G_{1}\right)$ and its copy $v^{\prime} \in V\left(G_{2}\right)$ using the graph $H\left(v, v^{\prime}\right)$.

To see that $G^{\prime}$ has girth at least $g$, we consider first $G_{1}$ and $G_{2}$, which both have girth at least $g$. Any cycle containing vertices from both copies has to pass twice through a graph $H(s, t)$. Thus, it will always have length at least $g$, and so $G^{\prime}$ has girth $g$. Every vertex inside $H(s, t)$ has degree at most 28, whereas $s$ and $t$ only have degree 14. The degree of a vertex $v \in V\left(G_{1}\right) \cup V\left(G_{2}\right)$ is the degree of the vertex in the original graph $G$ plus the degree in the graph $H\left(v, v^{\prime}\right)$. Thus, the degree of $v$ is at most 74 .

We also claim that $G^{\prime}$ is bipartite. For a contradiction, assume that $G^{\prime}$ has an odd cycle $C$. As $G_{1}$ and $G_{2}$ are both bipartite, $C^{\prime}$ must contain vertices from $G_{1}$ and $G_{2}$. Note that $C$ passes through an even number of graphs $H\left(v, v^{\prime}\right)$, where $v \in V\left(G_{1}\right)$ and $v^{\prime} \in V\left(G_{2}\right)$. Hence, the number of edges in $E(G) \backslash\left(E\left(G_{1}\right) \cup E\left(G_{2}\right)\right)$ is even. Since the graph $H\left(v, v^{\prime}\right)$ always connects a vertex $v$ in $G_{1}$ and its copy $v^{\prime}$ in $G_{2}$ we can find an odd cycle $C^{\prime}$ in $G_{1}$, consisting of the edges in $C \cap E\left(G_{1}\right)$ and the edges in $E\left(G_{1}\right)$ corresponding to the edges from $C \cap E\left(G_{2}\right)$, a contradiction.

Finally, we show that $G$ admits a matching cut if and only if $G^{\prime}$ admits a disconnected perfect matching. Consider some vertex $v \in V\left(G_{1}\right)$ and its copy $v^{\prime} \in V\left(G_{2}\right)$. Since $v$ and $v^{\prime}$ are connected by the graph $H\left(v, v^{\prime}\right)$, which is immune, $v$ and $v^{\prime}$ will always have the same colour in any valid red-blue colouring of $G^{\prime}$. Thus, $G_{1}$ and $G_{2}$ will be coloured the same in any valid red-blue colouring. Now, if $G$ admits a perfect-extendable red-blue colouring, then $G$ admits a valid red-blue colouring, as it suffices to colour $G$ the same as $G_{1}$ (or $G_{2}$ ).

Conversely, if $G$ admits a valid red-blue colouring, then we obtain a perfect-extendable colouring of $G^{\prime}$ as follows. We colour $G_{1}$ and $G_{2}$ the same as $G$. Notice that we colour the immune graphs connecting two copies of the same vertex such that they are monochromatic. This gives us a valid red-blue colouring of $G^{\prime}$, i.e. a matching cut $M$ in $G^{\prime}$. It remains to show that the matching cut is contained in a perfect matching of $G^{\prime}$. Since the colourings of $G_{1}$ and $G_{2}$ are the same, we have that whenever a blue vertex $v \in V\left(G_{1}\right)$ is matched with a red vertex $u \in V\left(G_{1}\right)$, i.e. $v u \in M$, then their copies $v^{\prime} \in V\left(G_{2}\right)$ and $u^{\prime} \in V\left(G_{2}\right)$ are matched as well, i.e. $v^{\prime} u^{\prime} \in M$. By Lemma 10, we know that $H\left(v, v^{\prime}\right)-\left\{v, v^{\prime}\right\}$ and $H\left(u, u^{\prime}\right)-\left\{u, u^{\prime}\right\}$ contain both a perfect matching which we may add to $M$. For every $v \in V\left(G_{1}\right)$ with no neighbour of the other colour, we know that its copy $v^{\prime} \in V\left(G_{2}\right)$ has no neighbour of the other colour either. Thus, we can use that $H\left(v, v^{\prime}\right)$ contains a perfect matching by Lemma 10 and add it to $M$. Repeatedly doing this yields a perfect matching of $G^{\prime}$ containing $M$.

### 3.3 Perfect Matching Cut

In any perfect red-blue colouring of a connected graph $G=(V, E)$, a vertex $v \in V$ of degree 2 has exactly one neighbour coloured the same as itself and exactly one neighbour coloured differently than itself. One can use this observation to prove the following lemma. This lemma was implicit in [27] and we omit its proof.

- Lemma 12 ([27]). Let $G=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from a connected graph $G$ by 4 -subdividing an edge $e$ of $G$. Now, $G$ has a perfect matching cut if and only if $G^{\prime}$ has a perfect matching cut.

A simple proof for showing that Perfect Matching Cut is NP-complete for graphs of girth at least $g$ is to apply Lemma 12, say, $g$ times on each edge of the input graph. Recall that the more involved gadget of Le and Telle [27] yields NP-completeness even for subcubic bipartite graphs of girth at least $g$.

## 4 Hardness for Forbidden Subdivided H-Graphs

We show that Matching Cut (Section 4.1), Disconnected Perfect Matching (Section 4.2) and Perfect Matching Cut (Section 4.3) are NP-complete for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free graphs, for every $i \geq 1$.

### 4.1 Matching Cut

Let $u v$ be an edge of a graph $G$. We define an edge operation as displayed in Figure 5, which when applied on $u v$ will replace $u v$ in $G$ by the subgraph $T_{u v}^{i}$. Note that in the new graph, the only vertices from $T_{u v}^{i}$ that may have neighbours outside $T_{u v}^{i}$ are $u$ and $v$.


Figure 5 The edge $u v$ (left) which we replace by the subgraph $T_{u v}^{i}$ (right).

- Theorem 13. For all $i \geq 1$, Matching Cut is NP-complete for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free graphs.

Proof. Fix $i \geq 1$. Reduce from Matching Cut. Let $G=(V, E)$ be a connected graph. Replace every $u v \in E$ by the graph $T_{u v}^{i}$ (see Figure 5). This yields the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. We claim that $G^{\prime}$ is $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free. For a contradiction, assume that $G^{\prime}$ contains an induced $H_{i^{\prime}}^{*}$ for some $1 \leq i^{\prime} \leq i$. Then $G^{\prime}$ contains two vertices $x$ and $y$ that are centers of an induced claw, as well as an induced path from $x$ to $y$ of length $i^{\prime}$. All vertices in $V^{\prime} \backslash V$ are not centers of any induced claw. Hence, $x$ and $y$ belong to $V$. By construction, any shortest path between two vertices of $V$ has length at least $i+1$ in $G^{\prime}$, a contradiction.

We claim that $G^{\prime}$ has a matching cut if and only if $G$ has a matching cut. First suppose $G^{\prime}$ has a matching cut $M^{\prime}$, so $G^{\prime}$ has a valid red-blue colouring $c^{\prime}$. We prove a claim for $G^{\prime}$ :
$\triangleright$ Claim 13.1. For every edge $u v \in E(G)$ it holds that
(a) either $c^{\prime}(u)=c^{\prime}(v)$, and then $T_{u v}^{i}$ is monochromatic, or
(b) $c^{\prime}(u) \neq c^{\prime}(v)$, and then $c^{\prime}$ colours $u_{1}, \ldots, u_{2 i}$ with the same colour as $u$, while $c^{\prime}$ colours all vertices of $T_{u v}^{i}-\left\{u, u_{1}, \ldots, u_{2 i}\right\}$ with the same colour as $v$, and moreover, $u v_{2 i}, v u_{2 i} \in M^{\prime}$.

Proof. First assume $c^{\prime}(u)=c^{\prime}(v)$, say $c^{\prime}$ colours $u$ and $v$ red. As any clique of size at least 3 is monochromatic, all vertices in $T_{u v}^{i}$ are coloured red, so $T_{u v}^{i}$ is monochromatic.

Now assume $c^{\prime}(u) \neq c^{\prime}(v)$, say $u$ is red and $v$ blue. As before, we find that all vertices $u_{1}, \ldots, u_{2 i}$ have the same colour as $u$, so are red, while all vertices $v_{1}, \ldots, v_{2 i}$ have the same colour as $v$, so are blue. By definition, every edge $x y$ with $c^{\prime}(x) \neq c^{\prime}(y)$ belongs to $M^{\prime}$, so $u v_{2 i}, v u_{2 i} \in M^{\prime}$.

We construct a subset $M \subseteq E$ in $G$ as follows. We add an edge $u v \in E$ to $M$ if and only if $c^{\prime}(u) \neq c^{\prime}(v)$ in $G^{\prime}$. We now show that $M$ is a matching in $G$. Let $u \in V$. For a contradiction, suppose that $M$ contains edges $u v$ and $u w$ for $v \neq w$. Then $c^{\prime}(u) \neq c^{\prime}(v)$ and $c^{\prime}(u) \neq c^{\prime}(w)$. By Claim 13.1, we find that $M^{\prime}$ matches $u$ in $G^{\prime}$ to vertices in $T_{u v}^{i}$ and $T_{u w}^{i}$, contradicting our assumption that $M^{\prime}$ is a matching (cut). Hence, $M$ is a matching.

Now let $c$ be the restriction of $c^{\prime}$ to $V$. If $c$ colours every vertex of $G$ with one colour, say red, then $c^{\prime}$ would also colour every vertex of $G^{\prime}$ red by Claim 13.1, contradicting the validity of $c^{\prime}$. Hence, $c$ uses both colours. Moreover, for every $u v \in E$, the following holds: if $c(u) \neq c(v)$, then $c^{\prime}(u) \neq c^{\prime}(v)$ and thus $u v \in M$. Hence, as $M$ is a matching, $c$ is valid, and thus $M$ is a matching cut of $G$.

Conversely, assume that $G$ admits a matching cut, so $V$ has a valid red-blue colouring $c$. We construct a red-blue colouring $c^{\prime}$ of $V^{\prime}$ as follows.

- For every edge $u v \in E$ with $c(u)=c(v)$, we let $c^{\prime}(x)=c(u)$ for every $x \in V\left(T_{u v}^{i}\right)$.
- For every edge $u v \in E$ with $c(u) \neq c(v)$, we let $c^{\prime}(u)=c^{\prime}\left(u_{1}\right)=\cdots=c^{\prime}\left(u_{2 i}\right)=c(u)$ and $c^{\prime}(v)=c^{\prime}\left(v_{1}\right)=\cdots=c^{\prime}\left(v_{2 i}\right)=c(v)$.
As $c$ is valid, $c$ uses both colours and thus by construction, $c^{\prime}$ uses both colours. Let $u \in V$. Again as $c$ is valid, $c(u) \neq c(v)$ holds for at most one neighbour $v$ of $u$ in $G$. Hence, by construction, $u$ belongs to at most one non-monochromatic gadget $T_{u v}^{i}$. Thus, $c^{\prime}$ colours in $G^{\prime}$ at most one neighbour of $u$ with a different colour than $u$. Let $u \in V^{\prime} \backslash V$. By construction, we find again that $c^{\prime}$ colours at most one neighbour of $u$ with a different colour than $u$. Hence, $c^{\prime}$ is valid, and so $G^{\prime}$ has a matching cut.


### 4.2 Disconnected Perfect Matching



Figure 6 The edge $u v$ (left) which we replace by the subgraph $G_{u v}^{i}$ (right).
We can prove the following result in a similar way as Theorem 13 and give a sketch of its proof.

- Theorem 14. For every $i \geq 1$, Disconnected Perfect Matching is NP-complete for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free graphs.

Proof sketch. We first define a graph operation. Let $u v$ be an edge of a graph $G$. We define an edge operation as displayed in Figure 6, which when applied on $u v$ replaces $u v$ by the subgraph $G_{u v}^{i}$ for some integer $i \geq 1$. In the new graph, the only vertices from $G_{u v}^{i}$ that may have neighbours outside $G_{u v}^{i}$ are $u$ and $v$.

Now fix an integer $i \geq 1$. As the class of $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free graphs is contained in the class of ( $H_{1}^{*}, \ldots, H_{i-1}^{*}$ )-free graphs if $i \geq 2$, we may assume without loss of generality that $i$ is even (we need this assumption at a later place in our proof). We reduce from Disconnected Perfect Matching itself. Let $G=(V, E)$ be a connected graph. We replace every edge $u v \in E$ by the graph $G_{u v}^{i}$ (see Figure 6). Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the resulting graph.

We can show that $G^{\prime}$ is $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free and that $G$ has a disconnected perfect matching if and only if $G^{\prime}$ has a disconnected perfect matching.

### 4.3 Perfect Matching Cut

We apply Lemma 12 (implicit in [27]) sufficiently times on every edge of a subcubic bipartite graph of girth at least $g$ and combine this with the NP-completeness of Perfect Matching Cut for the class of such graphs [27]. Hence, Le and Telle essentially proved the following:

- Theorem 15 ([27]). For every $i \geq 1$ and $g \geq 3$, Perfect Matching Cut is NP-complete for $\left(H_{1}^{*}, \ldots, H_{i}^{*}\right)$-free subcubic bipartite graphs of girth at least $g$.


## 5 Consequences and Open Problems

We give some consequences of our new results on Matching Cut, Disconnected Perfect Matching and Perfect Matching Cut for $H$-free graphs and $H$-subgraph-free graphs.

### 5.1 H-Free Graphs

We give three up-to-date classifications for $H$-free graphs by combining the results from $[6,8$, $10,25,26,31,29,27,32]$ (see Section 1.1) with our new results. That is, we took the three state-of-the-art theorems in [31] and added both the result for $H_{i}^{*}$-free graphs and the result for $\left(3 P_{6}, 2 P_{7}, P_{14}\right)$-free graphs from [25]. For Disconnected Perfect Matching we also added the new result for $C_{s}$-free graphs for even $s$, as implied by our girth result. We also compare the three partial classification with a recent, full classification of the optimization problem Maximum Matching Cut [30]. We write $G^{\prime} \subseteq_{i} G$ if $G^{\prime}$ is an induced subgraph of $G$ and $G^{\prime} \supseteq_{i} G$ if $G$ is an induced subgraph of $G^{\prime}$.

- Theorem 16. For a graph $H$, Matching Cut on $H$-free graphs is
- polynomial-time solvable if $H \subseteq_{i} s P_{3}+K_{1,3}$ or $s P_{3}+P_{6}$ for some $s \geq 0$, and
- NP-complete if $H \supseteq_{i} K_{1,4}, P_{14}, 3 P_{5}, 2 P_{7}, C_{r}$ for some $r \geq 3$ or $H_{j}^{*}$ for some $j \geq 1$.
- Theorem 17. For a graph $H$, Disconnected Perfect Matching on $H$-free graphs is
- polynomial-time solvable if $H \subseteq_{i} K_{1,3}$ or $P_{5}$, and
- NP-complete if $H \supseteq_{i} K_{1,4}, P_{14}, 3 P_{6}, 2 P_{7}, C_{r}$ for some $r \geq 3$ or $H_{j}^{*}$ for some $j \geq 1$.
- Theorem 18. For a graph $H$, Perfect Matching Cut on $H$-free graphs is
- polynomial-time solvable if $H \subseteq_{i} s P_{4}+S_{1,2,2}$ or $s P_{4}+P_{6}$ for some $s \geq 0$, and
- NP-complete if $H \supseteq_{i} K_{1,4}, P_{14}, 3 P_{6}, 2 P_{7}, C_{r}$ for some $r \geq 3$ or $H_{j}^{*}$ for some $j \geq 1$.
- Theorem 19. For a graph $H$, Maximum Matching Cut on $H$-free graphs is
- polynomial-time solvable if $H \subseteq_{i} s P_{2}+P_{6}$ for some $s \geq 0$, and
- NP-hard if $H \supseteq_{i} K_{1,3}, 2 P_{3}, C_{r}$ for some $r \geq 3$.

A subdivided claw is a graph obtained from the claw $K_{1,3}$ by subdividing each of its edges zero or more times. Let $\mathcal{S}$ be the class of graphs, each connected component of which is either a path or a subdivided claw. From Theorem 16, it follows that Matching Cut is NP-complete for $H$-free graphs if $H$ has a cycle, a vertex of degree at least 4, or a connected component
with two vertices of degree 3. Hence, the remaining open cases for Matching Cut on $H$-free graphs are all restricted to cases where $H$ is a graph from $\mathcal{S}$. The same remark holds for Disconnected Perfect Matching due to Theorem 17, and for Perfect Matching Cut due to Theorem 18.

### 5.2 H-subgraph-free Graphs

For a graph $H$, a graph $G$ is $H$-subgraph-free if $G$ does not contain $H$ as a subgraph. Every $H$-subgraph-free graph is $H$-free, whereas the reverse direction only holds if $H$ is a complete graph. For a set $\mathcal{H}$ of graphs, a graph $G$ is $\mathcal{H}$-subgraph-free if $G$ is $H$-subgraph-free for every $H \in \mathcal{H}$.

For an integer $p$, a $p$-subdivision of an edge $u v$ in a graph replaces $u v$ by a path from $u$ to $v$ of length $p+1$. The $p$-subdivision of a graph $G$ is obtained from $G$ by $p$-subdividing each edge of $G$. For a graph class $\mathcal{G}$, we let $\mathcal{G}^{p}$ consist of all the $p$-subdivisions of the graphs in $\mathcal{G}$. A graph problem $\Pi$ is NP-complete under edge subdivision of subcubic graphs if there is an integer $q \geq 1$ such that the following holds: if $\Pi$ is NP-complete for the class $\mathcal{G}$ of subcubic graphs, then $\Pi$ is NP-complete for $\mathcal{G}^{p q}$ for every $p \geq 1$. Now, $\Pi$ is a C123-problem if (C1) $\Pi$ is polynomial-time solvable for graphs of bounded treewidth; (C2) $\Pi$ is NP-complete for subcubic graphs; and (C3) $\Pi$ is NP-complete under edge subdivision of subcubic graphs.

In [20], it was shown that for every finite set of graphs $\mathcal{H}$, any C123-problem $\Pi$ on $\mathcal{H}$-subgraph-free graphs is polynomial-time solvable if $\mathcal{H}$ contains a graph from $\mathcal{S}$ and NPcomplete otherwise. Le and Telle [27] observed that Perfect Matching Cut satisfies C1 and proved C2 and C3 (see Lemma 12). Applying the above meta-theorem from [20] yields:

- Theorem 20. For any finite set of graphs $\mathcal{H}$, Perfect Matching Cut on $\mathcal{H}$-subgraph-free graphs is polynomial-time solvable if $\mathcal{H}$ contains a graph from $\mathcal{S}$ and NP-complete otherwise.


### 5.3 Open Problems

Apart from completing the classifications of Theorems 16-18, we also pose the following open problem.

- Open Problem 1. Classify the computational complexity of Matching Cut and Disconnected Perfect Matching for $\mathcal{H}$-subgraph-free graphs.

We note that classifications of Matching Cut and Disconnected Perfect Matching are unknown even for $H$-subgraph-free graphs (so when we forbid only a single graph $H$ as a subgraph). So far, only a partial classification for Matching Cut restricted to $\mathcal{H}$-subgraphfree graphs has been shown [21]. In particular, the transformations for Matching Cut and Disconnected Perfect Matching from Section 4 do not decrease the girth and yield graphs with many cycles of varying length as subgraphs. Hence, new techniques are needed.

Finally, with our current technique (Lemma 5) we cannot obtain a better bound on the maximum degree of the graphs of arbitrarily large fixed girth in the proofs of Theorems 6 and 11.

- Open Problem 2. Can the two maximum degree bounds in Theorems 6 and 11 be improved?
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#### Abstract

A framework consists of an undirected graph $G$ and a matroid $M$ whose elements correspond to the vertices of $G$. Recently, Fomin et al. [SODA 2023] and Eiben et al. [ArXiV 2023] developed parameterized algorithms for computing paths of rank $k$ in frameworks. More precisely, for vertices $s$ and $t$ of $G$, and an integer $k$, they gave FPT algorithms parameterized by $k$ deciding whether there is an $(s, t)$-path in $G$ whose vertex set contains a subset of elements of $M$ of rank $k$. These algorithms are based on Schwartz-Zippel lemma for polynomial identity testing and thus are randomized, and therefore the existence of a deterministic FPT algorithm for this problem remains open.

We present the first deterministic FPT algorithm that solves the problem in frameworks whose underlying graph $G$ is planar. While the running time of our algorithm is worse than the running times of the recent randomized algorithms, our algorithm works on more general classes of matroids. In particular, this is the first FPT algorithm for the case when matroid $M$ is represented over rationals.

Our main technical contribution is the nontrivial adaptation of the classic irrelevant vertex technique to frameworks to reduce the given instance to one of bounded treewidth. This allows us to employ the toolbox of representative sets to design a dynamic programming procedure solving the problem efficiently on instances of bounded treewidth.
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## 1 Introduction

A framework is a pair $(G, M)$, where $G$ is a graph and $M=(V(G), \mathcal{I})$ is a matroid on the vertex set of $G$. This term appears in the recent monograph of Lovász [39], where he defines frameworks as graphs with a collection of vectors of $\mathbb{R}^{d}$ labeling their vertices. Frameworks have appeared in the literature under many different names. For example, they are mentioned as pregeometric graphs in the influential work of Lovász [37] on representative families of linear matroids and as matroid graphs in the book of Lovász and Plummer [38].
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The problem of computing maximum matching in frameworks is closely related to the matchoid, the matroid parity, and polymatroid matching problems (see [38] for an overview). More broadly, the problems of finding specific subgraphs of large ranks in frameworks belong to the wide family of problems about submodular function optimization under combinatorial constraints [7,8,14, 41].

Fomin et al. in [15] introduced the following Maximum Rank ( $s, t$ )-Path problem. In this problem, given a framework $(G, M)$, two vertices $s$ and $t$ of $G$, and an integer $k$, we seek for an $(s, t)$-path in $G$ where the rank function of $M$ evaluates to at least $k$. We say that such a path has rank at least $k$.

```
Max Rank \((s, t)\)-Path
Input: \(\quad\) A framework \((G, M)\), vertices \(s\) and \(t\) of \(G\), and an integer \(k \geq 0\).
Task: \(\quad\) Decide whether \(G\) contains an \((s, t)\)-path of rank at least \(k\).
```

Max Rank $(s, t)$-Path encompasses several fundamental and well-studied problems about paths and cycles in undirected graphs.

Longest path. Of course, when $M$ is a uniform matroid, then a path is of rank at least $k$ if and only if it contains at least $k$ vertices. In this case, we have the classical Longest Path problem, where for a graph $G$ and integer $k$ the task is to identify whether $G$ contains a path with at least $k$ vertices [1].
$T$-cycle. In this problem, we are given a set $T$ of terminals and the task is to decide whether there is a cycle through all terminals [5,25,45]. T-cycle is the special case of Max Rank $(s, t)$-Рath. Consider the following linear matroid. For every vertex of $G$ not in $T$ we assign a $|T|$-dimensional vector whose all entries are zero. To vertices of $T$ we assign vectors forming an orthonormal basis of $\mathbb{R}^{|T|}$. Then $G$ has a cycle passing through all terminals if and only if $(G, M)$ has an $(s, t)$-path of rank $|T|$, for some $\{s, t\} \in E(G)$.

Maximum Colored Path. In the Maximum Colored $(s, t)$-Path problem, we are given a colored graph $G$, two vertices $s$ and $t$ of $G$, and an integer $k$. The task is to decide whether $G$ has an $(s, t)$-path containing at least $k$ different colors [6,15] (see also [9,10]). Maximum Colored $(s, t)$-Path is the special case of Max Rank $(s, t)$-Path where the matroid $M$ is a partition matroid. Indeed, in this matroid the ground set $V(G)$ is partitioned into classes $L_{1}, \ldots, L_{t}$ and a set $I$ is independent if $\left|I \cap L_{i}\right| \leq 1$ for every label $i \in\{1, \ldots, t\}$. In this way, a path of $G$ of rank at least $k$ is a path containing vertices of at least $k$ different (color) classes among $L_{1}, \ldots, L_{t}$.

Randomized FPT algorithms for Maximum Rank $(s, t)$-Path. The parameterized complexity of Maximum Rank ( $s, t$ )-Path was unknown until very recently. The first FPT algorithm for Maximum Rank $(s, t)$-Path was given in [15]. This algorithm runs in time $2^{\mathcal{O}\left(k^{2} \log (q+k)\right)} n^{\mathcal{O}(1)}$ and works on frameworks with matroids represented in finite fields of order $q$. Also, Eiben, Koana, and Wahlström [13], using different techniques, obtained an FPT algorithm for the same problem that runs in time $2^{k} n^{\mathcal{O}(1)}$ on frameworks with matroids representable over fields of characteristic two. These two algorithms use two different algebraic methods. The algorithm of [15] extends the celebrated algebraic technique based on cancellation of monomials used by Björklund, Husfeldt, and Taslaman [5] to solve the $T$-CYCLE problem, while the algorithm of [13] utilizes the toolbox of (constrained) multilinear detection $[3,4,34,35]$ combined with determinantal sieving [13]. Both these algorithms involve polynomial identity testing and invoke the Schwartz-Zippel lemma, and therefore
are randomized. In fact, because of the crucial use of the Schwartz-Zippel lemma in both these algorithms, as the authors of [13] state it, "derandomization appears infeasible" for the algorithms of [15] and [13] for Maximum Rank ( $s, t$ )-Path. Therefore, the next challenge is to obtain derandomized FPT algorithms for this problem.

Our results. Our main result establishes the first deterministic FPT algorithm for MAXIMUM RANK ( $s, t$ )-Path on frameworks of planar graphs and matroids representable over finite fields or over the field of rationals. We use $|G|$ to denote the number of vertices of a graph $G$ and $\|M\|$ to denote the bit-length of the representation matrix of a linear matroid $M$.

- Theorem 1. There is a deterministic algorithm that, given a framework $(G, M)$, where $G$ is a planar graph $G$ and $M$ is represented as a matrix over a finite field or over $\mathbb{Q}$, two vertices $s, t \in V(G)$ and an integer $k$, in time $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$ either returns an $(s, t)$-path of $G$ of rank at least $k$, or determines that $G$ has no such $(s, t)$-path.

Note that the randomized FPT algorithms of [15] and [13] work for matroids representable over finite fields or fields of characteristic two. The algorithm of Theorem 1, apart from being the first deterministic algorithm for Maximum Rank $(s, t)$-Path, is also the first FPT algorithm for frameworks whose matroids are not represented over a finite field or a field of characteristic two, but are represented over $\mathbb{Q}$.

Our techniques. To design the deterministic FPT algorithm of Theorem 1, we follow a different proof strategy than that of [15] and [13]. Our approach is based on the win/win arguments of the celebrated irrelevant vertex technique of Robertson and Seymour [42]. The general scheme of this technique is the following. If the graph satisfies certain combinatorial properties, then one can identify a vertex of the graph that can be declared irrelevant, meaning that its deletion results in an equivalent instance of the problem. Therefore, after deleting this vertex, we can iterate on the (equivalent) reduced instance. Once this reduction rule can not be further applied, the obtained reduced instance is equivalent to the original one and also "simpler". Therefore, one remains to argue that the problem can be solved efficiently in the reduced equivalent instance. This is a standard technique in parameterized algorithms design - see, for example, $[2,17,19,20,22-30,32,40,44]$ (see also [11, Section 7.8]). The standard mesure of complexity of instances for the application of the irrelevant vertex technique is treewidth. In particular, the strategy is formulated as follows. As long as the treewidth of the instance is large enough, detect and remove irrelevant vertices. If the treewidth is small, then solve the problem on this equivalent instance using dynamic programming.

Our application of the irrelevant vertex technique is inspired by the algorithm of Kawarabayashi [25] for $T$-CyCLE and extends its methods. In a typical irrelevant-vertex argument, one has to prove that every solution can "avoid" a vertex that will be declared irrelevant. For example, in the classical application of Robertson and Seymour [42] for the Disjoint Paths problem, one should argue that (if the graph has large treewidth) any collection of disjoint paths between certain terminals can be "rerouted away" from a vertex $v$ and this vertex should be declared irrelevant. In our case, where we seek an ( $s, t$ )-path of large rank in a framework, this rerouting should guarantee that large rank is preserved. In general, to deal with such problems on frameworks, one should employ new arguments to adjust this technique to take into account the structure of the matroid. The way we circumvent this problem for Maximum Rank $(s, t)$-Path is to formulate such a rerouting argument in a "sufficiently insulated" area of the graph where independent sets of the matroid $M$
appear in a homogeneous way. Planarity of the input graph allows to find such an area using the grid-like structure of walls. An overview of this approach is provided in Subsection 1.1. This application of the irrelevant vertex technique for frameworks is novel and illustrates an interesting interplay between combinatorial structures and algebraic properties, that may be of independent interest.

The dynamic programming on graphs of bounded treewidth is pretty standard (see, e.g., [12]) up to one detail. To encode a partial solution, we keep the information about vertices forming independent sets of matroid $M$ visited by a partial solution. However, the number of independent sets of size at most $k$ in $M$ could be of order $n^{k}$. Thus a naive encoding of partial solutions would result in blowing-up of the computational complexity. To avoid this, we store only representative sets (see $[18,36]$ ) instead of all possible independent sets. Both randomized [18] and deterministic [36] constructions of representative sets require a linear representation of $M$. This is the reason why Theorem 1 is stated for linear matroids. We point out that the dynamic programming subroutine for graphs of bounded treewidth is the only place in the proof of Theorem 1 requiring a representation of $M$. It is an interesting open question, whether Maximum Rank $(s, t)$-Path is FPT when parameterized by $k$ and the treewidth if the input matroid is given by its independence oracle.

### 1.1 Overview of the proof of Theorem 1

Our general approach is the following. We show that if the treewidth of the input graph $G$ is $2^{\mathcal{O}(k \log k)}$, then Maximum Rank $(s, t)$-Path can be solved in FPT time by a dynamic programming algorithm. Otherwise, if the treewidth is sufficiently large, we give an algorithm that either finds an $(s, t)$-path of rank at least $k$ or identifies an irrelevant vertex $v$, that is, a vertex whose deletion results in an equivalent instance of the problem. In the latter case, we delete $v$ and iterate on the reduced instance.

If the treewidth of the input graph is large, i.e., of order $2^{\Omega(k \log k)}$, we exploit the gridminor theorem of Robertson and Seymour for planar graphs [43] that asserts that a planar graph either contains $(w \times w)$-grid as a minor or the treewidth is $\mathcal{O}(w)$. More precisely, we have that given a plane embedding of $G$, we can find a plane $h$-wall for $h=2^{\Omega(k \log k)}$ as a topological minor or, equivalently, a plane subgraph of $G$ that is a subdivision of such a wall. To explain our arguments, we need some notions that are informally explained here by making use of figures. In particular, an example of an $h$-wall for $h=7$ is given in Figure 1.


Figure 1 A 7 -wall and its layers.

Note that an $h$-wall has $\lfloor h / 2\rfloor$ nested cycles, called layers, that are shown in Figure 1 in red and blue. The layer forming the boundary of a wall is called the perimeter of the wall and is shown in red in the figure. We extend the notions of layers and perimeter for a subdivided $h$-wall, that is, the graph obtained from an $h$-wall by replacing some of its
edges by paths. The vertices of the initial $h$-wall, i.e., before replacing edges by paths, are called the branch vertices of the subdivided $h$-wall. Given a plane subdivided $h$-wall $W$ in $G$, we call the subgraph of $G$ induced by the vertices on the perimeter and inside the inner face of the perimeter the compass of $W$ and denote it by compass $(W)$. Notice that we can assume that the compass of the subdivided $h$-wall $W$ in $G$ does not contain the terminal vertices $s$ and $t$ by switching to a smaller subwall if necessary. Furthermore, we can assume that compass $(W)$ is a 2 -connected graph as any $(s, t)$-path can only contain vertices of the biconnected component of compass $(W)$ containing $W$. Also we can assume that $G$ has two disjoint paths connecting $s$ and $t$ with two distinct vertices on the perimeter of $W$; otherwise, any vertex of compass $(W)$ outside the perimeter is trivially irrelevant.

Observe that for any nontrivial subwall $W^{\prime}$ of $W$, compass $\left(W^{\prime}\right)$ is also 2-connected. Therefore, for every two distinct vertices $x$ and $y$ on the perimeter of $W^{\prime}$ and any $z \in$ $V$ (compass $\left(W^{\prime}\right)$ ), compass $\left(W^{\prime}\right)$ has internally disjoint $(x, z)$ and $(y, z)$-paths. In particular, given a set of vertices $S \subseteq V\left(\operatorname{compass}\left(W^{\prime}\right)\right)$ that are independent with respect to $M$, we can join any $z \in S$ with $x$ and $y$ by disjoint paths. This observation is crucial for us.


Figure $2 \mathrm{An}(s, t)$-path for walls of big rank.
Suppose that there is a packing of $k$ subwalls $W_{1}, \ldots, W_{k}$ in $W$ separated by paths in $W$ as it is shown in Figure 2 such that the rank $r\left(\operatorname{compass}\left(W_{i}\right)\right) \geq k$ for $i \in\{1, \ldots, k\}$. Then we can choose vertices $v_{1}, \ldots, v_{k}$ in compass $\left(W_{1}\right), \ldots, \operatorname{compass}\left(W_{k}\right)$, respectively, in such a way that $\left\{v_{1}, \ldots, v_{k}\right\}$ is an independent set of $M$. Then by our observation, we can construct an $(s, t)$-path in $G$ that goes through $v_{1}, \ldots, v_{k}$ as it is shown in the figure in green. Suppose that this is not the case. Then, by zooming inside the wall, we can assume that $r($ compass $(W))<k$. Moreover, by recursive zooming, we can find a subwall $W^{\prime}$ of $W$ with the following structural properties (see Figure 3).

- There is a packing of $k+1$ subwalls $W_{0}, W_{1}, \ldots, W_{k}$ in $W^{\prime}$ separated by paths in $W^{\prime}$ shown in red in Figure 3 such that $r\left(\operatorname{compass}\left(W_{i}\right)\right)=r\left(\operatorname{compass}\left(W^{\prime}\right)\right)$ for $i \in\{0, \ldots, k\}$.
- The packing of $W_{0}, W_{1}, \ldots, W_{k}$ is surrounded by $\mathcal{O}\left(k^{2}\right)$ "insulation" layers of $W^{\prime}$ shown in blue.
We claim that vertices of $W_{0}$ are irrelevant.
To see this, consider an $(s, t)$-path $P$ of rank at least $k$ in $G$. We show that if $P$ goes through a vertex of $W_{0}$, then the path can be rerouted as it is shown in Figure 3 in green to avoid $W_{0}$. Consider an independent set $X \subseteq V(P)$ of rank $k$ and let $u_{1}, \ldots, u_{\ell}$ be the vertices of $X$ that are not spanned by $V\left(\right.$ compass $\left.\left(W^{\prime}\right)\right)$ in $M$. Then $u_{1}, \ldots, u_{\ell}$ are outside $W^{\prime}$. We prove that there are two distinct vertices $x$ and $y$ on the inner insulation layer of $W^{\prime}$,
and an ( $s, x$ )-path $P_{1}$ and an ( $y, t$ )-path $P_{2}$ such that (i) $x$ and $y$ are unique vertices of these paths in the inner insulation layer, and (ii) $u_{1}, \ldots, u_{\ell} \in V\left(P_{1}\right) \cup V\left(P_{2}\right)$. The proof that $\mathcal{O}\left(k^{2}\right)$ insulation layers are sufficient for rerouting $P$ is non-trivial. In particular, we adapt the ideas from [25] as well as the structural results of Kleinberg [31]. Further, using the fact that $r\left(\operatorname{compass}\left(W_{i}\right)\right)=r\left(\operatorname{compass}\left(W^{\prime}\right)\right)$ for $i \in\{1, \ldots, k\}$, we show that for every independent set $I^{\prime}$ of $M$ consisting of vertices in compass $\left(W^{\prime}\right)$, one can also find an independent set $I_{i}$ of $M$ in compass $\left(W_{i}\right)$ such that $\left|I_{i}\right|=\left|I^{\prime}\right|$, for every $i \in\{1, \ldots, k\}$. Therefore, one can select, for every $W_{i}$, a vertex $v_{i} \in I_{i}$ and this choice can be made so that $r\left(\left\{v_{1}, \ldots, v_{k}\right\}\right)=r\left(\operatorname{compass}\left(W^{\prime}\right)\right)$. Then we construct an $(x, y)$-path $Q$ in the inner part of $W^{\prime}$ such that (i) $Q$ is internally disjoint with $P_{1}$ and $P_{2}$, (ii) $Q$ goes through $v_{1}, \ldots, v_{k}$, and (iii) $Q$ avoids $W_{0}$. We have that $P^{\prime}=P_{1} Q P_{2}$ is an $(s, t)$-path that goes through $u_{1}, \ldots, u_{\ell}$ and $v_{1}, \ldots, v_{k}$. Note that, replacing the vertices of $X$ that are spanned by $V$ (compass $\left.\left(W^{\prime}\right)\right)$ by the vertices $\left\{v_{1}, \ldots, v_{k}\right\}$, we obtain the set $X^{\prime}=\left\{u_{1}, \ldots, u_{\ell}, v_{1}, \ldots, v_{k}\right\}$ and $r\left(X^{\prime}\right)=r(X)$, and the latter holds since $r\left(\left\{v_{1}, \ldots, v_{k}\right\}\right)=r\left(\operatorname{compass}\left(W^{\prime}\right)\right)$. Therefore $r\left(P^{\prime}\right) \geq r(X) \geq k$. Since $Q$ avoids $W_{0}, P^{\prime}$ has the same property.


Figure 3 Rerouting an ( $s, t$ )-path.

Finally, we note that the algorithm of Kawarabayashi [25] for $T$-CYCLE works for general graphs. The statement of Theorem 1 is limited to planar graphs and planarity is required to ensure that the rerouting does not decrease the rank of an $(s, t)$-path. It is quite plausible that with additional technicalities our method could be lifted when the underlying graph of the framework is of bounded genus, and more generally, minor-free. However, it is very unclear, whether rerouting that does not decrease the rank could be achieved for general graphs. It remains the main obstacle towards pushing the irrelevant vertex technique from frameworks with planar graphs to frameworks with general graphs.

Organization of the paper. In Section 2 we show how to reduce to instances of bounded treewidth using the irrelevant vertex technique. Results whose proofs are omitted in this extended abstract are marked with a star $(\star)$ and their proofs can be found in the full version [16]. We also refer to the full version for formal definitions of the aforementioned notions. We conclude in Section 3 with open questions and possible future research directions.

## 2 Rerouting paths and cycles

In this section, our goal is to prove Theorem 1 that we restate here.

- Theorem 1. There is a deterministic algorithm that, given a framework ( $G, M$ ), where $G$ is a planar graph $G$ and $M$ is represented as a matrix over a finite field or over $\mathbb{Q}$, two vertices $s, t \in V(G)$ and an integer $k$, in time $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$ either returns an $(s, t)$-path of $G$ of rank at least $k$, or determines that $G$ has no such ( $s, t)$-path.

The algorithm of Theorem 1 consists of two parts. In the first part, we use the irrelevant vertex technique in order to design an algorithm that removes vertices form the input graph as long as its treewidth is big enough. In order to do this, we show a combinatorial result that allows us to argue that, given a planar graph and a wall of it and a vertex set $S$ that lies outside the wall, if there is a path $P$ that contains $S$ and invades deeply enough inside the wall, we can find another path $P^{\prime}$ that contains $S$ (with the same endpoints as $P$ ) and avoids some "central area" of the wall (Lemma 4). Then, we give an algorithm (Lemma 6) that given a planar graph of "big enough" (as a function of $k$ ) treewidth, outputs, in time $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$, either a path of rank at least $k$ or an irrelevant vertex. The dynamic programming algorithm that solves the problem in graphs of bounded treewidth is included in the full version of the paper.

### 2.1 Rerouting paths and cycles

In this subsection, we aim to prove the main combinatorial result (Lemma 4) that allows us to find an $(s, t)$-path that contains a given set $S$ and avoids some inner part of a given wall. Before stating Lemma 4, we state the following result (Lemma 3) that will be an important tool for the proof of Lemma 4. The proof of Lemma 3 is inspired by the proof of [25, Lemma 1]. An in-peg of the perimeter of a wall $W$ is a vertex on the perimeter of $W$ that has degree three in $W$.

- Lemma 3 ( $\star$ ). Let $G$ be a planar graph, let $k \in \mathbb{N}$, let $W$ be a wall of height at least $2 k+3$, and let $s, t \in V(G) \backslash V(\operatorname{compass}(W))$. Also, let $E=\left\{e_{1}, \ldots, e_{k}, e_{k+1}, e_{k+2}\right\}$ be a set of $k+2$ edges of $G$, where, for every $i \in\{1, \ldots, k\}$, $e_{i}=\left\{v_{i}, u_{i}\right\}, e_{k+1}=\left\{v_{k+1}, s\right\}$, $e_{k+2}=\left\{v_{k+2}, t\right\}$, and let $X$ be the set $\left\{v_{k+1}, v_{k+2}\right\} \cup \bigcup_{i \in\{1, \ldots, k\}}\left\{v_{i}, u_{i}\right\}$. If every $v \in X$ is an in-peg of perim $(W)$, then there is an $(s, t)$-path in $G$ that contains the edges $e_{1}, \ldots, e_{k+2}$ and its intersection with compass $\left(W^{(k+1)}\right)$ is a path of perim $\left(W^{(k+1)}\right)$ whose endpoints are branch vertices of $W$.

We now prove the following result.

- Lemma 4. There is a function $h: \mathbb{N} \rightarrow \mathbb{N}$ such that if $k, z \in \mathbb{N}, G$ is a planar graph, $s, t \in V(G), S$ is a subset of $V(G)$ of size at most $k, W$ is a wall of $G$ of at least $h(k)$ layers and whose compass is disjoint from $S \cup\{s, t\}$, and $P$ is an $(s, t)$-path of $G$ such that $S \subseteq V(P)$ and $P$ intersects $V\left(\operatorname{inn}\left(W^{(h(k))}\right)\right)$, then there is an $(s, t)$-path $\tilde{P}$ of $G$ such that $S \subseteq V(\tilde{P})$ and its intersection with compass $\left(W^{(h(k))}\right)$ is a path of perim $\left(W^{(h(k))}\right)$ whose endpoints are branch vertices of $W$. Moreover, $h(k)=\mathcal{O}\left(k^{2}\right)$.

Proof. We set $h(k):=2 k \cdot(k+2)+2 k+1$. Let $W$ be a wall of at least $h(k)$ layers. For $i \in\{1, \ldots, k+2\}$, we use $C_{i}$ to denote the layer $L_{2 k \cdot(i-1)+1}$ of $W$. Intuitively, we take $C_{1}$ to be the first layer of $W$ and for every $i \in\{2, \ldots, k+2\}$, we take $C_{i}$ to be the $2 k$-th consecutive layer after $C_{i-1}$. Also, we use $D_{i}$ to denote the vertex set of compass $\left(W^{(2 k \cdot(i-1)+1)}\right)$. Keep in mind that $C_{i}$ is the perimeter of $W^{(2 k \cdot(i-1)+1)}$. For every $i \in[k+2]$, we consider the collection $\mathcal{F}_{i}$ of paths of $G$ that are subpaths of $P$ that intersect $D_{i}$ only on their endpoints
and that there is an onto function mapping each vertex $u \in S \cup\{s, t\}$ to the path in $\mathcal{F}_{i}$ that contains $u$. Intuitively, for each $u \in S \cup\{s, t\}$ we consider the maximal subpath of $P$ that contains $u$ and intersects $D_{i}$ only on its endpoints and we define $\mathcal{F}_{i}$ to be the collection of these maximal paths (see Figure 4 for an example).


Figure 4 An example of an $(s, t)$-path $P$ containing an independent set $S=\left\{u_{1}, u_{2}, u_{3}\right\}$. In this example, $\mathcal{F}_{1}$ is the collection of the four red paths (the ones with endpoints $\left(s, v_{1}\right),\left(v_{4}, v_{5}\right)$, $\left(v_{8}, v_{9}\right)$, and $\left.\left(v_{14}, t\right)\right), \mathcal{F}_{2}$ is the collection of the four green paths (the ones with endpoints $\left(s, v_{2}\right)$, $\left.\left(v_{3}, v_{6}\right),\left(v_{7}, v_{10}\right),\left(v_{13}, t\right)\right)$, and $\mathcal{F}_{3}$ is the collection of the two blue paths (the ( $s, v_{11}$ )-path and the ( $\left.v_{12}, t\right)$-path).

Observe that $\left|\mathcal{F}_{1}\right| \leq k+2$ (since $\left.|S \cup\{s, t\}| \leq k+2\right)$ and $\left|\mathcal{F}_{k+2}\right| \geq 2$ (since $V(P) \cap$ $V\left(\operatorname{inn}\left(W^{(h(k))}\right)\right) \neq \emptyset$ and therefore $P$ intersects at least twice every $\left.C_{i}, i \in[k+2]\right)$. For every $i \in\{1, \ldots, k+2\}$, we assume that $\mathcal{F}_{i}=\left\{F_{i, 1}, \ldots, F_{i,\left|\mathcal{F}_{i}\right|}\right\}$, where the ordering is given by traversing $P$ from $s$ to $t$. For every $i \in\{1, \ldots, k+2\}$, we set $\mathcal{Q}_{i}=\left\{Q_{i, 1}, \ldots, Q_{i,\left|\mathcal{F}_{i}\right|-1}\right\}$, where, for each $j \in\left[\left|\mathcal{F}_{i}\right|-1\right], Q_{i, j}$ is the minimal subpath of $P$ that intersects both $V\left(F_{i, j}\right)$ and $V\left(F_{i, j+1}\right)$. Observe that, for every $i \in\{1, \ldots, k+2\}, P$ is the concatenation of the paths $F_{i, 1}, Q_{i, 1}, F_{i, 2}, \ldots, Q_{i,\left|\mathcal{F}_{i}\right|-1}, F_{i,\left|\mathcal{F}_{i}\right|}$. In Figure $4, \mathcal{Q}_{1}=\left\{Q_{1,1}, Q_{1,2}, Q_{1,3}\right\}$, where $Q_{1,1}$ is the $\left(v_{1}, v_{4}\right)$-subpath, $Q_{1,2}$ is the $\left(v_{5}, v_{8}\right)$-subpath, and $Q_{1,3}$ is the $\left(v_{9}, v_{14}\right)$-subpath of $P$, $\mathcal{Q}_{2}=\left\{Q_{2,1}, Q_{2,2}, Q_{2,3}\right\}$, where $Q_{2,1}$ is the $\left(v_{2}, v_{3}\right)$-subpath, $Q_{2,2}$ is the $\left(v_{6}, v_{7}\right)$-subpath, and $Q_{2,3}$ is the $\left(v_{10}, v_{13}\right)$-subpath of $P$, and $\mathcal{Q}_{3}$ consists of the $\left(v_{11}, v_{12}\right)$-subpath $Q_{3,1}$ of $P$.

It is easy to see that for every $i \in\{1, \ldots, k+1\},\left|\mathcal{F}_{i+1}\right|$ is equal to $\left|\mathcal{F}_{i}\right|$ minus the number of paths in $\mathcal{Q}_{i}$ that do not intersect $C_{i+1}$ and therefore, $\left|\mathcal{F}_{i}\right| \geq\left|\mathcal{F}_{i+1}\right|$. Therefore, given that $\left|\mathcal{F}_{1}\right| \leq k+2,\left|\mathcal{F}_{k+2}\right| \geq 2$, and for every $i \in\{1, \ldots, k+1\},\left|\mathcal{F}_{i}\right| \geq\left|\mathcal{F}_{i+1}\right|$, there is an $i_{0} \in\{1, \ldots, k+1\}$ such that $\left|\mathcal{F}_{i_{0}}\right|=\left|\mathcal{F}_{i_{0}+1}\right|$ (if there are many such $i_{0}$, we pick the minimal one). This implies that every path in $\mathcal{Q}_{i_{0}}$ intersects $C_{i_{0}+1}$.

For each $F \in \mathcal{F}_{i_{0}}$, we denote by $v_{F}$ and $u_{F}$ the endpoints of $F$. We define the graph $G^{\prime}$ obtained from $G$ after removing the internal vertices of every $F \in \mathcal{F}_{i_{0}}$ (i.e., the vertex set $\left.\bigcup_{F \in \mathcal{F}_{i_{0}}}\left(V(F) \backslash\left\{v_{F}, u_{F}\right\}\right)\right)$ and adding the edge $\left\{v_{F}, u_{F}\right\}$ for every $F \in \mathcal{F}_{i_{0}}$. Observe that $G^{\prime}$ is also planar and contains $D_{i_{0}}$ as a subgraph. Moreover, notice that, for every $F \in \mathcal{F}_{i_{0}}$ $\left\{v_{F}, u_{F}\right\} \in V\left(C_{i_{0}}\right) \cup\{s, t\}$. In Figure $4,\left|\mathcal{F}_{1}\right|=\left|\mathcal{F}_{2}\right|$ and thus $G^{\prime}$ is obtained after replacing each 3 -colored path with an edge.

In the rest of the proof we will argue that, in $G^{\prime}$, there is an $(s, t)$-path that contains all edges $\left\{v_{F}, u_{F}\right\}, F \in \mathcal{F}_{i_{0}}$, and its intersection with $V\left(\right.$ compass $\left.\left(W^{(h(k))}\right)\right)$ is the vertex set of a subdivided edge of $W$ that lies in perim $\left(W^{(h(k))}\right)$. Having such a path in hand, we can replace each edge $\left\{v_{F}, u_{F}\right\}, F \in \mathcal{F}_{i_{0}}$ with the corresponding path $F$ and thus obtain the path $\tilde{P}$ claimed in the statement of the lemma.

We will denote by $C$ the cycle $C_{i_{0}}$ (that is the layer $L_{2 k \cdot\left(i_{0}-1\right)+1}$ ) and by $C^{\prime}$ the layer $L_{2 k \cdot i_{0}}$. To get some intuition, recall that $C_{i_{0}+1}=L_{2 k \cdot i_{0}+1}$ and therefore $C^{\prime}$ is the layer of $W$ "preceding" $C_{i_{0}+1}$. Since every path in $\mathcal{Q}_{i_{0}}$ intersects $C_{i_{0}+1}$, it holds that every path in $\mathcal{Q}_{i_{0}}$ intersects $C^{\prime}$ at least twice. Therefore, if we set $Y:=V(C) \cap \bigcup_{F \in \mathcal{F}_{i_{0}}}\left\{v_{F}, u_{F}\right\}$ and $\ell:=|Y|$, then $\ell \leq 2 k$ and there are $\ell$ disjoint paths from $Y$ to $C^{\prime}$ (for an example, see the left part of Figure 5).

Recall that perim $\left(W^{\left(2 k \cdot i_{0}\right)}\right)=C^{\prime}$. We set $B$ to be the set of branch vertices of $W$ that are in $V\left(C^{\prime}\right)$ and have degree three in $W^{\left(2 k \cdot i_{0}\right)}$. Also, we set $\mathcal{K}$ to be the graph $G^{\prime} \backslash V\left(\operatorname{inn}\left(W^{\left(2 k \cdot i_{0}\right)}\right)\right)$. The next claim states that there also exist $\ell$ disjoint paths from $Y$ to $B$ in $\mathcal{K}$. We omit the proof and we refer the reader to the full version [16].


Figure 5 A visualization of the statement of Claim 5. In both figures, the edges $\left\{v_{F}, u_{F}\right\}$ are depicted in blue, the black vertices correspond to the set $Y$ and the red vertices correspond to the set $B$. In the left figure, we illustrate $|Y|$ disjoint paths from $Y$ to $C^{\prime}$, while in the right figure, we illustrate $|Y|$ disjoint paths from $Y$ to $B$.
$\triangleright$ Claim $5(\star)$. There is a set $X \subseteq B$, a bijection $\rho: Y \rightarrow X$, and a collection $\mathcal{P}=\left\{P_{v} \mid v \in\right.$ $Y\}$ of pairwise disjoint paths where, for every $v \in Y, P_{v}$ is a $(v, \rho(v))$-path in $\mathcal{K}$.

Following Claim 5, let $X \subseteq B$, let a bijection $\rho: Y \rightarrow X$, and let a collection $\mathcal{P}=\left\{P_{v} \mid\right.$ $v \in Y\}$ of pairwise disjoint paths such that for every $v \in Y, P_{v}$ is a $(v, \rho(v))$-path in $\mathcal{K}$.

Now, for each $F \in \mathcal{F}_{i_{0}}$, we consider the path $P_{F}$ obtained after joining the paths $P_{v_{F}}$ and $P_{u_{F}}$ by the edge $\left\{v_{F}, u_{F}\right\}$ (in the case where $s, t \in\left\{v_{F}, u_{F}\right\}$, we just extend the corresponding path in $\mathcal{P}$ by adding the edge $\left\{v_{F}, u_{F}\right\}$ ). Let $G^{\prime \prime}$ be the graph obtained from $G^{\prime}$ after contracting each $P_{F}, F \in \mathcal{F}_{i_{0}}$ to an edge $e_{P_{F}}$ and let $E=\left\{e_{P_{F}} \mid F \in \mathcal{F}_{i_{0}}\right\}$. Then, notice that $G^{\prime \prime}$ contains $W^{\left(2 k \cdot i_{0}\right)}$ as a subgraph and since $h(k)=2 k \cdot(k+2)+2 k+1$, the wall $W^{\left(2 k \cdot i_{0}\right)}$ has at least $k+1$ layers and therefore height at least $2 k+3$. Therefore, by Lemma $3, G^{\prime \prime}$ contains an $(s, t)$-path that contains all edges in $E$ and its intersection with $\operatorname{compass}\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)$ is a path of $\operatorname{perim}\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)$ whose endpoints are branch vertices of $W$.

Thus, using this ( $s, t$ )-path in $G^{\prime \prime}$, we can find an $(s, t)$-path $P^{\star}$ in $G$ that contains $S$ and its intersection with compass $\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)$ is a path of $\operatorname{perim}\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)$ whose endpoints, say $x$ and $y$, are branch vertices of $W$. Finally, let an $(x, y)$-path $R_{x, y}$ in $\operatorname{compass}\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)$ whose intersection with compass $\left(W^{(h(k))}\right)$ is a path of perim $\left(W^{(h(k))}\right)$ whose endpoints are branch vertices of $W$. The proof concludes by observing that ( $P^{\star} \backslash$ $\left.V\left(\operatorname{compass}\left(W^{\left(2 k \cdot i_{0}+k+1\right)}\right)\right)\right) \cup R_{x, y}$ is the $(s, t)$-path claimed in the statement of the lemma.

We stress that, while Lemma 4 deals with the case of "rerouting" an ( $s, t$ )-path, we can apply the same arguments to "reroute" a cycle that contains a fixed set $S$ away from the inner part of some wall.

### 2.2 Equivalent instances of small treewidth

In this subsection, we design an algorithm that receives a framework $(G, M)$, where $G$ is a planar graph of "big enough" treewidth, and two vertices $s, t \in V(G)$, and outputs either a report that $G$ contains an $(s, t)$-path of rank at least $k$, or an irrelevant vertex that can be safely removed. In frameworks, to remove a vertex, one has to remove this vertex from $G$ and also restrict the matroid.

Restrictions of matroids. Let $M=(V, \mathcal{I})$ be a matroid and let $S \subseteq V$. We define the restriction of $M$ to $S$, denoted by $M \mid S$, to be the matroid on the set $S$ whose independent sets are the sets in $\mathcal{I}$ that are subsets of $S$. Given a $v \in V$, we denote by $M \backslash v$ the matroid $M \mid(V \backslash\{v\})$.

The goal of this subsection is to prove the following.

- Lemma 6. There is a function $g: \mathbb{N} \rightarrow \mathbb{N}$ and an algorithm that, given an integer $k \in \mathbb{N}$, a framework $(G, M)$, where $M$ is a matroid for which we can verify independence in time $\|M\|^{\mathcal{O}(1)}$, and $G$ is a planar graph of treewidth at least $g(k)$, and two vertices $s, t \in V(G)$, outputs, in time $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$,
- either a report that $G$ contains an $(s, t)$-path of rank at least $k$, or
- a vertex $v \in V(G)$ such that $(G, M, k, s, t)$ and $(G \backslash v, M \backslash v, k, s, t)$ are equivalent instances of Maximum Rank ( $s, t$ )-Path.
Moreover, $g(k)=2^{\mathcal{O}(k \log k)}$.
Keep in mind that, if $M$ is represented over a finite field or $\mathbb{Q}$, we can verify independence in time that is a polynomial in $\|M\|$. In order to prove Lemma 6 , we need some additional definitions and results.

Packings of walls. Let $G$ be a planar graph and $W$ be a wall of $G$. Let $z, r \in \mathbb{N}$ and let $q$ be a non-negative odd integer. We say that $W$ admits an $(z, r, q)$-packing of walls, if $W$ has height at least $h$, for some odd $h \geq 2 z$, and there is a collection $\mathcal{W}=\left\{W_{0}, W_{1}, \ldots, W_{r-1}\right\}$ of subwalls of $W$, such that for every $i \in\{0, \ldots, r-1\}, W_{i}$ is a subwall of $W$ of height at least $q$ such that $V\left(W_{i}\right)$ is a subset of $V\left(W^{(z+1)}\right)$, and for every $i, j \in\{0, \ldots, r-1\}$, with $i \neq j, V\left(\operatorname{compass}\left(W_{i}\right)\right)$ and $V\left(\operatorname{compass}\left(W_{j}\right)\right)$ are disjoint. We call $\mathcal{W}$ an $(z, r, q)$-packing of $W$ (see Figure 3 for a visualization of a packing of a wall $W$ ).

- Observation 7. Given $z, r \in \mathbb{N}$, an odd integer $q \in \mathbb{N}$, and a planar graph $G$, every wall $W$ of $G$ of height at least $2 z+\lceil\sqrt{r}\rceil \cdot(q+1)+1$ admits a $(z, r, q)$-packing.

Let $W$ be a wall of a planar graph. We use $\rho(W)$ to denote $r(V(\operatorname{compass}(W)))$.

- Lemma $8(\star)$. There is a function $f: \mathbb{N}^{4} \rightarrow \mathbb{N}$ and an algorithm that, given integers $k, z, r, q \in \mathbb{N}$, where $q$ is odd, a framework $(G, M)$, where $G$ is planar and $M$ is a matroid for which we can verify independence in time $\|M\|^{\mathcal{O}(1)}$, and a wall $W$ of $G$ of height at least $f(k, z, r, q)$ such that $\rho(W) \leq k$, outputs, in $(k+1) \cdot r \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$ time, a subwall $W^{\prime}$ of $W$ of height $h$, for some odd $h \in \mathbb{N}$ such that $h \geq 2 z$, and a $(z, r, q)$-packing $\mathcal{W}$ of $W^{\prime}$ such that for every $W_{i} \in \mathcal{W}, \rho\left(W_{i}\right)=\rho\left(W^{\prime}\right)$. Moreover, $f(k, z, r, q)=\mathcal{O}\left(r^{k / 2} \cdot z \cdot q\right)$.

We are now ready to prove Lemma 6 .
Proof of Lemma 6. We set $b=h(k), x=k+1, z=(k+1) \cdot b, q=f(k-1, z, x, 3)$, $r=\lceil\sqrt{k}\rceil \cdot(q+1)+3$, and $g(k)=36(r+1)$. We first assume that $G$ is 2 -connected. If $G$ is not connected, then we break the problem in subproblems, each one corresponding to a 2 -connected component $B$ of $G$ and if the vertices of $B$ are separated from $s$ or $t$ by a cut-vertex $v$ of $G$, then we consider the problem where $v$ is set to be $s$ or $t$, respectively.

Since the treewidth of $G$ is at least $g(k)=36(r+1)$, due to [21, Lemma 4.2], $G$ has a $(4 r+1)$-wall. We then consider an $r$-wall $W$ of $G$ such that $s, t \notin V(\operatorname{compass}(W))$ and an $(1, k, q)$-packing $\tilde{\mathcal{W}}=\left\{\tilde{W}_{1}, \ldots, \tilde{W}_{k}\right\}$ of $W$. This $(1, k, q)$-packing exists because of the fact that $r=\lceil\sqrt{k}\rceil \cdot(q+1)+3$ and due to Observation 7 and we can find it in $\mathcal{O}(n)$ time. For every $i \in\{1, \ldots, k\}$, we set $K_{i}:=V\left(\operatorname{compass}\left(\tilde{W}_{i}\right)\right)$. Then, compute the rank of $K_{i}$, for each $i \in\{1, \ldots, k\}$. This can be done in time $k \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$.

If every $K_{i}$ has rank at least $k$, then notice that there is a set $S \subseteq V(G)$ such that $r(S)=k$ and for every $i \in\{1, \ldots, k\},\left|S \cap K_{i}\right|=1$. To obtain an $(s, t)$-path $P$ such that $S \subseteq V(P)$, we do the following: We first pick two disjoint paths $P_{s}, P_{t}$ from the perimeter of $W$ to $s$ and $t$ respectively (these exist since $G$ is 2 -connected). Let $D$ be the perimeter of $W$ and let $s^{\prime}$ and $t^{\prime}$ be the endpoints of $P_{s}$ and $P_{t}$ in $D$. Also, let $L_{2}$ be the second layer of $W$. Observe that, since the compass of a wall is a connected graph, there is also a path $\bar{P}$ in $G$ such that the endpoints, say $x, y$, of $\bar{P}$ are in $L_{2}$, no internal vertex of $\bar{P}$ is a vertex of $L_{2}$, and $S \subseteq V(\bar{P})$. Finally, observe that there exist two disjoint paths $P_{s^{\prime} x}, P_{t^{\prime} y}$ in the closed disk bounded by $D$ and $L_{2}$ connecting $s^{\prime}$ with $x$ and $t^{\prime}$ with $y$, respectively, and that $P:=P_{s} \cup P_{s^{\prime} x} \cup \bar{P} \cup P_{t^{\prime} y} \cup P_{t}$ is an $(s, t)$-path such that $S \subseteq V(P)$ (see Figure 2).

Suppose now that there is an $i \in\{1, \ldots, k\}$ such that the rank of $K_{i}$ is at most $k-1$. Since the corresponding wall $\tilde{W}_{i}$ is of height at least $q=f(k-1, z, x, 3)$, by Lemma 8 , we can find a subwall $W^{\prime}$ of $\tilde{W}_{i}$ of height $h$, for some odd $h \geq 2 z$ and a ( $z, k+1,3$ )-packing $\mathcal{W}=\left\{W_{0}, W_{1}, \ldots, W_{k}\right\}$ of $W^{\prime}$, so that for every $i \in\{0, \ldots, k\}, \rho\left(W_{i}\right)=\rho\left(W^{\prime}\right)$. Let $v$ be a central vertex of $W_{0}$.

We now prove that ( $G, M, k, s, t$ ) and ( $G \backslash v, M \backslash v, k, s, t$ ) are equivalent instances of Maximum Rank ( $s, t$ )-Path. We show that if $(G, M, k, s, t)$ is a yes-instance, then $(G \backslash v, M \backslash v, k, s, t)$ is also a yes-instance, since the other implication is trivial. If ( $G, M, k, s, t$ ) is a yes-instance, then there is a set of vertices $S=\left\{u_{1}, \ldots, u_{k}\right\} \subseteq V(G)$ and an $(s, t)$-path $P$ in $G$ such that $r(S)=k$ and $S \subseteq V(P)$. The fact that $z=(k+1) \cdot b$ implies that there is an $i \in\{1, \ldots, k+1\}$ such that the vertex set $V\left(\operatorname{compass}\left(W^{\prime((i-1) \cdot b+1)}\right) \backslash V\left(\operatorname{inn}\left(W^{\prime(i \cdot b)}\right)\right)\right)$, which we denote by $D_{i}$, does not intersect $S$. Let $S_{\text {in }}$ be the vertices of $S$ that are contained in $\operatorname{compass}\left(W^{\prime(i \cdot b)}\right)$ and let $S_{\text {out }}$ be the set $S \backslash S_{\text {in }}$. We will show that there is a set $S^{\prime} \in \mathcal{I}(M \backslash v)$ and a path $P^{\prime}$ such that $r\left(S_{\text {out }} \cup S^{\prime}\right) \geq k, S_{\text {out }} \cup S^{\prime} \subseteq V\left(P^{\prime}\right)$ and $V\left(P^{\prime}\right) \subseteq V(G \backslash v)$.

We assume that $v \in V(P)$, otherwise we set $S^{\prime}:=S_{\text {in }}$ and $P^{\prime}:=P$ and the lemma follows. By Lemma 4, there is a path $\tilde{P}$ such that $S_{\text {out }} \subseteq V(\tilde{P})$ and $V(\tilde{P}) \cap V\left(\operatorname{compass}\left(W^{\prime(i \cdot b)}\right)\right)$ is the vertex set of a path $\hat{P}$ of $W_{0}^{\prime}$ that lies in perim $\left(W^{\prime(i \cdot b)}\right)$ and whose endpoints are branch vertices of $W^{\prime(i \cdot b)}$. Let $s_{\hat{P}}$ and $t_{\hat{P}}$ be the endpoints of $\hat{P}$.

We can assume that $\rho\left(W_{i}\right)=\rho\left(W^{\prime}\right)>0$, for every $i \in\{0, \ldots, k\}$, since otherwise $S_{\mathrm{in}}=\emptyset$ and the claim holds trivially. For every $i \in\{0, \ldots, k\}$, since $\rho\left(W_{i}\right)=\rho\left(W^{\prime}\right)$ and $S_{\text {in }}$ is an independent set of $M$ that is a subset of compass $\left(W^{\prime}\right)$, there is an independent set $S_{i} \subseteq V\left(\operatorname{compass}\left(W_{i}\right)\right)$ such that $\left|S_{i}\right|=\left|S_{\text {in }}\right|$. Furthermore, because $\rho\left(W_{i}\right)=\rho\left(W^{\prime}\right)$ for $i \in\{0, \ldots, k\}$, we can choose a set $S^{\prime}=\left\{v_{1}, \ldots, v_{k}\right\}$ where $v_{i}$ is a vertex in $S_{i}$ for $i \in\{1, \ldots, k\}$ in such a way that $r\left(S^{\prime}\right)=\rho\left(W^{\prime}\right)$. Then $r\left(S_{\text {out }} \cup S^{\prime}\right)=\left|S_{\text {out }} \cup S_{\text {in }}\right| \geq k$. Also, notice that, for every $x, y \in L_{z}$, there is an $(x, y)$-path $P^{\star}$ in $W^{(z)} \backslash\left(V\left(L_{z}\right) \backslash\{x, y\}\right)$ that contains $S^{\prime}$ and avoids $v$. It is easy to see that there exist two disjoint paths $Q_{1}, Q_{2}$ in compass $\left(W_{0}^{\prime(i \cdot b)}\right)$ connecting $\left\{s_{\hat{P}}, t_{\hat{P}}\right\}$ with $\{x, y\}$ and that these paths can be picked to be internally disjoint from $\hat{P}$ and $P^{\star}$. Thus, if $\tilde{P}^{\prime \prime}$ is the graph obtained from $\tilde{P}^{\prime}$ after removing all internal vertices of $\hat{P}$, then $\tilde{P}^{\prime \prime} \cup Q_{1} \cup Q_{2} \cup P^{\star}$ is the claimed $(s, t)$-path that contains $S^{\prime} \cup S_{\text {out }}$ and avoids $v$ (see Figure 3).

### 2.3 Proof of Theorem 1

Let $(G, M)$ be a framework, where $G$ is a planar graph and $M$ is a linear matroid given by its representation over a finite filed or the field of rationals, and let $k \in \mathbb{N}$. We set $q=g(k)$, where $g$ is the function of Lemma 6. Keep in mind that $g(k)=2^{\mathcal{O}(k \log k)}$. We describe an algorithm $\mathcal{A}$ that solves Maximum Rank ( $s, t$ )-Рath.

Our algorithm $\mathcal{A}$ first calls the single-exponential time 2-approximation algorithm for treewidth of Korhonen [33] for $G$ and $q$ which runs in time $2^{q} \cdot n=2^{2^{\mathcal{O}(k \log k)}} \cdot n$ and outputs either a tree decomposition of $G$ of width at most $2 q$ or a report that the treewidth of $G$ is larger
than $q$. In the first possible output, we can solve the problem using our dynamic programming algorithm which runs in time $2^{q^{\mathcal{O}(1)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}=2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$. In the second possible output (i.e., where $G$ has treewidth at least $q$ ), we apply the algorithm of Lemma 6 and, in time $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$, we either report a positive answer, or find a vertex $v \in V(G)$ such that $(G, M, k, s, t)$ and $(G \backslash v, M \backslash v, k, s, t)$ are equivalent instances of the problem. If the latter happens, we recursively run $\mathcal{A}$ for the framework ( $G \backslash v, M \backslash v$ ). Observe that the overall running time of $\mathcal{A}$ is $2^{2^{\mathcal{O}(k \log k)}} \cdot(|G|+\|M\|)^{\mathcal{O}(1)}$.

## 3 Conclusion

In this paper, we provide a deterministic FPT algorithm for Maximum Rank ( $s, t$ )-Path for frameworks $(G, M)$, where $G$ is a planar graph and $M$ is represented over a finite field or the rationals. Let us conclude by discussing some open research directions.

Since the algorithm of [15] for Maximum Rank ( $s, t$ )-Path runs in time $2^{\mathcal{O}\left(k^{2} \log (k+q)\right)} n^{\mathcal{O}(1)}$, a natural question is whether one can drop the double-exponential dependence on the parameter $k$ on the running time of the algorithm of Theorem 1. The main bottleneck is the bound the treewidth of a graph that contains no irrelevant vertices. In particular, our approach to detect irrelevant vertices requires a recursive zooming into a given wall of the graph in order to find a packing of $k+1$-many $k$-walls with compasses of specific rank. To perform this zooming, one should ask for the initial wall to be of height at least $k^{\mathcal{O}(k)}$. It is unclear whether we can circumvent this argument and detect irrelevant vertices if the initial wall has height linear (or even polynomial) in $k$.

As mentioned in the introduction, the method of [15] gives a randomized algorithm for the more general problem of Maximum Rank $(S, T)$-Linkage. In this paper, we focus on the special case where $|S|=|T|=1$ and one could ask whether our techniques can be applied to solve the general problem of detecting $(S, T)$-linkages of large rank for frameworks with planar graphs and matroids represented over finite fields. Such a generalization of our results does not seem to be trivial and therefore we leave this as an open research direction.

Another natural question to ask is whether our approach can be generalized to obtain deterministic FPT algorithms for frameworks with more general classes of graphs. While it seems plausible to extend the applicability of the irrelevant vertex technique arguments up to graphs that exclude a graph as a minor, such a proof would be highly technical. For frameworks with general graphs, it is very unclear whether one can achieve rerouting that does not decrease the rank and therefore allow an irrelevant vertex argument to go through.

Also, in the lines of [15], an interesting open question is whether we can obtain a deterministic FPT algorithm for Maximum Rank $(s, t)$-Path for frameworks with matroids not representable in finite fields of small order or in the field of rationals. For example, uniform matroids, and more generally transversal matroids, are representable over a finite field, but the field of representation must be large enough. While the approach of [15] also gives a randomized FPT algorithm for frameworks of transversal matroids, our dynamic programming subroutine relies on the efficient computation of representative sets, which requires a linear representation of the input matroid. We stress that this is the only place in the proof of Theorem 1 requiring a linear representation of the matroid. Another interesting open question, is whether Maximum Rank ( $s, t$ )-Path is FPT when parameterized by $k$ and the treewidth if the input matroid is given by its independence oracle.
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#### Abstract

In this paper we propose a notion of pattern avoidance in binary trees that generalizes the avoidance of contiguous tree patterns studied by Rowland and non-contiguous tree patterns studied by Dairyko, Pudwell, Tyner, and Wynn. Specifically, we propose algorithms for generating different classes of binary trees that are characterized by avoiding one or more of these generalized patterns. This is achieved by applying the recent Hartung-Hoang-Mütze-Williams generation framework, by encoding binary trees via permutations. In particular, we establish a one-to-one correspondence between tree patterns and certain mesh permutation patterns. We also conduct a systematic investigation of all tree patterns on at most 5 vertices, and we establish bijections between pattern-avoiding binary trees and other combinatorial objects, in particular pattern-avoiding lattice paths and set partitions.
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## 1 Introduction

Pattern avoidance is a central theme in combinatorics and discrete mathematics. For example, in Ramsey theory one investigates how order arises in large unordered structures such as graphs, hypergraphs, or subsets of the integers. The concept also arises naturally in algorithmic applications. For example, Knuth [28] showed that the integer sequences that are sortable by one pass through a stack are precisely 231-avoiding permutations. Pattern-avoiding permutations are a particularly important and heavily studied strand of research, one that comes with its own associated conference "Permutation Patterns", held annually since 2003. While it may seem that pattern-avoiding permutations are somewhat limited in scope, via suitable bijections they actually encode many objects studied in other branches of combinatorics. Pattern avoidance has also been studied directly in these other classes of objects, such as trees $[38,13,12,11,15,37,6,1,16]$, set partitions [29, 24, 25, $26,18,22,32,33,39,19,23,17,8]$, lattice paths [40, 5, 2, 4], heaps [30], matchings [7], and rectangulations [34]. In this work, we focus on binary trees, a class of objects that is fundamental within computer science, and also a classical Catalan family.
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Figure 1 Illustration of different notions of pattern containment in binary trees. Contiguous edges are drawn solid, whereas non-contiguous edges are drawn dotted.

So far, two different notions of pattern avoidance in binary trees have been studied in the literature. We consider a binary tree $T$, which serves as the host tree, and another binary tree $P$, which serves as the pattern tree. Rowland [38] considered a contiguous notion of pattern containment, where $T$ contains $P$ if $P$ is present as an induced subtree of $T$; see Figure 1 (a). He devised an algorithm to compute the generating function for the number of $n$-vertex binary trees that avoid $P$, and he showed that this generating function is always algebraic. Dairyko, Pudwell, Tyner, and Wynn [11] considered a non-contiguous notion of pattern containment, where $T$ contains $P$ if $P$ is present as a "minor" of $T$; see Figure 1 (b). They discovered the remarkable phenomenon that for any two distinct $k$-vertex pattern trees $P$ and $P^{\prime}$, the number of $n$-vertex host trees that avoid $P$ is the same as the number of trees that avoid $P^{\prime}$, i.e., $P$ and $P^{\prime}$ are Wilf-equivalent patterns. They also obtain the corresponding generating function (which is independent of $P$, but only depends on $k$ and $n$ ).

In this paper, we consider mixed tree patterns, which generalize both of the two aforementioned types of tree patterns, by specifying separately for each edge of $P$ whether it is considered contiguous or non-contiguous, i.e., whether its end vertices in the occurrence of the pattern must be in a parent-child or ancestor-descendant relationship (in the correct direction left/right), respectively; see Figure 1 (c). Observe that the notions of tree patterns considered in [38] and [11] are the tree analogues of consecutive [14] and classical permutation patterns, respectively. Our new notion of mixed patterns is the tree analogue of vincular permutation patterns [3], which generalize classical and consecutive permutation patterns.

### 1.1 The Lucas-Roelants van Baronaigien-Ruskey algorithm

One of the goals in this paper is to generate different classes of binary trees, i.e., we seek an algorithm that visits every tree from the class exactly once. Our starting point is a classical result due to Lucas, Roelants van Baronaigien, and Ruskey [31], which asserts that all $n$-vertex binary trees can be generated by tree rotations, i.e., every tree is obtained from its predecessor by a single tree rotation operation; see Figures 2 and 3.


Figure 2 Rotation in binary trees.

The algorithm is an instance of a combinatorial Gray code [41, 35], which is a listing of objects such that any two consecutive objects differ in a "small local" change. The aforementioned Gray code algorithm for binary trees can be implemented in time $\mathcal{O}(1)$ per generated tree.

Williams [42] discovered a stunningly simple description of the Lucas-Roelants van Baronaigien-Ruskey Gray code for binary trees via the following greedy algorithm, which is based on labeling the vertices with $1, \ldots, n$ according to the search tree property: Start with the right path, and then repeatedly perform a tree rotation with the largest possible vertex that creates a previously unvisited tree.


Figure 3 The Lucas-Roelants van Baronaigien-Ruskey algorithm to generate all binary trees with $n=4$ vertices by tree rotations. The vertices are labeled with $1,2,3,4$ according to the search tree property.

### 1.2 Our results

It is well known that binary trees are in bijection with 231 -avoiding permutations. Our first result generalizes this bijection, by establishing a one-to-one correspondence between mixed binary tree patterns and mesh permutation patterns, a generalization of classical permutation patterns due to Brändén and Claesson [9]. Specifically, we show that $n$-vertex binary trees that avoid a particular (mixed) tree pattern $P$ are in bijection with 231-avoiding permutations that avoid a corresponding mesh pattern $\sigma(P)$ (see Theorem 2 below).

This bijection enables us to apply the Hartung-Hoang-Mütze-Williams generation framework [21], which is based on permutations. We thus obtain algorithms for efficiently generating different classes of pattern-avoiding binary trees, which work under some mild conditions on the tree pattern(s). These algorithms are all based on a simple greedy algorithm, which generalizes Williams' algorithm for the Lucas-Roelants van Baronaigien-Ruskey Gray code of binary trees (see Algorithm S, Algorithm H, and Theorems 3 and 4, respectively). Specifically, instead of tree rotations our algorithms use a more general operation that we refer to as a slide. We implemented our generation algorithm in C++, and we made it available for download and experimentation on the Combinatorial Object Server [10].

For our new notion of mixed tree patterns, we conduct a systematic investigation of all tree patterns on up to 5 vertices. This gives rise to many counting sequences, some already present in the OEIS [36] and some new to it, giving rise to several interesting conjectures. In this work we establish most of these as theorems, by proving bijections between different classes of pattern-avoiding binary trees and other combinatorial objects, in particular pattern-avoiding lattice paths (Section 6 and [20, Sec. 7.2.4]) and set partitions ([20, Thm. 15]).

### 1.3 Outline of this paper

In Section 2 we introduce notations that will be used throughout the paper. In Section 3 we establish a bijection between binary trees patterns and mesh patterns. In Section 4 we present our algorithms for generating pattern-avoiding binary trees. In Section 5 we report on our computational results for all small tree patterns. In Section 6 we prove bijections between pattern-avoiding binary trees and Motzkin paths. Some open problems are discussed in Section 7. Due to space constraints, this extended abstract omits proofs, and several further results, illustrations and tables; see [20].

## 2 Preliminaries

In this section we introduce a few general definitions related to binary trees, and we define our notion of pattern avoidance for those objects.

### 2.1 Binary tree notions



Figure 4 Definitions related to binary trees.

We consider binary trees whose vertex set is a set of consecutive integers $\{i, i+1, \ldots, j\}$. In particular, we write $\mathcal{T}_{n}$ for the set of binary trees with the vertex set $[n]:=\{1,2, \ldots, n\}$. The vertex labels of each tree are defined uniquely by the search tree property, i.e., for any vertex $i$, all its left descendants are smaller than $i$ and all its right descendants are greater than $i$. The special empty tree with $n=0$ vertices is denoted by $\varepsilon$, so $\mathcal{T}_{0}=\{\varepsilon\}$. The following definitions are illustrated in Figure 4. For any binary tree $T$, we denote the root of $T$ by $r(T)$. For any vertex $i$ of $T$, its left and right child are denoted by $c_{L}(i)$ and $c_{R}(i)$, respectively, and its parent is denoted by $p(i)$. If $i$ does not have a left child, a right child or a parent, then we define $c_{L}(i):=\varepsilon, c_{R}(i):=\varepsilon$, or $p(i):=\varepsilon$, respectively. Furthermore, we write $T(i)$ for the subtree of $T$ rooted at $i$. Also, we define $L(i):=T\left(c_{L}(i)\right)$ if $c_{L}(i) \neq \varepsilon$ and $L(i):=\varepsilon$ otherwise, and $R(i):=T\left(c_{R}(i)\right)$ if $c_{R}(i) \neq \varepsilon$ and $R(i):=\varepsilon$ otherwise. The subtrees rooted at the left and right child of the root are denoted by $L(T)$ and $R(T)$, respectively, i.e., we have $L(T)=L(r(T))$, and similarly $R(T)=R(r(T))$. A left path is a binary tree in which no vertex has a right child. A left branch in a binary tree is a subtree that is isomorphic to a left path. The notions right path and right branch are defined analogously, by interchanging left and right.

We associate $T \in \mathcal{T}_{n}$ with a permutation $\tau(T)$ of $[n]$ defined by

$$
\begin{equation*}
\tau(T):=(r(T), \tau(L(T)), \tau(R(T))) \tag{1}
\end{equation*}
$$

where the base case of the empty tree $\varepsilon$ is defined to be the empty permutation $\tau(\varepsilon):=\varepsilon$. In words, $\tau(T)$ is the sequence of vertex labels obtained from a preorder traversal of $T$, i.e., we first record the label of the root and then recursively record labels of its left subtree followed by labels of its right subtree. Note that the right path $T \in \mathcal{T}_{n}$ satisfies $\tau(T)=\operatorname{id}_{n}$, the identity permutation.

For any vertex $i$ we let $\beta_{R}(i)$ denote the number of vertices on the right branch starting at $i$, with the special case $\beta_{R}(\varepsilon):=0$. We also define $B_{R}^{-}(i):=\left\{c_{R}^{j-1}(i) \mid j=1, \ldots, \beta_{R}(i)-1\right\}$ as the corresponding sets of vertices on this branch except the last one.

### 2.2 Pattern-avoiding binary trees

Our notion of pattern avoidance in binary trees generalizes the two distinct notions considered in [38] and [11] (recall Figure 1). This definition is illustrated in Figure 5. A tree pattern is a pair $(P, e)$ where $P \in \mathcal{T}_{k}$ and $e:[k] \backslash r(P) \rightarrow\{0,1\}$. For any vertex $i \in[k] \backslash r(P)$, a value $e(i)=0$ is interpreted as the edge leading from $i$ to its parent $p(i)$ being noncontiguous, whereas a value $e(i)=1$ is interpreted as this edge being contiguous. In our figures, edges $(i, p(i))$ in $P$ with $e(i)=1$ are drawn solid, and edges with $e(i)=0$ are drawn dotted. Formally, a tree $T \in \mathcal{T}_{n}$ contains the pattern $(P, e)$ if there is an injective mapping $f:[k] \rightarrow[n]$ satisfying the following conditions:
(i) For every edge $(i, p(i))$ of $P$ with $e(i)=1$, we have that $f(i)$ is a child of $f(p(i))$ in $T$. Specifically, if $i=c_{L}(p(i))$ then $f(i)$ is the left child of $f(p(i))$, i.e., we have $f(i)=c_{L}(f(p(i)))$, whereas if $i=c_{R}(p(i))$ then $f(i)$ is the right child of $f(p(i))$, i.e., we have $f(i)=c_{R}(f(p(i)))$.
(ii) For every edge $(i, p(i))$ of $P$ with $e(i)=0$, we have that $f(i)$ is a descendant of $f(p(i))$ in $T$. Specifically, if $i=c_{L}(p(i))$, then $f(i)$ is a left descendant of $f(p(i))$, i.e., we have $f(i) \in L(f(p(i)))$, whereas if $i=c_{R}(p(i))$, then $f(i)$ is a right descendant of $f(p(i))$, i.e., we have $f(i) \in R(f(p(i)))$.

We can retrieve the notions of contiguous and non-contiguous pattern containment used in [38] and [11] as special cases by defining $e(i):=1$ for all $i \in[k] \backslash r(P)$, or $e(i):=0$ for all $i \in[k] \backslash r(P)$, respectively.


Figure 5 Illustration of our notion of pattern containment in binary trees.

If $T$ does not contain $(P, e)$, then we say that $T$ avoids $(P, e)$. Furthermore, we define the set of binary trees with $n$ vertices that avoid the pattern $(P, e)$ as

$$
\mathcal{T}_{n}(P, e):=\left\{T \in \mathcal{T}_{n} \mid T \text { avoids }(P, e)\right\} .
$$

For avoiding multiple patterns $\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)$ simultaneously, we define

$$
\mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right):=\bigcap_{i=1}^{\ell} \mathcal{T}_{n}\left(P_{i}, e_{i}\right)
$$



Figure 6 Compact encoding of binary tree patterns.

We often write a tree pattern $(P, e), \quad P \in \mathcal{T}_{k}$, in compact form as a pair $\left(\tau(P),\left(e\left(\tau_{2}\right), \ldots, e\left(\tau_{k}\right)\right)\right)$ where $\tau(P)=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{k}\right)$; see Figure 6 . In words, the tree $P$ is specified by the preorder permutation $\tau(P)$, and the function $e$ is specified by the sequence of values for all vertices except the root in the preorder sequence, i.e., this sequence has length $k-1$.

For any tree pattern $(P, e)$, we write $\mu(P, e)$ for the pattern obtained by mirroring the tree, i.e., by changing left and right. Note that the mirroring operation changes the vertex labels so that the search tree property is maintained, specifically the vertex $i$ becomes $n+1-i$. Trivially, we have $\mathcal{T}_{n}(\mu(P, e))=\mu\left(\mathcal{T}_{n}(P, e)\right)$, in particular $(P, e)$ and $\mu(P, e)$ are Wilf-equivalent.

## 3 Encoding binary trees by permutations

In this section we establish that avoiding a tree pattern in binary trees is equivalent to avoiding a corresponding mesh pattern in 231-avoiding permutations (Theorem 2 below).

### 3.1 Pattern-avoiding permutations

We write $S_{n}$ for the set of all permutations of [ $n$ ]. Given two permutations $\pi \in S_{n}$ and $\tau \in S_{k}$, we say that $\pi$ contains $\tau$ as a pattern if there is a sequence of indices $\nu_{1}<$ $\cdots<\nu_{k}$, such that $\pi\left(\nu_{1}\right), \ldots, \pi\left(\nu_{k}\right)$ are in the same relative order as $\tau=\tau(1), \ldots, \tau(k)$. If $\pi$ does not contain $\tau$, then we say that $\pi$ avoids $\tau$. We write $S_{n}(\tau)$ for the permutations from $S_{n}$ that avoid the pattern $\tau$. More generally, for multiple patterns $\tau_{1}, \ldots, \tau_{\ell}$ we define $S_{n}\left(\tau_{1}, \ldots, \tau_{\ell}\right):=\bigcap_{i=1}^{\ell} S_{n}\left(\tau_{i}\right)$, i.e., this is the set of permutations of length $n$ that avoid each of the patterns $\tau_{1}, \ldots, \tau_{\ell}$. It is well known that preorder traversals of binary trees are in bijection with 231-avoiding permutations (see, e.g. [27]).

- Lemma 1. The mapping $\tau: \mathcal{T}_{n} \rightarrow S_{n}(231)$ defined in (1) is a bijection.


### 3.2 Mesh patterns



Figure 7 Illustration of mesh pattern containment.
Mesh patterns were introduced by Brändén and Claesson [9], and they generalize classical permutation patterns discussed in the previous section. We recap the required definitions; see Figure 7. The grid representation of a permutation $\pi \in S_{n}$ is defined as $G(\pi):=\{(i, \pi(i)) \mid$ $i \in[n]\}$. Graphically, this is the permutation matrix corresponding to $\pi$.

A mesh pattern is a pair $\sigma:=(\tau, C)$, where $\tau \in S_{k}$ and $C \subseteq\{0, \ldots, k\} \times\{0, \ldots, k\}$. In our figures, we depict $\sigma$ by the grid representation of $\tau$, and we shade all unit squares $[i, i+1] \times$ $[j, j+1]$ for which $(i, j) \in C$. A permutation $\pi \in S_{n}$ contains the mesh pattern $\sigma=(\tau, C)$, if there is a sequence of indices $\nu_{1}<\cdots<\nu_{k}$ such that the following two conditions hold:
(i) The entries of $\pi\left(\nu_{1}\right), \ldots, \pi\left(\nu_{k}\right)$ are in the same relative order as $\tau=\tau(1), \ldots, \tau(k)$.
(ii) We let $\lambda_{1}<\cdots<\lambda_{k}$ be the values $\pi\left(\nu_{1}\right), \ldots, \pi\left(\nu_{k}\right)$ sorted in increasing order. For all pairs $(i, j) \in C$, we require that $G(\pi) \cap R_{i, j}=\emptyset$, where $R_{i, j}$ is the rectangular open set defined as $R_{i, j}:=\left(\nu_{i}, \nu_{i+1}\right) \times\left(\lambda_{j}, \lambda_{j+1}\right)$, using the sentinel values $\nu_{0}:=\lambda_{0}:=0$ and $\nu_{k+1}=\lambda_{k+1}:=n+1$.

The first condition requires a match of the classical pattern $\tau$ in $\pi$. The second condition requires that $G(\pi)$ has no point in any of the regions $R_{i, j}$ that correspond to the shaded cells $C$ of the pattern. Thus, the classical pattern $\tau \in S_{k}$ is the mesh pattern $(\tau, \emptyset)$.

### 3.3 From binary tree patterns to mesh patterns

In the following, for a given tree pattern $(P, e), P \in \mathcal{T}_{k}$, we construct a permutation mesh pattern $\sigma(P, e)=(\tau(P), C)$, consisting of the permutation $\tau(P)$ obtained by a preorder traversal of the tree $P$ and a set of shaded cells $C$. These definitions are illustrated in Figures 8 and 9 . We consider the inverse permutation of $\tau(P) \in S_{k}$, which we abbreviate to $\rho:=\tau(P)^{-1} \in S_{k}$. The permutation $\rho$ gives the position of each vertex in the preorder traversal $\tau(P)$ of $P$. Recall the definition of the set $B_{R}^{-}(i)$ given in Section 2.1. For any vertex $i \in[k]$ we define

$$
\begin{equation*}
C_{i}:=\left\{(\rho(i)-1, j) \mid j \in B_{R}^{-}(i)\right\} \tag{2a}
\end{equation*}
$$

and for any $i \in[k] \backslash r(P)$ we define

$$
C_{i}^{\prime}:= \begin{cases}\emptyset & \text { if } e(i)=0  \tag{2b}\\ \{(\rho(i)-1, \min P(i)-1),(\rho(i)-1, \max P(i))\} & \text { if } e(i)=1\end{cases}
$$

Then the mesh pattern $\sigma(P, e)$ corresponding to the tree pattern $(P, e)$ is defined as

$$
\begin{equation*}
\sigma(P, e):=\left(\tau(P), \bigcup_{i \in[k]} C_{i} \cup \bigcup_{i \in[k] \backslash r(P)} C_{i}^{\prime}\right) \tag{2c}
\end{equation*}
$$

In words, for every pair of vertices (not necessarily distinct and not necessarily forming an edge) except the last vertex on a maximal right branch we shade the cell directly left of the smaller vertex and directly above the larger vertex, and for every edge $(i, p(i))$ with $e(i)=1$ we shade two additional cells to the left and bottom/top of the submatrix corresponding to the subtree $P(i)$.


Figure 8 Schematic illustration of the definition of the mesh pattern $\sigma(P, e)$ for a tree pattern $(P, e)$. The edges of the tree $P$ can be contiguous or non-contiguous, and are therefore drawn half solid and half dotted. In the tree shown in the figure, $i$ is the right child of $p(i)$, but it might also be the left child of $p(i)$ (faint lines). On the right, the shaded cells belong to the mesh pattern, and the hatched region corresponds to the submatrix given by the subtree $P(i)$.


Figure 9 Specific example of the mesh pattern $\sigma(P, e)$ corresponding to a tree pattern $(P, e)$.

The following generalization of Lemma 1 is the main result of this section. Our theorem also generalizes Theorem 12 from [37], which is obtained as the special case when all edges of $P$ are non-contiguous, i.e., $e(i)=0$ for all $i \in[k] \backslash r(P)$.

- Theorem 2. For any tree pattern $(P, e), P \in \mathcal{T}_{k}$, consider the mesh pattern $\sigma(P, e)=$ $(\tau(P), C)$ defined in (2). Then the mapping $\tau: \mathcal{T}_{n}(P, e) \rightarrow S_{n}(231, \sigma(P, e))$ is a bijection.

This theorem extends naturally to avoiding multiple tree patterns $\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)$, i.e., $\tau: \mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right) \rightarrow S_{n}\left(231, \sigma\left(P_{1}, e_{1}\right), \ldots, \sigma\left(P_{\ell}, e_{\ell}\right)\right)$ is a bijection. The proof of Theorem 2 can be found in [20].

## 4 Generating pattern-avoiding binary trees

In this section we apply the Hartung-Hoang-Mütze-Williams generation framework to pattern-avoiding binary trees. The main results are simple and efficient algorithms (Algorithm S and Algorithm H) to generate different classes of pattern-avoiding binary trees, subject to some mild constraints on the tree pattern(s) that are inherited from applying the framework (Theorems 3 and 4, respectively).

### 4.1 Tree rotations and slides

A natural and well-studied operation on binary trees are tree rotations; see Figure 2. We consider a tree $T \in \mathcal{T}_{n}$ and one of its edges $(i, j)$ with $j=c_{R}(i)$, and we let $Y$ be the left subtree of $j$, i.e., $Y:=L(j)$. A rotation of the edge $(i, j)$ yields the tree obtained by the following modifications: The child $i$ of $p(i)$ is replaced by $j$ (unless $p(i)=\varepsilon$ in $T$ ), $i$ becomes
the left child of $j$, and $Y$ becomes the right subtree of $i$. We denote this operation by $j \Delta$, and we refer to it as up-rotation of $j$, indicating that the vertex $j$ moves up. The operation $j \triangle$ is well-defined if and only if $j$ is not the root and $p(j)<j$, or equivalently $j=c_{R}(p(j))$. The inverse operation is denoted by $j \nabla$, and we refer to it as down-rotation of $j$, indicating that the vertex $j$ moves down. The operation $j \nabla$ is well-defined if and only if $j$ has a left child (which must be smaller), i.e., $c_{L}(j) \neq \varepsilon$. An up-slide or down-slide of $j$ by $d$ steps is a sequence of $d$ up- or down-rotations of $j$, respectively, which we write as $(j \Delta)^{d}$ and $(j \nabla)^{d}$.

### 4.2 A simple greedy algorithm

We use the following simple greedy algorithm to generate a set of binary trees $\mathcal{L}_{n} \subseteq \mathcal{T}_{n}$. We say that a slide is minimal (w.r.t. $\mathcal{L}_{n}$ ), if every slide of the same vertex in the same direction by fewer steps creates a binary tree that is not in $\mathcal{L}_{n}$.

Algorithm S (Greedy slides). This algorithm attempts to greedily generate a set of binary trees $\mathcal{L}_{n} \subseteq \mathcal{T}_{n}$ using minimal slides starting from an initial binary tree $T_{0} \in \mathcal{L}_{n}$.
S1. [Initialize] Visit the initial tree $T_{0}$.
S2. [Slide] Generate an unvisited binary tree from $\mathcal{L}_{n}$ by performing a minimal slide of the largest possible vertex in the most recently visited binary tree. If no such slide exists, or the direction of the slide is ambiguous, then terminate. Otherwise visit this binary tree and repeat S2.

To illustrate the algorithm, consider the example in Figure 10. Suppose we choose the right path $T_{1}$ shown in the figure as initial tree for the algorithm, i.e., $T_{0}:=T_{1}$. In the first iteration, Algorithm $S$ performs an up-slide of the vertex 4 by three steps to obtain $T_{2}$. This up-slide is minimal, as an up-slide of 4 in $T_{1}$ by one or two steps creates the forbidden tree pattern $(P, e)$. Note that any tree created from $T_{2}$ by a down-slide of 4 either contains the forbidden pattern or has been visited before. Consequently, the algorithm applies an up-slide of 3 by two steps, yielding $T_{3}$. After five more slides, the algorithm terminates with $T_{8}$, and at this point it has visited all eight trees in $\mathcal{T}_{4}(P, e)$.

Now consider the example in Figure 11, where the algorithm terminates after having visited six different trees from $\mathcal{T}_{4}(P, e)$. However, the set $\mathcal{T}_{4}(P, e)$ contains two more trees that are not visited by the algorithm.


Figure 10 Run of Algorithm S that visits all binary trees in the set $\mathcal{T}_{4}(P, e)$. Below each tree $T$ is the corresponding permutation $\tau(T)$.


Figure 11 Run of Algorithm S that does not visit all binary trees in the set $\mathcal{T}_{4}(P, e)$.

We now formulate simple sufficient conditions on the tree pattern $(P, e)$ ensuring that Algorithm S successfully visits all trees in $\mathcal{T}_{n}(P, e)$. Specifically, we say that a tree pattern $(P, e), P \in \mathcal{T}_{k}$, is friendly, if it satisfies the following three conditions; see Figure 12:


Figure 12 Definition of friendly tree patterns.
(i) We have $p(k) \neq \varepsilon$ and $c_{L}(k) \neq \varepsilon$, i.e., the largest vertex $k$ is neither the root nor a leaf in $P$.
(ii) For every $j \in B_{R}^{-}(r(P)) \backslash r(P)$ we have $e(j)=0$, i.e., the edges on the right branch starting at the root, except possibly the last one, are all non-contiguous.
(iii) If $e(k)=1$, then we have $e\left(c_{L}(k)\right)=0$, i.e., if the edge from $k$ to its parent is contiguous, then the edge to its left child must be non-contiguous.
Note that for non-contiguous tree patterns, i.e., $e(i)=0$ for all $i \in[k] \backslash r(P)$, conditions (ii) and (iii) are always satisfied. The following is our main result of this section.

- Theorem 3. Let $\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)$ be friendly tree patterns. Then Algorithm $S$ initialized with the tree $\tau^{-1}\left(\mathrm{id}_{n}\right)$ visits every binary tree from $\mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right)$ exactly once.

Recall that $\tau^{-1}\left(\mathrm{id}_{n}\right)$ is the right path, i.e., the tree that corresponds to the identity permutation. Note that by condition (i) in the definition of friendly tree pattern, we have $\tau^{-1}\left(\operatorname{id}_{n}\right) \in \mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right)$. Theorem 3 can be proved by applying the Hartung-Hoang-Mütze-Williams generation framework [21]; see [20] for details. In particular, our notion of friendly tree patterns is inherited from the notion of tame mesh permutation patterns used in [21, Thm. 15].

### 4.3 Efficient implementation

We now describe an efficient implementation of Algorithm S. In particular, this implementation is history-free, i.e., it does not require to store all previously visited binary trees, but only maintains the current tree in memory. Algorithm H is a straightforward translation of the history-free Algorithm M presented in [34] from permutations to binary trees.

```
Algorithm \(\mathbf{H}\) (History-free minimal slides). For friendly tree pat-
terns \(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\), this algorithm generates all binary trees from \(\mathcal{T}_{n}\) that
avoid \(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\), i.e., the set \(\mathcal{L}_{n}:=\mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right) \subseteq \mathcal{T}_{n}\) by minimal
slides in the same order as Algorithm S. It maintains the current tree in the variable \(T\),
and auxiliary arrays \(o=\left(o_{1}, \ldots, o_{n}\right)\) and \(s=\left(s_{1}, \ldots, s_{n}\right)\).
H1. [Initialize] Set \(T \leftarrow \tau^{-1}\left(\mathrm{id}_{n}\right)\), and \(o_{j} \leftarrow \Delta, s_{j} \leftarrow j\) for \(j=1, \ldots, n\).
H2. [Visit] Visit the current binary tree \(T\).
H3. [Select vertex] Set \(j \leftarrow s_{n}\), and terminate if \(j=1\).
H4. [Slide] In the current binary tree \(T\), perform a slide of the vertex \(j\) that is minimal
    w.r.t. \(\mathcal{L}_{n}\), where the slide direction is up if \(o_{j}=\Delta\) and down if \(o_{j}=\nabla\).
H5. [Update \(o\) and \(s\) ] Set \(s_{n} \leftarrow n\). If \(o_{j}=\Delta\) and \(j\) is either the root or its parent is larger
    than \(j\) set \(o_{j}=\nabla\), or if \(o_{j}=\nabla\) and \(j\) has no left child set \(o_{j}=\Delta\), and in both cases
    set \(s_{j} \leftarrow s_{j-1}\) and \(s_{j-1}=j-1\). Go back to H2.
```

The two auxiliary arrays used by Algorithm H store the following information. The direction in which vertex $j$ slides in the next step is maintained in the variable $o_{j}$. Furthermore, the array $s$ is used to determine the vertex that slides in the next step. Specifically, the vertex $j$ that slides in the next steps is retrieved from the last entry of the array $s$ in step H3, by the instruction $j \leftarrow s_{n}$. The running time per iteration of the algorithm is governed by the time it takes to compute a minimal slide in step H4. This boils down to testing containment of the tree patterns $\left(P_{i}, e_{i}\right), i \in[\ell]$, in $T$.

- Theorem 4. Let $\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)$ be friendly tree patterns with $P_{i} \in \mathcal{T}_{k_{i}}$ for $i \in[\ell]$. Then Algorithm $H$ visits every binary tree from $\mathcal{T}_{n}\left(\left(P_{1}, e_{1}\right), \ldots,\left(P_{\ell}, e_{\ell}\right)\right)$ exactly once, in the same order as Algorithm $S$, in time $\mathcal{O}\left(n^{2} \sum_{i=1}^{\ell} k_{i}^{2}\right)$ per binary tree.

See [20] for a proof of Theorem 4.

## 5 Tree patterns on at most 5 vertices

We conducted systematic computer experiments with all tree patterns ( $P, e$ ) on $k=3,4,5$ vertices; see Tables 1,2 and 3 , respectively. Specifically, we computed the corresponding counting sequences $\left|\mathcal{T}_{n}(P, e)\right|$ for $n=1, \ldots, 12$, and searched for matches within the OEIS [36]. There are three new counting sequences denoted by NewA, NewB, and NewC, which we added to the OEIS using the sequence numbers A365508, A365509, and A365510, respectively. All those counts were computed using Algorithm H for friendly tree patterns, and via brute-force methods for non-friendly tree patterns. As mirrored tree patterns are Wilf-equivalent, our tables only contain the lexicographically smaller of any such pair of mirrored trees, using the compact encoding described in Section 2.2.

It turns out that for some edges $(i, p(i))$ in a tree pattern $(P, e)$, it is irrelevant whether the edge is considered contiguous $(e(i)=1)$ or non-contiguous $(e(i)=0)$. We have a theorem ([20, Thm. 11]) that describes these situations, and this theorem is used heavily in our tables, where those "don't care" values of $e$ are denoted by the hyphen - . The statement and proof of this theorem are slightly technical, and so we omit it in this extended abstract.

Table 1 Tree patterns with 3 vertices. See Section 5 for explanations.

| $P$ | $e$ | Friendly | Counts $\left\|\mathcal{T}_{n}(P, e)\right\|$ for $n=1, \ldots, 12$ |  |  |  |  |  |  |  |  |  |  |  | OEIS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 123 | 0- |  | 1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | A000079 |
|  | 1- |  | 1 | 2 | 4 | 9 | 21 | 51 | 127 | 323 | 835 | 2188 | 5798 | 15511 | A001006 |
| 132 | -- | 0-, -0 | 1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | A000079 |
| 213 | -- |  | 1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | A000079 |

Table 2 Tree patterns with 4 vertices.

| $P$ | $e$ | Friendly | Counts $\left\|\mathcal{T}_{n}(P, e)\right\|$ for $n=1, \ldots, 12$ |  |  |  |  |  |  |  |  |  |  |  |  | OEIS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1234 | 00- |  | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 |  | A001519 |
|  | 01- |  | 1 | 2 | 5 | 13 | 35 | 96 | 267 | 750 | 2123 | 6046 | 17303 | 49721 | . | A005773 |
|  | 10- |  | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 |  | A025242 |
|  | 11- |  | 1 | 2 | 5 | 13 | 36 | 104 | 309 | 939 | 2905 | 9118 | 28964 | 92940 |  | A036765 |
| 1243 | 0-- | 00-, 0-0 | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 |  | A001519 |
|  | 1-- |  | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 | . | A025242 |
| 1324 | 0-- |  | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 |  | A001519 |
|  | 1- |  | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 |  | A025242 |
| 1423 | 0--, -0- | 0--, -0- | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 |  | A001519 |
|  | 11- |  | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 |  | A025242 |
| 1432 | -0- | -0- | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 | $\cdots$ | A001519 |
|  | -1- | 01- | 1 | 2 | 5 | 13 | 35 | 96 | 267 | 750 | 2123 | 6046 | 17303 | 49721 | $\ldots$ | A005773 |
| 2134 | -0- |  | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 | $\ldots$ | A001519 |
|  | -1- |  | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 | $\ldots$ | A025242 |
| 2143 | -0- | -0- | 1 | 2 | 5 | 13 | 34 | 89 | 233 | 610 | 1597 | 4181 | 10946 | 28657 |  | A001519 |
|  | -1- | -10 | 1 | 2 | 5 | 13 | 35 | 97 | 275 | 794 | 2327 | 6905 | 20705 | 62642 | $\ldots$ | A025242 |

Table 3 Tree patterns with 5 vertices.


ISAAC 2023

| $P$ | $\begin{array}{\|l\|} \hline \\ \hline 0-0- \\ 0-1- \\ 1-0- \\ 1-1- \\ \hline \end{array}$ | $\begin{aligned} & \text { Friendly } \\ & \hline 0-0- \\ & 0-10 \end{aligned}$ | Counts $\left\|\mathcal{T}_{n}(P, e)\right\|$ for $n=1, \ldots, 12$ |  |  |  |  |  |  |  |  |  |  |  |  | OEIS <br> A007051 <br> NewA $\rightarrow$ A365508 <br> NewC $\rightarrow$ A365510 <br> A159771 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13254 |  |  | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  |  |
|  |  |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  |  |  | 1 | 2 | 5 | 14 | 41 | 123 | 376 | 1168 | 3678 | 11716 | 37688 | 122261 |  |  |
|  |  |  | 1 | 2 | 5 | 14 | 41 | 124 | 385 | 1220 | 3929 | 12822 | 42309 | 140922 |  |  |
| 14235 | 00-- |  | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051NewA $\rightarrow$ A365508A176677A159769 |
|  | 01-- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | 10-- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  |  |
|  | 11-- |  | 1 | 2 |  | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 |  |  |
| 14325 | 00-- |  | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> NewA $\rightarrow$ A365508 <br> A176677 <br> A159770 |
|  | 01-- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | 10-- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  |  |
|  | 11-- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1211 | 3875 | 12548 | 41040 | 135370 | .. |  |
| 15234 | 0-0-, -00- | 0-0-, -00- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051A054391NewC $\rightarrow$ A365510A159769 |
|  | 0-1-, -01- | 0-1-, -01- | 1 | 2 | 5 | 14 | 41 | 123 | 374 | 1147 | 3538 | 10958 | 34042 | 105997 |  |  |
|  | 110- |  | 1 | 2 | 5 | 14 | 41 | 123 | 376 | 1168 | 3678 | 11716 | 37688 | 122261 |  |  |
|  | 111- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 |  |  |
| 15243 | -0--, 0-0- | -0--, 0-0- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> NewA $\rightarrow$ A365508 <br> NewC $\rightarrow$ A365510 <br> A159771 |
|  | 011- | 011- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 | $\ldots$ |  |
|  | 110- |  | 1 | 2 | 5 | 14 | 41 | 123 | 376 | 1168 | 3678 | 11716 | 37688 | 122261 |  |  |
|  | 111- |  | 1 | 2 | 5 | 14 | 41 | 124 | 385 | 1220 | 3929 | 12822 | 42309 | 140922 |  |  |
| 15324 | -0-- | -0- | 1 |  | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> NewA $\rightarrow$ A365508 <br> A159770 |
|  | 01-- | 01-- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | 11-- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1211 | 3875 | 12548 | 41040 | 135370 |  |  |
| 15423 | -0- | -0 | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> NewA $\rightarrow$ A365508 <br> NewA $\rightarrow$ A365508 <br> A159770 |
|  | 01-- | 01-- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | -10- | 010- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | 111- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1211 | 3875 | 12548 | 41040 | 135370 | .. |  |
| 15432 | -00- | -00- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> A054391 <br> NewA $\rightarrow$ A365508 <br> A159772 |
|  | -01- | -01- | 1 | 2 | 5 | 14 | 41 | 123 | 374 | 1147 | 3538 | 10958 | 34042 | 105997 | . |  |
|  | -10- | 010- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1157 | 3603 | 11304 | 35683 | 113219 |  |  |
|  | -11- | 011- | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1210 | 3865 | 12482 | 40677 | 133572 |  |  |
| 21345 | -00- |  | 1 | , | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051A054391NewC $\rightarrow$ A365510A159768 |
|  | -01- |  | 1 | 2 | 5 | 14 | 41 | 123 | 374 | 1147 | 3538 | 10958 | 34042 | 105997 |  |  |
|  | -10- |  | 1 | 2 | 5 | 14 | 41 | 123 | 376 | 1168 | 3678 | 11716 | 37688 | 122261 |  |  |
|  | -11- |  | 1 | 2 | 5 | 14 | 41 | 124 | 385 | 1221 | 3939 | 12886 | 42648 | 142544 |  |  |
| 21354 | -0-- | -00-, -0-0 | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 <br> NewC $\rightarrow$ A365510 <br> A159773 |
|  | -10- |  | 1 | 2 | 5 | 14 | 41 | 123 | 376 | 1168 | 3678 | 11716 | 37688 | 122261 |  |  |
|  | -11- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12613 | 41389 | 137055 |  |  |
| 21435 | -0-- |  | 1 |  | , | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051A159771 |
|  | -1-- |  | 1 | 2 | 5 | 14 | 41 | 124 | 385 | 1220 | 3929 | 12822 | 42309 | 140922 | $\ldots$ |  |
| 21534 | -0-- | -0-- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | $\begin{aligned} & \mathrm{A} 007051 \\ & \mathrm{~A} 176677 \\ & \mathrm{~A} 159769 \end{aligned}$ |
|  | -10- | -10- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 | $\ldots$ |  |
|  | -11- |  | 1 | 2 |  | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 | $\ldots$ |  |
| 21543 | -00- | -00- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A159769 |
|  | -01- | -01- | 1 | 2 | 5 | 14 | 41 | 123 | 374 | 1147 | 3538 | 10958 | 34042 | 105997 | . | A054391 |
|  | -10- | -10- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  | A176677 |
|  | -11- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 |  | A159769 |
| 31245 | 0-0- |  | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 |
|  | 0-1- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  | A176677 |
|  | 1-0- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  | A176677 |
|  | 1-1- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 |  | A159769 |
| 31254 | 0-0- | 0-0- | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | A007051 |
|  | 0-1-, 1-0- | 0-10, 1-0- | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 | $\ldots$ | A176677 |
|  | 1-1- | 1-10 | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 | $\ldots$ | A159769 |
| 32145 | 0-0- |  | 1 | 2 | 5 | 14 | 41 | 122 | 365 | 1094 | 3281 | 9842 | 29525 | 88574 |  | $\begin{aligned} & \mathrm{A} 007051 \\ & \mathrm{~A} 176677 \\ & \mathrm{~A} 159769 \end{aligned}$ |
|  | 0-1-, 1-0- |  | 1 | 2 | 5 | 14 | 41 | 123 | 375 | 1158 | 3615 | 11393 | 36209 | 115940 |  |  |
|  | 1-1- |  | 1 | 2 | 5 | 14 | 41 | 124 | 384 | 1212 | 3885 | 12614 | 41400 | 137132 |  |  |

## 6 Bijections between binary trees and Motzkin paths

In this section, we present bijections between pattern-avoiding binary trees and different types of Motzkin paths. For more bijections with other combinatorial objects, see [20]. Specifically, we consider lattice paths with steps $\mathrm{U}:=(1,1), \mathrm{D}:=(1,-1), \mathrm{F}:=(1,0)$, and $\mathrm{D}_{h}:=(1,-h)$ for $h \geq 2$. An $n$-step Motzkin path starts at $(0,0)$, ends at $(n, 0)$, uses only steps U, D or $F$, and it never goes below the $x$-axis. We write $\mathcal{M}_{n}$ for the set of all $n$-step Motzkin paths (OEIS A001006). An $n$-step Motzkin left factor starts at ( 0,0 ), uses $n$ many steps U, D or F ,
and it never goes below the $x$-axis. We write $\mathcal{L}_{n}$ for the set of all $n$-step Motzkin left factors (OEIS A005773). An $n$-step Motzkin path with catastrophes [4] starts at ( 0,0 ), ends at ( $n, 0$ ), uses only steps $\mathrm{U}, \mathrm{D}, \mathrm{F}$, or $\mathrm{D}_{h}$ for $h \geq 2$, such that all $\mathrm{D}_{h}$-steps end on the $x$-axis, and it never goes below the $x$-axis (OEIS A054391). We write $\mathcal{C}_{n}$ for the set of all $n$-step Motzkin paths with catastrophes.

### 6.1 Bijection between $\mathcal{T}_{\boldsymbol{n}}\left(123,1_{-}\right)$and Motzkin paths $\mathcal{M}_{\boldsymbol{n}}$

This bijection is illustrated in Figure 13 (a). Consider a tree $T \in \mathcal{T}_{n}(P, e)$ where $(P, e):=$ $(123,1-)$. Due to the forbidden pattern $(P, e)$, every maximal right branch in $T$ consists of one or two vertices, but not more. We map $T$ to an $n$-step Motzkin path $f(T)$ as follows. Every maximal right branch in $T$ consisting of one vertex $i$ creates an F-step at position $i$ in $f(T)$. Every maximal right branch in $T$ consisting of two vertices $i$ and $j$, where $j=c_{R}(i)$, creates a pair of U-step and D-step at the same height at positions $i$ and $j$ in $f(T)$, respectively. It is easy to verify that $f$ is indeed a bijection between $\mathcal{T}_{n}(P, e)$ and $\mathcal{M}_{n}$.

Rowland [38] described a bijection between $\mathcal{T}_{n}(123,1-)$ and $\mathcal{M}_{n}$ that is different from $f$.

### 6.2 Bijection between $\mathcal{T}_{n}(1432,-1-)$ and Motzkin left factors $\mathcal{L}_{n-1}$

This bijection is illustrated in Figure 13 (b), and it uses as a building block the bijection $f$ defined in the previous section. Instead of $(1432,-1-)$, we consider the mirrored tree pattern $(P, e):=\mu(1432,-1-)=(4123,-1-)$ for convenience. Consider a tree $T \in \mathcal{T}_{n}(P, e)$. We define $b:=\beta_{R}(r(T))$ and $r_{i}:=c_{R}^{i-1}(r(T))$ for $i=1, \ldots, b$, i.e., we consider the right branch $\left(r_{1}, \ldots, r_{b}\right)$ starting from the root of $T$. Due to the forbidden tree pattern $(P, e)$, each subtree $L\left(r_{i}\right)$ for $i=1, \ldots, b$ is (123,1-)-avoiding. Using the bijection $f$ described in the previous section, we can thus map each subtree $L\left(r_{i}\right)$ to a Motzkin path $f\left(L\left(r_{i}\right)\right)$. Therefore, we map $T$ to an $(n-1)$-step Motzkin left factor $g(T)$ by combining the subpaths $f\left(L\left(r_{i}\right)\right)$, separating them by in total $b-1$ many U-steps, one between every two consecutive subpaths $f\left(L\left(r_{i}\right)\right)$ and $f\left(L\left(r_{i+1}\right)\right)$. To make the proof work, the subpaths $f\left(L\left(r_{i}\right)\right)$ can be combined in increasing order from left to right on $g(T)$, i.e., for $i=1, \ldots, b$, or in decreasing order, i.e., for $i=b, b-1, \ldots, 1$, and for reasons that will become clear in the next section we combine them in decreasing order, i.e.,

$$
\begin{equation*}
g(T):=f\left(L\left(r_{b}\right)\right), \mathrm{U}, f\left(L\left(r_{b-1}\right)\right), \ldots, \mathrm{U}, f\left(L\left(r_{1}\right)\right) \tag{3}
\end{equation*}
$$

The mapping $g$ is clearly a bijection between $\mathcal{T}_{n}(P, e)$ and $\mathcal{L}_{n-1}$.

### 6.3 Bijection between $\mathcal{T}_{n}(21543,-01-)$ and Motzkin paths with catastrophes $\mathcal{C}_{n}$

This bijection is illustrated in Figure 13 (c), and it uses as a building block the bijection $g$ defined in the previous section. Instead of $(21543,-01-)$, we consider the mirrored tree pattern $(P, e):=\mu(21543,-01-)=(41235,01--)$ for convenience. Consider a tree $T \in \mathcal{T}_{n}(P, e)$ and the rightmost leaf in $T$, and partition the path from the root of $T$ to that leaf into a sequence of maximal right branches $B_{1}, \ldots, B_{\ell}$. For $i=1, \ldots, \ell$, we let $T_{i}$ be the subtree of $T$ that consists of $B_{i}$ plus the left subtrees of all vertices on $B_{i}$ except the last one. Note that $T_{1}, \ldots, T_{\ell}$ form a partition of $T$. Furthermore, $T$ avoiding $(P, e)$ is equivalent to each of the $T_{i}, i=1, \ldots, \ell$, avoiding (4123,01-). Using the bijection $g$ described in the previous section, we can thus map each subtree $T_{i}$ to a Motzkin left factor $g\left(T_{i}\right)$, and by appending one additional appropriate step F, D or $\mathrm{D}_{h}$ for $h \geq 2$ we obtain a Motzkin path $g^{\prime}\left(T_{i}\right)$. Note that
(a)

$T \in \mathcal{T}_{n}(P, e)$

(b)

(c)


Figure 13 Bijections between pattern-avoiding binary trees and different types of Motzkin paths. Edges $(i, p(i))$ in the tree patterns that can be contiguous or non-contiguous (giving the same pattern-avoiding trees) are drawn as a double line that is half solid and half dotted.
the rightmost leaf of $T_{i}$ has no left child, and thus the definition (3) yields that $g^{\prime}\left(T_{i}\right)$ touches the $x$-axis only at the first point and last point, but at no intermediate (integer) points. Therefore, we map $T$ to an $n$-step Motzkin path with catastrophes $h(T)$ by concatenating the Motzkin subpaths $g^{\prime}\left(T_{i}\right)$ for $i=1, \ldots, \ell$, i.e., $h(T):=g^{\prime}\left(T_{1}\right), g^{\prime}\left(T_{2}\right), \ldots, g^{\prime}\left(T_{\ell}\right)$. It can be readily checked that $h$ is a bijection between $\mathcal{T}_{n}(P, e)$ and $\mathcal{C}_{n}$.

## 7 Open Problems

- Are there elegant bijections between pattern-avoiding binary trees and other interesting combinatorial objects such as Motzkin paths with 2-colored F-steps at odd heights (OEIS A176677), or so-called skew Motzkin paths (OEIS A025242)?
- For purely contiguous or non-contiguous tree patterns $(P, e)$, there are recursions to derive the generating function for $\left|\mathcal{T}_{n}(P, e)\right|$; see [38] and [11]. For our more general mixed tree patterns, these methods seem to fail. Is there is an algorithm to compute those more general generating functions, and what are their properties? Furthermore, can the set of pattern-avoiding trees for such pure (non-friendly) patterns be generated efficiently?
- In addition to contiguous and non-contiguous edges $(i, p(i))$ of a binary tree pattern, which we encode by $e(i)=1$ and $e(i)=0$, there is another very natural notion of pattern containment that is intermediate between those two, which we may encode by setting $e(i):=1 / 2$. Specifically, for such an edge with $e(i)=1 / 2$ in the pattern tree $P$, we require from the injection $f$ described in Section 2.2 that $f(i)$ is a descendant of $f(p(i))$ along a left or right branch in the host tree $T$. Specifically, if $i=c_{L}(p(i))$, then $f(i)=c_{L}^{j}(f(p(i)))$ for some $j>0$, whereas if $i=c_{R}(p(i))$, then $f(i)=c_{R}^{j}(f(p(i)))$ for some $j>0$. Theorem 2 can be generalized to also capture this new notion, by modifying the definition (2b) in the natural way to

$$
C_{i}^{\prime}:= \begin{cases}\emptyset & \text { if } e(i)=0, \\ \{(\rho(i)-1, \min P(i)-1)\} & \text { if } e(i)=1 / 2 \text { and } i=c_{L}(p(i)), \\ \{(\rho(i)-1, \max P(i))\} & \text { if } e(i)=1 / 2 \text { and } i=c_{R}(p(i)), \\ \{(\rho(i)-1, \min P(i)-1),(\rho(i)-1, \max P(i))\} & \text { if } e(i)=1 .\end{cases}
$$

The notion of friendly tree pattern can be generalized by modifying condition (iii) in Section 4.2 as follows: (iii') If $e(k) \in\{1,1 / 2\}$, then we have $e\left(c_{L}(k)\right) \in\{0,1 / 2\}$. It is worthwhile to investigate this new notion of pattern containment/avoidance and its interplay with the other two notions. Our computer experiments show that there are patterns with edges $e(i)=1 / 2$ that give rise to counting sequences that are distinct from the ones obtained from patterns with edges $e(i)=1$ (contiguous) and $e(i)=0$ (noncontiguous). The corresponding functionality has already been built into our generation tool [10].
This intermediate notion of pattern-avoidance in binary trees has interesting applications in the context of pattern-avoidance in rectangulations, a line of inquiry that was initiated in [34].
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# Computing a Subtrajectory Cluster from $c$-Packed Trajectories 
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#### Abstract

We present a near-linear time approximation algorithm for the subtrajectory cluster problem of $c$-packed trajectories. Given a trajectory $T$ of complexity $n$, an approximation factor $\varepsilon$, and a desired distance $d$, the problem involves finding $m$ subtrajectories of $T$ such that their pair-wise Fréchet distance is at most $(1+\varepsilon) d$. At least one subtrajectory must be of length $l$ or longer. A trajectory $T$ is $c$-packed if the intersection of $T$ and any ball $B$ with radius $r$ is at most $c \cdot r$ in length.

Previous results by Gudmundsson and Wong [24] established an $\Omega\left(n^{3}\right)$ lower bound unless the Strong Exponential Time Hypothesis fails, and they presented an $O\left(n^{3} \log ^{2} n\right)$ time algorithm. We circumvent this conditional lower bound by studying subtrajectory cluster on $c$-packed trajectories, resulting in an algorithm with an $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time complexity.
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## 1 Introduction

With the proliferation of location-aware devices comes an abundance of trajectory data. One way to process and make sense of many trajectories is to group long and similar subtrajectories. The analysis of long and similar parts of trajectories can provide insights into behavior and mobility patterns, such as common routes taken and places visited frequently.

Buchin et al. [8] initialised the study of subtrajectory cluster problems to detect and extract common movement patterns. The Subtrajectory Cluster (SC) decision problem is defined as follows. Given one or more trajectories, determine if there exists a cluster of $m-1$ non-overlapping subtrajectories and one reference trajectory. The reference trajectory $T_{r}$ must be at least of length $l$, and the Fréchet distances between $T_{r}$ and the other $m-1$ subtrajectories must be at most $d$. In the case of animals, long and common movement patterns can indicate movement between grazing spots of sheep or the migration flyway of seabirds. In the case of humans, common movement on a Monday morning can show commuting patterns to find the most heavily congested areas.
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Subtrajectory clustering has attracted research from multiple communities. Gudmundsson and Wolle [23] used subtrajectory cluster to analyse the common movement patterns of football players. Buchin et al. [7] applied subtrajectory cluster to map reconstruction by clustering common movement patterns of vehicles into road segments. Researchers in the Geographical Information and Data Mining communities also considered the variants and practical performance of subtrajectory cluster algorithms [11, 29, 21, 22, 26, 1, 17]. In addition, the potential of SC is examined in a wide range of applications, including sports player analysis [30] and human movement analysis [10, 25].

Several theoretical studies of the subtrajectory clustering problem focus on improving the quality of clustering. Agarwal et al. [1] defined a single objective function, the weighted sum of three quality measures of a clustering. These quality measures include the number of clusters chosen, the quality of the cluster, and the size of the trajectories excluded from the clustering. Brüning et al. [6] studied so-called $\triangle$-coverage, aiming to find a set $C$ of curves to cover a polygonal curve such that a curve in $C$ is fixed in size, and $|C|$ is minimised.

However, despite considerable attention from multiple communities, there is no subcubic time algorithm that solves the subtrajectory cluster problem, limiting its usefulness on large data sets. Buchin et al. [8] solved the subtrajectory cluster problem in $O\left(n^{5}\right)$ time when the similarity measurement of two trajectories is the Fréchet distance, and Gudmundsson and Wong [24] further improved the runtime with an $O\left(n^{3} \log ^{2} n\right)$ time algorithm. In addition, Gudmundsson and Wong [24] showed that there is no $O\left(n^{3-\delta}\right)$ algorithm for subtrajectory cluster for any $\delta>0$ unless the Strong Exponential Time Hypothesis (SETH) fails.

SC is unlikely to have a strongly subquadratic algorithm even if we allow a small approximation factor on the Fréchet distances between subtrajectories. Because given two trajectories $T_{1}$ and $T_{2}$, we can structure the SC problem to find two subtrajectories such that their Fréchet distance is at most $(1+\varepsilon) d$, and the reference trajectory must be as long as the maximum of $T_{1}$ and $T_{2}$. Solving this instance of SC is equivalent to approximating the Fréchet distance of $T_{1}$ and $T_{2}$, and Bringmann [4] showed that there is no 1.001-approximation with runtime $O\left(n^{2-\delta}\right)$ for the continuous Fréchet distance for any $\delta>0$, unless SETH fails.

Since an exact subcubic and an approximate subquadratic algorithm are unlikely to exist, we study subtrajectory cluster on a realistic family of trajectories, called $c$-packed trajectories. A trajectory $T$ is $c$-packed if, for any ball $B$ of radius $r$, the length of $T$ lying inside $B$ is at most $c$ times $r$. The packedness value of a trajectory $T$ is the maximum $c$ for which $T$ is $c$-packed. Bringmann [4] proved that computing the Fréchet distance has no strong subquadratic algorithm unless SETH fails, and the notion of $c$-packedness was introduced by Driemel et al. [15] to circumvent such conditional lowerbound. Since then, the notion of $c$-packedness has gained considerable attention from the theory community $[20,4,2,12,5]$, and several real-world data sets have been shown to have low packedness values [19, 15]. In one particular instance, Gudmundsson et al. [19] approximated the packedness values of several real-world trajectory data sets. In their experiments, several trajectory data sets have low packedness values, such as the movement patterns of people in Beijing, school buses, European football players, and trawling bats.

In this paper, given a $c$-packed trajectory $T$ of complexity $n$ and a desired multiplicative approximation error $\varepsilon$ on the Fréchet distance between subtrajectories, we present an $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time algorithm that solves the SC problem. It is worth noting that previous papers considering $c$-packed curves typically replace a factor $n$ with a polynomial of constant degree in $c[13,18]$. We are able to replace a factor of $n^{2}$ with $c^{2} / \varepsilon^{2}$, bringing the algorithm's running time from cubic to near-linear, assuming $c \in O(1)$.

Along the way, we develop a tool for simplifying the free space diagram that may be of independent interest. To efficiently approximate the Fréchet distance, Driemel et al. [15] showed that the free space complexity, i.e., the number of non-empty cells, is $O(c n / \varepsilon)$ for two simplified $c$-packed trajectories (see Section 2 for an overview of the free space, or [3] for a formal definition). However, simplifying a trajectory by taking shortcuts between vertices can yield a much shorter trajectory, and the SC problem is sensitive to the length of the trajectories since the reference trajectory has to have a length at least $l$. To tackle this problem, we developed a tool to construct the free space diagram in $O((c n / \varepsilon) \log (c n / \varepsilon))$ time, preserving the length of two trajectories while benefiting from the $O(c n / \varepsilon)$ free space complexity. Our tool can be of value for problems in which the length of a trajectory is important, such as subtrajectory cluster [8], partial curve matching [9], and Fréchet distance with speed limit [27].

In Section 2, we will formally define the subtrajectory cluster problem and outline the greedy plane sweep algorithms by Buchin et al. [8] and Gudmundsson and Wong [24], which our approach builds on. In Section 3, we provide a technical overview of our main results. In Section 4, we will discuss how to simplify the free space diagram to achieve a lower complexity while preserving trajectory lengths.

In Section 5, we will consider the restricted case when the reference trajectory must be vertex-to-vertex. In Section 6, we will remove this restriction by considering arbitrary reference trajectory.

## 2 Preliminaries

In this section, we will outline the previous algorithms for the subtrajectory cluster problem. The subtrajectory cluster problem was first introduced by Buchin et al. [8], and later improved by Gudmundsson and Wong [24]. But instead of looking for a subtrajectory where the Fréchet distances between the reference trajectory and the subtrajectories are exact, we aim to find a solution that approximates the Fréchet distance between subtrajectories in the cluster.

- Problem 1 ([24]). Given trajectory $T$ of complexity $n$, a positive integer m, positive real numbers $d, l$ and $\varepsilon$, decide if there exists a subtrajectory cluster of $T$ such that:
- the cluster consists of one reference subtrajectory and $m-1$ other subtrajectories of $T$,
- the reference subtrajectory has Euclidean length at least l,
- the Fréchet distance between the reference subtrajectory and any other subtrajectory is at most $(1+\varepsilon) d$,
- any pair of subtrajectories in the cluster overlap in at most one point.

Buchin et al. [8] solved the exact SC problem by using a plane sweep algorithm on the free space diagram $\mathcal{F}_{d}(T, T)$. Let $s$ and $t$ be two points on $T$, and we denote $T_{s t}$ as the subtrajectory of $T$ starting from $s$ and ending on $t$. Let $l_{s}$ and $l_{t}$ be the vertical sweep lines $x=s$ and $x=t$ on $\mathcal{F}_{d}(T, T)$, respectively (see Figure 1). An $x y$-monotone path in $\mathcal{F}_{d}(T, T)$, or monotone path for short, is a continuous path that is non-decreasing in both $x$ and $y$-coordinates. To solve $\operatorname{SC}(\mathrm{m}, \mathrm{d}, \mathrm{l})$, the lines $l_{s}$ and $l_{t}$ sweep from left to right while making sure that $l_{s}$ is to the left of $l_{t}$, and the reference trajectory $T_{s t}$ is at least $l$ long, i.e., $t-s \geq l$. In each interval $\left[l_{s}, l_{t}\right]$, they compute the maximum number of monotone paths in $\mathcal{F}_{d}(T, T)$ starting at $l_{s}$ and ending at $l_{t}$.

Let $p$ and $q$ be two points on $T$, and let $(s, p)$ and $(t, q)$ be two coordinates on $\mathcal{F}_{d}(T, T)$. As we only consider monotone paths starting from $l_{s}$ and ending on $l_{t}$, we call the monotone path from $(s, p)$ to $(t, q)$ the $p q$ monotone path. First, a monotone path $p q$ must traverse only


Figure 1 The free space diagram $\mathcal{F}_{d}(T, T)$, and interval $\left[l_{s}, l_{t}\right]$ defined by two points $s$ and $t$ on $T$. If there exists a monotone path (marked in brown) from $(s, p)$ to $(t, q)$ through the free space, then the Fréchet distance between subtrajectories $T_{s t}$ and $T_{p q}$ is at most $d$.
the free space. Second, two monotone paths $p q$ and $a b$ must not overlap along the $y$-interval in more than a single point. Third, the $y$-coordinates of any $p q$ monotone path cannot overlap the $[s, t]$ interval in more than a single point. We obtain the following subproblem.

- Subproblem 2 ([24]). Given a trajectory $T$ of complexity n, a positive integer m, a positive real value $d$, and a reference subtrajectory of $T$ starting at $s$ and ending at $t$, let $l_{s}$ and $l_{t}$ be two vertical lines in $\mathcal{F}_{d}(T, T)$ representing the points $s$ and $t$. Decide if there exist:
- m-1 distinct paths starting at $l_{s}$ and ending at $l_{t}$, such that
- the $y$-coordinate of any two monotone paths overlap in at most one point, and
- the $y$-coordinate of any monotone path overlaps the $y$-interval from $s$ to $t$ in at most one point.

To look for a set $\left\{p_{1} q_{1}, p_{2} q_{2}, \ldots, p_{m-1} q_{m-1}\right\}$ of monotone paths, both algorithms use a greedy approach. First, set $p_{1}$ to be the lowest feasible point on $l_{s}$, and compute $p_{1} q_{1}$ by searching for a lowest monotone path through the free space. Inductively, with $p_{i-1} q_{i-1}$ computed, set $p_{i}$ to the lowest feasible point on $l_{s}$ that is on or above $q_{i-1}$, and do the same. If a search from $p_{i}$ leads to a dead end, we simply set $p_{i}$ to the next lowest feasible point on $l_{s}$, and search again.

The sweeplines stop at all $O\left(n^{3}\right)$ critical points, and for each critical point there is a $\left[l_{s}, l_{t}\right]$ interval to consider. Buchin et al. [8] solved each instance in $O(n m) \subseteq O\left(n^{2}\right)$ time. Gudmundsson and Wong [24] improved the efficiency by connecting the critical points efficiently in a tree-like data structure which allows them to reuse computed monotone paths from previous interval instances. They showed that, in their construction, there are at most $O\left(n^{3} \log n\right)$ edges, and each edge takes at most $O(\log n)$ time to add, remove, or access. This brings down the complexity of the algorithm from $O\left(n^{5}\right)$ to $O\left(n^{3} \log ^{2} n\right)$ time.

## 3 Technical Overview

Our technical overview is divided into three parts. In Sections 3.1, 3.2, and 3.3, we summarise the main result of Sections 4, 5, and 6 respectively.

### 3.1 Computing the Free Space Diagram

Our algorithm constructs a simplified free space diagram that preserves trajectory lengths. The size (in terms of Euclidean length) of the simplified free space diagram is the same as the size of the unsimplified free space diagram. The only difference between the two diagrams is that approximate distances are used in the simplified diagram. In particular, we define a function that uniformly maps a trajectory to its simplification, and we calculate the distance between the mapped simplification points instead of points on the original trajectory. We prove that the complexity of the simplified free space diagram will be at most $O(c n / \varepsilon)$, and that the trajectory lengths in the diagram are preserved. Next, we build the simplified free space diagram. We use an algorithm by Conradi and Driemel [13] to query pairs of nearby segments. Finally, we construct a data structure on the free space diagram so that we can access the closest non-empty cells below, above, to the left, and to the right in constant time. Putting this all together, we obtain Theorem 1. For a full proof, see Section 4.

- Theorem 1. Given a pair of trajectories, one can construct a simplified free space diagram in $O((c n / \varepsilon) \log (c n / \varepsilon))$ time, so that the simplified free space has complexity $O(c n / \varepsilon)$, it approximates the Fréchet distance to within a factor of $(1+\varepsilon)$, and it preserves the trajectory lengths of the original trajectory.


### 3.2 Reference trajectory is vertex-to-vertex

Next, we focus on the special case where the reference trajectory is vertex-to-vertex. Three data structures are used in the vertex-to-vertex subtrajectory cluster algorithm of Gudmundsson and Wong [24] - a directed graph, a range tree, and a link-cut tree. For an overview of these data structures, see the full version. Originally, the number of leaves per range tree is $O(n)$, and the directed graph has complexity $O\left(n^{2}\right)$. We use the $c$-packedness property to prove that, in our simplified free space diagram, the number of leaves per range tree is $O(c / \varepsilon)$, and the directed graph has complexity $O((c n / \varepsilon) \log (c / \varepsilon))$. The link-cut tree data structure can be used without modification. Putting this all together, we obtain Theorem 2. Recall that $m$ is the desired number of subtrajectories in the cluster. For a full proof, see Section 5.

- Theorem 2. There is an $O(n m \log (c / \varepsilon) \log (n / \varepsilon))$ time algorithm that solves $\mathrm{SC}(\mathrm{T}, \mathrm{m}, \mathrm{l},(1+\varepsilon) \mathrm{d})$ in the case that the reference trajectory is vertex-to-vertex.


### 3.3 Reference trajectory is arbitrary

Finally, we tackle the general case where the reference trajectory is arbitrary. The main obstacle in the general case is that there are $\Theta\left(n^{3}\right)$ internal critical points that correspond to potential starting and ending positions of the reference trajectory. In fact, Gudmundsson and Wong [24] show that, for general (not c-packed) curves, these internal critical points are essentially unavoidable. They use the $\Theta\left(n^{3}\right)$ internal critical points to show that under the Strong Exponential Time Hypothesis (SETH), there is no $O\left(n^{3-\delta}\right)$ time algorithm for subtrajectory cluster for any $\delta>0$.

Our main lemma in this section is to bound the number of internal critical points for subtrajectory cluster on $c$-packed trajectories. The lemma uses the $c$-packedness property in two different ways. First, the $c$-packedness property bounds the complexity of the simplified free space diagram to linear. This replaces one of the factors of $n$ with $c / \varepsilon$. Second, the $c$-packedness property is used to prove that in any horizontal strip, only a constant number of cells have free space. This replaces another factor of $n$ with $c / \varepsilon$, resulting in $O\left(c^{2} n / \varepsilon^{2}\right)$
internal critical points. Finally, we prove that the interval management data structure can be used in the same way as in Gudmundsson and Wong's algorithm [24]. Putting this all together, we obtain Theorem 3. For a full proof, see Section 6.

- Theorem 3. There is an $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time algorithm that solves $\mathrm{SC}(\mathrm{T}, \mathrm{m}, \mathrm{l},(1+\varepsilon) \mathrm{d})$ in the case that the reference trajectory is arbitrary.


## 4 Computing the Free Space Diagram

In this section, we will explain the process of constructing a simplified free space diagram for two $c$-packed polygonal curves $P$ and $Q$. The free space $\mathcal{D}_{d}(P, Q)$ describes all pairs of points, one on $P$, one on $Q$, whose distance is at most $d[3]$. With slight abuse of notation, we parameterise the polygonal curve $P$ such that $P(x)$ is a point on $P$, where $x \in[0,\|P\|]$. Formally,

$$
\mathcal{D}_{d}(P, Q)=\{(x, y) \in[0,\|P\|] \times[0,\|Q\|] \mid \operatorname{dist}(P(x), Q(y)) \leq d\}
$$

To circumvent the quadratic free space complexity, Driemel et al. [15] showed that the free space complexity of two simplified $c$-packed curves is $O(c n / \varepsilon)$. Given a $c$-packed curve $P=p_{1} p_{2} \ldots p_{n}$, we simplify $P$ into its $\varepsilon d$-simplification $P^{\prime}=q_{1} q_{2} \ldots q_{k}$ as follows. Let $B(a, r)$ be the ball centered at $a$ with radius $r$. First, set $q_{1}=p_{1}$. With $q_{i}$ defined, traverse $P$ from $q_{i}$ until a vertex $v$ is outside $B\left(q_{i}, \varepsilon d\right)$, or $v$ is the last vertex of $P$, and set $q_{i+1}=v$. Continue until all vertices of $P$ are exhausted. Driemel et al. [15] showed that the $\varepsilon d$-simplification of a $c$-packed curve is at most $6 c$-packed [15, Lemma 4.3], and the Fréchet distance between $P$ and $P^{\prime}$ is at most $(1+\varepsilon) d$. A simplified curve has the useful property that every segment but the last is at least $\varepsilon d$ long. We assume for simplicity that the last one is at least $\varepsilon d$ long as well, since otherwise one can backtrack and modify the simplified curve such that each segment is at least $\varepsilon d / 2$ long, and our arguments can be extended to such case.

- Observation 4. One can simplify a polygonal curve $P$ into its ed-simplification $P^{\prime}$ such that the Fréchet distance between $P$ and $P^{\prime}$ is at most $(1+\varepsilon) d$, and each segment in $P^{\prime}$ is at least $\varepsilon d$ long.

Simplifying two $c$-packed curves can reduce the free space complexity, but using the planesweep algorithm to solve the SC problem on the resulting free space diagram is unfortunately infeasible. This is because the total length of the simplified trajectories can be much shorter, making it impossible to slide a window of width $l$ on the free space diagram $\mathcal{F}_{(1+\varepsilon) d}\left(P^{\prime}, Q^{\prime}\right)$. To address this issue, we developed a tool that enables the construction of a free space diagram that maintains the original curve length, while also benefiting from the reduced free space complexity.

### 4.1 Simplifying the Free Space

In this section, we introduce a method that simplifies the free space. We show that we can construct the simplified free space $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$, where $\hat{\varepsilon}$ is at most $8 \varepsilon$, such that the complexity of the simplified free space is at most $O(c n / \hat{\varepsilon})$. In addition, $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ contains $\mathcal{D}_{d}(P, Q)$ as a subset, but it is not bigger than the free space of $P$ and $Q$ if we approximate their Fréchet distance, i.e., $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q) \subseteq \mathcal{D}_{(1+\hat{\varepsilon}) d}(P, Q)$.

We will first define a function that uniformly maps parts of the polygonal curve $P$ to segments of $P^{\prime}$ in Definition 5, using which we will formally define the simplified free space in Definition 6. We will then formally prove the set inclusions mentioned above in Lemma 7.

- Definition 5. Let $\operatorname{simpl}(P, \varepsilon d)$ be the $\varepsilon d$-simplification of a polygonal curve $P$. Let $P_{u v}$ be the subcurve of $P$ from point $u$ to $v$ that are simplified into the segment $(u, v) \in \operatorname{simpl}(P, \varepsilon d)$. Let $w$ be the first intersection point of $P_{u v}$ and the boundary of the ball $B(u, \varepsilon d)$ along $P_{u v}$, and let $u^{\prime}$ be the intersection of $(u, v)$ and the boundary of the ball $B(u, \varepsilon d)$. Define the mapping $f_{P, \varepsilon d}: P \rightarrow \operatorname{simpl}(P, \varepsilon d)$ such that $f_{P, \varepsilon d}$ maps $[u, w)$ to $\left[u, u^{\prime}\right)$ uniformly, and $[w, v]$ to $\left[u^{\prime}, v\right]$ uniformly (see Figure 2).



Figure 2 A figure showcasing the function in Definition 5. The point $u^{\prime}$ is the intersection of the segment ( $u, v$ ) and the ball $B(u, \varepsilon d)$, and the point $w$ is the intersection of subtrajectory $P_{u v}$ and $B(u, \varepsilon d)$. The function $f_{P, \varepsilon d}$ uniformly maps $P_{u w}$ (red) to ( $u, u^{\prime}$ ) (orange), not including $u^{\prime}$ and $w$. The function $f_{P, \varepsilon d}$ uniformly maps $P_{w v}$ (blue) to ( $u^{\prime}, v$ ) (light blue).

Definition 6. Define the simplified free space of $P$ and $Q$ with respect to the Fréchet distance $d>0$, and a parameter $\varepsilon>0$ as

$$
\mathcal{D}_{(1+\varepsilon) d}^{\prime}(P, Q)=\left\{(x, y) \in[0,\|P\|] \times[0,\|Q\|] \mid \operatorname{dist}\left(f_{P, \varepsilon d}(P(x)), f_{Q, \varepsilon d}(Q(y))\right) \leq(1+\varepsilon) d\right\} .
$$

Similarly, let $\mathcal{F}_{(1+\varepsilon) d}^{\prime}(P, Q)$ be the simplified free space diagram.

- Lemma 7. Let $\mathcal{D}_{d}(P, Q)$ be the free space of curves $P$ and $Q$ with respect to the Fréchet distance d, and let $\mathcal{D}_{(1+\varepsilon) d}^{\prime}(P, Q)$ be their simplified free space with an approximation error $\varepsilon>0$. Then $\mathcal{D}_{d}(P, Q) \subseteq \mathcal{D}_{(1+4 \varepsilon) d}^{\prime}(P, Q) \subseteq \mathcal{D}_{(1+8 \varepsilon) d}(P, Q)$.
Proof. With slight abuse of notation, let $x=P(x)$, and $y=Q(y)$, for $x \in[0,\|P\|]$, and $y \in[0,\|Q\|]$. Let $x^{\prime}=f_{P, \varepsilon d}(x)$, and let $y^{\prime}=f_{Q, \varepsilon d}(y)$. Observe that $\operatorname{dist}\left(x, x^{\prime}\right) \leq 2 \varepsilon d$ for all $x \in P$ because if $x$ is within the ball $B(u, \varepsilon d)$, then $x$ is at most $2 \varepsilon d$ apart from $x^{\prime}$. If $x$ is outside $B(u, \varepsilon d)$, it is at most $\varepsilon d$ apart from $x^{\prime}$, due to the simplification.
- $\mathcal{D}_{d}(P, Q) \subseteq \mathcal{D}_{(1+4 \varepsilon) d}^{\prime}(P, Q)$. If a point $(x, y) \in \mathcal{D}_{d}(P, Q)$ is white, then $\operatorname{dist}(x, y) \leq d$. By the triangle inequality, $\operatorname{dist}\left(x^{\prime}, y^{\prime}\right) \leq \operatorname{dist}\left(x^{\prime}, x\right)+\operatorname{dist}\left(y^{\prime}, y\right)+\operatorname{dist}(x, y) \leq 2 \varepsilon d+2 \varepsilon d+d=$ $(1+4 \varepsilon) d$, hence $\left(x^{\prime}, y^{\prime}\right)$ must also be white.
- $\mathcal{D}_{(1+4 \varepsilon) d}^{\prime}(P, Q) \subseteq \mathcal{D}_{(1+8 \varepsilon) d}(P, Q)$. Similarly, if a point $\left(x^{\prime}, y^{\prime}\right) \in \mathcal{D}_{(1+4 \varepsilon) d}^{\prime}(P, Q)$ is white, then $(x, y) \in \mathcal{D}_{(1+8 \varepsilon) d}(P, Q)$ must also be white, because $\operatorname{dist}(x, y) \leq \operatorname{dist}\left(x^{\prime}, x\right)+$ $\operatorname{dist}\left(y^{\prime}, y\right)+\operatorname{dist}\left(x^{\prime}, y^{\prime}\right) \leq 2 \varepsilon d+2 \varepsilon d+(1+4 \varepsilon) d=(1+8 \varepsilon) d$.

Similar to how we defined the $(u, v)$ cell, let the $\left(P_{u v}, Q_{a b}\right)$ cells be the cells in the free space diagram defined by the subcurves $P_{u v}$ and $Q_{a b}$. We show that we can compute the intersection of the simplified free space with $\left(P_{u v}, Q_{a b}\right)$ cells in constant time. Please see the full version for a proof of below lemma.

- Lemma 8. Given vertices $u, v$ on $P$ and $a, b$ on $Q$, one can construct the cells in $\mathcal{F}_{(1+\varepsilon) d}^{\prime}(P, Q)$ defined by $P_{u v}$ and $Q_{a b}$ in constant time.

The complexity of the simplified free space $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ is $O(c n / \hat{\varepsilon})$ if $P$ and $Q$ are $c$ packed. Assuming that $P_{u v}$ and $Q_{a b}$ are simplified into segments $(u, v) \in P^{\prime}$ and $(a, b) \in Q^{\prime}$, respectively, the simplified free space intersects $\left(P_{u v}, Q_{a b}\right)$ cells if and only if the distance between $(u, v)$ and $(a, b)$ is at most $(1+\hat{\varepsilon}) d$. The rest follows by modifying the proof of $[15$, Lemma 4.4].

- Corollary 9. Let $P$ and $Q$ be two c-packed curves with complexity $n$, and let $\hat{\varepsilon}$ be a constant times a parameter $\varepsilon>0$. The complexity of the simplified free space $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ is $O(c n / \varepsilon)$.


### 4.2 Compute the Non-empty Cells

To take advantage of the near-linear complexity of the simplified free space, we use an algorithm by Conradi and Driemel [13] to efficiently compute the non-empty cells without inspecting all pairs of segments.

- Fact 10 ([13, Lemma 59]). Given two c-packed curves $P$ and $Q$ in $\mathbb{R}^{2}$, a parameter $d \geq 0$, and let $P^{\prime}$ and $Q^{\prime}$ be their $\varepsilon d$-simplifications. In $O((c n / \varepsilon) \log (c n / \varepsilon))$ time, one can find all pairs of segments $(u, v) \in P^{\prime}$ and $(a, b) \in Q^{\prime}$ such that the distance between $(u, v)$ and $(a, b)$ is at most d.

To construct the simplified free space diagram efficiently, we first observe the following.

- Observation 11. If segments $(u, v) \in P^{\prime}$ and $(a, b) \in Q^{\prime}$ are more than $(1+2 \varepsilon) d$ apart, then $P_{u v}$ and $Q_{a b}$ are more than d apart.

The above observation enables us to determine if $\left(P_{u v}, Q_{a b}\right)$ cells are empty by determining if $(u, v)$ and $(a, b)$ are near.

### 4.3 Constructing the Simplified Free Space Diagram

Given two $c$-packed polygonal curves $P$ and $Q$, we will use the results from previous subsections to construct the simplified free space diagram using the below steps. In Lemma 8, we showed that if $P_{u v}$ and $Q_{a b}$ are simplified into segments $(u, v) \in P^{\prime}$ and $(a, b) \in Q^{\prime}$, respectively, we can compute $\left(P_{u v}, Q_{a b}\right)$ cells in constant time. Such aggregation of ( $P_{u v}, Q_{a b}$ ) cells is an aggregated non-empty cell, and we will treat them as one cell for simplicity.

1. Simplify $P$ and $Q$ into their $\varepsilon d$-simplifications $P^{\prime}$ and $Q^{\prime}$.
2. Find all pairs of nearby segments from $P^{\prime}$ and $Q^{\prime}$ that are at most $(1+\hat{\varepsilon}) d$ apart using Fact 10 .
3. For each pair of nearby segments $(u, v) \in P^{\prime}$ and $(a, b) \in Q^{\prime}$, compute the ( $P_{u v}, Q_{a b}$ ) cells using Lemma 8.
4. Sort all non-empty cells horizontally and vertically.
5. Connect non-empty cells in a graph fashion such that a non-empty cell is connected to the first non-empty cells to its top, bottom, left, and right.

Given two polygonal curves $P$ and $Q$ of complexity $n$, simplifying them (step 1 ) takes $O(n)$ time. By Fact 10, step 2 takes $O((c n / \varepsilon) \log (c n / \varepsilon))$ time. Computing a cell in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ takes $O(1)$ time by Lemma 8. $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ has at most $O(c n / \varepsilon)$ non-empty cells, which takes $O(c n / \varepsilon)$ time to compute in step 3; sorting them in step 4 takes $O((c n / \varepsilon) \log (c n / \varepsilon))$ time. Connecting each cell to at most four other cells takes $O(c n / \varepsilon)$ time in step 5. Putting this together, we obtain Lemma 12, and we summarise our result in Theorem 1.


Figure 3 The non-empty cells are connected horizontally and vertically to skip empty cells.

- Lemma 12. Let $P$ and $Q$ be two c-packed curves of complexities $n$. Let $\varepsilon>0$ and $d>0$ be two parameters, and let $\hat{\varepsilon} \leq 8 \cdot \varepsilon$. One can construct and connect $O(\mathrm{cn} / \varepsilon)$ aggregated non-empty cells of the simplified free space diagram $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q)$ in $O((c n / \varepsilon) \log (c n / \varepsilon))$ time such that $\mathcal{D}_{d}(P, Q) \subseteq \mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(P, Q) \subseteq \mathcal{D}_{(1+\hat{\varepsilon}) d}(P, Q)$. Given an aggregated non-empty cell $C$, one can access the first aggregated non-empty cells below, above, to the left, and to the right of $C$ in $O(1)$ time.
- Theorem 1. Given a pair of trajectories, one can construct a simplified free space diagram in $O((c n / \varepsilon) \log (c n / \varepsilon))$ time, so that the simplified free space has complexity $O(c n / \varepsilon)$, it approximates the Fréchet distance to within a factor of $(1+\varepsilon)$, and it preserves the trajectory lengths of the original trajectory.


## 5 Reference trajectory is vertex-to-vertex

Throughout the rest of the paper we assume that the free space diagram is the simplified free space diagram $\mathcal{F}_{(1+\varepsilon) d}^{\prime}$ in Lemma 12. Next, we will use the algorithm by Gudmundsson and Wong [24] to determine whether there is a solution to $\operatorname{SC}(T, \mathrm{~m}, ~ \mathrm{l},(1+\varepsilon) \mathrm{d})$ where $T$ is a $c$-packed trajectory, and the reference subtrajectory $T_{s t}$ is vertex-to-vertex, i.e., both $s$ and $t$ must be an endpoint of some segment of $T$.

Three data structures are used in the vertex-to-vertex subtrajectory cluster algorithm of Gudmundsson and Wong [24] - a directed graph, a range tree, and a link-cut tree. For an overview of these data structures, see the full version. In Section 5.1, we show that the number of leaves per range tree is $O(c / \varepsilon)$, and the directed graph has complexity $O((c n / \varepsilon) \log (c / \varepsilon))$. In Section 5.2, we show that the link-cut tree data structure can be used without modification.

### 5.1 Using a Directed Graph to Store Candidate Monotone Paths

To show that the range tree has at most $O(c / \varepsilon)$ leaves, it suffices to show that there exist at most $O(c / \varepsilon)$ critical points on each horizontal or vertical boundary of the simplified free space diagram.

- Lemma 13. In the simplified free space diagram $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$, let $H$ be a horizontal (resp. vertical) strip that is at least $\varepsilon d$ wide on its $y$-span (resp. x-span). The intersection of $H$ and the simplified free space $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$ exists in at most $O(c / \varepsilon)$ aggregated cells.

Proof. Let $T^{\prime}$ be the $\varepsilon d$-simplification of $T$, and let $T_{u v}$ simplifies into segment $(u, v) \in T^{\prime}$. Let $u^{\prime} \subseteq(u, v)$ be a small part that is at least $\varepsilon d$ long. Let $S_{u^{\prime}}=u^{\prime} \oplus B(0,(1+\hat{\varepsilon}) d)$.

Using similar construction, and arguments of [15, Lemma 4.4], one can prove that at most $O(c / \varepsilon)$ segments in $T^{\prime}$ intersects $S_{u^{\prime}}$. Based on the construction of the simplified free space $\mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$, a point $(x, y) \in \mathcal{D}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$ is white if and only if $\operatorname{dist}\left(f_{T, \hat{\varepsilon} d}(T(x)), f_{T, \hat{\varepsilon} d}(T(y))\right) \leq(1+\hat{\varepsilon}) d$. As such, at most $O(c / \varepsilon)$ aggregated cells have simplified free space intersecting $H$.

Next, bound the construction time and space complexity of the directed graph in [24].

- Lemma 14. Given a c-packed trajectory $T$ of complexity $n$, constructing $G$ for the simplified free space diagram $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$ takes $O((c n / \varepsilon) \log (n / \varepsilon))$ time. $G$ has $O(c n / \varepsilon)$ nodes and $O((c n / \varepsilon) \log (c / \varepsilon))$ edges.

Proof. Let $n_{k}$ be the number of non-empty aggregated cells in the $j$ th row in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$. Construction of the range tree for the top (resp. right) boundary of a row (resp. column) takes $O\left(n_{k} \log n_{k}\right)$ time [14]. For all $p_{i}$, finding $q_{i}$ takes $O\left(n_{k} \log n_{k}\right)$ time
and recall that there are $O(c n / \varepsilon)$ critical points in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$. The total construction time is as follows.

$$
\sum_{j=0}^{n+1} n_{k} \log n_{k} \leq \log \left(\frac{c n}{\varepsilon}\right) \sum_{j=0}^{n+1} n_{k}=\log \left(\frac{c n}{\varepsilon}\right) O\left(\frac{c n}{\varepsilon}\right) \in O\left(\left(\frac{c n}{\varepsilon}\right) \log \left(\frac{n}{\varepsilon}\right)\right)
$$

By Corollary 9, the simplified free space diagram has $O(c n / \varepsilon)$ non-empty aggregated cells, therefore $G$ has $O(c n / \varepsilon)$ nodes. In a range tree, given a continuous interval [ $\left.q_{k}, q_{i}\right]$, one can find $O(\log n)$ nodes such that these nodes include $\left[q_{k}, q_{i}\right]$ in their canonical subset, where $n$ is the total number of items in the leaves [14]. There are at most $O(c / \varepsilon)$ nodes on a horizontal or vertical boundary by Lemma 13, and each critical point $p_{i}$ on a vertical (resp. horizontal) cell boundary connects to $O(\log (c / \varepsilon))$ nodes, therefore the total number of edges is $O((c n / \varepsilon) \log (c / \varepsilon))$.

### 5.2 Storing and Reusing Pre-computed Paths

A link-cut tree [28] maintains a forest that allows the link/cut operations of subtrees in $O(\log n)$ amortised time. In addition, a link-cut tree allows finding the root of a node in $O(\log n)$ amortised time. The algorithm by Gudmundsson and Wong [24] used a link-cut tree to store and re-use monotone paths. Consider when a sweepline, either $l_{s}$ or $l_{t}$, stops at a new critical point $p$. Instead of recomputing the monotone paths, they need only to add $p$ to the existing link-cut tree they maintained in the previous instances.

With graph $G$ defined, we can analyse the total running time of the algorithm by Gudmundsson and Wong [24] on the simplified free space diagram. The key to observe the running time is that in their algorithm, if an edge leads to a dead-end, it is marked and will not be used in future searches. Furthermore, inserting or removing an edge takes $O(\log n)$ amortised time in a link-cut tree.

- Theorem 2. There is an $O(n m \log (c / \varepsilon) \log (n / \varepsilon))$ time algorithm that solves $\mathrm{SC}(\mathrm{T}, \mathrm{m}, \mathrm{l},(1+\varepsilon) \mathrm{d})$ in the case that the reference trajectory is vertex-to-vertex.

Proof. Construction of the simplified free space diagram takes $O((c n / \varepsilon) \log (c n / \varepsilon))$ time by Theorem 1. Construction of $G$ takes $O((c n / \varepsilon) \log (n / \varepsilon))$ time by Lemma 14. The graph $G$ has at most $O(n m \log (c / \varepsilon))$ edges, see the full version. Gudmundsson and Wong [24] showed that
an edge is added to and removed from the link-cut tree at most once, and adding/removing an edge from the link-cut tree takes $O(\log (n / \varepsilon))$ time since the maximum number of nodes in the link-cut tree is upperbounded by the number of nodes in $G$. Therefore maintaining the link-cut tree takes $O(n m \log (c / \varepsilon) \log (n / \varepsilon))$ time.

## 6 Reference trajectory is arbitrary

Our results in this section rely heavily on the work of Gudmundsson and Wong [24]. Due to space constraints, we can only highlight important parts of their algorithm, and the analysis of our improvements.

When the reference trajectory is arbitrary, a monotone path can start and finish at arbitrary positions in the non-empty cells. Therefore, in addition to the critical points in the free space diagram and the greedy critical points, Gudmundsson and Wong defined three new types of internal critical points [24, Definition 25]. An internal critical point must lie in the interior of a non-empty cell, and lie on the boundary of the free space. They made the following distinction (see Figure 4).

1. End-of-cell critical point: the leftmost and rightmost white point of a non-empty cell.
2. Propagated critical point: a point on the boundary of the free space that shares a $y$-coordinate with a critical point.
3. $l$-apart critical points: two points on the boundaries of free space that are a distance of $l$ apart horizontally.


Figure 4 The three types of internal critical points are illustrated using a cross in the left, middle, and right figures, respectively. From left to right, they are the end-of-cell critical points (left), propagated critical points (middle) and $l$-apart critical points (right).

There could be an infinite number of $l$-apart critical points in a pair of non-empty cells. However, if this is the case, we can simply perturb the input by a miniscule amount so that there are no longer an infinite number of $l$-apart critical points. See the full version for an example and a figure. Therefore, for the rest of the paper, we can assume that there are at most a constant number of $l$-apart critical points per pair of cells.

We will first bound the number of internal critical points and the time it takes to compute them. One can compute the end-of-cell and $l$-apart critical points in linear time with respect to the number of non-empty cells since there are at most a constant number of them per pair of cells. In Lemma 13, we showed that in a narrow horizontal strip, only a small number of cells intersect free space. An output-sensitive query algorithm would be efficient to find the non-empty cells that a critical point $p$ propagates to. Therefore, we can use an interval tree [14] to store the $y$-spans of all non-empty cells in a row, and query the intersecting intervals of $y(p)$ in logarithmic time. We formalise the above arguments in the below Lemma 15.

- Lemma 15. Assume that there is a constant number of l-apart critical points per pair of cells, it takes $O\left(c n \log (n / \varepsilon)+c^{2} n / \varepsilon^{2}\right)$ time to compute $O\left(c^{2} n / \varepsilon^{2}\right)$ internal critical points in the simplified free space diagram $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$.
Proof. There are $O(c n / \varepsilon)$ non-empty aggregated cells in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$, or non-empty cells for short, and $O(c n / \varepsilon)$ end-of-cell critical points in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$. Each critical point propagates $O(c / \varepsilon)$ times by Lemma 13, therefore there are $O\left(c^{2} n / \varepsilon^{2}\right)$ propagated critical points. We can charge a cell with a constant number of $l$-apart critical points. Therefore, there are at most $O(c n / \varepsilon) l$-apart critical points. In total, there are $O\left(c^{2} n / \varepsilon^{2}\right)$ internal critical points.

One can compute the end-of-cell critical points by iterating through the free space diagram in $O(c n / \varepsilon)$ time. To compute the $l$-apart critical points, we can start from the first non-empty cell $C$ in a row and find the first cell that is $l$-apart from $C$, and solve a constant number of quadratic equations. We can then slide this $l$-apart line and do the same for all pairs of cells that are $l$-apart in all rows in $O(c n / \varepsilon)$ time in total.

To compute the propagated critical points, we construct an interval tree [14] for each row in $\mathcal{F}_{(1+\hat{\varepsilon}) d}^{\prime}(T, T)$ to store the maximum and minimum $y$-coordinates of the free space in the non-empty cells. Let $n_{i}$ be the number of non-empty cells in the $i$ th row. We can sum the construction time of the interval trees.

$$
\sum_{i=1}^{n} n_{i} \log n_{i} \leq \frac{c n}{\varepsilon} \log \left(\frac{c n}{\varepsilon}\right) \in O\left(\left(\frac{c n}{\varepsilon}\right) \log \left(\frac{c n}{\varepsilon}\right)\right)
$$

Given a critical point $p$ in the $i$ th row, one can query the interval tree in $O\left(\log n_{i}+c / \varepsilon\right) \in$ $O(\log n+c / \varepsilon)$ time to compute the propagated critical points from $p$ using Lemma 13 and [14]. With $O(c n / \varepsilon)$ critical points, computing the propagated critical points takes $O\left(c n \log (n) / \varepsilon+c^{2} n / \varepsilon^{2}\right)$ time.

With the additional internal critical points, the number of reference trajectories and the number of greedy critical points increases. We can use the algorithm in the previous section, and obtain the following result.

- Lemma 16. There is an $O\left(\left(c^{2} m n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time algorithm that solves $\mathrm{SC}(\mathrm{T}, \mathrm{m}, \mathrm{l},(1+\varepsilon) \mathrm{d})$ in the case that the reference trajectory is arbitrary.

Proof. See the full version.

### 6.1 Improve Further with an Interval Management Data Structure

The bottleneck in the above Lemma 16 is operating the outgoing edges of the $O\left(c^{2} m n / \varepsilon^{2}\right)$ greedy critical points, which are generated from $O\left(c^{2} n / \varepsilon^{2}\right)$ propagated critical points. To avoid computing the greedy critical points, Gudmundsson and Wong [24] used a dynamic monotonic interval data structure [16] to store overlapping monotonic intervals that represent the $y$-spans of monotone paths between $l_{s}$ and $l_{t}$. Instead of searching for a set of monotone paths between each window greedily, they showed that one can update and query the interval data structure to retrieve $m-1$ non-overlapping intervals, all in $O(\log n)$ amortised time.

- Theorem 3. There is an $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time algorithm that solves $\mathrm{SC}(\mathrm{T}, \mathrm{m}, \mathrm{l},(1+\varepsilon) \mathrm{d})$ in the case that the reference trajectory is arbitrary.

Proof. Constructing the simplified free space diagram takes $O((c n / \varepsilon) \log (c n / \varepsilon))$ time by Theorem 1. Computing and sorting the internal critical points takes $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (n / \varepsilon)\right)$ time by Lemma 15 . There are $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon)\right)$ edges in total by Lemma 13, and each
edge takes $O(\log (n / \varepsilon))$ time to insert or remove since there are at most $O\left(c^{2} n / \varepsilon^{2}\right)$ nodes in the link-cut tree. In total, we spend $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time to maintain the edges in $G$.

Each internal critical point is treated as an event, and maintaining the interval data structure takes $O(\log n)$ amortised time per event point (see [24, Theorem 2]), and thus $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log n\right)$ in total. The overall complexity is dominated by maintaining the edges.

## 7 Conclusion

We presented an algorithm that solves the subtrajectory cluster problem on c-packed trajectories $T$ with an approximation error on the Fréchet distance, achieving an $O\left(\left(c^{2} n / \varepsilon^{2}\right) \log (c / \varepsilon) \log (n / \varepsilon)\right)$ time complexity. Our algorithm builds upon the near-optimal algorithm proposed by Gudmundsson and Wong [24], but with significant improvements. By carefully analysing the properties of $c$-packed trajectories, we have shown that important parameters such as the number of propagated critical points are significantly lower than the theoretical $O(n)$ upperbound for realistic trajectories. As a result, our algorithm improves upon the near-optimal algorithm by replacing a factor of $n^{2}$ with $c^{2} / \varepsilon^{2}$, leading to more efficient subtrajectory cluster of realistic trajectories.
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# Shortest Beer Path Queries in Digraphs with Bounded Treewidth 
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#### Abstract

A beer digraph $G$ is a real-valued weighted directed graph where some of the vertices have beer stores. A beer path from a vertex $u$ to a vertex $v$ in $G$ is a path in $G$ from $u$ to $v$ that visits at least one beer store.

In this paper we consider the online shortest beer path query in beer digraphs with bounded treewidth $t$. Assume that a tree decomposition of treewidth $t$ on a beer digraph with $n$ vertices is given. We show that after $O\left(t^{3} n\right)$ time preprocessing on the beer digraph, (i) a beer distance query can be answered in $O\left(t^{3} \alpha(n)\right)$ time, where $\alpha(n)$ is the inverse Ackermann function, and (ii) a shortest beer path can be reported in $O\left(t^{3} \alpha(n) L\right)$ time, where $L$ is the number of edges on the path. In the process we show an improved $O\left(t^{3} \alpha(n) L\right)$ time shortest path query algorithm, compared with the currently best $O\left(t^{4} \alpha(n) L\right)$ time algorithm [Chaudhuri \& Zaroliagis, 2000].

We also consider queries in a dynamic setting where the weight of an edge in $G$ can change over time. We show two data structures. Assume $t$ is constant and let $\beta$ be any constant in $(0,1)$. The first data structure uses $O(n)$ preprocessing time, answers a beer distance query in $O(\alpha(n))$ time and reports a shortest beer path in $O(\alpha(n) L)$ time. It can be updated in $O\left(n^{\beta}\right)$ time after an edge weight change. The second data structure has $O(n)$ preprocessing time, answers a beer distance query in $O(\log n)$ time, reports a shortest beer path in $O(\log n+L)$ time, and can be updated in $O(\log n)$ time after an edge weight change.
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## 1 Introduction

A beer digraph is a real-valued weighted directed graph $G=(V(G), E(G))$ in which some of the vertices have beer stores. For any two vertices $u, v \in V(G)$, a shortest beer path is a shortest path from $u$ to $v$ that visits at least one beer store. The beer distance from $u$ to $v$ is the weight of a shortest beer path from $u$ to $v$. In this paper, we consider the problem of shortest beer path and beer distance queries for beer digraphs in both static and dynamic settings. In the dynamic setting, the weight of an edge in the graph can change.

The shortest path and distance queries are fundamental graph problems. There are numerous works on the subject in the literature. Thorup and Zwick [22] used the term "distance oracle" to refer to a compact data structure that can efficiently answer distance query between any two vertices. Ideally one would like a distance oracle with linear preprocessing time and space, and constant query time. However, it is well known that there are graphs for which no distance oracle with $o\left(n^{2}\right)$ bits of space and $O(1)$ query time exists. Because of this, researchers have focused their attention on restricted classes of graphs.

There has been extensive research on the class of planar graphs $[5,8,9,10,11,13$, 18, 19]. We briefly highlight some of the most recent results for planar graphs. In [5], Charalampopoulos et al. showed a distance oracle with space $O\left(n^{1+\epsilon}\right)$ and polylogarithmic query-time for any constant $\epsilon>0$. Long and Pettie [18] showed (i) an oracle with space
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$O\left(n \log ^{2+o(1)} n\right)$ and query-time $O\left(n^{\epsilon}\right)$ for any constant $\epsilon>0$, and (ii) an oracle with space $O\left(n^{1+o(1)}\right)$ and query-time $n^{o(1)}$. For a comparison of the existing distance oracles for planar graphs, refer to Table 1 in [18].

For the class of graphs with bounded treewidth, the best shortest path and distance query structure is attributed to Chaudhuri and Zaroliagis [6]. Let $t$ be the treewidth of the input graph $G$ and assume that a tree decomposition of $G$ with treewidth $t$ is given. They showed that after $O\left(t^{3} n\right)$ preprocessing, distance queries can be answered in time $O\left(t^{3} \alpha(n)\right)$, and shortest path queries can be answered in time $O\left(t^{4} \alpha(n) L\right)$, where $L$ is the number of edges on the path and $\alpha(n)$ is the inverse Ackermann function.

Not surprisingly, answering shortest path or distance queries efficiently in a dynamic setting where the graph undergoes changes is hard. Roditty and Zwick [21] showed that the innocent looking decremental (only edge deletions) or incremental (only edge insertions) single-source shortest path (SSSP) problem is, in a strong sense, as hard as APSP (allpairs shortest path). It is conjectured that APSP has no truly subcubic time ( $O\left(n^{3-\epsilon}\right)$ ) solution [23].

The shortest beer path problem is a generalization of the shortest path problem. Bacic et al. [2] considered the shortest beer path and beer distance queries for undirected outerplanar graphs with non-negative edge weights. They showed that after $O(n)$ time preprocessing a beer distance query can be answered in $O(\alpha(n))$ time, and a shortest beer path query can be answered in $O(L)$ time. Hanaka et al. [15] considered the shortest beer path and beer distance queries for graphs with bounded triconnected component size (which they extends to graphs with bounded treewidth). In this paper we study shortest beer path and beer distance queries for digraphs with bounded treewidth.

We first show an improved $O\left(t^{3} \alpha(n) L\right)$ time shortest path query algorithm, compared with the $O\left(t^{4} \alpha(n) L\right)$ time algorithm in [6]. Pettie [20] proved that for the online MST (minimum spanning tree) verification problem, answering $m$ queries requires $\Omega(m \alpha(m, n))$ time. Bacic et al. [2] reduced the online MST verification problem to the beer distance query problem on trees, which implies that answering $m$ beer distance queries on beer trees requires $\Omega(m \alpha(m, n))$ time. Thus our result of beer distance query in Table 1 is optimal for graphs with constant treewidth. Note that our shortest beer path and beer distance query structure answers shortest beer path queries in the same asymptotic time as answering shortest path queries, and answers beer distance queries in the same asymptotic time as answering distance queries (see Table 1).

We also consider the shortest beer path and beer distance queries in the dynamic setting where edge weights can change over time. Edge deletion (setting weight to infinity) and edge re-insertion are special cases of edge weight change. We do not consider general edge insertion, since our approach is based on tree decompositions of graphs while general edge insertion can greatly change the treewidths and break the tree decompositions. For this dynamic setting we give two dynamic shortest beer path query structures. See Table 2 for a comparison of the structures.

## 2 Preliminaries

Let $G=(V(G), E(G))$ be a weighted beer digraph with $n$ vertices where some of the vertices have a beer store. The edge weights are specified by a weight function $w t: E(G) \longrightarrow \mathbb{R}$. Let $w t(u, v)$ be the weight of edge $\langle u, v\rangle$. The weight of a path in $G$ is the sum of the weights of the edges on the path. For any two vertices $u, v \in E(G)$, a shortest path in $G$ from $u$ to $v$ is a path from $u$ to $v$ with the minimum weight and is denoted as $\pi_{G}(u, v)$. The distance from

Table 1 Comparison of shortest path query structures. In the table $t$ is the treewidth, $L$ is the number of edges on the path, and $\alpha(n)$ is the inverse Ackermann function. Assume a tree decomposition of treewidth $t$ is given for a bounded treewidth graph. Entries in boldface are new.

| Source | Graph | Preproc. | Distance | Shortest path | Beer dist. | Beer path |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| $[6]$ | directed, <br> bounded <br> treewidth | $O\left(t^{3} n\right)$ | $O\left(t^{3} \alpha(n)\right)$ | $O\left(t^{4} \alpha(n) L\right)$ | - | - |
| $[2]$ | undirected, <br> outer- <br> planar | $O(n)$ | $O(\alpha(n))$ | $O(L)$ | $O(\alpha(n))$ | $O(L)$ |
| Theorem 9 | directed, <br> bounded <br> treewidth | $O\left(t^{3} n\right)$ | $O\left(t^{3} \alpha(n)\right)$ | $\mathbf{O ( \mathbf { t } ^ { 3 } \alpha ( \mathbf { n } ) \mathbf { L } )}$ | $\mathbf{O ( \mathbf { t } ^ { 3 } \alpha ( \mathbf { n } ) )}$ | $\mathbf{O ( \mathbf { t } ^ { 3 } \alpha ( \mathbf { n } ) \mathbf { L } )}$ |

Table 2 Comparison of dynamic shortest path query structures on directed graphs with constant treewidth. $\beta$ is any constant in $(0,1)$, and $L$ is the number of edges on the path. Entries in boldface are new.

| Source | Preproc. | Distance | Shortest path | Beer dist. | Beer path | Edge weight <br> update |
| :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $[6]$ | $O(n)$ | $O(\alpha(n))$ | $O(L \alpha(n))$ | - | - | $O\left(n^{\beta}\right)$ |
| Theorem 13 | $O(n)$ | $O(\alpha(n))$ | $O(L \alpha(n))$ | $\mathbf{O}(\alpha(\mathbf{n}))$ | $\mathbf{O}(\mathbf{L} \alpha(\mathbf{n}))$ | $\mathbf{O}\left(\mathbf{n}^{\beta}\right)$ |
| Theorem 23 | $\mathbf{O}(\mathbf{n})$ | $\mathbf{O}(\log \mathbf{n})$ | $\mathbf{O}(\log \mathbf{n}+\mathbf{L})$ | $\mathbf{O}(\log \mathbf{n})$ | $\mathbf{O}(\log \mathbf{n}+\mathbf{L})$ | $\mathbf{O}(\log \mathbf{n})$ |

$u$ to $v$ in $G$, denoted as $\delta_{G}(u, v)$, is the weight of $\pi_{G}(u, v)$. A shortest beer path in $G$ from $u$ to $v$ is denoted as $\pi_{B G}(u, v)$ and the beer distance from $u$ to $v$ in $G$, denoted as $\delta_{B G}(u, v)$, is the weight of $\pi_{B G}(u, v)$.

Let $V_{1}, V_{2}$ and $U$ be disjoint subsets of $V(G) . U$ is a separator for $V_{1}$ and $V_{2}$ if every path in $G$ from a vertex in $V_{1}\left(V_{2}\right)$ to a vertex in $V_{2}\left(V_{1}\right)$ goes through a vertex in $U$.

Let $X$ be a subset of $V(G)$ and let $G[X]$ be the subgraph of $G$ induced by $X$.
A tree decomposition of a graph $G$ (directed or undirected) is a pair $(X, T)$ in which $T=(I=V(T), E(T))$ is a tree and $X=\left\{X_{i} \mid i \in I\right\}$ is a family of subsets of $V(G)$ such that: 1. $\bigcup_{i \in I} X_{i}=V(G)$;
2. for each edge $e=(u, v) \in E(G)$ there exists a node $i \in I$ such that both $u$ and $v$ belong to $X_{i}$; and
3. for all $v \in V$, the set of nodes $\left\{i \in I \mid v \in X_{i}\right\}$ forms a connected subtree of $T$.

The set $X_{i}$ is called the bag of node $i$. The treewidth of a tree decomposition is $\max _{i \in I}\left|X_{i}\right|-1$. The treewidth of $G$ is the minimum treewidth over all possible tree decompositions of $G$.

- Theorem 1 ([4]). For every constant $t \in N$, there exists an $O(n)$ time algorithm which tests whether a given n-vertex graph $G$ has treewidth at most $t$ and if so, outputs a treedecomposition $(X, T)$ of $G$ with treewidth at most $t$, where $|V(T)|=n-t$. In $O(n)$ time, the tree decomposition $(X, T)$ can be converted into a binary tree decomposition of $2(n-t)$ nodes and treewidth $t$.

For a tree decomposition $(X, T)$ of $G$, every edge $e=(i, j) \in E(T)$ corresponds to a separator of $G$. Let $T_{1}$ and $T_{2}$ be the subtrees of $T$ obtained by removing $e$ from $T$, then $X_{i} \cap X_{j}$ separates $\bigcup_{m \in V\left(T_{1}\right)} X_{m}-\left(X_{i} \cap X_{j}\right)$ from $\bigcup_{m \in V\left(T_{2}\right)} X_{m}-\left(X_{i} \cap X_{j}\right)$.

## 3 Shortest path and distance queries

The most efficient algorithms for shortest path and distance queries on digraphs with bounded treewidth to date are given by Chaudhuri and Zaroliagis [6] (see Table 1). We give some preliminaries in Section 3.1, before giving an outline of the algorithms in [6] in Section 3.2. Finally we show how to improve the shortest path query algorithm in Section 3.3.

### 3.1 Preliminaries

Call $(a, b, c)$ a distance tuple if $a, b$ are symbols and $c \in \mathbb{R}$. Define a composition operator $\circ$ on two distance tuples as $\left(a_{1}, b_{1}, c_{1}\right) \circ\left(a_{2}, b_{2}, c_{2}\right)=\left(a_{1}, b_{2}, c_{1}+c_{2}\right)$ if $b_{1}=a_{2}$, otherwise it is undefined. For a set of distance tuples, say $M$, define $\operatorname{minmap}(M)$ to be the operation on $M$ such that among all distance tuples in $M$ with the same first and second components, only the distance tuple with the smallest third component is retained.

Let $A$ and $B$ be two sets of distance tuples. Define a composition operator $\circ$ on $A$ and $B$ as $A \circ B=\operatorname{minmap}\{x \circ y \mid x \in A, y \in B\}$. For a node $i \in V(T)$ where $(X, T)$ is a tree decomposition of $G$, define $\gamma(i)=\left\{\left(u, v, \delta_{G}(u, v)\right) \mid u, v \in X_{i}\right\}$ to be the set of distance tuples for pairs of vertices in $X_{i}$ ( $u$ and $v$ can be the same vertex).

- Definition 2 ([6]). Let $H$ be a digraph, with $V_{1}, V_{2}$ and $U$ be a partition of $V(H)$ such that $U$ is a separator for $V_{1}$ and $V_{2}$. Let $H_{1}$ and $H_{2}$ be subgraphs of $H$ such that $V\left(H_{1}\right)=V_{1} \cup U$ and $V\left(H_{2}\right)=V_{2} \cup U$. We say that $H_{1}^{\prime}$ is a graph obtained by absorbing $H_{2}$ into $H_{1}$, if $H_{1}^{\prime}$ is obtained from $H_{1}$ by adding edges $\langle u, v\rangle$, with weight $\delta_{H_{2}}(u, v)$ or $\delta_{H}(u, v)$, for each pair $u, v \in U$. In case multiple edges are created, retain the one with minimum weight.


Figure 1 (a) Illustrating Definition 2. (b) $H_{1}^{\prime}$ where the red edges have weights $\delta_{H_{2}}(\cdot, \cdot)$ or $\delta_{H}(\cdot, \cdot)$.

Absorption preserves distances in a digraph. Let $H, H_{1}, H_{2}$ and $H_{1}^{\prime}$ be as in Definition 2, then for all $x, y \in V\left(H_{1}^{\prime}\right), \delta_{H_{1}^{\prime}}(x, y)=\delta_{H}(x, y)$.

### 3.2 Shortest path and distance query algorithms

Let $G$ be a weighted digraph with bounded treewidth $t$. Here we will briefly present the key ideas of the algorithms by Chandhuri and Zaroliagis [6]. From Theorem 1, one can obtain a tree decomposition $(X, T)$ of $G$ with constant treewidth in $O(n)$ time. ${ }^{1}$ One can obtain $\gamma(i)$ for all nodes $i \in V(T)$ in $O\left(t^{3} n\right)$ time by the following lemma. The algorithm uses an absorption and expansion processes. $\operatorname{Int}_{G}(u, v)$ is an intermediate vertex (neither $u$ nor $v$ ) on a shortest path from $u$ to $v$.

[^24]- Lemma 3. Let $G$ be an n-vertex weighted digraph and let $(X, T)$ be the tree decomposition of $G$, of treewidth $t$. For each pair $u, v$ such that $u, v \in X_{i}$ for some $i \in V(T)$, let $\operatorname{Dist}(u, v)=$ $\delta_{G}(u, v)$ and $\operatorname{Int}_{G}(u, v)=x$, where $x$ is some intermediate vertex (neither u nor $v$ ) on a shortest path from $u$ to $v$. If $w t(u, v)=\delta_{G}(u, v)$, then $\operatorname{Int}_{G}(u, v)=$ null. Then in $O\left(t^{3} n\right)$ time, we can either find a negative cycle in $G$, or compute the values Dist $(u, v)$ and $\operatorname{Int}_{G}(u, v)$ for each such pair $u, v$.

After using the algorithm in Lemma 3, all $\gamma(i)$ for $i \in V(T)$ have been computed. One can define a semigroup $(\Gamma, \circ)$ where $\Gamma$ is the set of sets of distance tuples and $\circ$ is the composition operator defined on two sets of distance tuples. Label node $i \in V(T)$ with $\gamma(i)$. For any two node $i, j \in V(T)$, the composition of the labels along the path in $T$ from $i$ to $j$, which is $\gamma(i) \circ \ldots \circ \gamma(j)$, gives the set of distance tuples $P\left(X_{i}, X_{j}\right)=\left\{\left(a, b, \delta_{G}(a, b)\right) \mid a \in X_{i}, b \in X_{j}\right\}$. This is true because each edge along the path from $i$ to $j$ corresponds to a separator of $G$ (see the text below Theorem 1. Thus for any two vertices $u, v \in V(G)$, if $u \in X_{i}$ and $v \in X_{j}$, then the composition of the labels along the path in $T$ from $i$ to $j$ gives $\delta_{G}(u, v)$. The following theorem is proved in [1] and [7].

- Theorem $4([1,7])$. Let $(S, \circ)$ be a semigroup such that for $q, r \in S, q \circ r$ can be computed in $O(m)$ time. Let $T$ be a tree with $n$ nodes where each node is labeled with an element from the semigroup. After $O(m n)$ time preprocessing, the composition of the labels along any path in $T$ can be computed in $O(m \alpha(n))$ time.

Plug in the result in Theorem 4, after $O\left(t^{3} n\right)$ time preprocessing, the composition of the labels along any path in $T$ of $(X, T)$ can be computed in $O\left(t^{3} \alpha(n)\right)$ time. Therefore the distance between any two vertices in $V(G)$ can be computed in $O\left(t^{3} \alpha(n)\right)$ time.

The shortest path query algorithm uses the distance query algorithm. It works recursively and finds one intermediate vertex on the shortest path at a time. In a recursive step, the algorithm checks $t$ vertices and for each vertex it makes two distance queries. Since a distance query is answered in $O\left(t^{3} \alpha(n)\right)$ time, an intermediate vertex is found in $O\left(t^{4} \alpha(n)\right)$ time. The shortest path is reported in $O\left(t^{4} \alpha(n) L\right)$ time, where $L$ is the number of edges on the path. In summary:

- Theorem 5 ([6]). Let $G$ be an n-vertex weighted digraph of treewidth $t$ and assume a tree decomposition of $G$ with treewidth $t$ is given. After $O\left(t^{3} n\right)$ time preprocessing, distance queries in $G$ can be answered in time $O\left(t^{3} \alpha(n)\right)$, and shortest path queries in $G$ can be answered in time $O\left(t^{4} \alpha(n) L\right)$, where $L$ is the number of edges on the path.


### 3.3 Our improved shortest path query algorithm

In this section we show how to improve the shortest path query algorithm. The shortest path query algorithm in Section 3.2 computes an intermediate vertex by checking $t$ vertices and making $O(t)$ distance queries. However, we can define augmented distance tuples which contain intermediate vertex information, and define the composition operator $\circ$ on two augmented distance tuples such that the composition not only gives distance but also gives intermediate vertex. Using the augmented distance tuples and the composition operator on them, we can compute an intermediate vertex by making just one distance query.

An augmented distance tuple ( $a, b, c, d$ ) has a fourth component $d$ which is the intermediate vertex information. The composition operator $\circ$ on two augmented distance tuples is defined as $\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \circ\left(a_{2}, b_{2}, c_{2}, d_{2}\right)=\left(a_{1}, b_{2}, c_{1}+c_{2}, d^{\prime}\right)$ if $b_{1}=a_{2}$, otherwise it is undefined. When $b_{1}=a_{2}$, the fourth component $d^{\prime}$ is determined as follows. If $a_{1}=b_{1}$ or $a_{2}=b_{2}$, then $d^{\prime}=d_{2}$ or $d^{\prime}=d_{1}$, respectively. Otherwise, $a_{1} \neq b_{1}$ and $a_{2} \neq b_{2}$. Then if $a_{1} \neq b_{2}, d^{\prime}=b_{1}$. If $a_{1}=b_{2}, d^{\prime}=n u l l$.

Now we redefine the semigroup ( $\Gamma, \circ$ ). An element in the redefined $\Gamma$ is a set of augmented distance tuples. Let $A$ and $B$ be two sets of augmented distance tuples. The composition operator $\circ$ on $A$ and $B$ is defined as $A \circ B=\operatorname{minmap}\{x \circ y \mid x \in A, y \in B\}$, where the minmap operation is as defined before. For a node $i \in V(T)$, let $\bar{\gamma}(i)=\left\{\left(u, v, \delta_{G}(u, v), \operatorname{Int}_{G}(u, v)\right) \mid u, v \in\right.$ $\left.X_{i}\right\}$. The values $\delta_{G}(u, v)$ and $\operatorname{Int}_{G}(u, v)$ have been computed by Lemma 3. Relabel node $i \in V(T)$ with $\bar{\gamma}(i)$. The labels are elements in the redefined ( $\Gamma, \circ$ ). For any two nodes $i, j \in V(T)$, the composition of the labels along the path in $T$ from $i$ to $j, \bar{\gamma}(i) \circ \ldots \circ \bar{\gamma}(j)$, gives the set of augmented distance tuples $\bar{P}\left(X_{i}, X_{j}\right)=\left\{\left(a, b, \delta_{G}(a, b), \operatorname{Int}_{G}(a, b)\right) \mid a \in X_{i}, b \in X_{j}\right\}$. For any two vertices $u, v \in V(G)$, if $u \in X_{i}$ and $v \in X_{j}$, then the composition of the labels along the path in $T$ from $i$ to $j$ gives $\delta_{G}(u, v)$ and $\operatorname{Int}_{G}(u, v)$.

The composition of the labels along a path in $T$ gives the claimed set of augmented distance tuples, since each edge along the path corresponds to a separator of $G$.

For two labels $\bar{\gamma}(i)$ and $\bar{\gamma}(j)$, one can compute $\bar{\gamma}(i) \circ \bar{\gamma}(j)$ in $O\left(t^{3}\right)$ time. If we plug in the data structure in Theorem 4, then after $O\left(t^{3} n\right)$ time preprocessing, the composition of the labels $\bar{\gamma}(\cdot)$ along any path in $T$ can be computed in $O\left(t^{3} \alpha(n)\right)$ time. We have the following theorem.

- Theorem 6. Let $G$ be an n-vertex weighted digraph of treewidth $t$ and assume a tree decomposition of $G$ with treewidth $t$ is given. After $O\left(t^{3} n\right)$ time preprocessing, distance queries in $G$ can be answered in time $O\left(t^{3} \alpha(n)\right)$, and shortest path queries in $G$ can be answered in time $O\left(t^{3} \alpha(n) L\right)$, where $L$ is the number of edges on the path.


## 4 Shortest beer path and beer distance queries

Throughout this section, let $G$ be a beer digraph. In this section we extend the approach discussed in Section 3 to shortest beer path and beer distance queries. Given a tree decomposition $(X, T)$ of the input digraph $G$, we apply the absorption and expansion processes similar to those in Section 3 on $(X, T)$, which compute information on beer paths and beer distances. Then we define a semigroup whose elements are sets of augmented distance tuples and augmented beer distance tuples. Finally we use the data structure in Theorem 4 to answer shortest beer path and beer distance queries efficiently. Before describing the algorithms, we give some preliminaries.

### 4.1 Preliminaries

Let $H$ be a beer digraph. We call a vertex $v \in V(H)$ a beer vertex if $v$ has a beer store. Let $u, v \in V(H)$. Recall that we use $\pi_{B H}(u, v)$ to denote a shortest beer path in $H$ from $u$ to $v$ and use $\delta_{B H}(u, v)$ to denote the the weight of $\pi_{B H}(u, v)$. Let $\operatorname{Int} t_{B H}(u, v)$ denote an intermediate vertex (neither $u$ nor $v$ ) on $\pi_{B H}(u, v)$. If $w t(u, v)=\delta_{B H}(u, v)$, then $\operatorname{Int}_{B H}(u, v)=$ null. If either $u$ or $v$ is a beer vertex, a shortest path from $u$ to $v$ is a shortest beer path from $u$ to $v$ and we define $\operatorname{Int}_{B H}(u, v)$ to be an intermediate vertex (neither $u$ nor $v$ ) on $\pi_{H}(u, v)$. If neither $u$ nor $v$ is a beer vertex, we define $\operatorname{Int}_{B H}(u, v)$ to be a beer vertex that is on $\pi_{B H}(u, v)$.

Corresponding to a shortest beer path $\pi_{B H}(u, v)$, we define a beer edge $\langle u, v\rangle_{B}$ which has weight $\delta_{B H}(u, v)$ and the intermediate vertex $\operatorname{Int}_{B H}(u, v)$. Note that a beer edge is different from a normal edge. We extend Definition 2 to beer graphs.

- Definition 7. Let $H$ be a beer digraph, possibly with beer edges. Let $V_{1}, V_{2}$ and $U$ be a partition of $V(H)$ such that $U$ is a separator for $V_{1}$ and $V_{2}$. Let $H_{1}$ and $H_{2}$ be subgraphs of $H$ such that $V\left(H_{1}\right)=V_{1} \cup U$ and $V\left(H_{2}\right)=V_{2} \cup U$. We say that $H_{1}^{\prime}$ is a beer graph
obtained by absorbing $H_{2}$ into $H_{1}$, if $H_{1}^{\prime}$ is obtained from $H_{1}$ by adding edges $\langle u, v\rangle$, with weight $\delta_{H_{2}}(u, v)$ or $\delta_{H}(u, v)$, and beer edges $\langle u, v\rangle_{B}$, with weight $\delta_{B H_{2}}(u, v)$ or $\delta_{B H}(u, v)$, for each pair $u, v \in U$. In case multiple edges or multiple beer edges are created, retain the one with minimum weight.

Absorption preserves distances and beer distances in a beer digraph. Let $H, H_{1}, H_{2}$ and $H_{1}^{\prime}$ be as in Definition 7, then for all $x, y \in V\left(H_{1}^{\prime}\right), \delta_{H_{1}^{\prime}}(x, y)=\delta_{H}(x, y)$ and $\delta_{B H_{1}^{\prime}}(x, y)=$ $\delta_{B H}(x, y)$.

For a node $i \in V(T)$ where $(X, T)$ is a tree decomposition of $G$, define $\bar{\gamma}_{B}(i)=$ $\left\{\left(u, v, \delta_{G}(u, v), \operatorname{Int}_{G}(u, v)\right) \mid u, v \in X_{i}\right\} \cup\left\{\left(u, v, \delta_{B G}(u, v), \operatorname{Int}_{B G}(u, v)\right) \mid u, v \in X_{i}\right\}$ to be the set of augmented distance tuples and augmented beer distance tuples for pairs of vertices in $X_{i}$.

Given a tree decomposition $(X, T)$ of treewidth $t$ of $G$, we use the absorption and expansion processes with the absorbing procedure defined in Definition 7, to compute $\bar{\gamma}(i)$ and $\bar{\gamma}_{B}(i)$ for all $i \in V(T)$. We have the following lemma.

- Lemma 8. Let $G$ be an n-vertex weighted digraph and let $(X, T)$ be a tree decomposition of $G$, of treewidth $t$. Then in $O\left(t^{3} n\right)$ time, we can compute the values $\delta_{G}(u, v), \operatorname{Int}_{G}(u, v)$, $\delta_{B G}(u, v)$ and $\operatorname{Int}_{B G}(u, v)$ for each pair $u, v \in X_{i}$ for every $i \in V(T)$.


### 4.2 Defining a semigroup

We first define a composition operator $o_{B}$ on augmented distance tuples and augmented beer distance tuples. When both operands are augmented distance tuples, the operator $\circ_{B}$ equals the operator $\circ$ defined in Section 3.1. The operator $\circ_{B}$ is undefined when both operands are augmented beer distance tuples. It remains to define $\circ_{B}$ between an augmented distance tuple and an augmented beer distance tuple. Let $\left(a_{1}, b_{1}, c_{1}, d_{1}\right)$ be an augmented distance tuple and let $\left(a_{2}, b_{2}, \hat{c}_{2}, \hat{d}_{2}\right)$ be an augmented beer distance tuple. We only show the definition of $\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \circ_{B}\left(a_{2}, b_{2}, \hat{c}_{2}, \hat{d}_{2}\right)$, since the definition of $\left(a_{2}, b_{2}, \hat{c}_{2}, \hat{d}_{2}\right) \circ_{B}\left(a_{1}, b_{1}, c_{1}, d_{1}\right)$ is symmetric. Define $\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \circ_{B}\left(a_{2}, b_{2}, \hat{c}_{2}, \hat{d}_{2}\right)=\left(a_{1}, b_{2}, c_{1}+\hat{c}_{2}, \hat{d}\right)$ if $b_{1}=a_{2}$, otherwise it is undefined. The tuple $\left(a_{1}, b_{2}, c_{1}+\hat{c}_{2}, \hat{d}\right)$ is a beer distance tuple. The fourth component $\hat{d}$ is set as follows. Here we assume that $a_{1}, b_{1}$ and $b_{2}$ are all different. The other cases are very similar. If $a_{1}$ or $b_{1}$ is a beer vertex, then $\hat{d}=b_{1}$. Otherwise neither $a_{1}$ nor $b_{1}$ is a beer vertex. Then, if $a_{2}$ or $b_{2}$ is a beer vertex, $\hat{d}=a_{2}$, otherwise $\hat{d}=\hat{d}_{2}$. It is not hard to verify that the setting of $\hat{d}$ is consistent with the definition of an augmented beer distance tuple. The setting of $\hat{d}$ takes constant time in all cases, therefore the composition $\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \circ_{B}\left(a_{2}, b_{2}, \hat{c}_{2}, \hat{d}_{2}\right)$ takes constant time.

Let $\hat{A}$ and $\hat{B}$ be two sets of augmented distance tuples and augmented beer distance tuples. That is, $\hat{A}=A_{1} \cup A_{2}$ and $\hat{B}=B_{1} \cup B_{2}$ where $A_{1}\left(B_{1}\right)$ is a set of augmented distance tuples and $A_{2}\left(B_{2}\right)$ is a set of augmented beer distance tuples. Define the composition operator $\circ_{B}$ on $\hat{A}$ and $\hat{B}$ as $\hat{A} \circ_{B} \hat{B}=\operatorname{minmap}\left\{x \circ_{B} y \mid x \in \hat{A}, y \in \hat{B}\right\}$, where the minmap is the operation such that among all distance tuples (or all beer distance tuples) with the same first and second components, only the distance tuple (or the beer distance tuple) with the smallest third component is retained. The operation $\circ_{B}$ is associative.

Recall that

$$
\bar{\gamma}_{B}(i)=\left\{\left(u, v, \delta_{G}(u, v), \operatorname{Int}_{G}(u, v)\right) \mid u, v \in X_{i}\right\} \cup\left\{\left(u, v, \delta_{B G}(u, v), \operatorname{Int}_{B G}(u, v)\right) \mid u, v \in X_{i}\right\}
$$

for all $i \in V(T)$ can be computed in $O\left(t^{3} n\right)$ time according to Lemma 8. We define a semigroup $\left(\Gamma_{B}, \circ_{B}\right)$ where $\Gamma_{B}$ is the set of sets of augmented distance tuples and augmented
beer distance tuples, $o_{B}$ is the composition operator defined on two elements in $\Gamma_{B}$. Label each node $i \in V(T)$ with $\bar{\gamma}_{B}(i)$. Since the composition $\circ_{B}$ of two tuples takes constant time, the composition of two labels takes $O\left(t^{3}\right)$ time. For any two nodes $i, j \in V(T)$, the composition of the labels along the path in $T$ from $i$ to $j$ gives the set $\left\{\left(a, b, \delta_{G}(a, b), \operatorname{Int}_{G}(a, b)\right) \mid a \in\right.$ $\left.X_{i}, b \in X_{j}\right\} \cup\left\{\left(a, b, \delta_{B G}(a, b)\right.\right.$, Int $\left.\left._{B G}(a, b)\right) \mid a \in X_{i}, b \in X_{j}\right\}$.

Plug in Theorem 4, we have that after $O\left(t^{3} n\right)$ time preprocessing, the composition of the labels along any path in $T$ of $(X, T)$ can be computed in $O\left(t^{3} \alpha(n)\right)$ time. Thus the beer distance between any two vertices $u, v \in V(G)$ and the intermediate vertex $\operatorname{Int}_{B G}(u, v)$ can be computed in $O\left(t^{3} \alpha(n)\right)$ time.

The shortest beer path query algorithm is straightforward. If either $u$ or $v$ is a beer vertex, then we can use the shortest path query algorithm to compute the shortest beer path from $u$ to $v$ in $O\left(t^{3} \alpha(n) L\right)$ time by Theorem 6 , where $L$ is the number of edges on the beer path. If neither $u$ nor $v$ is a beer vertex, we first make a beer distance query from $u$ to $v$. The beer distance query returns the intermediate vertex $\operatorname{Int}_{B G}(u, v)$, which is a beer vertex. Then we use the shortest path query algorithm to compute the shortest beer path from $u$ to $\operatorname{Int}_{B G}(u, v)$ and the shortest beer path from $\operatorname{Int}_{B G}(u, v)$ to $v$. The concatenation of the two paths is a shortest beer path from $u$ to $v$, which is computed in $O\left(t^{3} \alpha(n) L\right)$ time. We have obtained the following theorem.

- Theorem 9. Let $G$ be an n-vertex beer digraph of treewidth $t$ and assume a tree decomposition of $G$ with treewidth $t$ is given. After $O\left(t^{3} n\right)$ time preprocessing on $G$, beer distance queries can be answered in time $O\left(t^{3} \alpha(n)\right)$, and shortest beer path queries can be answered in time $O\left(t^{3} \alpha(n) L\right)$, where $L$ is the number of edges on the path.


## 5 A dynamic shortest beer path query structure

In this section we give a dynamic shortest beer path query structure, which is an extension of the dynamic shortest path query structure in [6]. We give an outline of the dynamic shortest path query structure in the following. The dynamic shortest beer path query structure is shown in Section 5.2.

The main technical tool is a graph partitioning algorithm. Let $(X, T)$ be a binary tree decomposition of $G$ of treewidth $t$. One can convert a tree decomposition of treewidth $t$ into a binary tree decomposition of treewidth $t$ in $O(t n)$ time. Given any integer $m$, the graph partitioning algorithm partitions the tree $T$ of $(X, T)$ in $O(n)$ time into $q \leq 16 n / m$ node-disjoint subtrees $\left\{T_{i} \mid 1 \leq i \leq q\right\}$ such that $T_{i}$ has at most $m$ nodes and is connected to the rest of $T$ via at most three nodes. For each $T_{i}$, a subgraph $H_{i}$ which is the subgraph of $G$ induced by vertices in $\bigcup_{v \in V\left(T_{i}\right)} X_{v}$ is created. The subgraph $H_{i}$ has $T_{i}$ as its tree decomposition. A reduced graph $H^{\prime}$ is also created. Let $v_{1}, v_{2}$ and $v_{3}$ be the nodes of subtree $T_{i}$ via which $T_{i}$ is connected to the rest of $T$. The set $C\left(H_{i}\right)=X_{v_{1}} \cup X_{v_{2}} \cup X_{v_{3}}$ is called the cut set of $H_{i}$ and contains at most $3 t$ vertices. By shrinking each subtree $T_{i}$ into a node with $C\left(H_{i}\right)$ as its bag of vertices, one creates a reduced tree $T^{\prime}$ with $q \leq 16 n / m$ nodes. The reduced graph $H^{\prime}$ has $T^{\prime}$ as its tree decomposition and includes edges in $G$ joining pairs of vertices in $C\left(H_{i}\right), 1 \leq i \leq q$.

The input graph $G$ is partitioned into edge-disjoint components $\left\{G_{i} \mid 1 \leq i \leq q\right\}$ where $G_{i}$ is $H_{i}$ with edges joining pairs of vertices in $C\left(H_{i}\right)$ deleted. Construct graph $G^{\prime}$ from $H^{\prime}$ by adding edges $\langle x, y\rangle$ weighted $\delta_{G_{i}}(x, y)$ for each pair $x, y$ in $C\left(H_{i}\right), 1 \leq i \leq q$. Multiple edges in $G^{\prime}$ are replaced by the edge of minimum weight. Note that $G^{\prime}$ is the graph obtained by absorbing $G_{1}, \ldots, G_{q}$ into the rest of $G$. It follows that $\delta_{G^{\prime}}(u, v)=\delta_{G}(u, v)$, for any $u, v \in V\left(G^{\prime}\right)$. By setting $m=8 \sqrt{n}, H_{i}$ has at most $8 t \sqrt{n}$ vertices and $H^{\prime}$ has at most $3 t q \leq 6 t \sqrt{n}$ vertices.

When the shortest path/distance query structures have been built for $G^{\prime}$ and $G_{i}, 1 \leq i \leq q$, we can compute the shortest path/distance between any two vertices $u, v \in V(G)$ by querying the structures. If $u \in V\left(G_{i}\right)$ and $v \in V\left(G_{j}\right) \backslash V\left(G_{i}\right)$ for some $i$ and $j$, we have

$$
\begin{equation*}
\delta_{G}(u, v)=\min \left\{\delta_{G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{G_{j}}(y, v) \mid x \in C\left(G_{i}\right), y \in C\left(G_{j}\right)\right\} . \tag{1}
\end{equation*}
$$

If $u, v \in V\left(G_{i}\right)$ for some $i$, we have

$$
\begin{equation*}
\delta_{G}(u, v)=\min \left\{\delta_{G_{i}}(u, v), \min \left\{\delta_{G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{G_{i}}(y, v) \mid x, y \in C\left(G_{i}\right)\right\}\right\} . \tag{2}
\end{equation*}
$$

Replacing the distances realizing $\delta_{G}(u, v)$ in Equation (1) or Equation (2) by the corresponding shortest paths gives the shortest path from $u$ to $v$.

An edge in $E(G)$ corresponds to an edge in exactly one graph in $\left\{G_{i} \mid 1 \leq i \leq q\right\} \cup G^{\prime}$. If the weight of the edge is updated and the edge is in $G^{\prime}$, one only needs to update the structure for $G^{\prime}$. If the edge is in $G_{i}$, one needs to update the structure for $G_{i}$. Since an edge $\langle x, y\rangle$ with weight $\delta_{G_{i}}(x, y)$ was added in $G^{\prime}$ for each pair $x, y \in C\left(H_{i}\right)$, the change of an edge weight in $G_{i}$ can incur at most $(3 t)^{2}$ edge weight changes in $G^{\prime}$. Thus one needs to update the structure for $G^{\prime}$ for these edge weight updates. To make an edge weight update efficient, the above procedure of graph partitioning and construction of a reduced graph is repeated recursively for each of $G_{1}, \ldots, G_{q}, G^{\prime}$ until the component subgraphs at the deepest recursion level have small sizes. A static query structure in Section 3 is built for each component subgraph at the deepest recursion level. The dynamic data structure can be thought of as a tree structure where the root is $G$ and every other node is $\bar{G}_{i}$ or $\bar{G}^{\prime}$ of its parent $\bar{G}$. A static query structure is built and associated with each leaf node.

Since the dynamic data structure is built recursively, distance query or shortest path query is answered by recursively querying lower recursion level structures. Eventually queries are made and answered at the static query structures at the bottom level. An edge weight update is accommodated by recursively updating lower level structures. Eventually an update at a static query structure at the bottom level is accommodated by rebuilding the static query structure.

Let $r-1$ denote the number of recursion steps. The dynamic shortest path query structure is summarized in the following theorem.

- Theorem 10 ([6]). Let $G$ be an n-vertex weighted digraph and assume a binary tree decomposition of $G$ with treewidth $t$ is given. For any positive integer constant $r$, one can build a data structure in $O\left(C_{r} t^{r+3} n\right)$ time such that the structure answers distance queries in $O\left(C_{r} t^{2 r+2} \alpha(n)\right)$ time, answers shortest path queries in $O\left(C_{r} t^{2 r+2} \alpha(n) L\right)$ time where $L$ is the number of edges on the shortest path, and accommodates an edge weight update in $O\left(C_{r} t^{2 r+2} n^{(1 / 2)^{r-1}}\right)$ time, where $C_{r}=3^{r(r+2)}$.


### 5.1 On the shortest path query time

We observe that the shortest path query algorithm only needs to compute the shortest path from $u$ to $v$ after making all the distance queries used to determine the shortest path from $u$ to $v$. The shortest path from $u$ to $v$ is computed by making shortest path queries to static query structures at the bottom level and concatenating the computed shortest subpaths together, where a shortest subpath is a subpath of the shortest path from $u$ to $v$. A shortest path query to a static query structure is answered in $O\left(\left(3^{r-1} t\right)^{4} \alpha(n) L_{i}\right)$ time, where $3^{r-1} t$ is the maximum treewidth of a graph at the bottom recursion level and $L_{i}$ is the number of edges on the computed shortest subpath. Therefore the shortest path from $u$ to $v$ can be computed in $O\left(\sum_{i}\left(3^{r-1} t\right)^{4} \alpha(n) L_{i}\right)=O\left(3^{r} t^{4} \alpha(n) L\right)$ time where $L$ is the number of edges
on the shortest path from $u$ to $v$, besides the $O\left(C_{r} t^{2 r+2} \alpha(n)\right)$ time spent on making all the distance queries. If we use the shortest path query algorithm in Theorem 6 of Section 3.3, the $O\left(3^{r} t^{4} \alpha(n) L\right)$ time is improved to $O\left(3^{r} t^{3} \alpha(n) L\right)$ time. We have the following corollary.

- Corollary 11. With the static shortest path query structure in Theorem 6 , the shortest path query time in Theorem 10 can be improved to $O\left(C_{r} t^{2 r+2} \alpha(n)+3^{r} t^{3} \alpha(n) L\right)$.


### 5.2 Dynamic shortest beer path and beer distance queries

Equipped with the graph partitioning technique and the shortest beer path query structure in Theorem 9, we are ready to devise a dynamic shortest beer path and beer distance query structure, which is an extension of the dynamic shortest path query structure in Theorem 10. In the following we only focus on the differences.

We use the graph partitioning algorithm to partition the input beer graph $G$ into edgedisjoint components $\left\{G_{i} \mid 1 \leq i \leq q\right\}$ where $q \leq 2 \sqrt{n}$, the same as was done by the dynamic shortest path query structure. The reduced graph $H^{\prime}$ is the same as in the dynamic shortest path query structure. A reduced beer graph $G^{\prime}$ is constructed from $H^{\prime}$ by adding edges $\langle x, y\rangle$ weighted $\delta_{G_{i}}(x, y)$ and beer edges $\langle x, y\rangle_{B}$ weighted $\delta_{B G_{i}}(x, y)$ for each pair $x, y \in C\left(H_{i}\right)$, $1 \leq i \leq q$. Edges and beer edges are dealt with separately. Multiple edges in $G^{\prime}$ are replaced by the edge of minimum weight, and multiple beer edges in $G^{\prime}$ are replaced by the beer edge of minimum weight. The beer graph $G^{\prime}$ is obtained by absorbing $G_{1}, \ldots, G_{q}$ into the rest of $G$ using the absorption defined in Definition 7. It follows that $\delta_{G^{\prime}}(u, v)=\delta_{G}(u, v)$ and $\delta_{B G^{\prime}}(u, v)=\delta_{B G}(u, v)$, for any $u, v \in V\left(G^{\prime}\right)$.

When the shortest path query structures and the shortest beer path query structures have been built for $G^{\prime}$ and $G_{i}, 1 \leq i \leq q$, we can compute the shortest beer path or beer distance between any two vertices $u, v \in V(G)$. If $u \in V\left(G_{i}\right)$ and $v \in V\left(G_{j}\right) \backslash V\left(G_{i}\right)$ for some $i$ and $j$, we have

$$
\begin{align*}
\delta_{B G}(u, v) & =\min \left\{M_{1}, M_{2}, M_{3}\right\}, w h e r e  \tag{3}\\
M_{1} & =\min \left\{\delta_{B G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{G_{j}}(y, v) \mid x \in C\left(G_{i}\right), y \in C\left(G_{j}\right)\right\},  \tag{4}\\
M_{2} & =\min \left\{\delta_{G_{i}}(u, x)+\delta_{B G^{\prime}}(x, y)+\delta_{G_{j}}(y, v) \mid x \in C\left(G_{i}\right), y \in C\left(G_{j}\right)\right\},  \tag{5}\\
M_{3} & =\min \left\{\delta_{G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{B G_{j}}(y, v) \mid x \in C\left(G_{i}\right), y \in C\left(G_{j}\right)\right\} . \tag{6}
\end{align*}
$$

If $u, v \in V\left(G_{i}\right)$ for some $i$, we have

$$
\begin{align*}
\delta_{B G}(u, v) & =\min \left\{M_{1}, M_{2}, M_{3}\right\}, \text { where }  \tag{7}\\
M_{1} & =\min \left\{\delta_{B G_{i}}(u, v), \min \left\{\delta_{B G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{G_{i}}(y, v) \mid x, y \in C\left(G_{i}\right)\right\}\right\},  \tag{8}\\
M_{2} & =\min \left\{\delta_{B G_{i}}(u, v), \min \left\{\delta_{G_{i}}(u, x)+\delta_{B G^{\prime}}(x, y)+\delta_{G_{i}}(y, v) \mid x, y \in C\left(G_{i}\right)\right\}\right\},  \tag{9}\\
M_{3} & =\min \left\{\delta_{B G_{i}}(u, v), \min \left\{\delta_{G_{i}}(u, x)+\delta_{G^{\prime}}(x, y)+\delta_{B G_{i}}(y, v) \mid x, y \in C\left(G_{i}\right)\right\}\right\} . \tag{10}
\end{align*}
$$

Replacing the beer distances realizing $\delta_{B G}(u, v)$ in Equation (3) or Equation (7) by the corresponding shortest beer paths gives the shortest beer path from $u$ to $v$.

An edge in $E(G)$ corresponds to an edge in exactly one graph in $\left\{G_{i} \mid 1 \leq i \leq q\right\} \cup G^{\prime}$. If an edge weight is updated and the edge is in $G^{\prime}$, one only needs to update the structure for $G^{\prime}$. If the edge is in $G_{i}$, one needs to update the structure for $G_{i}$ and $G^{\prime}$. Since an edge $\langle x, y\rangle$ with weight $\delta_{G_{i}}(x, y)$ and a beer edge $\langle x, y\rangle_{B}$ with weight $\delta_{B G_{i}}(x, y)$ were added in $G^{\prime}$ for each pair $x, y \in C\left(H_{i}\right)$, the change of an edge weight in $G_{i}$ can incur at most $2(3 t)^{2}$ edge or beer edge weight changes in $G^{\prime}$. The procedure of graph partitioning and construction of a reduced beer graph is repeated recursively for each of $G_{1}, \ldots, G_{q}, G^{\prime}$ until the component
subgraphs at the deepest recursion level have small sizes. A static shortest beer path query structure in Theorem 9 and a static shortest path query structure in Section 3 are built for each component subgraph at the deepest recursion level.

Since the dynamic data structure is built recursively, a beer distance query or a shortest beer path query is answered by recursively querying lower recursion level structures. Eventually queries are made and answered at the static query structures at the bottom level. An edge weight update is accommodated by recursively updating lower level structures. An update at a static shortest path (or shortest beer path) query structure at the bottom level is accommodated by rebuilding the static query structure.

Let $r-1$ denote the number of recursion steps. We omit the details of calculating the preprocessing/query/update times of the dynamic data structure, since the calculations are similar to the calculations for the dynamic shortest path structure in Theorem 10 and Corollary 11. The dynamic data structure is summarized in the following theorem.

- Theorem 12. Let $G$ be an n-vertex beer digraph with treewidth $t$ and assume a binary tree decomposition of $G$ with treewidth $t$ is given. For any positive integer constant $r$, after $O\left(C(r) t^{r+3} n\right)$ time preprocessing, beer distance queries can be answered in $O\left(C(r) t^{2 r+2} \alpha(n)\right)$ time, shortest beer path queries can be answered in $O\left(C(r) t^{2 r+2} \alpha(n)+3^{r} t^{3} \alpha(n) L\right)$ time, where $C(r)=3^{r(r+3)}$ and $L$ is the number of edges on the shortest beer path. The data structure updates in $O\left(C(r) t^{2 r+2} n^{(1 / 2)^{r-1}}\right)$ time after an edge weight change. ${ }^{2}$

Combined with Theorem 1, we obtain the following theorem by setting $r=1-\log \beta$.

- Theorem 13. Let $G$ be an n-vertex beer digraph with constant treewidth, and let $\beta$ be any constant in $(0,1)$. After $O(n)$ time preprocessing, beer distance queries can be answered in $O(\alpha(n))$ time, shortest beer path queries can be answered in $O(\alpha(n) L)$ time where $L$ is the number of edges on the shortest beer path. Edge weight updates (including edge deletions and edge re-insertions) can be performed in $O\left(n^{\beta}\right)$ time.


## 6 Another dynamic shortest path query structure

In this section we give another dynamic shortest path query structure. The basic structure is a balanced tree $B S T(G)$ which represents a balanced separator decomposition of $G$. We build compressed graphs for the associated subgraphs of nodes in $B S T(G)$ so that the distances between vertices in different separators can be quickly computed. Finally, we partition edges in $E(G)$ among nodes in $B S T(G)$ so that edge weight update can be handled efficiently.

We give some preliminaries in Section 6.1, and describe the structure in Section 6.2, Section 6.3 and Section 6.4.

### 6.1 Preliminaries

Let $(X, T)$ be a binary tree decomposition of $G$. Recall that an edge $e=(i, j)$ in $E(T)$ corresponds to $X_{i} \cap X_{j}$, which is a separator of $G$. We can get a decomposition of $G$ alongside a decomposition of $T$. Let $\phi$ denote the separator that an edge $e$ in $E(T)$ corresponds to. The removal of $e$ from $T$ divides $T$ into two subtrees $T_{1}$ and $T_{2}$, the removal of $\phi$ from $G$ divides $G$ into two disjoint subgraphs $G\left[V_{1}\right]$ and $G\left[V_{2}\right]$. We add the separator $\phi$ and the edges in $E(G)$ between vertices in $\phi$ and vertices in $V_{1}$ to $G\left[V_{1}\right]$, and get the subgraph $G_{1}=G\left[V_{1}\right] \cup \phi \cup E_{1}$

[^25]where $E_{1}$ is the set of edges in $E(G)$ joining vertices in $\phi$ and vertices in $V_{1}$. We add the separator $\phi$ and the edges in $E(G)$ between vertices in $\phi$ and vertices in $V_{2}$ to $G\left[V_{2}\right]$, and get the subgraph $G_{2}=G\left[V_{2}\right] \cup \phi \cup E_{2}$ where $E_{2}$ is the set of edges in $E(G)$ joining vertices in $\phi$ and vertices in $V_{2}$. Thus $G$ is divided into $G_{1}, G_{2}$ and $G[\phi]$ where $G[\phi]$ is the subgraph of $G$ induced by vertices in $\phi$. See Figure 2(a). We call $G[\phi]$ a separator subgraph. We have that $T_{1}$ is a tree decomposition of $G_{1}$ and $T_{2}$ is a tree decomposition of $G_{2}$. Note that $G_{1}, G_{2}$ and $G[\phi]$ partitions edges in $E(G)$.

If we repeat the division step for $T_{1}$ and $G_{1}$, and for $T_{2}$ and $G_{2}$ recursively until the subtrees have $O(1)$ nodes, we obtain a decomposition of $G$. We use a tree $D T$ to represent the decomposition. Each node $p$ of $D T$ corresponds to a subtree of $T$ and is associated with a subgraph of $G$, denoted as $G_{p}$. If $p$ is an internal node of $D T, p$ is also associated with an edge $e_{p}$ in $E(T)$ and a separator $\phi_{p}$ which corresponds to $e_{p}$. Recall that $G_{p}\left[\phi_{p}\right]$ is called a separator subgraph, and we associate $p$ with $G_{p}\left[\phi_{p}\right]$. Since the division stops at a leaf node of $D T$, a leaf node has no associated separator or separator subgraph.

Let $\Phi$ denote the set of separators associated with nodes of $D T$. The separators of $\Phi$ that separate $G_{p}$ from the rest of $G$ are called the cut separators of $G_{p}$. See Figure 2(b) for an illustration.


Figure 2 (a) $G_{1}=G\left[V_{1}\right] \cup \phi \cup E_{1}$ where $E_{1}$ is the set of edges in $E(G)$ joining vertices in $\phi$ and vertices in $V_{1}$. The blue edges are in $E_{1} . G_{2}=G\left[V_{2}\right] \cup \phi \cup E_{2}$ where $E_{2}$ is the set of edges in $E(G)$ joining vertices in $\phi$ and vertices in $V_{2}$. The red edges are in $E_{2} . G_{1}, G_{2}$ and $G[\phi]$ partitions edges in $E(G)$. (b) The cut separators of $G_{p}$ are in blue. (c) The $B S T(G)$ structure.

## Constructing a balanced separator decomposition

We give an algorithm that outputs a decomposition of $G$ that will be used in the construction of the data structure in Section 6.2. The decomposition is the construction of a $D T$ using balanced separators. A balanced separator corresponds to an edge of a tree decomposition whose removal partitions the tree decomposition into two subtrees of proportional sizes. The decomposition fulfills two goals: (1) the height of the $D T$ is $O(\log n)$ and (2) any subgraph associated with a node of $D T$ has constant size separators. If in the decomposition of $T$ we successively use an edge of a subtree whose removal partitions the subtree into two subtrees of proportional sizes, we get a balanced decomposition of $T$ which fulfills the first goal.

Guibas et al. [14] showed an algorithm that computes a balanced decomposition of a binary tree in linear time. They called the balanced decomposition a centroid decomposition. In their algorithm the binary tree is decomposed by removing a centroid edge which partitions the binary tree into two subtrees, each of size at least $(|T|+1) / 3$. A centroid edge is found by finding a node that is a centroid of the tree. When each of the subtrees is partitioned similarly and this is repeated recursively until the subtrees are single nodes, we obtain a balanced binary tree structure which is the balanced decomposition of the binary tree. For our purpose, we perform a centroid decomposition on $T$ until the subtrees have at most 5 nodes.

To fulfill the second goal, we modify the centroid decomposition procedure by using the following step when choosing the edge used to partition a subtree. Edges in $E(T)$ which are used for partitioning subtrees are called partition edges. If a subtree is connected to the rest of $T$ through at most three partition edges, we just choose an centroid edge of the subtree as the partition edge (used to partition the subtree). If a subtree is connected to the rest of $T$ through four partition edges, we choose an edge of the subtree whose removal partitions the subtree into two subtrees, either of which is connected to the rest of $T$ through two of the four partition edges. Thus in every two levels of recursion, the size of a subtree is reduced by a factor of at least $1 / 3$.

If we use the above modified centroid decomposition on $T$ to get a decomposition of $G$, we get a balanced $D T$ which we call a balanced separator tree of $G$, denoted as $B S T(G)$.
$\operatorname{BST}(G)$ is a balanced decomposition of $G$ which meets the two goals. The second goal is fulfilled since any subgraph associated with a node of $B S T(G)$ has at most four cut separators, due to the fact that any subtree in the modified centroid decomposition on $T$ is connected to the rest of $T$ through at most four partition edges. The two goals will support the shortest path and distance queries in Section 6.3. For an internal node of $B S T(G)$, we store with it its associated separator and its separator subgraph. For a leaf node of $B S T(G)$, we store with its associated subgraph. For any node $p$ of $B S T(G)$, we store with it pointers to edges in $E(T)$ that correspond to the cut separators of $G_{p}$. See Figure 2(c) for an illustration.

Assume that a binary tree decompostion $(X, T)$ of $G$ with treewidth $t$ is given. The modified centroid decomposition on $T$ takes $O(n)$ time. Storing the associated separators and separator subgraphs at internal nodes of $B S T(G)$ takes $O\left(t^{2} n\right)$ time. The associated subgraph of a leaf node in $B S T(G)$ has $O(t)$ vertices, so storing the associated subgraphs at leaf nodes of $B S T(G)$ takes $O\left(t^{2} n\right)$ time. In summary:

- Lemma 14. Given a binary tree decomposition $(X, T)$ of $G$ with treewidth $t$, we can build $B S T(G)$ in $O\left(t^{2} n\right)$ time. The depth of $B S T(G)$ is $O(\log n)$. The associated subgraph of a node in $\operatorname{BST}(G)$ has at most four cut separators.


### 6.2 The preprocessing

Given a binary tree decompostion $(X, T)$ of $G$, we preprocess $T$ and $G$ to output the following data structures:

1. The $B S T(G)$ with $C R\left(G_{g}\right)$ for each internal node $g$ in $B S T(G) . C R\left(G_{g}\right)$ is a compressed representation of $g$ 's associated subgraph $G_{g}$, which will be described below.
2. An array $\operatorname{Loc}[\cdot]$ for vertices in $V(G)$, where $\operatorname{Loc}[v]$ is a leaf node of $B S T(G)$ whose associated subgraph contains vertex $v$ in $V(G)$.
3. An LCA (lowest common ancestor) structure for $B S T(G)$.

We have the following definition.

- Definition 15. Let $B S T(G)$ be the balanced separator tree of $G$ and let $p$ be a node of $B S T(G)$. If $p$ is an internal node $g$, let $C R\left(G_{g}\right)$ be a clique for $G_{g}$ with respect to vertices in $\phi_{g}$ and the cut separators of $G_{g}$. The weight of an edge in the clique is the distance in $G_{g}$ between the vertices of the edge. We call $C R\left(G_{g}\right)$ the compressed representation of $G_{g}$. If $p$ is a leaf node, we have $C R\left(G_{p}\right)=G_{p}$.

Given $B S T(G)$, we compute $C R\left(G_{g}\right)$ for each internal node $g$ of $B S T(G)$ in a bottom-up fashion. Let $t_{1}$ and $t_{2}$ be $g$ 's children. We take the union of $C R\left(G_{t_{1}}\right), C R\left(G_{t_{2}}\right)$ and $g$ 's associated separator subgraph $G_{g}\left[\phi_{g}\right]$, run the Floyd-Warshall algorithm on the union graph, and build a clique on vertices in $\phi_{g}$ and the cut separators of $G_{g}$ where the weight of an edge is the distance computed for the vertices of the edge.

The correctness of the clique construction procedure is supported by the following lemma.

- Lemma 16. lemmaCRunion Let $g$ be an internal node of $B S T(G)$ and let $\phi_{g}$ be its associated separator. Let $t_{1}$ and $t_{2}$ be $g$ 's children in $B S T(G)$. Let $G_{t_{1}}$ be $t_{1}$ 's associated subgraph and let $G_{t_{2}}$ be $t_{2}$ 's associated subgraph. The distance between any two vertices in $C R\left(G_{t_{1}}\right) \cup C R\left(G_{t_{2}}\right) \cup G_{g}\left[\phi_{g}\right]$ equals the distance between the two vertices in $G_{g}$.

Note that the associated subgraphs of leaf nodes in $B S T(G)$ and the separator subgraphs of internal nodes in $\operatorname{BST}(G)$ partition edges in $E(G)$. This property is used for efficiently updating an edge weight in Section 6.4.

The preprocessing consists of two steps: building the $B S T(G)$, and constructing the $C R\left(G_{g}\right)$ for each internal node $g$ of $B S T(G)$. The associated subgraph of an internal node $g$ in $\operatorname{BST}(G)$ has at most four cut separators, each of which contains at most $t$ vertices. Thus $C R\left(G_{g}\right)$ has $O(t)$ vertices and computing $C R\left(G_{g}\right)$ takes $O\left(t^{3}\right)$ time, dominated by the Floyd-Warshall algorithm. There are $O(n)$ internal nodes, so the second step takes $O\left(t^{3} n\right)$ time. Combined with Lemma 14, we have the following lemma.

- Lemma 17. Given a binary tree decomposition $(X, T)$ of $G$ with treewidth $t$, we can build $B S T(G)$ and $C R\left(G_{g}\right)$ for each internal node $g$ of $B S T(G)$ in $O\left(t^{3} n\right)$ time.

The array Loc[•] for vertices in $V(G)$ can be constructed by scanning the associated subgraphs of leaf nodes of $B S T(G)$. There are $O(n)$ leaf nodes. The associated subgraph of a leaf node has $O(t)$ vertices. Thus $\operatorname{Loc}[\cdot]$ can be constructed in $O(t n)$ time.

We can build an LCA structure for $B S T(G)$ in $O(n)$ time $[3,16]$.

- Corollary 18. The preprocessing outputs the $\operatorname{BST}(G)$ with $C R\left(G_{g}\right)$, Loc $[\cdot]$ and an $L C A$ structure for $B S T(G)$ in $O\left(t^{3} n\right)$ time.


### 6.3 Answering shortest path and distance queries

We describe the distance query algorithm first. Let $u$ and $v$ be any two vertices of $G$. The distance query algorithm consists of three steps: (1) find the node $s$ of $\operatorname{BST}(G)$ whose associated separator separates $u$ from $v$, (2) compute the distances in $G$ between any two vertices in $\phi_{a}$, where $\phi_{a}$ is the associated separator of an ancestor node $a$ of $s$, and (3) compute the distances in $G$ from $u$ to vertices in $\phi_{s}$ and the distances in $G$ from vertices in $\phi_{s}$ to $v$, from which the distance from $u$ to $v$ is computed.

In step 1 we use the array $\operatorname{Loc}[\cdot]$ to locate the leaf node $l(u)$ of $B S T(G)$ whose associated subgraph contains $u$ and locate the leaf node $l(v)$ whose associated subgraph contains $v$. We use the LCA structure on $B S T(G)$ to find the vertex $s$, which is the lowest common ancestor of $l(u)$ and $l(v)$ in $B S T(G)$.

Step 2 makes use of the compressed representations. Let $g$ be an internal node of $B S T(G)$ and let $D\left(\phi_{g}\right)$ denote the distances in $G$ between any two vertices in $\phi_{g}$. Let $r$ be the root of $\operatorname{BST}(G)$ and let $a$ be an ancestor of $s$. We compute the distances top-down, for nodes on the path from $r$ to $s$. $C R(G)$ at $r$ is a clique containing the distances in $G$ between any two vertices in $\phi_{r}$, thus $D\left(\phi_{r}\right)$ has already been computed. Next let $b$ be $a$ 's child that is on the path from $r$ to $s$ and assume we have computed $D\left(\phi_{r}\right), \ldots, D\left(\phi_{a}\right)$. We can use $C R\left(G_{b}\right)$ and $D\left(\phi_{r}\right), \ldots, D\left(\phi_{a}\right)$ to compute $D\left(\phi_{b}\right)$. The associated subgraph $G_{b}$ of $b$ is separated from the rest of $G$ by at most four cut separators, which are among $\left\{\phi_{r}, \ldots, \phi_{a}\right\}$. Recall that we have stored, with each node $p$ of $B S T(G)$, pointers to the cut separators of $G_{p}$. If we add to $C R\left(G_{b}\right)$ edges with weights equal to distances in $D\left(\phi_{x}\right)$, where $\phi_{x}$ is a cut separator of $G_{b}$,
the distance between any two vertices in the resulting graph equals the distance in $G$ between the two vertices. This is because absorption preserves distances in $G$ (see Definition 2). Thus we can run the Floyd-Warshall algorithm on the resulting graph to compute $D\left(\phi_{b}\right)$ in $O\left(t^{3}\right)$ time, recalling that any compressed representation has $O(t)$ vertices. Therefore we can compute $D\left(\phi_{r}\right), \ldots, D\left(\phi_{s}\right)$ top-down from $r$ to $s$, where each $D(\cdot)$ is computed in $O\left(t^{3}\right)$ time.

In step 3 we compute the distances in $G$ from $u$ to vertices in $\phi_{s}$ recursively. Computing the distances in $G$ from vertices in $\phi_{s}$ to $v$ is symmetric so we only discuss the former. Let $s_{1}$ be the child of $s$ that is on the path from $s$ to $l(u)$. We have computed $D\left(\phi_{r}\right), \ldots, D\left(\phi_{q}\right)$ in step 2, where $q$ is the parent of $s$. Let $D\left(u, \phi_{s}\right)$ denote the distances in $G$ from $u$ to vertices in $\phi_{s}$. We compute $D\left(u, \phi_{s}\right)$ at $s_{1}$ and differentiate between two cases:

Case 1: $\phi_{s_{1}}$ separates $u$ from $\phi_{s}$ in $G_{s_{1}}$. See Figure 3(a). For a vertex $v_{s}$ in $\phi_{s}$, we have

$$
\begin{equation*}
d_{G}\left(u, v_{s}\right)=\min _{v_{s_{1}} \in \phi_{s_{1}}}\left\{d_{G}\left(u, v_{s_{1}}\right)+d_{G}\left(v_{s_{1}}, v_{s}\right)\right\} . \tag{11}
\end{equation*}
$$

Let $D\left(u, \phi_{s_{1}}\right)=\left\{d_{G}\left(u, v_{s_{1}}\right) \mid v_{s_{1}} \in \phi_{s_{1}}\right\}$ and let $D\left(\phi_{s_{1}}, \phi_{s}\right)=\left\{d_{G}\left(v_{s_{1}}, v_{s}\right) \mid v_{s_{1}} \in \phi_{s_{1}}, v_{s} \in \phi_{s}\right\}$. Given $D\left(\phi_{r}\right), \ldots, D\left(\phi_{s}\right)$, we add edges to $C R\left(G_{s_{1}}\right)$ with weights equal to distances in $D\left(\phi_{x}\right)$, where $\phi_{x}$ is a cut separator of $G_{s_{1}}$. Then we run the Floyd-Warshall algorithm on the resulting graph to compute $D\left(\phi_{s_{1}}\right)$ and $D\left(\phi_{s_{1}}, \phi_{s}\right)$. Thus in this case, computing $D\left(u, \phi_{s}\right)$ is reduced to computing $D\left(u, \phi_{s_{1}}\right)$, which is computed recursively at $s^{\prime}$ where $s^{\prime}$ is the child of $s_{1}$ on the path from $s$ to $l(u)$.

> (a)
(b)


Figure 3 (a) $\phi_{s_{1}}$ separates $u$ from $\phi_{s}$ in $G_{s_{1}}$. (b) $\phi_{s_{1}}$ does not separate $u$ from $\phi_{s}$ in $G_{s_{1}}$.
Case 2: $\phi_{s_{1}}$ does not separate $u$ from $\phi_{s}$ in $G_{s_{1}}$. See Figure 3(b). For this case, we add edges to $C R\left(G_{s_{1}}\right)$ with weights equal to distances in $D\left(\phi_{x}\right)$, where $\phi_{x}$ is a cut separator of $G_{s_{1}}$. Then we run the Floyd-Warshall algorithm on the resulting graph to compute $D\left(\phi_{s_{1}}\right)$. We recursively compute $D\left(u, \phi_{s}\right)$ at $s^{\prime}$, since $\phi_{s}$ is a cut separator of $G_{s^{\prime}}$.

Recursion stops when we arrive at $l(u)$. Since we have computed $D\left(\phi_{r}\right), \ldots, D\left(\phi_{y}\right)$ where $y$ is the parent of $l(u)$, we can add edges and run the Floyd-Warshall algorithm to compute $D\left(u, \phi_{y}\right)$ or $D\left(u, \phi_{s}\right)$, as desired.

Step 1 takes $O(1)$ time. Step 2 computes $D\left(\phi_{r}\right), \ldots, D\left(\phi_{s}\right)$ top-down from $r$ to $s$, where each $D(\cdot)$ is computed in $O\left(t^{3}\right)$ time. Since $B S T(G)$ has depth $O(\log n)$, step 2 takes $O\left(t^{3} \log n\right)$ time. Each recursion step in step 3 takes $O\left(t^{3}\right)$ time, dominated by running the Floyd-Warshall algorithm. The computation at $l(u)$ also takes $O\left(t^{3}\right)$ time. Thus step 3 takes $O\left(t^{3} \log n\right)$ time. In summary:

- Lemma 19. Let $u$ and $v$ be any two vertices in $G$. The distance in $G$ from $u$ to $v$ can be computed in $O\left(t^{3} \log n\right)$ time where $t$ is the treewidth of $G$.


### 6.3.1 Shortest path query algorithm

To answer shortest path queries efficiently, we add a preprocessing step PathExtract_Pre. PathExtract_Pre works on $\operatorname{BST}(G)$ bottom-up and stores with each internal node $g$ the complete APSP information when running the Floyd-Warshall algorithm. In analogy to the
distance query algorithm, the shortest path query algorithm works down the path from the root to $l(u)$ and retains APSP information when running the Floyd-Warshall algorithm. The APSP information allows us to extract the shortest path in $G$ between any two vertices in $C R\left(G_{a}\right)$ where $a$ is an ancestor of $l(u)$, in time linear to the number of edges on the shortest path. We have the following lemma.

- Lemma 20. Let $u$ and $v$ be any two vertices in $G$. One can preprocess $G$ in $O\left(t^{3} n\right)$ time and with $O\left(t^{3} n\right)$ space so that the shortest path in $G$ from $u$ to $v$ can be reported in $O\left(t^{3} \log n+L\right)$ time where $L$ is the number of edges on the shortest path.


### 6.4 Handling edge weight update

We have the following lemma.

- Lemma 21. The query structure can be updated in $O\left(t^{3} \log n\right)$ time for an edge weight update.

Combined with Corollary 18, Lemma 19 and Lemma 20, we obtain the main theorem of this section.

- Theorem 22. Let $G$ be an n-vertex digraph of treewidth $t$ and assume a binary tree decomposition of $G$ with treewidth $t$ is given. One can preprocess $G$ in $O\left(t^{3} n\right)$ time and with $O\left(t^{3} n\right)$ space, so that distance queries can be answered in $O\left(t^{3} \log n\right)$ time, and shortest path queries can be answered in time $O\left(t^{3} \log n+L\right)$, where $L$ is the number of edges on the path. The data structure can be updated in $O\left(t^{3} \log n\right)$ time for an edge weight update.


## 7 A dynamic shortest beer path query structure

We can extend the structure in Section 6 to handle shortest beer paths. The general idea is to add beer edges and to compute not only APSP, but also APSBP (all pairs shortest beer path). The query structure is summarized in the following theorem.

- Theorem 23. Let $G$ be an n-vertex beer digraph with treewidth $t$ and assume a binary tree decomposition of $G$ with treewidth $t$ is given. One can preprocess $G$ in $O\left(t^{3} n\right)$ time and with $O\left(t^{3} n\right)$ space, so that beer distance queries can be answered in $O\left(t^{3} \log n\right)$ time, shortest beer path queries can be answered in $O\left(t^{3} \log n+L\right)$ time where $L$ is the number of edges on the shortest beer path. The query structure can be updated in $O\left(t^{3} \log n\right)$ time for an edge weight update.
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#### Abstract

A mixed interval graph is an interval graph that has，for every pair of intersecting intervals，either an arc（directed arbitrarily）or an（undirected）edge．We are particularly interested in scenarios where edges and arcs are defined by the geometry of intervals．In a proper coloring of a mixed interval graph $G$ ，an interval $u$ receives a lower（different）color than an interval $v$ if $G$ contains arc（ $u, v$ ） （edge $\{u, v\}$ ）．Coloring of mixed graphs has applications，for example，in scheduling with precedence constraints；see a survey by Sotskov［Mathematics，2020］．

For coloring general mixed interval graphs，we present a $\min \{\omega(G), \lambda(G)+1\}$－approximation algorithm，where $\omega(G)$ is the size of a largest clique and $\lambda(G)$ is the length of a longest directed path in $G$ ．For the subclass of bidirectional interval graphs（introduced recently for an application in graph drawing），we show that optimal coloring is NP－hard．This was known for general mixed interval graphs．

We introduce a new natural class of mixed interval graphs，which we call containment interval graphs．In such a graph，there is an $\operatorname{arc}(u, v)$ if interval $u$ contains interval $v$ ，and there is an edge $\{u, v\}$ if $u$ and $v$ overlap．We show that these graphs can be recognized in polynomial time，that coloring them with the minimum number of colors is NP－hard，and that there is a 2－approximation algorithm for coloring．
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## 1 Introduction

In a geometric intersection graph, the vertices represent geometric objects, and two vertices are adjacent if and only if the corresponding objects intersect. For example, interval graphs are the intersection graphs of intervals on the real line. These graphs are well understood: interval graphs are chordal and can thus be colored optimally (that is, with the least number of colors) in polynomial time. In other words, given an interval graph $G$, its chromatic number $\chi(G)$ can be computed efficiently.

The notion of coloring can be adapted to directed graphs where an arc $(u, v)$ means that the color of $u$ must be smaller than that of $v$. Clearly, such a coloring can only exist if the given graph is acyclic. Given a directed acyclic graph, its chromatic number can be computed efficiently (via topological sorting).

A generalization of both undirected and directed graphs are mixed graphs that have edges and arcs. A proper coloring of a mixed graph $G$ with vertex set $V(G)$ is a function $f: V(G) \rightarrow \mathbb{N}$ such that, for any distinct vertices $u$ and $v$ of $G$, the following conditions hold:

1. if there is an edge $\{u, v\}$, then $f(u) \neq f(v)$, and
2. if there is an arc $(u, v)$, then $f(u)<f(v)$.

The objective is to minimize the number of colors.
The concept of mixed graphs was introduced by Sotskov and Tanaev [16] and reintroduced by Hansen, Kuplinsky, and de Werra [9] in the context of proper colorings of mixed graphs. Properly coloring mixed graphs is NP-hard even for bipartite planar graphs [12] but admits efficient algorithms for trees [5] and series-parallel graphs [6].

For a mixed interval graph $G$, the underlying undirected graph of $G$, denoted by $U(G)$, has an edge for every edge or arc of $G$. Note that testing whether a given graph $G$ is a mixed interval graph means testing whether $U(G)$ is an interval graph, which takes linear time [10].

Motivation. Mixed graphs are graphs where some vertices are connected by (undirected) edges and others by directed arcs. Such structures are useful for modeling relationships that involve both directed and undirected connections and find applications in various areas, including network analysis, transportation planing, job scheduling, and circuit design.

Coloring mixed graphs is relevant in task scheduling problems where tasks have dependencies and resource requirements $[18,3,15]$. In circuit design, coloring mixed graphs allows us to reduce signal crosstalk or interference. Other applications include modeling of metabolic pathways in biology [1], process management in operating systems [2], traffic signal synchronization [13], and timetabling [4]. See the extensive survey by Sotskov [14] for other applications and relevant problems. Coloring of mixed graphs is a challenging problem, as many techniques known for solving graph coloring problems fail in the more general setting.

The study of mixed graph coloring for interval graphs was initiated by Zink et al. [19], motivated by the minimization of the number of additional sub-layers for routing edges in layered orthogonal graph drawing according to the so-called Sugiyama framework [17]. In a follow-up paper, Gutowski et al. [8] resolved some of the problems concerning interval graphs where the subset of arcs and their orientations are given by the geometry of the intersecting intervals. Driven by the graph drawing application, they focused on the directional variant where, for every pair of intersecting intervals, there is an edge when one interval is contained in the other and there is an arc oriented towards the right interval when the intervals overlap.

In this paper we focus on the containment variant where, for any pair of intersecting intervals, there is an arc oriented towards the smaller interval when one interval is contained in the other, and an edge when they overlap. This is the only other natural geometric variant

Table 1 Known and new results concerning subclasses of mixed interval graphs. The time complexities refer to a given set of $n$ intervals with $m$ pairwise intersections. (We use T, P, and C as shorthand for Theorem, Proposition, Corollary, respectively.)

| Mixed interval graph class | complexity |  | Coloring |  |  |  | approximation |  | Recognition |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | lower b |  | upper |  |  |  |  |  |
| containment | NP-hard | T7 | $2 \omega-1$ | P6 | $2 \omega-1$ | T2 | 2 | C5 | $O(n m)$ | 1 |
| directional | $O(n \log n)$ | [8] |  |  |  |  | 1 | [8] | $O\left(n^{2}\right)$ | [8] |
| bidirectional | NP-hard | T8 |  |  |  |  | 2 | [8] | open |  |
| general | NP-hard | [8] | $(\lambda+2) \omega / 2$ |  | $(\lambda+1) \omega$ |  | $\min \{\omega, \lambda+1\}$ | T9 | $O(n+m)$ |  |

that can be defined for interval graphs, but the containment variant can also be defined for other geometric intersection graphs, or even for graphs defined by systems of intersecting sets.

As there are already some effective techniques for the directional variant, our hope was to use them in the containment variant, or even in more general settings. Quite unexpectedly, the containment variant for interval graphs turned out to be more difficult than the directional variant. We have found our techniques for proving lower bounds for the containment variant of interval graphs to be applicable for the bidirectional variant considered previously [19, 8]. This variant is a generalization of the directional variant mentioned above. Every interval has an orientation; left-going or right-going. There is an arc between two intervals if and only if they overlap and their orientations agree. Arcs between left-going intervals are directed as in the directional variant; the condition for right-going intervals is symmetric. As a result, we get that minimizing the number of additional sub-layers in layered orthogonal graph drawing according to the Sugiyama framework is NP-hard.

Our Contribution. In this paper we forward the study of coloring mixed graphs where edge directions have a geometric meaning. To this end, we introduce a new natural class of mixed interval graphs, which we call containment interval graphs. In such a graph, there is an $\operatorname{arc}(u, v)$ if interval $u$ contains interval $v$, and there is an edge $\{u, v\}$ if $u$ and $v$ overlap. For a set $\mathcal{I}$ of intervals, let $\mathcal{C}[\mathcal{I}]$ be the containment interval graph induced by $\mathcal{I}$. We show that these graphs can be recognized in polynomial time (Section 2), that coloring them optimally is NP-hard (Section 4), and that, for every set $\mathcal{I}$ of intervals, it holds that $\chi(\mathcal{C}[\mathcal{I}]) \leq 2 \omega(\mathcal{C}[\mathcal{I}])-1$, that is, $\mathcal{C}[\mathcal{I}]$ can be colored with fewer than twice as many colors as the size of the largest clique in $\mathcal{C}[\mathcal{I}]$ (Section 3). In other words, containment interval graphs are $\chi$-bounded. Our constructive proof yields a 2 -approximation algorithm for coloring containment interval graphs.

Then we prove that, for the class of bidirectional interval graphs, optimal coloring is NP-hard (Section 5). This answers (negatively) an open problem that was asked previously [8]. Our reduction is similar to the one for containment interval graphs, but technically somewhat more challenging. Finally, we show that, for any mixed interval graph $G$ without directed cycles, it holds that $\chi(G) \leq \omega(G) \cdot(\lambda(G)+1)$, where $\lambda(G)$ denotes the length of a longest directed path in $G$ (Section 6). Since $\chi(G) \geq \max \{\omega(G), \lambda(G)+1\}$, our constructive proof for the upper bound yields a $\min \{\omega(G), \lambda(G)+1\}$-approximation algorithm. The upper bound is asymptotically tight in the worst case.

Table 1 gives an overview over known and new results concerning the above-mentioned subclasses of mixed interval graphs. Given a positive integer $k$, we use $[k]$ as shorthand for the set $\{1,2, \ldots, k\}$. When we visualize a graph coloring corresponding to a set of intervals,


Figure 1 Let $\mathcal{D}, \mathcal{B}$, and $\mathcal{C}$ be the classes of directional, bidirectional, and containment interval graphs. Clearly, $\mathcal{D} \subseteq \mathcal{B}$. The above sets of intervals and the corresponding directed graphs show that the classes $\mathcal{D}$ and $\mathcal{B}$ are incomparable with the class $\mathcal{C}$ and that $\mathcal{D}$ is properly contained in $\mathcal{B}$.
we use horizontal tracks to indicate the color. In Figure 1, we briefly analyze the relationships between the three classes of geometrically defined mixed interval graphs; directional $(\mathcal{D})$, bidirectional $(\mathcal{B})$, and containment interval graphs $(\mathcal{C})$.

## 2 Recognition of Containment Interval Graphs

Booth and Lueker [10] introduced a data structure called $P Q$-tree to recognize, for a given undirected graph $G$, whether $G$ is an interval graph. A PQ-tree is a rooted tree of so-called $P$-nodes, where the order of children can be arbitrarily permuted, and $Q$-nodes, where the order of children is fixed up to inversion. A specific permutation of all nodes is called a rotation. One can think of the leaves of a PQ-tree to represent the maximal cliques of $G$ and a specific rotation to represent an order of the maximal cliques, which implies an interval representation of $G$ where every vertex is contained in a consecutive sequence of maximal cliques. (Actually, a PQ-tree can encode all possible interval representations of $G$.)

Observe that a representation of a containment interval graph is an interval representation. Hence, if, for a given mixed graph $G$, a containment representation $\mathcal{I}$ exists, then $\mathcal{I}$ corresponds to a rotation of the PQ -tree constructed for the underlying undirected graph $U(G)$ by the algorithm of Booth and Lueker [10]. Hence, to recognize a containment interval graph $G$, we proceed in three phases. First, we compute a PQ-tree $T$ of $U(G)$. Second, we find a rotation of $T$ corresponding to a containment representation of $G$. Third, we determine suitable endpoints for the intervals corresponding to our selected rotation resulting in a containment representation $\mathcal{I}$ of $G$.

In the second phase, we proceed top-down to fix the permutation of each node of $T$ while we maintain as invariant that before and after deciding the permutation of a single node, we can still reach a rotation of $T$ corresponding to a containment representation $\mathcal{I}$ (provided $G$ is a containment interval graph). Depending on the set of maximal cliques (corresponding to leaves) a vertex $v$ is contained in, we can determine where $v$ is introduced in $T$ (roughly at the root of the subtree containing all leaves corresponding to $v$ ). Intuitively, it is "natural" for a vertex $u$ introduced further up in the tree to have an arc towards a vertex $v$ introduced further down in the tree. However, if $u$ and $v$ are connected by an edge, we need to permute the nodes of the PQ-tree such that both $u$ and $v$ start or end in the same maximal clique. These restrictions can propagate.

If we end up with a rotation of $T$, we construct, in the third phase, a corresponding containment representation if possible. To this end, we determine for every vertex the first and the last clique it appears in, which groups the left and right endpoint of the intervals. Within each group, we sort the endpoints according to the constraints implied by the arcs
and edges where possible. What remains are induced mixed subgraphs of vertices that start and end in the same cliques and that behave the same with respect to every other vertex (i.e., they are all connected to this vertex by an outgoing arc or an incoming arc or an edge). We can interpret each such subgraph as a partially ordered set for which we need to check whether it is two-dimensional and find two corresponding linear orders, which gives us an ordering of their left and their right endpoints. This last part depends on the linear-time algorithm by McConnell and Spinrad [11] that can construct such two orders for any two-dimensional poset.

- Theorem 1. There is an algorithm that, given a mixed graph $G$, decides whether $G$ is a containment interval graph. The algorithm runs in $O(n m)$ time, where $n$ is the number of vertices of $G$ and $m$ is the total number of edges and arcs of $G$, and produces a containment representation of $G$ if $G$ admits one.

The full proof follows the ideas presented above, but has some technical subtleties; see the full version of this article [7].

## 3 A 2-Approximation Algorithm for Coloring Containment Interval Graphs

In this section, we present a 2 -approximation algorithm for coloring containment interval graphs, we detail how to make the algorithm run in $O(n \log n)$ time for a set of $n$ intervals, and we construct a family of sets of intervals that shows that our analysis is tight.

- Theorem 2. For any set $\mathcal{I}$ of intervals, the containment interval graph $\mathcal{C}[\mathcal{I}]$ induced by $\mathcal{I}$ admits a proper coloring with at most $2 \cdot \omega(\mathcal{C}[\mathcal{I}])-1$ colors.

Proof. For simplicity, let $G:=\mathcal{C}[\mathcal{I}]$ and $\omega:=\omega(G)$. We use induction on $\omega$. If $\omega=1$, then $G$ has no edges and clearly admits a proper coloring using only one color. So assume that $\omega>1$ and that the theorem holds for all graphs with smaller clique number.

Recall that a proper interval graph is an interval graph that has a representation where no interval is contained in another interval. Let $M(\mathcal{I})$ denote the subset of $\mathcal{I}$ consisting of intervals that are maximal with respect to the containment relation. In particular, $\mathcal{C}[M(\mathcal{I})]$ is a proper interval graph. Observe that $\bigcup M(\mathcal{I})=\bigcup \mathcal{I}$ (where we consider the union of intervals as a subset of the real line). Let $R$ be an inclusion-wise minimal subset of $M(\mathcal{I})$ such that $\bigcup R=\bigcup \mathcal{I}$. In Figure 2, the intervals in $M(\mathcal{I})$ are marked with crosses and the set of intervals on the lowest two (gray) lines is one way of choosing $R$.
$\triangleright$ Claim 3. $\quad \mathcal{C}[R]$ is an undirected linear forest.
Proof. All intervals in $M(\mathcal{I})$ and thus in $R$ are incomparable with respect to the containment relation, so $\mathcal{C}[R]$ has no arcs. Note that $\mathcal{C}[R]$ is a proper interval graph, so it contains no induced $K_{1,3}$ and no induced cycle with at least four vertices. Thus it suffices to prove that $\mathcal{C}[R]$ is triangle-free. For contradiction, suppose otherwise. Let $x, y, z$ induce a triangle in $\mathcal{C}[R]$, ordered according to their left endpoints. As $x, y, z$ are pairwise overlapping, note that $y \subseteq x \cup z$, and thus $\bigcup(R \backslash\{y\})=\bigcup R$. This contradicts the minimality of $R$.

By the claim above, $\mathcal{C}[R]$ can be properly colored with colors $\{1,2\}$. Let $f_{1}$ be such a coloring. If $R=\mathcal{I}$, we are done (using only $\omega$ many colors), so suppose that $\mathcal{I} \backslash R \neq \emptyset$. Slightly abusing notation, we define $G^{\prime}:=G-R$.
$\triangleright$ Claim 4. The largest clique in $G^{\prime}$ has at most $\omega-1$ vertices.


Figure 2 A set of intervals and a coloring produced by the 2-approximation algorithm. The intervals that lie in $M(\mathcal{I})$ at the top level of the recursion are marked with crosses.

Proof. As $G^{\prime}$ is a subgraph of $G$, each clique in $G^{\prime}$ has at most $\omega$ vertices. For contradiction, suppose that there is a set $S \subseteq \mathcal{I} \backslash R$ such that $|S|=\omega$ and all intervals in $S$ pairwise intersect. By the Helly property of intervals, $\bigcap S \neq \emptyset$. Let $p \in \bigcap S$. Since $\bigcup R=\bigcup \mathcal{I}$, there is an interval $r \in R$ that contains $p$. Thus $S \cup\{r\}$ is a clique in $G$ with $\omega+1$ vertices, which contradicts the definition of $\omega$.

By the inductive assumption, $G^{\prime}$ admits a proper coloring $f_{2}$ using colors $[2(\omega-1)-1]$. Finally, we define $f: \mathcal{I} \rightarrow[2 \omega-1]$ as follows:

$$
f(x)= \begin{cases}f_{1}(x) & \text { if } x \in R, \\ f_{2}(x)+2 & \text { if } x \notin R .\end{cases}
$$

We claim that $f$ is a proper coloring of $G$. (For an example, see Figure 2.)
First, note that if $x, y \in \mathcal{I}$ are distinct and $x \cap y \neq \emptyset$, then $f(x) \neq f(y)$. Indeed, if $x, y \in R$, then $f(x)=f_{1}(x) \neq f_{1}(y)=f(y)$. If $x, y \notin R$, then $f(x)=f_{2}(x)+2 \neq f_{2}(y)+2=f(y)$. Finally, if, say, $x \in R$ and $y \notin R$, then $f(x) \in\{1,2\}$ and $f(y) \geq 3$.

It remains to argue that the second condition in the definition of a proper coloring holds as well. For a contradiction, let $x$ and $y$ be distinct intervals and assume that $x \subseteq y$ and $f(y)>f(x)$. Note that $x \notin M(\mathcal{I})$ and thus $x \notin R$. This implies that $f(x) \geq 3$. Since we assumed that $f(y)>f(x)$, we have that $f(y)>3$. Hence, $y \notin R$. However, by the inductive assumption, we have that $f(x)=f_{2}(x)+2>f_{2}(y)+2=f(y)$, which yields the desired contradiction. This completes the proof.

Observe that the proof of Theorem 2 can be easily transformed into an efficient algorithm, which yields the following corollary.

- Corollary 5. There is a 2-approximation algorithm for coloring interval containment graphs properly. Given a set of $n$ intervals, the algorithm runs in $O(n \log n)$ time.

Proof. For any graph $G$, we have $\chi(G) \geq \omega(G)$. Hence, the approximation factor follows directly from Theorem 2.

It remains to implement the constructive proof of Theorem 2 efficiently. Let $\mathcal{I}$ be the given set of intervals. For each interval $I$ in $\mathcal{I}$, let $r_{I}$ be the right endpoint of $I$. We go through the intervals from left to right in several phases. In each phase, we use two colors, except possibly in the last phase where we may use only one color. For phase $i$ with $i \geq 1$, we reserve the set colors $(i)=\{2 i-1,2 i\}$. We use an augmented balanced binary search tree $\mathcal{T}$ to store the intervals in $\mathcal{I}$. We will query $\mathcal{T}$ in two ways. A query of type Q 1 in $\mathcal{T}$ with a value $x \in \mathbb{R} \cup\{-\infty\}$ will return, among all intervals whose left endpoint is at least $x$, one with leftmost left endpoint (and nil if such an interval does not exist). A query of type Q2 in $\mathcal{T}$ with a value $y \in \mathbb{R}$ will return, among all intervals whose left endpoint is at most $y$, one with rightmost right endpoint (and nil if such an interval does not exist). Note that the two queries are not symmetric.

Algorithm 1 describes our algorithm in pseudocode. Initially, $\mathcal{T}$ stores all intervals in $\mathcal{I}$. The algorithm terminates once $\mathcal{T}$ is empty and all intervals are colored.

Algorithm 1 2-Approximate-Coloring(set $\mathcal{I}$ of $n$ intervals).

```
\(\mathcal{T}\). initialize \((\mathcal{I})\)
\(i=0\)
while not \(\mathcal{T}\).empty () do
    \(i=i+1 \quad / /\) start new phase
    \(I=\mathcal{T} . \mathrm{Q} 1(-\infty)\)
    \(c=\) I.color \(=2 i-1 \quad / /\) color \(I\) and set current color
    \(\mathcal{T}\).remove \((I)\)
    while not \(\mathcal{T}\).empty () do
            \(I^{\prime}=\mathcal{T}\).Q2 \(\left(r_{I}\right)\)
            if \(I^{\prime}==\) nil or \(r_{I^{\prime}} \leq r_{I}\) then // no interval contains \(r_{I}\)
                \(I^{\prime}=\mathcal{T} . \mathrm{Q} 1\left(r_{I}\right)\)
                if \(I^{\prime}==\) nil then break // finish current phase
                \(I^{\prime}\). color \(=c \quad / /\) color \(I^{\prime}\) and keep current color
            else \(/ / I\) and \(I^{\prime}\) overlap
            \(c=I^{\prime} . \operatorname{color}=\operatorname{colors}(i) \backslash\{c\} \quad / /\) color \(I^{\prime}\) and swap current color
            \(\mathcal{T}\).remove \(\left(I^{\prime}\right)\)
            \(I=I^{\prime}\)
```

We start each phase by Q1-querying $\mathcal{T}$ with $-\infty$. This yields the leftmost interval $I$ stored in $\mathcal{T}$. We color $I$ with the smaller color $2 i-1$ reserved for the current phase $i$. Let the current color $c$ be this color. We remove $I$ from $\mathcal{T}$. Then we Q2-query $\mathcal{T}$ with the right endpoint $r_{I}$ of $I$ and consider the following two possibilities.
Case I: If the Q2-query returns nil or an interval that lies completely to the left of $r_{I}$, we Q1-query $\mathcal{T}$ with $r_{I}$ for an interval to the right of $r_{I}$. If such an interval $I^{\prime}$ exists, it must be disjoint from $I$, so we color $I^{\prime}$ with the current color $c$. Otherwise, we start a new phase.
Case II: If the Q2-query returns an interval $I^{\prime}$ that overlaps with the previous interval $I$, we color $I^{\prime}$ with the other color $c^{\prime}$ that we reserved for the current phase, that is, $\left\{c^{\prime}\right\}=\operatorname{colors}(i) \backslash\{c\}$. Then we set the current color $c$ to $c^{\prime}$.
In either case, if we do not start a new phase, we remove $I^{\prime}$ from $\mathcal{T}$ and proceed with the next Q2-query as above, with $I^{\prime}$ now playing the role of $I$.

It remains to implement the balanced binary search tree $\mathcal{T}$. The key of an interval is its left endpoint. For simplicity, we assume that the intervals are stored in the leaves of $\mathcal{T}$ and that the key of each inner node is the maximum of the keys in its left subtree. This suffices to answer queries of type Q1. For queries of type Q2, we augment $\mathcal{T}$ by storing, with each node $\nu$, a value $\max (\nu)$ that we set to the maximum of the right endpoints among all intervals in the subtree rooted at $\nu$. (We also store a pointer $\mu(\nu)$ to the interval that yields the maximum.) In a Q2-query with a value $y$, we search for the largest key $k \leq y$. Let $\pi$ be the search path in $\mathcal{T}$, and initialize $m$ with $-\infty$. When traversing $\pi$, we inspect each node $\nu$ that hangs off $\pi$ on the left side. If $\max (\nu)>m$, then we set $m=\max (\nu)$ and $\rho=\mu(\nu)$. When we reach a leaf, $\rho$ points to an interval whose right endpoint is maximum among all intervals whose left endpoint is at most $y$.

The runtime of $O(n \log n)$ is obvious since we insert, query, and delete each interval in $O(\log n)$ time exactly once.


Figure 3 Instance for the proof of Proposition 6 for $n=3:\left|\mathcal{I}_{n}\right|=3 \cdot 2^{n-1}-2=10, \omega\left(\mathcal{I}_{n}\right)=n=3$, and $\chi\left(\mathcal{I}_{n}\right)=2 n-1=5$.

- Proposition 6. There is an infinite family $\left(\mathcal{I}_{n}\right)_{n \geq 1}$ of sets of intervals with $\left|\mathcal{I}_{n}\right|=3 \cdot 2^{n-1}-2$, $\chi\left(\mathcal{C}\left[\mathcal{I}_{n}\right]\right)=2 n-1$, and $\omega\left(\mathcal{C}\left[\mathcal{I}_{n}\right]\right)=n$.

Proof. The construction is iterative. The family $\mathcal{I}_{1}$ consists of a single interval of unit length.
Now let $n>1$ and suppose that we have defined $\mathcal{I}_{n-1}$ and want to define $\mathcal{I}_{n}$. We introduce two new intervals $\ell_{n}$ and $r_{n}$, both of length $3^{n-1}$, that overlap slightly. Then we introduce two copies of $\mathcal{I}_{n-1}$. All intervals of one copy are contained in $\ell_{n} \backslash r_{n}$, and all intervals of the other copy are contained in $r_{n} \backslash \ell_{n}$.

The number of intervals in $\mathcal{I}_{n}$ is given by the recursion: $f(1)=1$ and $f(n)=2 f(n-1)+2$, which solves to $f(n)=3 \cdot 2^{n-1}-2$. Furthermore, it is straightforward to observe that with each step of the construction, the size of a largest clique increases by 1 .

We claim that, for $i \in[n]$, in any proper coloring of $\mathcal{C}\left[\mathcal{I}_{i}\right]$, the difference between the largest and the smallest color used is at least $2 i-2$. Clearly, the claim holds for $i=1$. Now assume that it holds for $i=n-1$. Consider any proper coloring of $\mathcal{C}\left[\mathcal{I}_{n}\right]$, and let $m$ be the minimum color used in this coloring. The colors of $\ell_{n}$ and $r_{n}$ must be different. Without loss of generality, suppose that the color of $r_{n}$ is larger than the color of $\ell_{n}$. In particular, the color of $r_{n}$ is at least $m+1$. Now consider the copy of $\mathcal{I}_{n-1}$ contained in $r_{n}$. The color of each interval in this copy must be larger than the color of $r_{n}$, so in particular the minimum color used for this copy of $\mathcal{I}_{n-1}$ is at least $m+2$. By the inductive assumption, some interval in this copy of $\mathcal{I}_{n-1}$ receives a color that is at least $m+2+2(n-1)-2=2 n-2+m$. Summing up, the difference between the largest and the smallest color used for $\mathcal{C}\left[\mathcal{I}_{n}\right]$ is at least $2 n-2$.

Given that the minimum color is 1 , we conclude that $\chi\left(\mathcal{C}\left[\mathcal{I}_{n}\right]\right) \geq 2 n-1$.
For the upper bound, we color $\mathcal{C}\left[\mathcal{I}_{n}\right]$ as follows. For $n=1$, we color the only interval with color 1. For $n>1$, we color $\ell_{n}$ with color 1 and $r_{n}$ with color 2 . Next, for each of the two copies of $\mathcal{I}_{n-1}$, we use the proper coloring defined inductively with all colors increased by 2 , see Figure 3.

## 4 Coloring Containment Interval Graphs Is NP-Hard

In this section we show that it is NP-hard to color a containment interval graph with a given number of colors.

- Theorem 7. Given a set $\mathcal{I}$ of intervals and a positive integer $k$, it is NP-hard to decide whether $k$ colors suffice to color $\mathcal{C}[\mathcal{I}]$, that is, whether $\chi(\mathcal{C}[\mathcal{I}]) \leq k$.

Proof. We describe a reduction from (exact) 3-SAT, i.e., the satisfiability problem where every clause contains exactly three literals. Let $\varphi=C_{1} \wedge C_{2} \wedge \cdots \wedge C_{m}$ be an instance of 3-SAT where, for each clause $C_{i}(i \in[m])$, the literals are negated or unnegated variables from the set $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, and let $H=5(m+1)$ be a threshold.

Using $\varphi$, we construct in polynomial time a set of intervals (with pairwise distinct endpoints) such that the corresponding containment interval graph has a proper coloring with $H$ colors if and only if $\varphi$ is satisfiable. To this end, we introduce variable gadgets


Figure 4 Variable gadget for the proof of Theorem 7 in its two states. The blue intervals with dots extend to the clause gadgets. The topmost blue interval (starting immediately to the right of a gray interval) indicates that $x$ is part of a clause $C_{j}$ with $j>i$; the blue interval (with a small gap) that starts immediately to the right of a red interval indicates that $\neg x$ is part of the clause $C_{i}$.
and clause gadgets, which are sets of intervals representing the variables and clauses of $\varphi$, respectively. Our main building structure used in these gadgets is a Christmas tree, that is, an ordered set of intervals where each interval contains its successor; see, for example, the set of red intervals in Figure 4. Clearly, the intervals of a Christmas tree form a totally ordered clique and any proper coloring needs to observe this order. In Figure 5, Christmas trees are represented by trapezoids. The height of a Christmas tree is the number of intervals it consists of.

Let $j \in[n]$. The variable gadget for $x_{j}$ consists of two Christmas trees (formed by the red and gray intervals in Figure 4) whose longest intervals overlap and, for each tree, of two additional intervals (green in Figure 4). These green intervals lie immediately to the left and to the right of the shortest interval in their tree. The right green interval of the red tree overlaps the left green interval of the gray tree. Figure 4 depicts two representations of the same gadget for a variable $x$, each with its own coloring of the intervals (encoded by the height of the intervals; see the numbers at the right side of the gray box). The left representation with its coloring corresponds to assigning true to $x$, the right representation corresponds to assigning false. The height of the red tree is $H-1$ minus the number of occurrences of literals $x_{j^{\prime}}$ and $\neg x_{j^{\prime}}$ with $j^{\prime}<j$ in $\varphi$. The height of the gray tree is that of the red tree minus the number of occurrences of $\neg x_{j}$ in $\varphi$. We say that $x_{j}$ is set to true if the bottom interval of the gray tree has color 1 ; otherwise we say that $x_{j}$ is set to false.

For $i \in[m]$, the gadget for clause $C_{i}$ consists of a Christmas tree (light blue in Figure 5) of height $H-(5 i+2)=5(m-i)+3$. All clause gadgets are placed to the right of all variable gadgets, in the order $C_{1}, \ldots, C_{m}$ from left to right.

The key idea to transport a Boolean value from a variable gadget to a clause gadget is to add, for each occurrence of a literal $\ell_{j} \in\left\{x_{j}, \neg x_{j}\right\}$ in a clause $C_{i}$, an "arm" (blue intervals in Figures 4 and 5) that ends to the right of the clause gadget (the light blue Christmas tree) corresponding to $C_{i}$ and starts immediately to the right of the $5 i$-th interval of the gray tree (if $\ell_{j}=x_{j}$ ) or of the red tree (if $\ell_{j}=\neg x_{j}$ ) corresponding to $\ell_{j}$. The arm is represented by a sequence of intervals that are separated by a small gap within each Christmas tree of each clause gadget passed by the arm (such that, for any two arms, their gaps are disjoint and the resulting intervals do not contain each other). Assuming that the total number of colors is $H$, two intervals of the same arm that are separated by a gap need to get the same color because, at the gap, $H-2$ colors are occupied by other intervals and the one remaining "wrong" color is blocked due to the green intervals of the variable gadgets; see Figures 4 and 5 . The green intervals are contained by the blue intervals of the arms and need to get color $H$ or $H-1$.

If there is a satisfying truth assignment for $\varphi$, then there is a proper coloring that colors the variable gadgets such that they represent this truth assignment. As for every clause $C_{i}$, at least one of its literals in $C_{i}$ is true, the corresponding arm can use color $5 i$. Then, the


Figure 5 Variable gadgets (red and gray) and clause gadgets (blue) for the 3-SAT instance $\left(\neg x_{2} \vee \neg x_{4} \vee x_{5}\right) \wedge\left(x_{1} \vee \neg x_{3} \vee x_{4}\right) \wedge\left(\neg x_{1} \vee x_{2} \vee x_{3}\right)$ with a fulfilling truth assignment (above) and a non-fulfilling assignment (below). Note that the latter uses one color more (is one level higher).
arms of the other literals that occur in $C_{i}$ can use colors $5 i+1$ and $5 i+2$. This allows the light blue Christmas tree representing clause $C_{i}$, which has height $H-5 i-2$ and is contained in the rightmost interval of each of these arms, to use the colors $\{5 i+3,5 i+4, \ldots, H\}$.

Now suppose for a contradiction that there is no satisfying truth assignment for $\varphi$, but that there is a proper coloring with $H$ colors. This coloring assigns a truth value to each variable gadget (depending on whether the bottommost interval of the red or the gray tree has color 1). Clearly, there is a clause $C_{i}$ in $\varphi$ that is not satisfied by this truth assignment. Hence, none of the arms connecting the clause gadget of $C_{i}$ with its three corresponding variable gadgets can use color $5 i$. Hence they must use colors $5 i+1,5 i+2$, and $5 i+3$ (or higher). This forces the (blue) Christmas tree representing clause $C_{i}$ to use colors $\{5 i+4, \ldots, H, H+1\}$.

Thus, a proper coloring with $H$ colors exists if and only if $\varphi$ is satisfiable.

## 5 Coloring Bidirectional Interval Graphs Is NP-Hard

In this section we show that it is NP-hard to color a bidirectional interval graph with a given number of colors. For a set $\mathcal{I}$ of intervals and a function $o$ that maps every interval in $\mathcal{I}$ to an orientation (left-going or right-going), let $\mathcal{B}[\mathcal{I}, o]$ be the bidirectional interval graph induced by $\mathcal{I}$ and $o$.

- Theorem 8. Given a set $\mathcal{I}$ of intervals with orientations o and a positive integer $k$, it is $N P$-hard to decide whether $k$ colors suffice to color $\mathcal{B}[\mathcal{I}, o]$, that is, whether $\chi(\mathcal{B}[\mathcal{I}, o]) \leq k$.

Proof. We use the same ideas as in the proof of Theorem 7, but now we reduce from Monotone 3-Sat, the version of 3 -Sat where every clause contains only negated or only unnegated variables as literals. For an overview, see Figures 6 and 7 . Let $\varphi=C_{1} \wedge C_{2} \wedge \cdots \wedge C_{m}$ be the given instance of Monotone 3-Sat with variables $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. As before, let $H=5(m+1)$ be the number of colors sufficient for coloring a yes-instance.

We now construct variable and clause gadgets by specifying a set $\mathcal{I}$ of intervals with orientations $o$. Our intervals have pairwise distinct endpoints. Our main building structures are left- and right-going staircases. A left-going staircase (gray in Figures 6 and 7 ) is an


Figure 6 Variable gadget for the proof of Theorem 8 in its two states. Intervals directions are indicated by arrow heads. The blue intervals extend (to the right) to the clause gadgets of only negated variables. The two blue arrow heads starting next to the red intervals indicate that the clause $C_{i}$ and a clause $C_{j}$ with $j>i$ contain the literal $\neg x$.


Figure 7 Variable gadgets (red and gray) and clause gadgets (light green and light blue) for the Monotone 3-Sat instance $\left(x_{1} \vee x_{2} \vee x_{4}\right) \wedge\left(\neg x_{1} \vee \neg x_{2} \vee \neg x_{3}\right) \wedge\left(\neg x_{2} \vee \neg x_{3} \vee \neg x_{4}\right)$ with a fulfilling truth assignment (top) and a non-fulfilling assignment (bottom), which use $H$ and $H+1$ colors, respectively. Interval directions are indicated by arrow heads.
ordered set of left-going intervals that share a common point and whose left and right endpoints are in the order of the set. A right-going staircase is symmetric (red in Figures 6 and 7). Observe that staircases in (bi)directional interval graphs behave like Christmas trees in containment graphs: they form totally ordered cliques. The height of a staircase is the number of its intervals. In Figure 7, we draw staircases as parallelograms and we indicate left- and right-going intervals by arrow heads.

Let $i \in[m]$. If the clause $C_{i}$ has only negated literals, we again have three "arms" in $C_{i}$ starting to the right of the $5 i$-th interval of the red staircase of the three corresponding variables; see the blue intervals in Figures 6 and 7. The intervals of these arms are left-going and they are not split by a gap at the other variable gadgets this time because now we need to contain the left-going intervals of the staircases to have edges instead of arcs in $\mathcal{B}[\mathcal{I}, o]$. The arms end below a left-going light blue staircase (see Figure 7 on the upper right side) of height $5(m-i)+3$ whose maximum color is $H$ if and only if none of the corresponding arms gets a color greater than $5 i+2$.

Note that we need to avoid arcs between the arms. Therefore, we let every arm have a gap below each blue staircase that it passes. These gaps do not overlap and their order is inverse to the order of the left endpoints of the involved intervals. We continue the arm with a right-going interval (to avoid an arc with the blue staircase and the other arms) ending to
the right of the blue staircase, where we continue again with a left-going interval. Consider such an arm with intervals $I$ and $I^{\prime}$ (going in different directions) around a gap. At this gap, it is important that no color smaller than the color of $I$ is available for $I^{\prime}$, forcing $I^{\prime}$ to also get the color of $I$. Hence, we add long left-going intervals blocking every color not occupied by an arm or the blue staircase; see the orange intervals in Figure 7.

For every clause with only unnegated literals, we use the same construction but mirrored (connecting to the gray staircases); see the green intervals and light green staircases depicted in the top left corner of Figure 7.

We now have the same conditions as in the proof of Theorem 7: If there is a satisfying truth assignment for $\varphi$, there is a proper coloring, which colors the variable gadgets such that they represent this truth assignment. Again, for every $i \in[m]$, clause $C_{i}$ contains at least one literal set to true. Hence, the corresponding arm can get color $5 i$, and the other two arms and the (light blue or light green) staircase of $C_{i}$ get colors $\{5 i+1,5 i+2, \ldots, H\}$.

If there is no satisfying truth assignment for $\varphi$, then there is a clause $C_{i}$ none of whose arms (as a whole) can get color $5 i$. If each arm occupies only one layer, then an interval of the clause gadget of $C_{i}$ requires color $H+1$. If there is an arm occupying more than one layer, then below a clause gadget of some clause $C_{i^{\prime}}$, there are two colors blocked by this arm (at one of its gaps). Then, however, an interval of the clique of size $H-1$ at this gap belonging to the (light blue or light green) staircase of $C_{i^{\prime}}$, to the other arms, or to the orange "blocker" intervals requires color $H+1$; see Figure 7 for such an example.

## 6 Coloring General Mixed Interval Graphs

In this section we consider a further generalization of mixed interval graphs. We are dealing with an interval graph $G$ whose edges can be arbitrarily oriented (or stay undirected). In other words, the edge directions are not related to the geometry of the intervals.

Observe that a proper coloring of $G$ exists if and only if $G$ does not contain a directed cycle. Let $\chi(G)$ denote the minimum number of colors in a proper coloring of $G$, if it exists, or $\infty$ otherwise. We point out that the existence of a directed cycle can be determined in polynomial time (using, for example, depth-first search).

Note that clearly we have $\omega(G) \leq \chi(G)$. However, there is another parameter that enforces a large chromatic number even in sparse graphs. A directed path (of length $t$ ) in $G$ is a sequence of vertices $\left\langle v_{1}, v_{2}, \ldots, v_{t+1}\right\rangle$, such that, for each $i \in[t]$, the $\operatorname{arc}\left(v_{i}, v_{i+1}\right)$ exists. Let $\lambda(G)$ denote the length of a longest directed path in $G$.

Note that the vertices in a directed path receive pairwise distinct colors in any proper coloring. Thus we have $\chi(G) \geq \lambda(G)+1$, and consequently $\chi(G) \geq \max \{\omega(G), \lambda(G)+1\}$.

- Theorem 9. Let $G$ be a mixed interval graph without directed cycles. Then $\chi(G) \leq$ $(\lambda(G)+1) \cdot \omega(G)$.

Proof. Let $V$ denote the vertex set of $G$. Let $G \rightarrow$ be the graph obtained from $G$ by removing all edges. Clearly, $G^{\rightarrow}$ is a DAG. We partition $V$ into layers $L_{0}, L_{1}, \ldots$ as follows. The set $L_{0}$ consists of the vertices that are sources in $G^{\rightarrow}$, i.e., they do not have incoming arcs. Then, for $i=1,2, \ldots$, we iteratively define $L_{i}$ to be the set of sources in $G^{\rightarrow} \backslash \bigcup_{j=0}^{i-1} L_{j}$. Note that $\lambda(G)=\max \left\{i: L_{i} \neq \emptyset\right\}$. For $x \in V$, let $\ell(x) \in\{0, \ldots, \lambda(G)\}$ denote the unique $i$ such that $x \in L_{i}$.

Recall that the underlying undirected graph of $G, U(G)$, is an (undirected) interval graph, and thus $\chi(U(G))=\omega(U(G))=\omega(G)$. Let $c: V \rightarrow[\omega(U(G))]$ be an optimal proper coloring of $U(G)$.


Figure 8 For any $k \geq 1$, the set $\mathcal{I}_{k} \cup \mathcal{I}_{k}^{\prime}$ of intervals gives rise to a mixed interval graph $G_{k}$ with $2 k^{2}$ vertices, $\lambda\left(G_{k}\right)=k-1, \omega\left(G_{k}\right)=2 k$, and $\chi\left(G_{k}\right)=(k+1) \cdot k=\left(\lambda\left(G_{k}\right)+2\right) \cdot \omega\left(G_{k}\right) / 2$.

Now we define a coloring $f$ of $G$ : for $x \in V$, let $f(x)=\ell(x) \cdot \omega(G)+c(x)$. Note that $1 \leq f(x) \leq(\lambda(G)+1) \cdot \omega(G)$. We claim that $f$ is a proper coloring.

Consider an edge $\{x, y\}$. As this is also an edge in $U(G)$, we obtain that $c(x) \neq c(y)$, and so $f(x) \neq f(y)$. Now consider an arc $(x, y)$. Its existence implies that $\ell(x)<\ell(y)$, and thus $f(x)<f(y)$.

For some instances, the above bound is asymptotically tight.
Proposition 10. There is an infinite family $\left(G_{k}\right)_{k \geq 1}$ of mixed interval graphs with $\left|V\left(G_{k}\right)\right|=$ $2 k^{2}, \lambda\left(G_{k}\right)=k-1, \omega\left(G_{k}\right)=2 k$, and $\chi\left(G_{k}\right)=(k+1) \cdot k=\left(\lambda\left(G_{k}\right)+2\right) \cdot \omega\left(G_{k}\right) / 2$.

Proof. Let $\mathcal{I}_{k}=\mathcal{I}_{k, 1} \cup \mathcal{I}_{k, 2} \cup \cdots \cup \mathcal{I}_{k, k}$ be a set of $k^{2}$ intervals defined as follows; see Figure 8 for $\mathcal{I}_{4}$. For $i \in[k]$, let $\mathcal{I}_{k, i}$ be a multiset that contains $k$ copies of the interval [ $\left.6 i, 6 i+8\right]$. Similarly, let $\mathcal{I}_{k}^{\prime}=\mathcal{I}_{k, 1}^{\prime} \cup \mathcal{I}_{k, 2}^{\prime} \cup \cdots \cup \mathcal{I}_{k, k}^{\prime}$ be a set of $k^{2}$ intervals such that $\mathcal{I}_{k}^{\prime}$ is the image of mirroring $\mathcal{I}_{k}$ at the point $x=6 k+7$. Note that, for $i \in[k-1]$, every interval in $\mathcal{I}_{k, i}$ intersects every interval in $\mathcal{I}_{k, i+1}$ and every interval in $\mathcal{I}_{k, i}^{\prime}$ intersects every interval in $\mathcal{I}_{k, i+1}^{\prime}$. Additionally, every interval in $\mathcal{I}_{k, k}$ intersects every interval in $\mathcal{I}_{k, k}^{\prime}$.

Let $G_{k}$ be a mixed interval graph for the set $\mathcal{I}_{k} \cup \mathcal{I}_{k}^{\prime}$. We direct the edges of $G_{k}$ as follows. Let $\left\{I, I^{\prime}\right\}$ be a pair of intervals in $\mathcal{I}_{k} \cup \mathcal{I}_{k}^{\prime}$ that intersect each other. If $I$ and $I^{\prime}$ are copies of the same interval, then $\left\{I, I^{\prime}\right\}$ is an edge of $G_{k}$. Otherwise, $\left(I, I^{\prime}\right)$ is an arc of $G_{k}$ if $\left\{I, I^{\prime}\right\} \subseteq \mathcal{I}_{k}$ and $I$ lies further to the left than $I^{\prime}$, if $\left\{I, I^{\prime}\right\} \subseteq \mathcal{I}_{k}^{\prime}$ and $I$ lies further to the right than $I^{\prime}$, or if $\left(I, I^{\prime}\right) \in \mathcal{I}_{k, k} \times \mathcal{I}_{k, k}^{\prime}$. It is easy to see that $G_{k}$ has the desired properties.

Note that the mixed interval graphs that we constructed in the proof above are even directional interval graphs.

## 7 Open Problems

The obvious open problems are improvements to the results in Table 1, in particular: Is there a constant-factor approximation algorithm for coloring general mixed interval graphs? For applications in graph drawing, a better-than-2 approximation for coloring bidirectional interval graphs is of particular interest.

Is there a linear-time recognition algorithm for directional or containment interval graphs? Is there a polynomial-time recognition algorithm for bidirectional interval graphs?

Using a reduction from MAX-3-SAT instead of 3-SAT, it may be possible to adjust our NP-hardness proofs in order to show APX-hardness. To this end, the difference in the number of colors needed to color a yes-instance and the number of colors needed to color a no-instance would have to be proportional to the number of clauses that cannot be satisfied. We were not able to force such a large difference, hence we leave the APX-hardness of (or the existence of a PTAS for) coloring containment and birectional interval graphs open.
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#### Abstract

Given a directed edge-weighted graph $G=(V, E)$ with beer vertices $B \subseteq V$, a beer path between two vertices $u$ and $v$ is a path between $u$ and $v$ that visits at least one beer vertex in $B$, and the beer distance between two vertices is the shortest length of beer paths. We consider indexing problems on beer paths, that is, a graph is given a priori, and we construct some data structures (called indexes) for the graph. Then later, we are given two vertices, and we find the beer distance or beer path between them using the data structure. For such a scheme, efficient algorithms using indexes for the beer distance and beer path queries have been proposed for outerplanar graphs and interval graphs. For example, Bacic et al. (2021) present indexes with size $O(n)$ for outerplanar graphs and an algorithm using them that answers the beer distance between given two vertices in $O(\alpha(n))$ time, where $\alpha(\cdot)$ is the inverse Ackermann function; the performance is shown to be optimal. This paper proposes indexing data structures and algorithms for beer path queries on general graphs based on two types of graph decomposition: the tree decomposition and the triconnected component decomposition. We propose indexes with size $O\left(m+n r^{2}\right)$ based on the triconnected component decomposition, where $r$ is the size of the largest triconnected component. For a given query $u, v \in V$, our algorithm using the indexes can output the beer distance in query time $O(\alpha(m))$. In particular, our indexing data structures and algorithms achieve the optimal performance (the space and the query time) for series-parallel graphs, which is a wider class of outerplanar graphs.
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## 1 Introduction

Given a directed edge-weighted graph $G=(V, E)$ with beer vertices $B \subseteq V$, a beer path between two vertices $u$ and $v$ is a path between $u$ and $v$ that visits at least one beer vertex in $B$, and the beer distance between two vertices is the shortest length of beer paths. Here, a graph with $B$, the set of beer stores, is called a beer graph. The names "beer path" and "beer distance" come from the following story: A person will visit a friend but does not want
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to show up empty-handed, and they decide to pick up some beer along the way. They would like to take the fastest way to go from their place to their friend's place while stopping at a beer store to buy some drinks.

The notion of the beer path was recently introduced by Bacic et al. [1]. Although the name is somewhat like a fable, we often encounter similar situations as the above story. Instead of beer stores, we want to stop at a gas station along the way, for example.

Just computing the beer distance or a beer path with the beer distance is easy. A beer path with the beer distance always consists of two shortest paths: from the source to one of the beer stores and from the beer store to the destination. We can therefore compute them by solving the single source shortest path problem twice from the source and from the destination, and taking the minimum beer vertex among $B$.

We consider indexing problems on beer paths, that is, a graph is given a priori, and we construct some data structures (called indexes) for the graph. Then later, we are given two vertices, and we find the beer distance or beer path between them using the data structure. This is more efficient than algorithms without using any indexes if we need to solve queries for many pairs of vertices. Indeed, car navigation systems might equip such indexing mechanisms; since a system has map information as a graph in advance, it can make indexed information by preprocessing, which enables it to quickly output candidates of reasonable routes from the current position as soon as receiving a goal point. Such a scenario is helpful also for the beer path setting. Efficient algorithms using indexes for the beer distance and beer path queries have been proposed for outerplanar graphs [1] and interval graphs [5].

This paper presents indexes with efficient query algorithms using graph decomposition for more general classes of graphs. Namely, we consider graphs of bounded treewidth [3] and graphs with bounded triconnected components size [9]. The performance of our indexing and algorithm generalizes that for outerplanar graphs in [1]; if we apply our indexing and algorithm for outerplanar graphs, the space for indexes, preprocessing time, and query time are equivalent to those of [1]. Furthermore, ours can be applied for general graphs, though the performance worsens for graphs of large treewidth and with a large triconnected component.

### 1.1 Related Work

For undirected outerplanar beer graphs $G$ of order $n$, Bacic et al. [1] present indexes with size $O(n)$, which can be preprocessed in $O(n)$ time. For any two query vertices $u$ and $v$, (i) the beer distance between $u$ and $v$ can be reported in $O(\alpha(n))$ time, where $\alpha(n)$ is the inverse Ackermann function, and (ii) a beer path with the beer distance between $u$ and $v$ can be reported in $O(L)$ time, where $L$ is the number of vertices on this path. The query time is shown to be optimal.

For unweighted interval graphs with beer vertices $B$, Das et al. [5] provides a representation using $2 n \log n+O(n)+O(|B| \log n)$ bits. This data structure answers beer distance queries in $O\left(\log ^{\varepsilon} n\right)$ time for any constant $\varepsilon>0$ and shortest beer path queries in $O\left(\log ^{\varepsilon} n+L\right)$ time. They also present a trade-off relation between space and query time. These results are summarized in Table 1.

Other than the beer path problem, Farzan and Kamali [6] proposed a distance oracle for graphs with $n$ vertices and treewidth $k$ using asymptotically optimal $k(n+o(n)-k / 2)+O(n)$ bit space which can answer a query in $O\left(k^{3} \log ^{3} k\right)$ time. For general graphs, indexes for shortest paths (i.e., distance queries) and max flow queries based on the triconnected component decomposition have been proposed [10].

Table 1 Comparison of results.

| Graphs | Preprocessing Complexity |  | Query time |
| :---: | :---: | :---: | :---: |
|  | Space (words) | Time |  |
| Outerplanar graphs [1] (undirected, $W=\mathbb{R}_{\geq 0}$ ) | $O(m)(=O(n))$ |  | $O(\alpha(n))$ |
| Interval graphs [5] (undirected, unweighted) | $\begin{gathered} O(n+\|B\|) \\ O(n+\|B\| \log \log n) \end{gathered}$ | $\begin{gathered} O(n+\|B\|)^{*} \\ O(n+\|B\| \log \log n)^{*} \end{gathered}$ | $\begin{gathered} O\left(\log ^{\varepsilon} n\right) \\ O(\log \log n) \end{gathered}$ |
| tri. decomp. (undirected, $W=\mathbb{Z}_{\geq 0}$ ) | $\begin{gathered} O(m) \\ O\left(m+n r^{2}\right) \end{gathered}$ | $\begin{aligned} & O\left(m+n r^{3}\right) \\ & O\left(m+n r^{4}\right) \end{aligned}$ | $\begin{gathered} O\left(r^{2}+\alpha(m)\right) \\ O(\alpha(m)) \end{gathered}$ |
| Ours $\quad$tri. decomp. <br> $\left(W=\mathbb{R}_{\geq 0}\right)$ | $\begin{gathered} O(m) \\ O\left(m+n r^{2}\right) \end{gathered}$ | $\begin{aligned} & O\left(\left(m+n \log r_{+}\right) r_{+}^{2}\right) \\ & O\left(\left(m+n \log r_{+}\right) r_{+}^{3}\right) \end{aligned}$ | $\begin{gathered} O\left(r^{2} \log r_{+}+\alpha(m)\right) \\ O(\alpha(m)) \end{gathered}$ |
| tree decomp. $\left(W=\mathbb{R}_{\geq 0}\right)$ | $\begin{aligned} & O\left(t^{3} n\right) \\ & O\left(t^{5} n\right) \end{aligned}$ | $\begin{gathered} O\left(t^{8} n\right) \\ O\left(t^{10} n\right) \end{gathered}$ | $\begin{aligned} & \hline O\left(t^{7}+\alpha(t n)\right) \\ & \mathrm{O}\left(t^{6}+\alpha(t n)\right) \\ & \hline \end{aligned}$ |

$n$ : the number of vertices
$m$ : the number of edges
$r$ : the size of maximum triconnected components, $r_{+}=\max \{1, r\}$
$t$ : the treewidth
$\alpha(\cdot)$ : the inverse Ackermann function
*: not explicitly mentioned

### 1.2 Our Contribution

We present indexing data structures and query algorithms for beer distance and beer path queries for general graphs based on graph decomposition. As graph decomposition, we use the tree decomposition [3] and the triconnected component decomposition [9]. The obtained results are summarized in Table 1.

We first present faster query algorithms using properties of the triconnected component decomposition. In this approach, we use $r$, the size of the largest triconnected component in a graph, as the parameter to evaluate the efficiency of algorithms. Note that $r$ is not the number of edges in the largest triconnected component; it is the number of edges in a component after contracting every biconnected component into an edge and therefore it is not so large in practice. The formal definition will be given in Section 2.2. Our data structure uses $O(m+r \cdot \min \{m, r n\})$ space, and the algorithm for undirected graphs with nonnegative integer edge weights requires $O\left(m+r^{3} \cdot \min \{m, r n\}\right)$ time for preprocessing, and it answers for each query in $O(\alpha(m))$ time. For directed graphs with nonnegative edge weights, the preprocessing time and query time are, respectively $O\left(m+r^{3}\left(m+n \log r_{+}\right)\right)$and $O(\alpha(m))$. Since the size of indexes and query time have a trade-off relation, a little slower query time can achieve an indexing data structure with less memory. In such a scenario, another data structure uses $O(m)$ space, and the algorithm for undirected graphs with nonnegative integer edge weights requires $O\left(m+r^{2} \cdot \min \{m, r n\}\right)$ time for preprocessing, and it answers for each query in $O\left(r^{2}+\alpha(m)\right)$ time. For directed graphs with nonnegative edge weights, the preprocessing time and query time are, respectively $O\left(m+r^{2}\left(m+n \log r_{+}\right)\right)$ and $O\left(r^{2} \log r_{+}+\alpha(m)\right)$.

Because triconnected component decomposition can be regarded as a tree decomposition, we extend our query algorithms for graphs represented by using the tree decomposition. Though computing the exact treewidth is NP-hard, whereas triconnected component decomposition is done in linear time [8], and query time complexities using tree decomposition is
larger than using triconnected component decomposition, the treewidth is always at most $r$ and therefore algorithms based on the tree decomposition are faster in some cases. In view of these, we remake the indexing data structures and algorithms for tree decomposition. The indexing data structure requires $O\left(t^{5} n\right)$ space and $O\left(t^{10} n\right)$ time to construct, and the algorithm can answer a query in $O\left(t^{6}+\alpha(t n)\right)$ time.

Note that for series-parallel graphs $r=0, t=2$, and $m=O(n)$ hold. This implies that for series-parallel graphs, our indexing data structures use $O(n)$ space, and the algorithms can answer each query in $O(\alpha(n))$ time. Since the class of series-parallel graphs is a super class of outerplanar graphs, our results fairly extend the optimal result for outerplanar graphs by [1].

The rest of the paper is organized as follows. Section 2 is for preliminaries. Sections 3 and 4 present the main parts that describe the indexing and algorithms under triconnected decomposition. Section B shows how we remake that to those under tree decomposition.

## 2 Preliminaries

Let $\mathbb{Z}_{\geq 0}$ be the set of nonnegative integers and $\mathbb{R}_{\geq 0}$ be the set of nonnegative real numbers. For nonnegative integers $i, j \in \mathbb{Z}_{\geq 0}(i \leq j)$, let $[i, j]=\{i, i+1, \ldots, j-1, j\}$.

For a graph $G$, let $V(G)$ and $E(G)$ denote its vertex and edge sets, respectively. For two graphs $G$ and $G^{\prime}$, let $G \backslash G^{\prime}=\left(V(G) \backslash V\left(G^{\prime}\right), E(G) \backslash E\left(G^{\prime}\right)\right)$ and $G \cup G^{\prime}=$ $\left(V(G) \cup V\left(G^{\prime}\right), E(G) \cup E\left(G^{\prime}\right)\right)$. Also, for a graph $G$ and a set of vertex pairs $F \subseteq$ $V(G) \times V(G)$, let $G \backslash F=(V(G), E(G) \backslash F)$ and $G \cup F=(V(G), E(G) \cup F)$. Furthermore, for a graph $G$ and its vertex subset $S \subseteq V(G)$, let $G[S]$ be the subgraph of $G$ induced by $S$.

### 2.1 Shortest Path Problem and Beer Path Problem / Query

Suppose we are given a graph $G$, an edge weight $w: E(G) \rightarrow W$, and a vertex subset $B \subseteq V(G)$. Note that in this paper, we assume $W=\mathbb{Z}_{\geq 0}$ or $W=\mathbb{R}_{\geq 0}$.

For vertices $u, v \in V(G)$, a path from $u$ to $v$ in $G$ is called a $u-v$ path in $G$. Usually, a $u-v$ path is not unique. The length of a path is defined by the sum of the edge weights on the path. The shortest length of all $u-v$ paths is called the $u-v$ distance in $G$, denoted by $\mathrm{d}((G, w), u, v)$. Also, for vertices $u, v \in V(G)$, a walk from $u$ to $v$ passing through a vertex belonging to $B$ at least once is called a $u-v$ beer path in $G$. The length of a $u-v$ beer path is similarly defined as the length of a $u-v$ path, $u-v$ beer distance in $G$ is defined by the shortest length of all $u-v$ beer paths and is denoted by $\mathrm{d}^{\mathrm{B}}((G, w, B), u, v)$. Note that if $w$ and $B$ are clear from the context, we omit them and denote $\mathrm{d}((G, w), u, v)$ as $\mathrm{d}(G, u, v)$ and $\mathrm{d}^{\mathrm{B}}((G, w, B), u, v)$ as $\mathrm{d}^{\mathrm{B}}(G, u, v)$. Then, a vector whose elements are the distance and the beer distance is denoted by

$$
\vec{d}(G, u, v)=\binom{\mathrm{d}(G, u, v)}{\mathrm{d}^{\mathrm{B}}(G, u, v)} .
$$

For a given $G, w, B$ and vertices $u, v \in V(G)$, the problem of finding $\mathrm{d}(G, u, v)$ (or one $u-v$ path that realizes it) is called Shortest Path and the problem of finding $\mathrm{d}^{\mathrm{B}}(G, u, v)$ (or one $u$ - $v$ beer path that realizes it) is called Beer Path. For given $u$ and $v$, the query asked to return $\mathrm{d}^{\mathrm{B}}(G, u, v)$ or one $u-v$ beer path with length $\mathrm{d}^{\mathrm{B}}(G, u, v)$ is called Beer Path Query on $G, w, B$.

Here, we review algorithms for the shortest path problem and their computational complexity. When $W=\mathbb{Z}_{\geq 0}$ and $G$ is an undirected graph, the shortest path problem can be solved in $O(m)$ time by using Thorup's algorithm [11]. When $W=\mathbb{R}_{\geq 0}$, the shortest
path problem can be solved in $O(m+n \log n)$ time by Dijkstra's algorithm using Fibonacci heap [7]. Hereafter, let ALG $(G)$ denote the computational time to solve Shortest Path Problem by one of the above algorithms according to the setting; for example, if $G$ is undirected and $W=\mathbb{Z}_{\geq 0}, \operatorname{ALG}(G)=O(m)$, and if $W=\mathbb{R}_{\geq 0}, \operatorname{ALG}(G)=O(m+n \log m)$.

### 2.2 SPQR tree

Let $G$ be a biconnected (multi) undirected graph and $\{u, v\}$ be its vertex pair. If $G[V(G) \backslash$ $\{u, v\}]$ is disconnected or $u$ and $v$ are adjacent in $G,\{u, v\}$ is called a split pair of $G$. We denote the set of split pairs of $G$ by $\operatorname{Spl}_{G}$. For $\{u, v\} \in \operatorname{Spl}_{G}$, a maximal subgraph $H$ of $G$ satisfying $\{u, v\} \notin \operatorname{Spl}_{H}$, and the graph $(\{u, v\},\{e\})$ consisting of the edge $e$ connecting $u$ and $v$, are called a split component of the split pair $\{u, v\}$ of $G$. We denote the set of split components of the split pair $\{u, v\}$ of $G$ by $\operatorname{SplCom}_{G}(u, v)$. For $\{u, v\} \in \operatorname{Spl}_{G}$ and $\{s, t\} \in E(G)$, we say that $\{u, v\}$ is maximal with respect to $\{s, t\}$ if vertices $u, v, s, t$ are in the same split component for any split pair $\left\{u^{\prime}, v^{\prime}\right\}$.

For example, for the graph $G$ shown in Figure $6, \operatorname{Spl}_{G}=E(G) \cup$ $\{\{1,6\},\{1,7\},\{2,6\},\{4,6\}\}$ and $\operatorname{SplCom}_{G}(1,6)=\left\{G_{1}, G_{2}, G_{3}\right\}, \quad \operatorname{SplCom}_{G}(2,6)=$ $\left\{H_{1}, H_{2}, H_{3}\right\}$. Also, $\{1,6\} \in \operatorname{Spl}_{G}$ is maximal with respect to the edge $\{1,2\}$. Furthermore, $\{1,6\} \in \operatorname{Spl}_{G}$ is not maximal with respect to the edge $\{2,5\}$ because no component in $\operatorname{SplCom}_{G}(2,6)$ containing all vertices $1,6,2$, and 5 .

For an edge $e=\{u, v\} \in E(G)$, we define an SPQR tree $\mathcal{T}(G, e)$ of $G$. Here, $e$ is called a reference edge of $\mathcal{T}(G, e)$ of $G$. Each node $\mu$ of $\mathcal{T}(G, e)$ is associated with a graph $\mathrm{Sk}_{\mu}$. The root node of $\mathcal{T}(G, e)$ is denoted by $\mu_{e}$. The $\mathcal{T}(G, e)$ is defined recursively as follows.
Trivial Case If $\operatorname{SplCom}_{G}(u, v)=\left\{(\{u, v\},\{e\}),\left(\{u, v\},\left\{e^{\prime}\right\}\right)\right\}\left(e^{\prime} \in E(G)\right)$, that is, $G$ is a two vertices multi graph consisting of two edges $e, e^{\prime}, \mathcal{T}(G, e)=\left(\left\{\mu_{e}\right\}, \emptyset\right), \mathrm{Sk}_{\mu_{e}}=G$. Also, $\mu_{e}$ is said to be a Q node.
Series Case Let $\operatorname{SplCom}_{G}(u, v)=\{(\{u, v\},\{e\}), H\}$, where $H$ is formed by a series connection of $k(\geq 2)$ connected components $H_{1}, \ldots H_{k}$. Then, for vertices $u=c_{0}, c_{1}, c_{2}, \ldots, c_{k-1}$, $c_{k}=v\left(c_{1}, \ldots, c_{k-1}\right.$ are cut vertices of $\left.G\right)$, let $c_{i-1}, c_{i}$ be the only vertices belonging to $H_{i}(1 \leq i \leq k)$. In this case, if $e_{i}=\left\{c_{i-1}, c_{i}\right\}(1 \leq i \leq k)$, then

$$
\begin{aligned}
& \mathcal{T}(G, e)=\left(\left\{\mu_{e}\right\}, \emptyset\right) \cup \bigcup_{1 \leq i \leq k}\left(\mathcal{T}\left(H_{i} \cup\left\{e_{i}\right\}, e_{i}\right) \cup\left\{\left\{\mu_{e}, \mu_{e_{i}}\right\}\right\}\right), \\
& \operatorname{Sk}_{\mu_{e}}=\left(\left\{c_{0}, \ldots, c_{k}\right\},\left\{e, e_{1}, \ldots, e_{k}\right\}\right) .
\end{aligned}
$$

Also, $\mu_{e}$ is said to be an S node.
Parallel Case If $\operatorname{SplCom}_{G}(u, v)=\left\{(\{u, v\},\{e\}), H_{1}, \ldots, H_{k}\right\}(k \geq 2)$, that is, $G$ is formed by the parallel connection of 3 or more split components of $\{u, v\}$. In this case, if we let $e_{i}$ denote the edge corresponding to $H_{i}$, then $\operatorname{Sk}_{\mu_{e}}=\left(\{u, v\},\left\{e, e_{1}, \ldots, e_{k}\right\}\right)$ and $\mathcal{T}(G, e)$ is defined as same as series case. Also, $\mu_{e}$ is said to be a P node.
Rigid Case If the above does not apply, that is, $\operatorname{SplCom}_{G}(u, v)=\{(\{u, v\},\{e\}), H\}$ and $H$ has no cut vertices, let all maximal split pairs for $\{u, v\}$ in $\operatorname{Spl}_{G} \backslash\{\{u, v\}\}$ be $\left\{u_{i}, v_{i}\right\}$ $(1 \leq i \leq k, k \geq 1)$. Also, for each $i$, let $H_{i}$ be the union of the split components for $\left\{u_{i}, v_{i}\right\}$ that does not contain $e$. That is, $H_{i}=\bigcup_{H \in \operatorname{SplCom}_{G}\left(u_{i}, v_{i}\right): e \notin E(H)} H$. In this case, if we let $e_{i}$ denote the edge corresponding to $H_{i}(1 \leq i \leq k)$, then

$$
\mathrm{Sk}_{\mu_{e}}=\left(\{u, v\} \cup \bigcup_{1 \leq i \leq k}\left\{u_{i}, v_{i}\right\},\{e\} \cup \bigcup_{1 \leq i \leq k}\left\{e_{i}\right\}\right)
$$

and $\mathcal{T}(G, e)$ is defined as same as series case. Also, $\mu_{e}$ is said to be an R node.

The tree $(\{\rho, \emptyset\}) \cup \mathcal{T}(G, e) \cup\left\{\left\{\rho, \mu_{e}\right\}\right\}$ obtained by connecting the tree $\mathcal{T}(G, e)$ obtained by the above definition and Q node $\rho$ with the graph $\mathrm{Sk}_{\rho}=(\{u, v\},\{e\})$ as a root is called the SPQR tree of $G$ with respect to edge $e$. Hereafter, we simply call it an SPQR tree and denote it by $\mathcal{T}$. Also, we denote the only child node $\mu_{e}$ of the root node $\rho$ by $\rho^{\prime}$.

For each node $\mu \in V(\mathcal{T}) \backslash\{\rho\}$ of $\mathcal{T}$, each edge of $\mathrm{Sk}_{\mu}$ is a skeleton of a certain graph, so $\mathrm{Sk}_{\mu}$ is called the skeleton graph of $\mu$. Let $n_{\mu}=\left|V\left(\mathrm{Sk}_{\mu}\right)\right|$ be the number of vertices and $m_{\mu}=\left|E\left(\mathrm{Sk}_{\mu}\right)\right|$ be the number of edges of the skeleton $\mathrm{Sk}_{\mu}$. Also, let the reference edge of $\mu$ be $\operatorname{Ref}_{\mu}=\left\{x_{\mu}, y_{\mu}\right\}$ and let $\mathrm{Ch}_{\mu}$ and $\operatorname{Des}_{\mu}$ be the sets of child and descendant nodes of $\mu$ in $\mathcal{T}$, respectively. We denote the set consisting of $\mathrm{S}, \mathrm{P}, \mathrm{Q}$, and R nodes by $S_{\mathcal{T}}, P_{\mathcal{T}}, Q_{\mathcal{T}}, R_{\mathcal{T}}$, respectively. For each $\mu \in V(\mathcal{T}) \backslash\{\rho\}$, let $G_{\mu}$ be the subgraph of $G$ corresponding to the graph of $\mathrm{Sk}_{\mu}$ without the reference edge. This can be expressed as $G_{\mu}=\left(\left\{x_{\mu}, y_{\mu}\right\},\left\{\left\{x_{\mu}, y_{\mu}\right\}\right\}\right)$ if $\mu \in Q_{\mathcal{T}}$, otherwise $G_{\mu}=\bigcup_{\lambda \in \mathrm{Ch}_{\mu}} G_{\lambda}$. An example of a SPQR tree is shown in Figure 1.

The following is known for the SPQR tree $\mathcal{T}$ of $G$.

- Lemma 1. Let $G$ be a biconnected undirected graph with $n$ vertices and $m$ edges, and $\mathcal{T}$ be its $S P Q R$ tree. For each node $\mu \in V(\mathcal{T}) \backslash\{\rho\},\left\{x_{\mu}, y_{\mu}\right\} \in \operatorname{Spl}_{G}$. If $\mu \in R_{\mathcal{T}}, \mathrm{Sk}_{\mu}$ is a triconnected graph. Also, $\left|Q_{\mathcal{T}}\right|=m,\left|S_{\mathcal{T}} \cup P_{\mathcal{T}} \cup R_{\mathcal{T}}\right|=O(n), \sum_{\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}} \cup R_{\mathcal{T}}} m_{\mu}=O(m)$, and $\sum_{\mu \in V(\mathcal{T})} n_{\mu}=O(n)$ hold. Furthermore, $\mathcal{T}$ van be computed in $O(n+m)$ time.

Let $r=\max _{\mu \in R_{\mathcal{T}}}\left\{m_{\mu}\right\}$ be the maximum number of edges in the skeleton of the R node (triconnected graph). Note that if $R_{\mathcal{T}}=\emptyset$ ), $r=0$. Also, $r_{+}=\max \{1, r\}$.

An SPQR tree for a directed graph is defined as a graph whose skeleton is replaced by a directed graph after computing the SPQR tree by considering the graph as an undirected graph. In this case, for each $\mu \in V(\mathcal{T}) \backslash\{\rho\}$, we consider two reference edges $\left\langle x_{\mu}, y_{\mu}\right\rangle,\left\langle y_{\mu}, x_{\mu}\right\rangle$ and let $\operatorname{Ref}_{\mu}=\left\{\left\langle x_{\mu}, y_{\mu}\right\rangle,\left\langle y_{\mu}, x_{\mu}\right\rangle\right\}$.

### 2.3 Query Problems

We present all query problems that will be used in later.
Range Minimum Query For a given array $(a)=a[1], a[2], \ldots, a[n]$ of length $n$, the query defined by the following pair of inputs and outputs is called Range Minimum Query for the array ( $a$ ).
Input Positive integers $i, j(1 \leq i \leq j \leq n)$,
Output Minimum value in the subarray $a[i], a[i+1], \ldots, a[j-1], a[j]$ of the array $(a)$.
This query can be answered in $O(1)$ time by preprocessing in $O(n)$ space and $O(n)$ time [2].
Lowest Common Ancestor Query Given a rooted tree $T$ with $n$ vertices. The query defined by the following pair of input and output is called the lowest common ancestor query for the rooted tree $T$.
Input Vertices $u, u^{\prime} \in V(T)$,
Output The deepest (furthest from the root) common ancestor of $u, u^{\prime}$ in $T$.
This query can be answered in $O(1)$ time by preprocessing in $O(n)$ space and $O(n)$ time using range minimum queries.

Tree Product Query Given a set $S$, a semigroup $\circ: S^{2} \rightarrow S$, a tree $T$ with $n$ vertices, and a mapping $f: V(T) \rightarrow S$. The query defined by the following pair of input and output is called a Tree Product Query for $S, \circ, T, f$.
Input Vertices $u, u^{\prime} \in V(T)$,
Output Let $u=v_{1}, v_{2}, \ldots, v_{k-1}, v_{k}=u^{\prime}$ be the only path on $T$ that connects $u, u^{\prime}$, then $f\left(v_{1}\right) \circ f\left(v_{2}\right) \circ \ldots \circ f\left(v_{k}\right)$.

This query can be answered in $O(\alpha(n))$ time by preprocessing in $O(n)$ space and $O(n)$ time [4]. Here, $\alpha$ is the inverse Ackermann function.

For a nonnegative integer $i, \ell$, we define $A_{\ell}(i)$ as follows.

$$
A_{\ell}(i)=\left\{\begin{array}{cc}
i+1 & \ell=0, i \geq 0 \\
A_{\ell-1}^{(i+1)}(i+8) & \ell \geq 1, i \geq 0
\end{array}\right.
$$

Note that $A_{\ell-1}^{(i+1)}$ denotes a function that $A_{\ell-1}$ iterated $i+1$ times. Using this, the inverse Ackermann function $\alpha$ is defined as $\alpha(n)=\min \left\{\ell \in \mathbb{Z}_{\geq 0} \mid A_{\ell}(1)>n\right\}$.

## 3 Triconnected component decomposition-based indexing

This section describes indices based on triconnected component decomposition for biconnected graphs. First, for each $\mu, \lambda \in \mathcal{T}$, we define $K_{\mu, \lambda}=$ $\left(\left\{x_{\mu}, y_{\mu}\right\} \cup\left\{x_{\lambda}, y_{\lambda}\right\},\left(\left\{x_{\mu}, y_{\mu}\right\} \cup\left\{x_{\lambda}, y_{\lambda}\right\}\right)^{2}\right)$ to be a complete graph with self loops, and let $K_{\mu, \lambda}^{\vec{w}}$ denote the graph $K_{\mu, \lambda}$ with the weight

$$
\vec{w}: V\left(K_{\mu, \lambda}\right)^{2} \rightarrow W^{2}\left(\vec{w}(u, v)=\binom{w(u, v)}{w^{\mathrm{B}}(u, v)}\right) .
$$

Also, let $\mathcal{K}=\left\{K_{\mu, \lambda}^{\vec{w}} \mid \mu, \lambda \in V(\mathcal{T}), \vec{w}: V\left(K_{\mu, \lambda}\right)^{2} \rightarrow W^{2}\right\} \cup\{\perp\}$ be the union of the set of those weighted graphs and $\{\perp\}$.

Next, for convenience, we define the maps $F_{i}: \operatorname{dom}\left(F_{i}\right) \rightarrow \mathcal{K}$ that provide data of distance and beer distance ( $i=1,2,3,4$, specific domains are described later). The algorithms for beer path queries precompute some of these as data structures.

For each $\mathcal{X} \in \operatorname{dom}\left(F_{i}\right)$, let $F_{i}(\mathcal{X}) \in \mathcal{K}$ be a complete graph with at most 4 vertices and $\vec{f}_{i}(\mathcal{X})$ be its weight. Also, we will denote the weight $\vec{f}_{i}(\mathcal{X})(u, v)$ of each vertex pair $\langle u, v\rangle \in V\left(F_{i}(\mathcal{X})\right)^{2}$ by

$$
\vec{f}_{i}(\mathcal{X}, u, v)=\binom{f_{i}(\mathcal{X}, u, v)}{f_{i}^{\mathrm{B}}(\mathcal{X}, u, v)}
$$

omitting some brackets. These maps are defined so that $f_{i}(\mathcal{X}, u, v)$ represents the normal distance and $f_{i}^{\mathrm{B}}(\mathcal{X}, u, v)$ represents the beer distance.

### 3.1 Definition of the mapping $\boldsymbol{F}_{1}$ and its computation

- Definition 2. We define the mapping $F_{1}: V(\mathcal{T}) \backslash\{\rho\} \rightarrow \mathcal{K}$ as follows: For each node $\mu \in V(\mathcal{T}) \backslash\{\rho\}$, let $F_{1}(\mu)=K_{\mu, \mu}^{\vec{f}_{1}(\mu)}$ (a complete graph consists of $\mathcal{2}$ vertices $x_{\mu}, y_{\mu}$ ). The weight of each vertex pair $\langle u, v\rangle \in\left\{x_{\mu}, y_{\mu}\right\}^{2}$ is $\vec{f}_{1}(\mu, u, v)=\vec{d}\left(G_{\mu}, u, v\right)$.

The $F_{1}(\mu)$ intuitively represents the distance data when using the part of the $\mathcal{T}$ shown in Figure 2.We can compute $F_{1}$ from the leaves of $\mathcal{T}$ to the root as described below.

If $\mu \in Q_{\mathcal{T}} \backslash\{\rho\}, G_{\mu}$ is a graph that consists of only edges $\left\langle x_{\mu}, y_{\mu}\right\rangle,\left\langle y_{\mu}, x_{\mu}\right\rangle$, so we can calculate the weights as in

$$
f_{1}(\mu, u, v)=w(u, v), \quad f_{1}^{\mathrm{B}}(\mu, u, v)=\left\{\begin{array}{cc}
\infty & B \cap\left\{x_{\mu}, y_{\mu}\right\}=\emptyset \\
\min _{p \in B \cap\left\{x_{\mu}, y_{\mu}\right\}}\{w(u, p)+w(p, v)\} & B \cap\left\{x_{\mu}, y_{\mu}\right\} \neq \emptyset .
\end{array}\right.
$$

From now on, we assume that $\mu$ is an inner node and that $F_{1}(\lambda)$ is computed for each of its child nodes $\lambda \in \mathrm{Ch}_{\mu}$. Also, let $H_{\mu}$ be the weighted graph with each edge $\left\langle x_{\lambda}, y_{\lambda}\right\rangle,\left\langle y_{\lambda}, x_{\lambda}\right\rangle$ $\left(\lambda \in \mathrm{Ch}_{\mu}\right)$ of $\mathrm{Sk}_{\mu} \backslash \operatorname{Ref}_{\mu}$ given a weight $f_{1}\left(\mu, x_{\mu}, y_{\mu}\right), f_{1}\left(\mu, y_{\mu}, x_{\mu}\right)$ respectively. Then, from
the definition of $H_{\mu}$, if we consider the path from $u$ to $v$ in $G_{\mu}$ through the subgraph $G_{\lambda}$ $\left(\langle u, v\rangle \in\left\{x_{\lambda}, y_{\lambda}\right\}^{2}\right)$. The distance $f_{1}(\mu, u, v)$ can be obtained by referring to the weight of the edge $\langle u, v\rangle \in E\left(H_{\mu}\right)$ (the beer distance $f_{1}^{\mathrm{B}}(\mu, u, v)$ is obtained by referring to $f_{1}^{\mathrm{B}}(\lambda, u, v)=$ $\mathrm{d}^{\mathrm{B}}\left(G_{\lambda}, u, v\right)$ directly). Therefore, $F_{1}(\mu)$ can be calculated by using $H_{\mu}$ instead of $G_{\mu}$.

If $\mu \in S_{\mathcal{T}}$, let $\mathrm{Ch}_{\mu}=\left\{\mu_{1}, \ldots, \mu_{k}\right\}$ and let $x_{\mu}=x_{\mu_{1}}, y_{\mu_{i}}=x_{\mu_{i+1}}(1 \leq i \leq k-1), y_{\mu_{k}}=y_{\mu}$ in $\mathrm{Sk}_{\mu}$ (see Figure 7 of Appendix). Here, we define the following six symbols for each $\mu \in S_{\mathcal{T}}$ : - $\sigma_{\mu}^{\mathrm{xy}}[i, j]:=\left\{\begin{array}{cc}\sum_{i \leq p \leq j} f_{1}\left(\mu_{p}, x_{\mu_{p}}, y_{\mu_{p}}\right) & 1 \leq i \leq j \leq k, \\ 0 & \text { otherwise },\end{array}\right.$
which is the distance from $x_{\mu_{i}}$ to $y_{\mu_{j}}$ in $\bigcup_{i \leq p \leq j} G_{\mu_{p}}$.
$-\sigma_{\mu}^{\mathrm{yx}}[i, j]:=\left\{\begin{array}{cc}\sum_{i \leq p \leq j} f_{1}\left(\mu_{p}, y_{\mu_{p}}, x_{\mu_{p}}\right) & 1 \leq i \leq j \leq k, \\ 0 & \text { otherwise },\end{array}\right.$

- $\beta_{\mu}^{\mathrm{xx}}[i]:=\sigma_{\mu}^{\mathrm{xy}}[1, i-1]+f_{1}^{\mathrm{B}}\left(\mu_{i}, x_{\mu_{i}}, x_{\mu_{i}}\right)+\sigma_{\mu}^{\mathrm{yx}}[1, i-1](1 \leq i \leq k$, which is the distance of the shortest walk that reaches from $x_{\mu}=x_{\mu_{1}}$ to $y_{\mu_{i-1}}=x_{\mu_{i}}$ in $\bigcup_{1 \leq j \leq i-1} G_{\mu_{j}}$, back to $x_{\mu_{i}}$ via a beer vertex in $G_{\mu_{i}}$ and again to $x_{\mu}$.
- $\beta_{\mu}^{\mathrm{xy}}[i]:=f_{1}^{\mathrm{B}}\left(\mu_{i}, x_{\mu_{i}}, y_{\mu_{i}}\right)-f_{1}\left(\mu_{i}, x_{\mu_{i}}, y_{\mu_{i}}\right)(1 \leq i \leq k)$,
which is the difference between the beer distance and the (mere) distance in moving from $x_{\mu_{i}}$ to $y_{\mu_{i}}$ in $G_{\mu_{i}}$.
- $\beta_{\mu}^{\mathrm{yx}}[i]:=f_{1}^{\mathrm{B}}\left(\mu_{j}, y_{\mu_{j}}, x_{\mu_{j}}\right)-f_{1}\left(\mu_{j}, y_{\mu_{j}}, x_{\mu_{j}}\right)(1 \leq i \leq k)$,
- $\beta_{\mu}^{\mathrm{yy}}[i]:=\sigma_{\mu}^{\mathrm{yx}}[i+1, k]+f_{1}^{\mathrm{B}}\left(\mu_{i}, y_{\mu_{i}}, y_{\mu_{i}}\right)+\sigma_{\mu}^{\mathrm{xy}}[i+1, k](1 \leq i \leq k)$.

Note that we only preprocess $\sigma_{\mu}^{\mathrm{xy}}[1, i], \sigma_{\mu}^{\mathrm{xy}}[i, k], \sigma_{\mu}^{\mathrm{yx}}[1, i], \sigma_{\mu}^{\mathrm{yx}}[i, k](1 \leq i \leq k)$ among $\sigma_{\mu}^{\mathrm{xy}}[i, j]$, $\sigma_{\mu}^{\mathrm{yx}}[i, j]$. The other $\sigma_{\mu}^{\mathrm{xy}}[i, j]$ and $\sigma_{\mu}^{\mathrm{yx}}[i, j]$ are obtained and used in $O(1)$ time each time. We also preprocess $\beta_{\mu}^{\mathrm{xx}}[\cdot], \beta_{\mu}^{\mathrm{xy}}[\cdot], \beta_{\mu}^{\mathrm{yx}}[\cdot], \beta_{\mu}^{\mathrm{yy}}[\cdot]$ for Range Minimum Query. All of the above preprocessing can be computed in $O(k)$ space and $O(k)$ time. By using these, we can calculate the weights as in

$$
\vec{f}_{1}\left(\mu, x_{\mu}, x_{\mu}\right)=\binom{0}{\min _{1 \leq i \leq k}\left\{\beta_{\mu}^{\mathrm{xx}}[i]\right\}}, \quad \vec{f}_{1}\left(\mu, x_{\mu}, y_{\mu}\right)=\binom{\sigma_{\mu}^{\mathrm{xy}}[1, k]}{\sigma_{\mu}^{\mathrm{xy}}[1, k]+\min _{1 \leq i \leq k}\left\{\beta_{\mu}^{\mathrm{xy}}[i]\right\}} .
$$

If $\mu \in P_{\mathcal{T}}$, we define the following for each $\langle u, v\rangle \in\left\{x_{\mu}, y_{\mu}\right\}^{2}$ to simplify:

$$
\ell_{u, v}=\min _{\lambda \in \mathrm{Ch}_{\mu}}\left\{f_{1}(\lambda, u, v)\right\}, \ell_{u, v}^{\mathrm{B}}=\min _{\lambda \in \mathrm{Ch}_{\mu}}\left\{f_{1}^{\mathrm{B}}(\lambda, u, v)\right\}
$$

By using these, we can calculate the weights as in

$$
\begin{aligned}
& \vec{f}_{1}\left(\mu, x_{\mu}, x_{\mu}\right)=\binom{0}{\min \left\{\ell_{x_{\mu}, x_{\mu}}^{\mathrm{B}}, \ell_{x_{\mu}, y_{\mu}}+\ell_{y_{\mu}, y_{\mu}}^{\mathrm{B}}+\ell_{y_{\mu}, x_{\mu}}, \ell_{x_{\mu}, y_{\mu}}^{\mathrm{B}}+\ell_{y_{\mu}, x_{\mu}}, \ell_{x_{\mu}, y_{\mu}}+\ell_{y_{\mu}, x_{\mu}}^{\mathrm{B}}\right\}}, \\
& \vec{f}_{1}\left(\mu, x_{\mu}, y_{\mu}\right)=\binom{\ell_{x_{\mu}, y_{\mu}}}{\min \left\{\ell_{x_{\mu}, x_{\mu}}^{\mathrm{B}}+\ell_{x_{\mu}, y_{\mu}}, \ell_{x_{\mu}, y_{\mu}}+\ell_{y_{\mu}, y_{\mu}}^{\mathrm{B}}, \ell_{x_{\mu}, y_{\mu}}^{\mathrm{B}}, 2 \ell_{x_{\mu}, y_{\mu}}+\ell_{y_{\mu}, x_{\mu}}^{\mathrm{B}}\right\}} .
\end{aligned}
$$

If $\mu \in R_{\mathcal{T}}$, each weight $\vec{f}_{1}(\mu, u, v)$ can be calculated on $H_{\mu}$ as follows.

$$
\vec{f}_{1}(\mu, u, v)=\binom{\mathrm{d}\left(H_{\mu}, u, v\right)}{\min _{\lambda \in \mathrm{Ch}_{\mu}}\left\{\min _{p, q \in\left\{x_{\lambda}, y_{\lambda}\right\}}\left\{\mathrm{d}\left(H_{\mu}, u, p\right)+f_{1}^{\mathrm{B}}(\lambda, p, q)+\mathrm{d}\left(H_{\mu}, q, v\right)\right\}\right\}} .
$$

Note that each $\mathrm{d}\left(H_{\mu}, a, b\right)$ in the above equation is calculated by a shortest path algorithm for $H_{\mu}$. An example of calculating $F_{1}$ is shown in Figure 1.

### 3.2 Definition of the mapping $\boldsymbol{F}_{\mathbf{2}}$ and its computation

- Definition 3. We define the mapping $F_{2}: V(\mathcal{T}) \backslash\{\rho\} \rightarrow \mathcal{K}$ as follows: For each node $\mu \in V(\mathcal{T}) \backslash\{\rho\}$, let $F_{2}(\mu)=K_{\mu}^{{\overrightarrow{f_{2}}}_{2}(\mu)}$ (a complete graph consists of 2 vertices $x_{\mu}, y_{\mu}$ ). The weight of each vertex pair $\langle u, v\rangle \in\left\{x_{\mu}, y_{\mu}\right\}^{2}$ is $\overrightarrow{f_{2}}(\mu, u, v)=\vec{d}\left(G \backslash E\left(G_{\mu}\right), u, v\right)$.


Figure 1 An weighted beer graph $(G, w, B)$ (lower left) and its SPQR tree with $F_{1}, F_{2}$.

The $F_{2}(\mu)$ intuitively represents the distance data when using the part of the $\mathcal{T}$ shown in Figure 3. We can compute $F_{2}$ from the root of $\mathcal{T}$ to the leaves. To describe how to compute $F_{2}(\mu)$, let $\lambda$ be the parent node of $\mu$ in $\mathcal{T}$.

If $\lambda=\rho$ (root node), the edges of $G \backslash E\left(G_{\mu}\right)$ are only $\left\langle x_{\lambda}, y_{\lambda}\right\rangle,\left\langle y_{\lambda}, x_{\lambda}\right\rangle$, so each weight $\vec{f}_{2}(\mu, u, v)$ can be calculated by replacing $\mu$ to $\lambda$ in the formula for $\vec{f}_{1}(\mu, u, v)$.

From here, we assume that $\lambda \neq \rho$. Then, $F_{2}(\mu)$ can be calculated by using $H_{\lambda} \backslash \operatorname{Ref}_{\mu} \cup \operatorname{Ref}_{\lambda}$ instead of $G \backslash E\left(G_{\mu}\right)$. We set the weights of the edges $\left\langle x_{\lambda}, y_{\lambda}\right\rangle$ and $\left\langle y_{\lambda}, x_{\lambda}\right\rangle$ of this graph to $f_{2}\left(\lambda, x_{\lambda}, y_{\lambda}\right)$ and $f_{2}\left(\lambda, y_{\lambda}, x_{\lambda}\right)$, respectively.

For $\lambda \in S_{\mathcal{T}}$, let $\mathrm{Ch}_{\lambda}=\left\{\lambda_{1}, \ldots, \lambda_{k}\right\}, \mu=\lambda_{i}, x_{\lambda}=x_{\lambda_{1}}, y_{\lambda_{j}}=x_{\lambda_{j+1}}(1 \leq j \leq k-1), y_{\lambda_{k}}=$ $y_{\lambda}$ in $\mathrm{Sk}_{\lambda}$. Each weights can be calculated in the same way as $\vec{f}_{1}$ for S nodes, for example,

$$
\begin{aligned}
f_{2}\left(\mu, x_{\lambda_{i}}, y_{\lambda_{i}}\right) & =\sigma_{\lambda}^{\mathrm{yx}}[1, i-1]+f_{2}\left(\lambda, x_{\lambda}, y_{\lambda}\right)+\sigma_{\lambda}^{\mathrm{yx}}[i+1, k] \\
f_{2}^{\mathrm{B}}\left(\mu, x_{\lambda_{i}}, y_{\lambda_{i}}\right) & =f_{2}\left(\mu, x_{\lambda_{i}}, y_{\lambda_{i}}\right)+\min \left\{\begin{array}{c}
1 \leq j \leq k, j \neq i \\
\min _{2}^{\mathrm{B}}\left(\lambda, x_{\lambda}, y_{\lambda}\right)-f_{2}^{\mathrm{yx}}\left(\lambda, x_{\lambda}, y_{\lambda}\right)
\end{array}\right\} .
\end{aligned}
$$

The weights $F_{2}$ for the P and R nodes can be calculated as well as $F_{1}$.
An example of calculating $F_{2}$ is shown in Figure 1.

### 3.3 Definition of the mapping $\boldsymbol{F}_{3}$ and its computation

- Definition 4. We define the mapping $F_{3}: E(\mathcal{T}) \backslash\left\{\left\{\rho, \rho^{\prime}\right\}\right\} \rightarrow \mathcal{K}$ as follows: For each edge $\mathcal{E}=\{\mu, \lambda\} \in E(\mathcal{T}) \backslash\left\{\left\{\rho, \rho^{\prime}\right\}\right\} \quad\left(\lambda \in \mathrm{Ch}_{\mu}\right), F_{3}(\mathcal{E})=K_{\mu, \lambda}^{\overrightarrow{f_{3}}(\mathcal{E})}$ (a complete graph consists of at most 4 vertices $)$. The weight of each vertex pair $\langle u, v\rangle \in\left(\left\{x_{\mu}, y_{\mu}\right\} \cup\left\{x_{\lambda}, y_{\lambda}\right\}\right)^{2}$ is $\overrightarrow{f_{3}}(\mathcal{E}, u, v)=\vec{d}\left(G_{\mu} \backslash E\left(G_{\lambda}\right), u, v\right)$.

The $F_{3}(\mathcal{E})$ intuitively represents the distance data when using the part of the $\mathcal{T}$ shown in Figure 4. In the actual $F_{3}(\mathcal{E})$ calculation, we can consider $H_{\mu} \backslash \operatorname{Ref}_{\lambda}$ instead of $G_{\mu} \backslash E\left(G_{\lambda}\right)$. $F 4$ can be calculated by the same idea as the previous mappings. An example of calculating a part of $F_{3}$ is shown in Figure 8.

### 3.4 Definition of the mapping $F_{4}$ and its computation

- Definition 5. We define the mapping $F_{4}: \bigcup_{\mu \in V(\mathcal{T}) \backslash Q_{\mathcal{T}}}\binom{\mathrm{Ch}_{\mu}}{2} \rightarrow \mathcal{K}$ as follows: For each node $\mu \in V(\mathcal{T}) \backslash Q_{\mathcal{T}}$ and each node pair $\psi=\left\{\lambda, \lambda^{\prime}\right\} \in\binom{\mathrm{Ch}_{\mu}}{2}$ of $\mu, F_{4}(\psi)=K_{\lambda, \lambda^{\prime}}^{\vec{f}_{4}(\psi)}(a$ complete graph consists of at most 4 vertices). The weight of each vertex pair $\langle u, v\rangle \in$ $\left(\left\{x_{\lambda}, y_{\lambda}\right\} \cup\left\{x_{\lambda^{\prime}}, y_{\lambda^{\prime}}\right\}\right)^{2}$ is $\vec{f}_{4}(\psi, u, v)=\vec{d}\left(G \backslash E\left(G_{\lambda}\right) \backslash E\left(G_{\lambda^{\prime}}\right), u, v\right)$.

The $F_{4}(\psi)$ intuitively represents the distance data when using the part of the $\mathcal{T}$ shown in Figure 5. In the actual $F_{4}(\psi)$ calculation, we can consider $H_{\mu} \backslash \operatorname{Ref}_{\lambda} \backslash \operatorname{Ref}_{\lambda^{\prime}} \cup \operatorname{Ref}_{\mu}$ instead of $G \backslash E\left(G_{\lambda}\right) \backslash E\left(G_{\lambda^{\prime}}\right)$. We set the weights of the edges $\left\langle x_{\mu}, y_{\mu}\right\rangle,\left\langle y_{\mu}, x_{\mu}\right\rangle$ of this graph to $f_{2}\left(\mu, x_{\mu}, y_{\mu}\right), f_{2}\left(\mu, y_{\mu}, x_{\mu}\right)$ respectively. $F_{4}$ can be calculated by the same idea as the previous mappings.

If $\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}, F_{4}(\psi)$ can be computed in $O(1)$ time by using Range Minimum Query. Also, the beer distance is obtained from a graph that is a combination of the images of $F_{1}, F_{2}, F_{3}, F_{4}$, but the image of $F_{4}$ appears in at most one element of the combination (see subsection 4.2 for details). Therefore, it is enough to compute $F_{4}$ only for the child node pairs of the R node in the preprocessing. From this it is convenient to consider a mapping restricting the domain of $F_{4}$ and we define $F_{4 \mathrm{R}}: \bigcup_{\mu \in R_{\mathcal{T}}}\binom{\mathrm{Ch}_{\mu}}{2} \rightarrow \mathcal{K}\left(F_{4 \mathrm{R}}(\psi)=F_{4}(\psi)\right.$, $\psi \in \bigcup_{\mu \in R_{\mathcal{T}}}\binom{\mathrm{Ch}_{\mu}}{2}$ ).

Because of space limitation, we show analyses on computational complexities in Section A. 3 .

## 4 Algorithm based on triconnected component decomposition

### 4.1 Definition of binary operations

We define the binary operation $\oplus: \mathcal{K}^{2} \rightarrow \mathcal{K}$ as follows.

- Definition 6. For each $H_{1}, H_{2} \in \mathcal{K}, H_{1} \oplus H_{2}$ is defined as follows. If $H_{1}=\perp$ or $H_{2}=\perp, H_{1} \oplus H_{2}=\perp$. If $H_{1} \neq \perp$ and $H_{2} \neq \perp$, let $H_{i}=K_{\mu_{i}, \lambda_{i}}^{\vec{w}_{i}}(i=1,2)$. Also, let $A=\left(\left\{\mu_{1}\right\} \cup\left\{\lambda_{1}\right\}\right) \cap\left(\left\{\mu_{2}\right\} \cup\left\{\lambda_{2}\right\}\right)$ be the set of nodes in $\mathcal{K}$ that give vertices appearing in $H_{1}, H_{2}$ in common. If $|A| \neq 1, H_{1} \oplus H_{2}=\perp$. If $|A|=1$, let $A=\{\theta\}, H_{1} \oplus H_{2}=K_{\theta_{1}, \theta_{2}}^{\vec{w}}$. Here, we define $\theta_{1}, \theta_{2}$ as follows.

$$
\theta_{1}=\left\{\begin{array}{cl}
\mu_{1}\left(=\lambda_{1}\right) & \mu_{1}=\theta=\lambda_{1} \\
\mu_{1} & \mu_{1} \neq \theta=\lambda_{1} \\
\lambda_{1} & \mu_{1}=\theta \neq \lambda_{1}
\end{array}, \quad \theta_{2}=\left\{\begin{array}{cc}
\mu_{2}\left(=\lambda_{2}\right) & \mu_{2}=\theta=\lambda_{2} \\
\mu_{2} & \mu_{2} \neq \theta=\lambda_{2} \\
\lambda_{2} & \mu_{2}=\theta \neq \lambda_{2}
\end{array}\right.\right.
$$

Also, let $H_{1} \cup H_{2}$ be a weighted multi graph with vertex set $V\left(H_{1}\right) \cup V\left(H_{2}\right)$, given distinct edges in $H_{1}$ and edges in $H_{2}$, and let $\vec{z}$ be the weights defined by

$$
\vec{z}(e)=\binom{z(e)}{z^{\mathrm{B}}(e)}=\vec{w}_{i}(p, q)\left(e=\langle p, q\rangle \in E\left(H_{i}\right), i=1,2\right) .
$$



Figure 2 The subtree considered in $F_{1}(\mu)$.


Figure 4 The subtree considered in $F_{3}(\mathcal{E})$.


Figure 3 The subtree considered in $F_{2}(\mu)$.


Figure 5 The subtree considered in $F_{4}(\psi)$.

Then, For each $\langle u, v\rangle \in\left(\left\{x_{\theta_{1}}, y_{\theta_{1}}\right\} \cup\left\{x_{\theta_{2}}, y_{\theta_{2}}\right\}\right)^{2}$, we define $\vec{w}(u, v)$ as follows.

$$
\begin{aligned}
w(u, v) & =\mathrm{d}\left(\left(H_{1} \tilde{\cup} H_{2}, z\right), u, v\right), \\
w^{\mathrm{B}}(u, v) & =\min _{e=\langle p, q\rangle \in E\left(H_{1} \tilde{\cup} H_{2}\right)}\left\{\mathrm{d}\left(\left(H_{1} \tilde{\cup} H_{2}, z\right), u, p\right)+z^{\mathrm{B}}(e)+\mathrm{d}\left(\left(H_{1} \tilde{\cup} H_{2}, z\right), q, v\right)\right\} .
\end{aligned}
$$

For a concrete example of this operation, see the computation of $H \oplus H^{\prime}$ in Figure 8. Furthermore, we define a subset $\widehat{\mathcal{K}}$ of $\mathcal{K}$ by $\widehat{\mathcal{K}}=\left\{K_{\mu, \lambda}^{\vec{w}} \in \mathcal{K} \backslash\{\perp\} \mid \lambda \in \operatorname{Des}_{\mu}\right\} \cup\{\perp\}$ and define the binary operation $\widehat{\oplus}: \widehat{\mathcal{K}}^{2} \rightarrow \widehat{\mathcal{K}}$ as follows.

- Definition 7. For each $H_{1}, H_{2} \in \widehat{\mathcal{K}}$, if $H_{1}=\perp$ or $H_{2}=\perp$, then $H_{1} \widehat{\oplus} H_{2}=\perp$, otherwise, let $H_{i}=K_{\mu_{i}, \lambda_{i}}^{\overrightarrow{w_{i}}}, \lambda_{i} \in \operatorname{Des}_{\mu_{i}}(i=1,2)$ then

$$
H_{1} \widehat{\oplus} H_{2}=\left\{\begin{array}{cc}
\perp & \lambda_{1} \neq \mu_{2} \\
H_{1} \oplus H_{2} & \lambda_{1}=\mu_{2}
\end{array}\right.
$$

- Lemma 8. $\widehat{\oplus}$ is a semigroup.

The proof is given in Section A.1.

### 4.2 Representation of distance and beer distance using mapping and algorithms for Beer Path Query

By using $F_{1}, F_{2}, F_{3}, F_{4}, F_{4 \mathrm{R}}$ and tree product query data structures, we can compute beer path between given vertices. Recall that $r$ is the maximum edge number of the skeleton of R nodes in the SPQR tree of $G$ and $W$ is the range of the edge weight function.

- Theorem 9. If we precompute $F_{1}, F_{2}$ as a data structure, the space required to store the data structure is $O(m)$. The preprocessing time and query time are

1. $O(m+r \cdot \min \{m, r n\})$ and $O(n+r \cdot \min \{m, r n\}+\alpha(m))$ if $W=\mathbb{Z}_{\geq 0}$ and $G$ is undirected.
2. $O\left(m+r\left(m+n \log r_{+}\right)\right)$and $O\left(n+r\left(m+n \log r_{+}\right)+\alpha(m)\right)$ if $W=\mathbb{R}_{\geq 0}$.

- Theorem 10. If we precompute $F_{1}, F_{2}, F_{3}$ as a data structure, the space required to store the data structure is $O(m)$. The preprocessing time and query time are

1. $O\left(m+r^{2} \cdot \min \{m, r n\}\right)$ and $O\left(r^{2}+\alpha(m)\right)$ if $W=\mathbb{Z}_{\geq 0}$ and $G$ is undirected.
2. $O\left(m+r^{2}\left(m+n \log r_{+}\right)\right)$and $O\left(r^{2} \log r_{+}+\alpha(m)\right)$ if $W=\mathbb{R}_{\geq 0}$.

- Theorem 11. If we precompute $F_{1}, F_{2}, F_{3}, F_{4 \mathrm{R}}$ as a data structure, the space required to store the data structure is $O(m+r \cdot \min \{m, r n\})$. The preprocessing time and query time are

1. $O\left(m+r^{3} \cdot \min \{m, r n\}\right)$ and $O(\alpha(m))$ if $W=\mathbb{Z}_{\geq 0}$ and $G$ is undirected.
2. $O\left(m+r^{3}\left(m+n \log r_{+}\right)\right)$and $O(\alpha(m))$ if $W=\mathbb{R}_{\geq 0}$.

Proofs are given in Section A. 4
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## A Missing Proofs

## A. 1 Proof of Lemma 8

Proof. We arbitrarily take $H_{1}, H_{2}, H_{3} \in \widehat{\mathcal{K}}$, and confirm that $H_{(12) 3}:=\left(H_{1} \widehat{\oplus} H_{2}\right) \widehat{\oplus} H_{3}$ and $H_{1(23)}:=H_{1} \widehat{\oplus}\left(H_{2} \widehat{\oplus} H_{3}\right)$ are equal. First, if $H_{1}=\perp$ or $H_{2}=\perp$ or $H_{3}=\perp$, clearly $H_{(12) 3}=H_{1(23)}=\perp$. In the following, let $H_{i} \neq \perp$ and $H_{i}=K_{\mu_{i}, \lambda_{i}}^{\vec{w}_{i}}\left(\lambda_{i} \in \operatorname{Des}_{\mu_{i}}\right)$ for each $i$.

If $\lambda_{1} \neq \mu_{2}$ or $\lambda_{2} \neq \mu_{3}$, then we can easily obtain $H_{(12) 3}=H_{1(23)}=\perp$. If $\lambda_{1}=\mu_{2}, \lambda_{2}=\mu_{3}$, let $H_{(12) 3}=K_{\mu_{1}, \lambda_{3}}^{\vec{w}_{(12) 3}}, H_{1(23)}=K_{\mu_{1}, \lambda_{3}}^{\vec{w}_{1(23)}}$. Then, we show briefly that $\vec{w}_{(12) 3}(u, v)=\vec{w}_{1(23)}(u, v)$ for each $u, v \in\left\{x_{\mu_{1}}, y_{\mu_{1}}\right\} \cup\left\{x_{\lambda_{3}}, y_{\lambda_{3}}\right\}$.

If let $H_{1} \widehat{\oplus} H_{2}=H_{12}=K_{\mu_{1}, \mu_{3}}^{\vec{w}_{12}}$, then from Figure 9 the following holds for each $u^{\prime} \in$ $\left\{x_{\mu_{1}}, y_{\mu_{1}}\right\}$ and $v^{\prime} \in\left\{x_{\mu_{3}}, y_{\mu_{3}}\right\}$.

$$
w_{12}\left(u^{\prime}, v^{\prime}\right)=\mathrm{d}\left(H_{12}, u^{\prime}, v^{\prime}\right)=\min _{p \in\left\{x_{\mu_{2}}, y_{\mu_{2}}\right\}}\left\{\mathrm{d}\left(H_{1}, u^{\prime}, p\right)+\mathrm{d}\left(H_{2}, p, v^{\prime}\right)\right\}
$$

By using this, the following holds for each $u \in\left\{x_{\mu_{1}}, y_{\mu_{1}}\right\}$ and $v \in\left\{x_{\lambda_{3}}, y_{\lambda_{3}}\right\}$.

$$
\begin{aligned}
w_{(12) 3}(u, v) & =\mathrm{d}\left(H_{(12) 3}, u, v\right)=\min _{q \in\left\{x_{\mu_{3}}, y_{\mu_{3}}\right\}}\left\{\mathrm{d}\left(H_{12}, u, q\right)+\mathrm{d}\left(H_{3}, q, v\right)\right\} \\
& =\min _{q \in\left\{x_{\mu_{3}}, y_{\mu_{3}}\right\}}\left\{\min _{p \in\left\{x_{\mu_{2}}, y_{\mu_{2}}\right\}}\left\{\mathrm{d}\left(H_{1}, u, p\right)+\mathrm{d}\left(H_{2}, p, q\right)\right\}+\mathrm{d}\left(H_{3}, q, v\right)\right\} \\
& =\min _{p \in\left\{x_{\mu_{2}}, y_{\mu_{2}}\right\}, q \in\left\{x_{\mu_{3}}, y_{\mu_{3}}\right\}}\left\{\mathrm{d}\left(H_{1}, u, p\right)+\mathrm{d}\left(H_{2}, p, q\right)+\mathrm{d}\left(H_{3}, q, v\right)\right\} .
\end{aligned}
$$

By the same idea, exactly the same result is obtained for $w_{1(23)}(u, v)$. We can show $w_{(12) 3}(u, v)=w_{1(23)}(u, v)$ and $w_{(12) 3}^{\mathrm{B}}(u, v)=w_{1(23)}^{\mathrm{B}}(u, v)$ for the other weights in the same way.

## A. 2 Preprocessing algorithms

## A.2.1 Algorithm for preprocessing $\boldsymbol{F}_{1}, \boldsymbol{F}_{2}$

We consider an algorithm that preprocesses $F_{1}, F_{2}$. For this algorithm, the preprocessing space is $C_{1}^{\text {space }}+C_{2}^{\text {space }}=O(m)$ and the preprocessing time is

$$
C_{1}^{\mathrm{time}}+C_{2}^{\mathrm{time}}=\left\{\begin{array}{cc}
O(m+r \cdot \min \{m, r n\}) & W=\mathbb{Z}_{\geq 0} \\
O\left(m+r\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0}
\end{array}\right.
$$

Beer Path Query can be solved by computing $O(n)$ images of $F_{3}$ and one image of $F_{4}$ on $\Pi$ and combine them using Tree Product Query. Thus, query time is

$$
\begin{aligned}
& O\left(\sum_{\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}} 1+\sum_{\mu \in R_{\mathcal{T}}} m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)+m_{\pi} \operatorname{ALG}\left(H_{\pi}\right)+\alpha(m)\right) \\
& = \begin{cases}O(n+r \cdot \min \{m, r n\}+\alpha(m)) & W=\mathbb{Z}_{\geq 0} \\
O\left(n+r\left(m+n \log r_{+}\right)+\alpha(m)\right) & W=\mathbb{R}_{\geq 0} .\end{cases}
\end{aligned}
$$

## A.2.2 Algorithm for preprocessing $F_{1}, F_{2}, F_{3}$

We consider an algorithm that preprocesses $F_{1}, F_{2}, F_{3}$. For this algorithm, the preprocessing space is $C_{1}^{\text {space }}+C_{2}^{\text {space }}+C_{3}^{\text {space }}=O(m)$ and the preprocessing time is

$$
C_{1}^{\mathrm{time}}+C_{2}^{\mathrm{time}}+C_{3}^{\mathrm{time}}=\left\{\begin{array}{cc}
O\left(m+r^{2} \cdot \min \{m, r n\}\right) & W=\mathbb{Z}_{\geq 0} \\
O\left(m+r^{2}\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0}
\end{array}\right.
$$

Beer Path Query can be solved by computing one image of $F_{4}$ and combine images of $F_{3}$ on $\Pi$ and $F_{4}$ using Tree Product Query. Thus, query time is

$$
O\left(m_{\pi} \operatorname{ALG}\left(H_{\pi}\right)+\alpha(m)\right)=\left\{\begin{array}{cc}
O\left(r^{2}+\alpha(m)\right) & W=\mathbb{Z}_{\geq 0} \\
O\left(r^{2} \log r_{+}+\alpha(m)\right) & W=\mathbb{R}_{\geq 0}
\end{array}\right.
$$

## A.2.3 Algorithm for preprocessing $\boldsymbol{F}_{\mathbf{1}}, \boldsymbol{F}_{\mathbf{2}}, \boldsymbol{F}_{\mathbf{3}}, \boldsymbol{F}_{\mathbf{4 R}}$

We consider an algorithm that preprocesses $F_{1}, F_{2}, F_{3}, F_{4 \mathrm{R}}$. For this algorithm, the preprocessing space is $C_{1}^{\text {space }}+C_{2}^{\text {space }}+C_{3}^{\mathrm{space}}+C_{4 \mathrm{R}}^{\text {space }}=O(m+r \cdot \min \{m, r n\})$ and the preprocessing time is

$$
C_{1}^{\text {time }}+C_{2}^{\text {time }}+C_{3}^{\text {time }}+C_{4 \mathrm{R}}^{\text {time }}=\left\{\begin{array}{cc}
O\left(m+r^{3} \cdot \min \{m, r n\}\right) & W=\mathbb{Z}_{\geq 0} \\
O\left(m+r^{3}\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0}
\end{array}\right.
$$

Beer Path Query can be solved by combining images of $F_{3}$ and $F_{4}$ on $\Pi$ using Tree Product Query. Thus, query time is $O(\alpha(m))$.

## A. 3 Computational complexity for each mapping

In this subsection, we analyze the computational complexity for each mapping. Let $C_{i}^{\text {time }}$ and $C_{i}^{\text {space }}$ be the time required to compute each $F_{i}$ and the space to store, respectively.

## A.3.1 Computational complexity for $\boldsymbol{F}_{\mathbf{1}}$

First, we consider $C_{1}^{\text {space }}$. For each $\mu \in V(\mathcal{T}) \backslash\{\rho\}, F_{1}(\mu)$ is a graph of constant size. Also, each $\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}$ uses $O\left(m_{\mu}\right)$ space in the preprocessing for Range Minimum Query and so on. Thus, $C_{1}^{\text {space }}=O\left(\sum_{\mu \in Q_{\mathcal{T}} \cup R_{\mathcal{T}}} 1+\sum_{\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}} m_{\mu}\right)=O(m)$. Next, we consider $C_{1}^{\text {time }}$. If $\mu \in Q_{\mathcal{T}} \backslash\{\rho\}, F_{1}(\mu)$ can be computed in $O(1)$ time. If $\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}$, preprocessing and $F_{1}(\mu)$ calculation can be done in $O\left(m_{\mu}\right)$ time. Also, if $\mu \in R_{\mathcal{T}}, F_{1}(\mu)$ can be obtained by running the shortest path algorithm for $H_{\mu}$ for $O\left(m_{\mu}\right)$ times, so it can be computed in $O\left(m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)\right)$ time. Thus, noting the definition of $r, C_{1}^{\text {time }}$ is as follows:

$$
\begin{aligned}
C_{1}^{\text {time }} & =O\left(\sum_{\mu \in Q_{\mathcal{T}}} 1+\sum_{\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}} m_{\mu}+\sum_{\mu \in R_{\mathcal{T}}} m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)\right) \\
& =O\left(m+m+r \sum_{\mu \in R_{\mathcal{T}}} \operatorname{ALG}\left(H_{\mu}\right)\right)=\left\{\begin{array}{cl}
O(m+r \cdot \min \{m, r n\}) & W=\mathbb{Z}_{\geq 0} \\
O\left(m+r\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0}
\end{array}\right.
\end{aligned}
$$

## A.3.2 Computational complexity for $\boldsymbol{F}_{2}$

First, $C_{2}^{\text {space }}$ can be similarly considered to $C_{1}^{\text {space }}, C_{2}^{\text {space }}=\sum_{\mu \in V(\mathcal{T}) \backslash\{\rho\}} O(1)=O(m)$. Next, we consider $C_{2}^{\text {time }}$. Let $\lambda$ be the parent node of $\mu$ in $\mathcal{T}$. If $\lambda \in\{\rho\} \cup S_{\mathcal{T}} \cup P_{\mathcal{T}}, F_{2}(\mu)$ can be computed in $O(1)$ time by using Range Minimum Query. Also, if $\lambda \in R_{\mathcal{T}}, F_{2}(\mu)$ can be obtained by running the shortest path algorithm for $H_{\lambda} \backslash \operatorname{Ref}_{\mu} \cup \operatorname{Ref}_{\lambda}$ for $O\left(m_{\lambda}\right)$ times, so it can be computed in $O\left(m_{\lambda} \operatorname{ALG}\left(H_{\lambda}\right)\right)$ time. Thus, $C_{2}^{\text {time }}$ can be evaluated as follows:

$$
\begin{aligned}
C_{2}^{\text {time }} & =O\left(\sum_{\lambda \in\{\rho\} \cup S_{\mathcal{T}} \cup P_{\mathcal{T}}} 1+\sum_{\lambda \in R_{\mathcal{T}}} m_{\lambda} \operatorname{ALG}\left(H_{\lambda}\right)\right)=O\left(n+r \sum_{\lambda \in R_{\mathcal{T}}} \operatorname{ALG}\left(H_{\lambda}\right)\right) \\
& = \begin{cases}O(n+r \cdot \min \{m, r n\}) & W=\mathbb{Z}_{\geq 0}, \\
O\left(n+r\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0} .\end{cases}
\end{aligned}
$$

## A.3.3 Computational complexity for $\boldsymbol{F}_{\mathbf{3}}$

First, we consider $C_{3}^{\text {space }}$. In $F_{3}$, a graph of a constant size is prepared for each edge of $E(\mathcal{T}) \backslash\left\{\left\{\rho, \rho^{\prime}\right\}\right\}$, so $C_{3}^{\text {space }}=O(|E(\mathcal{T})|)=O(m)$. Next, we consider $C_{3}^{\text {time }}$. For each $\mathcal{E}=\{\mu, \lambda\} \in E(\mathcal{T}) \backslash\left\{\left\{\rho, \rho^{\prime}\right\}\right\}\left(\lambda \in \mathrm{Ch}_{\mu}\right)$, if $\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}$ then $F_{3}(\mathcal{E})$ can be computed in $O(1)$ time by using Range Minimum Query. If $\mu \in R_{\mathcal{T}}$ then $F_{3}(\mathcal{E})$ can be obtained by running the shortest path algorithm for $H_{\mu} \backslash \operatorname{Ref}_{\lambda}$ for $O\left(m_{\lambda}\right)$ times, so it can be computed in $O\left(m_{\lambda} \operatorname{ALG}\left(H_{\lambda}\right)\right)$ time. Thus, $C_{3}^{\text {time }}$ can be evaluated as follows.

$$
\begin{aligned}
C_{3}^{\text {time }} & =O\left(\sum_{\mu \in S_{\mathcal{T}} \cup P_{\mathcal{T}}} \sum_{\lambda \in \mathrm{Ch}_{\mu}} 1+\sum_{\mu \in R_{\mathcal{T}}} \sum_{\lambda \in \mathrm{Ch}_{\mu}} m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)\right) \\
& =O\left(m+r^{2} \sum_{\mu \in R_{\mathcal{T}}} \operatorname{ALG}\left(H_{\mu}\right)\right)= \begin{cases}O\left(m+r^{2} \cdot \min \{m, r n\}\right) & W=\mathbb{Z}_{\geq 0} \\
O\left(m+r^{2}\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0}\end{cases}
\end{aligned}
$$

## A.3.4 Computational complexity for $\boldsymbol{F}_{4}$

If $F_{4}$ is realized as a data structure, it is not efficient because it requires computation and space even for images that can be computed in $O(1)$ time, as described in Subsection 3.4. Therefore, we consider the computational complexity of realizing $F_{4 \mathrm{R}}$ as a data structure instead of $F_{4}$ itself.

First, the space for $F_{4 \mathrm{R}}$ is $C_{4 \mathrm{R}}^{\text {space }}=\sum_{\mu \in R \mathcal{T}} O\left(m_{\mu}^{2}\right)=O(r \cdot \min \{m, r n\})$. Next, we consider the preprocessing time of $F_{4 \mathrm{R}}, C_{4 \mathrm{R}}^{\text {space }}$. For each $\mu \in R_{\mathcal{T}}$ and each node pair $\psi=\left\{\lambda, \lambda^{\prime}\right\} \in\binom{\mathrm{Ch}_{\mu}}{2}, F_{4 \mathrm{R}}(\psi)=F_{4}(\psi)$ can be obtained by running the shortest path algorithm for $H_{\mu} \backslash \operatorname{Ref}_{\lambda} \backslash \operatorname{Ref}_{\lambda^{\prime}} \cup \operatorname{Ref}_{\mu}$ for $O\left(m_{\mu}\right)$ times, so it can be computed in $O\left(m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)\right)$ time. Thus, $C_{4 \mathrm{R}}^{\text {time }}$ is as follows:

$$
\begin{aligned}
C_{4 \mathrm{R}}^{\mathrm{time}} & =O\left(\sum_{\mu \in R_{\mathcal{T}}} \sum_{\psi \in\left(\begin{array}{c}
\mathrm{Ch}_{2} \mu
\end{array}\right)} m_{\mu} \operatorname{ALG}\left(H_{\mu}\right)\right)=O\left(\sum_{\mu \in R_{\mathcal{T}}} m_{\mu}^{3} \operatorname{ALG}\left(H_{\mu}\right)\right) \\
& =O\left(r^{3} \sum_{\mu \in R_{\mathcal{T}}} \operatorname{ALG}\left(H_{\mu}\right)\right)= \begin{cases}O\left(r^{3} \cdot \min \{m, r n\}\right) & W=\mathbb{Z}_{\geq 0}, \\
O\left(r^{3}\left(m+n \log r_{+}\right)\right) & W=\mathbb{R}_{\geq 0} .\end{cases}
\end{aligned}
$$

## A. 4 Proofs for the algorithms

In the following, we describe an outline of the algorithm corresponding to each of the above theorems.

First, we describe the representation of distances and beer distances using each mapping $F_{i}$ and binary operations. We also show several algorithms for Beer Path Query based on them. We consider computing the distance or beer distance from $s$ to $t$ in a biconnected connected graph $G$. First, let $\theta \in Q_{\mathcal{T}} \backslash\{\rho\}$ be a Q node whose skeleton contains vertex $s$, and let $\left\{x_{\theta}, y_{\theta}\right\}=\left\{s, s^{\prime}\right\}$. Similarly, take a node $\theta^{\prime} \in Q_{\mathcal{T}} \backslash\{\rho\}$ whose skeleton contains a vertex $t$ and let $\left\{x_{\theta^{\prime}}, y_{\theta^{\prime}}\right\}=\left\{t, t^{\prime}\right\}$.

If $\theta=\theta^{\prime}$, then we combine $F_{1}(\theta)$ which contains data on the distance and the beer distance in $G_{\theta}$, and $F_{2}(\theta)$ which contains data in $G \backslash E\left(G_{\theta}\right)$. The combined result is represented by $F_{1}(\theta) \oplus F_{2}(\theta)$, and the distance and beer distance are obtained by referring to the weights of the vertex pair $\langle s, t\rangle$ in $F_{1}(\theta) \oplus F_{2}(\theta)$.

If $\theta \neq \theta^{\prime}$, let $\pi$ be the lowest common ancestor of $\theta$ and $\theta^{\prime}$ in $\mathcal{T}$ and denote the $\theta-\theta^{\prime}$ path in $\mathcal{T}$ by the vertex sequence $\Pi: \theta=\mu_{k}, \mu_{k-1}, \ldots, \mu_{2}, \mu_{1}, \pi, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{\ell-1}, \lambda_{\ell}=\theta^{\prime}$. $F_{1}(\theta)=F_{1}\left(\mu_{k}\right)$ contains the data of the distance and the beer distance of each pair of $\left\{s, s^{\prime}\right\}=$ $\left\{x_{\mu_{k}}, y_{\mu_{k}}\right\}$ in $G_{\mu_{k}}$. Also, $F_{3}\left(\left\{\mu_{k-1}, \mu_{k}\right\}\right)$ contains the data of each pair of $\left\{x_{\mu_{k-1}}, y_{\mu_{k-1}}\right\} \cup$ $\left\{x_{\mu_{k}}, y_{\mu_{k}}\right\}$ in $G_{\mu_{k-1}} \backslash E\left(G_{\mu_{k}}\right)$. Therefore, by combining $F_{1}\left(\mu_{k}\right)$ and $F_{3}\left(\left\{\mu_{k-1}, \mu_{k}\right\}\right)$, we can obtain the data of each pair of $\left\{x_{\mu_{k-1}}, y_{\mu_{k-1}}\right\} \cup\left\{s, s^{\prime}\right\}$ in $G_{\mu_{k-1}}$. And the combined result can be expressed as $F_{1}\left(\mu_{k}\right) \oplus F_{3}\left(\left\{\mu_{k-1}, \mu_{k}\right\}\right)$.

By applying this idea repeatedly, we can obtain the data of each pair of $\left\{x_{\mu_{1}}, y_{\mu_{1}}\right\} \cup\left\{s, s^{\prime}\right\}$ in $G_{\mu_{1}}$ by computing

$$
F_{1}\left(\mu_{k}\right) \oplus\left(F_{3}\left(\left\{\mu_{1}, \mu_{2}\right\}\right) \oplus \cdots \oplus F_{3}\left(\left\{\mu_{k-1}, \mu_{k}\right\}\right)\right)=F_{1}\left(\mu_{k}\right) \oplus\left(\oplus_{i=1}^{k-1} F_{3}\left(\left\{\mu_{i}, \mu_{i+1}\right\}\right)\right) .
$$

Similarly, by computing

$$
\left(F_{3}\left(\left\{\lambda_{1}, \lambda_{2}\right\}\right) \oplus \cdots \oplus F_{3}\left(\left\{\lambda_{\ell-1}, \lambda_{\ell}\right\}\right)\right) \oplus F_{1}\left(\lambda_{\ell}\right)=\left(\oplus_{j=1}^{\ell-1} F_{3}\left(\left\{\lambda_{j}, \lambda_{j+1}\right\}\right)\right) \oplus F_{1}\left(\lambda_{\ell}\right),
$$

we can obtain the data of each pair of $\left\{x_{\lambda_{1}}, y_{\lambda_{1}}\right\} \cup\left\{t, t^{\prime}\right\}$ in $G_{\lambda_{1}}$.
Furthermore, $F_{4}\left(\left\{\mu_{1}, \lambda_{1}\right\}\right)$ contains the data of each pair of $\left\{x_{\mu_{1}}, y_{\mu_{1}}\right\} \cup\left\{x_{\lambda_{1}}, y_{\lambda_{1}}\right\}$ in $G \backslash E\left(G_{\mu_{1}}\right) \backslash E\left(G_{\lambda_{1}}\right)$. Therefore, by combining this and the results of the above two operations, we can obtain the data of each pair of $\left\{s, s^{\prime}\right\} \cup\left\{t, t^{\prime}\right\}$ in $G$. And the combined result can be expressed as

$$
K_{\theta, \theta^{\prime}}^{\vec{w}_{s, t}}=F_{1}\left(\mu_{k}\right) \oplus\left(\oplus_{i=1}^{k-1} F_{3}\left(\left\{\mu_{i}, \mu_{i+1}\right\}\right)\right) \oplus F_{4}\left(\left\{\mu_{1}, \lambda_{1}\right\}\right) \oplus\left(\oplus_{j=1}^{\ell-1} F_{3}\left(\left\{\lambda_{j}, \lambda_{j+1}\right\}\right)\right) \oplus F_{1}\left(\lambda_{\ell}\right) .
$$

Then, we obtain the distance and the beer distance by $\mathrm{d}(G, s, t)=w_{s, t}(s, t), \mathrm{d}^{\mathrm{B}}(G, s, t)=$ $w_{s, t}^{\mathrm{B}}(s, t)$.

Here, the computation of $K_{\theta, \theta^{\prime}}^{\vec{w}_{s, t}}$ can be written

$$
K_{\theta, \theta^{\prime}}^{\vec{w}_{s, t}}=F_{1}\left(\mu_{k}\right) \oplus\left(\widehat{\oplus}_{i=1}^{k-1} F_{3}\left(\left\{\mu_{i}, \mu_{i+1}\right\}\right)\right) \oplus F_{4}\left(\left\{\mu_{1}, \lambda_{1}\right\}\right) \oplus\left(\widehat{\oplus}_{j=1}^{\ell-1} F_{3}\left(\left\{\lambda_{j}, \lambda_{j+1}\right\}\right)\right) \oplus F_{1}\left(\lambda_{\ell}\right)
$$

by using the semigroup $\widehat{\oplus}$. Therefore, if we preprocess $\mathcal{T}$ for Tree Product Query regarding $\widehat{\oplus}$, we can compute $K_{\theta, \theta^{\prime}}^{\vec{w}_{s, t}}$ for the $\oplus, \widehat{\oplus}$ operation in $O(\alpha(|V(\mathcal{T})|))=O(\alpha(m))$ time.

## B Algorithm based on tree decomposition

In this section, we describe algorithms based on tree decomposition. For a graph $G$ with $n$ vertices and $m$ edges, denote its treewidth by $t:=\operatorname{tw}(G)$. Also, let $\mathcal{T}$ be a rooted tree decomposition of $G$ with width $t$ and $O(t n)$ nodes. Then, the following theorem holds.

## - Theorem 12.

1. When we construct a data structure in $O\left(t^{3} n\right)$ space with preprocessing using $O\left(t^{8} n\right)$ time, we can answer a query in $O\left(t^{8} n+\alpha(t n)\right)$ time.
2. When we construct a data structure in $O\left(t^{3} n\right)$ space with preprocessing using $O\left(t^{8} n\right)$ time, we can answer a query in $O\left(t^{7}+\alpha(t n)\right)$ time.
3. When we construct a data structure in $O\left(t^{5} n\right)$ space with preprocessing using $O\left(t^{10} n\right)$ time, we can answer a query in $O\left(t^{6}+\alpha(t n)\right)$ time.

In the following, we describe an outline of the proof of the above theorems. For each node $\mu$ in $\mathcal{T}$, let $X_{\mu}$ be the vertex subset of $G$ that $\mu$ has, and let $S_{\mu}=X_{\mu} \cup \bigcup_{\lambda \in \operatorname{Des}_{\mu}} X_{\lambda}$. Furthermore, let $A_{\mu}$ be a vertex in $X_{\mu}$ if $\mu$ is a root node, and if $\mu$ is not the root node, $A_{\mu}=X_{\mu} \cap X_{\lambda}$ where $\mu \in \mathrm{Ch}_{\lambda}\left(A_{\mu}\right.$ corresponds to the endpoint set of $\operatorname{Ref}_{\mu}$ in the SPQR tree). Then, we define the following symbols as well as the mapping to the SPQR tree:

$$
\begin{aligned}
\vec{f}_{1}(\mu, u, v) & :=\vec{d}\left(G\left[S_{\mu}\right], u, v\right)\left(\mu \in V(\mathcal{T}), u, v \in A_{\mu}\right), \\
\vec{f}_{2}(\mu, u, v) & :=\vec{d}\left(G \backslash E\left(G\left[S_{\mu}\right]\right), u, v\right)\left(\mu \in V(\mathcal{T}), u, v \in A_{\mu}\right), \\
\overrightarrow{f_{3}}(\{\mu, \lambda\}, u, v) & :=\vec{d}\left(G\left[S_{\mu}\right] \backslash E\left(G\left[S_{\lambda}\right]\right), u, v\right)\left((\mu, \lambda) \in E(\mathcal{T}), \lambda \in \mathrm{Ch}_{\mu}, u, v \in A_{\mu} \cup A_{\lambda}\right), \\
\vec{f}_{4}\left(\left\{\lambda, \lambda^{\prime}\right\}, u, v\right) & :=\vec{d}\left(G \backslash E\left(G\left[S_{\lambda}\right]\right) \backslash E\left(G\left[S_{\lambda^{\prime}}\right]\right), u, v\right) \\
& \left(\left\{\lambda, \lambda^{\prime}\right\} \in\binom{\mathrm{Ch}_{\mu}}{2^{\prime}}, \mu \in V(\mathcal{T}), u, v \in A_{\lambda} \cup A_{\lambda}^{\prime}\right) .
\end{aligned}
$$

We can calculate $\vec{f}_{1}$ as follows: If $\mu$ is a leaf of $\mathcal{T}$, then $f_{1}(\mu, u, v)=\mathrm{d}\left(G\left[X_{\mu}\right], u, v\right)$ and

$$
f_{1}^{\mathrm{B}}(\mu, u, v)=\left\{\begin{array}{cc}
\min _{p \in B \cap X_{\mu}}\left\{\mathrm{d}\left(G\left[X_{\mu}\right], u, p\right)+\mathrm{d}\left(G\left[X_{\mu}\right], p, v\right)\right\} & B \cap X_{\mu} \neq \emptyset \\
\infty & B \cap X_{\mu}=\emptyset
\end{array}\right.
$$

If $\mu$ is not leaves, then

$$
\begin{aligned}
f_{1}(\mu, u, v) & =\min \left\{\begin{array}{cc}
\mathrm{d}\left(G\left[X_{\mu}\right], u, v\right) \\
\min _{\substack{ \\
p, q \in \mathrm{Ch}_{\lambda}}}\left\{\mathrm{d}\left(G\left[X_{\mu}\right], u, p\right)+f_{1}(\lambda, p, q)+\mathrm{d}\left(G\left[X_{\mu}\right], q, v\right)\right\}
\end{array}\right\}, \\
f_{1}^{\mathrm{B}}(\mu, u, v) & =\left\{\begin{array}{cc}
\min \left\{\ell_{u, v}, \min _{p \in B \cap X_{\mu}}\left\{\mathrm{d}\left(G\left[X_{\mu}\right], u, p\right)+\mathrm{d}\left(G\left[X_{\mu}\right], p, v\right)\right\}\right\} & B \cap X_{\mu} \neq \emptyset \\
\ell_{u, v} & B \cap X_{\mu}=\emptyset
\end{array}\right.
\end{aligned}
$$

where $\ell_{u, v}=\min _{\lambda \in \mathrm{Ch}_{\mu}, p, q \in A_{\lambda}}\left\{\mathrm{d}\left(G\left[X_{\mu}\right], u, p\right)+f_{1}^{\mathrm{B}}(\lambda, p, q)+\mathrm{d}\left(G\left[X_{\mu}\right], q, v\right)\right\} . \vec{f}_{2}, \vec{f}_{3}, \vec{f}_{4}$ can be calculated using the same idea.

For each $\mu \in V(\mathcal{T}),\left|X_{\mu}\right|=O(t),\left|E\left(G\left[X_{\mu}\right]\right)\right|=O\left(t^{2}\right)$, so $\operatorname{ALG}\left(G\left[X_{\mu}\right]\right)=O\left(t^{2}\right)$ is obtained regardless of how we take the range $W$ of the weights. Noting this, the space $C_{i}^{\text {space }}$ and computation time $C_{i}^{\text {time }}$ required for each $\vec{f}_{i}$ can be evaluated as follows:

$$
\begin{aligned}
& C_{1}^{\text {space }}, C_{2}^{\text {space }}=\sum_{\mu \in V(\mathcal{T})} O\left(\left|A_{\mu}\right|^{2}\right)=O\left(t^{2}|V(\mathcal{T})|\right)=O\left(t^{3} n\right), \\
& C_{3}^{\text {space }}=\sum_{\mathcal{E} \in E(\mathcal{T})} O\left(t^{2}\right)=O\left(t^{2}|E(\mathcal{T})|\right)=O\left(t^{3} n\right), \\
& C_{4}^{\text {space }}=\sum_{\mu \in V(\mathcal{T})} \sum_{\psi \in\left(\begin{array}{c}
\mathrm{Ch}_{2} \mu \\
2
\end{array}\right.} O\left(t^{2}\right)=O\left(t^{4}|V(\mathcal{T})|\right)=O\left(t^{5} n\right), \\
& C_{1}^{\text {time }}, C_{2}^{\text {time }}=\sum_{\mu \in V(\mathcal{T})} \sum_{u, v \in A_{\mu}} \sum_{\lambda \in \mathrm{Ch}_{\mu}} \sum_{p, q \in A_{\lambda}} O\left(\operatorname{ALG}\left(G\left[X_{\mu}\right]\right)\right)=O\left(t^{7}|V(\mathcal{T})|\right)=O\left(t^{8} n\right), \\
& C_{3}^{\text {time }}=\sum_{(\mu, \lambda) \in E(\mathcal{T})} \sum_{u, v \in A_{\mu} \cup A_{\lambda}} \sum_{\theta \in \mathrm{Ch}_{\mu} \backslash\{\lambda\}} \sum_{p, q \in A_{\theta}} O\left(t^{2}\right)=O\left(t^{7}|E(\mathcal{T})|\right)=O\left(t^{8} n\right), \\
& C_{4}^{\text {time }}=\sum_{\mu \in V(\mathcal{T})} \sum_{\left\{\lambda, \lambda^{\prime}\right\} \in\binom{\mathrm{Ch}_{2} \mu}{2}} \sum_{u, v \in A_{\lambda} \cup A_{\lambda^{\prime}}} \sum_{\theta \in \mathrm{Ch}_{\lambda, \lambda^{\prime}} \backslash\{\lambda\}} O\left(t^{2}\right)=O\left(t^{9}|V(\mathcal{T})|\right)=O\left(t^{10} n\right) .
\end{aligned}
$$

Then, we consider the computational complexity of queries when these are precomputed. First, if $\vec{f}_{1}, \vec{f}_{2}$ are precomputed, the query can be solved in $O\left(t^{7}|V(\mathcal{T})|+\alpha(|V(\mathcal{T})|)+t^{6}\right)=$ $O\left(t^{8} n+\alpha(t n)\right)$ time. Next, if $\vec{f}_{1}, \overrightarrow{f_{2}}, \overrightarrow{f_{3}}$ are precomputed, the query can be solved in $O\left(t^{7}+\alpha(|V(\mathcal{T})|)+t^{6}\right)=O\left(t^{7}+\alpha(t n)\right)$ time. Finally, if $\vec{f}_{1}, \overrightarrow{f_{2}}, \overrightarrow{f_{3}}, \overrightarrow{f_{4}}$ are precomputed, the query can be solved in $O\left(\alpha(t n)+t^{6}\right)$ time.

Here, the $t^{6}$ term appearing in each computational time is the time required to perform $O(1)$ times operation $(\oplus)$ to integrate the data structure without using Tree Product Query (for $\widehat{\oplus}$ ). Of course, the $t^{6}$ term could be replaced by $\alpha(t n)$ if a better semigroup could be defined.

These computation complexity shows that the degree of $t$ in each result is larger than that of $r$ in the case of triconnected component decomposition (SPQR tree). The dominant factor of this is that $u, v$ in each $\vec{f}_{i}(\cdot, u, v)$ can be taken in $O\left(t^{2}\right)$ ways in the tree decomposition, whereas $O(1)$ ways in triconnected component decomposition.

## C Algorithm for connected graphs

In this section, we consider the algorithm for solving Beer Path Query for connected graphs. For a given connected graph $G=(V, E)$ with $n$ vertices and $m$ edges, let $C \subseteq V$ be the set of cut vertices, $R$ be the size of the largest the size of the largest triconnected component among all biconnected connected components, and $R_{+}=\max \{1, R\}$. The following theorem holds.

- Theorem 13. When we construct a data structure in $O\left(m+n R_{+}^{2}+|C|^{2}\right)$ space with preprocessing using $O\left(\left(m+n \log R_{+}\right) R_{+}^{3}+\left(n+|C|^{2}\right)|C| \alpha(m)\right)$ time, we can answer a query in $O(\alpha(|C|))$ time.

In the following, we describe an outline of the proof of the above theorems. First, we compute the set $C$ and the set of biconnected components $\mathcal{H}$ by using biconnected component decomposition in $O(n+m)$ time. Then, we arbitrarily take $\rho \in \mathcal{H}$, define $\mathcal{T}$ by $V(\mathcal{T})=\mathcal{H}$ and $\left\{H, H^{\prime}\right\} \in E(\mathcal{T}) \Longleftrightarrow V(H) \cap V\left(H^{\prime}\right) \neq \emptyset$, and make a tree $\mathcal{T}$ with $\rho$ as the root. Let $G_{H}$ be the subgraph of $G$ induced by the vertices that appear in the subtree of $\mathcal{T}$ with $H$ as a root. Also, let $c_{\rho}$ be a specific vertex in $V(\rho)$, and for each $H \in \mathcal{H}$, let $c_{H}$ be the only cut vertex that $H$ and its parent in $\mathcal{T}$ have in common.

Next, we define the following symbols as well as the mapping to the SPQR tree:

$$
\begin{aligned}
f_{1}(H) & :=\mathrm{d}^{\mathrm{B}}\left(G_{H}, c_{H}, c_{H}\right)(H \in \mathcal{H}), \\
f_{2}\left(H, c, c^{\prime}\right) & :=\mathrm{d}^{\mathrm{B}}\left(G, c, c^{\prime}\right)\left(H \in \mathcal{H}, c, c^{\prime} \in C \cap V(H)\right), \\
f_{3}(H, v) & :=\mathrm{d}^{\mathrm{B}}\left(G_{H}, v, c_{H}\right) \quad(H \in \mathcal{H}, v \in V(H)), \\
f_{4}(H, v) & :=\mathrm{d}^{\mathrm{B}}\left(G_{H}, c_{H}, v\right) \quad(H \in \mathcal{H}, v \in V(H)) .
\end{aligned}
$$

We can calculate $f_{1}$ from the leaves to the root by the following formula:

$$
f_{1}(H)=\min \left\{\begin{array}{c}
\mathrm{d}^{\mathrm{B}}\left(H, c_{H}, c_{H}\right) \\
\min _{I \in \mathrm{Ch}_{H}}\left\{\mathrm{~d}\left(H, c_{H}, c_{I}\right)+f_{1}(I)+\mathrm{d}\left(H, c_{I}, c_{H}\right)\right\}
\end{array}\right\} .
$$

Note that when $H$ is a leaf, we do not consider the second line on the right side of this equation. Similarly, for equations appearing below, we do not consider any undefined part of the equation if it occurs. Also, let $J$ be the parent of $H$ if it exists, we can calculate $f_{2}$ from the root to the leaves by the following formula:

$$
f_{2}\left(H, c, c^{\prime}\right)=\min \left\{\begin{array}{c}
\mathrm{d}^{\mathrm{B}}\left(H, c, c^{\prime}\right) \\
\min _{I \in \mathrm{Ch}_{H}}\left\{\mathrm{~d}\left(H, c, c_{I}\right)+f_{1}(I)+\mathrm{d}\left(H, c_{I}, c^{\prime}\right)\right\} \\
\mathrm{d}\left(H, c, c_{H}\right)+f_{2}\left(J, c_{H}, c_{H}\right)+\mathrm{d}\left(H, c_{H}, c^{\prime}\right)
\end{array}\right\} .
$$

Furthermore, we can calculate $f_{3}$ by the following formula:

$$
f_{3}(H, v)=\min \left\{\begin{array}{c}
\mathrm{d}^{\mathrm{B}}\left(H, v, c_{H}\right) \\
\min _{I \in \mathrm{Ch}_{H}}\left\{\mathrm{~d}\left(H, v, c_{I}\right)+f_{2}\left(H, c_{I}, c_{H}\right)\right\}
\end{array}\right\} .
$$

$f_{4}$ can be computed as well as $f_{3}$.
Using the above symbols, we represent the distance between two given vertices $s, t$ and the beer distance. First, we choose a biconnected component that contains the vertices $s$ and $t$, respectively, and denote it by $H_{s}$ and $H_{t}$.

If $H_{s}=H_{t}=H$, the distance and the beer distance can be computed as follow:

If $H_{s} \neq H_{t}$, let $H_{a}$ be the lowest common ancestor of $H_{s}$ and $H_{t}$ in $\mathcal{T}$ and denote the $H_{s}-H_{t}$ path in $\mathcal{T}$ by the sequence $H_{s}=I_{1}, I_{2}, \ldots, I_{k-1}, I_{k}, H_{a}, J_{1}, J_{2}, \ldots, J_{\ell-1}, J_{\ell}=H_{t}$.

Then, the distance and the beer distance can be computed as follow:

$$
\begin{aligned}
\mathrm{d}(G, s, t)=\mathrm{d}\left(I_{1}, s, c_{I_{1}}\right)+\sum_{2 \leq p \leq k} \mathrm{~d}\left(I_{p}, c_{I_{p-1}}, c_{I_{p}}\right) \\
\quad+\mathrm{d}\left(H_{a}, c_{I_{k}}, c_{J_{1}}\right)+\sum_{1 \leq q \leq \ell-1} \mathrm{~d}\left(J_{q}, c_{J_{q}}, c_{J_{q+1}}\right)+\mathrm{d}\left(J_{\ell}, c_{J_{\ell}}, t\right), \\
f_{3}(H, s)-\mathrm{d}\left(I_{1}, s, c_{I_{1}}\right) \\
\mathrm{d}^{\mathrm{B}}(G, s, t)=\mathrm{d}(G, u, v)+\min \left\{\begin{array}{c}
\min _{2 \leq p \leq k}\left\{f_{2}\left(I_{p}, c_{I_{p-1}}, c_{I_{p}}\right)-\mathrm{d}\left(I_{p}, c_{I_{p-1}}, c_{I_{p}}\right)\right\} \\
f_{2}\left(H_{a}, c_{I_{k-1}}, c_{J_{2}}\right)-\mathrm{d}\left(H_{a}, c_{I_{k-1}}, c_{J_{2}}\right) \\
\min _{1 \leq q \leq \ell-1}\left\{f_{2}\left(J_{q}, c_{J_{q}}, c_{J_{q+1}}\right)-\mathrm{d}\left(J_{q}, c_{J_{q}}, c_{J_{q+1}}\right)\right\} \\
f_{4}(H, t)-\mathrm{d}\left(J_{\ell}, c_{J_{\ell}}, t\right)
\end{array}\right\} .
\end{aligned}
$$

From here, we analyze the computation complexity. Note that we assume that each biconnected graph $H \in \mathcal{H}$ has been preprocessed in $O\left(m+n R^{2}\right)$ space and $O\left(\left(m+n \log R_{+}\right) R_{+}^{3}\right)$ time so that any distance and any beer distance can be computed in $O(\alpha(|E(H)|))=O(\alpha(m))$ time. Also, let $\operatorname{deg}_{\mathcal{T}}(H)$ be the degree of $H$ in $\mathcal{T}$, the space $C_{i}^{\text {space }}$ to store $f_{i}$ and the time $C_{i}^{\text {time }}$ required to compute $f_{i}$ can be evaluated as follows:

$$
\begin{aligned}
& C_{1}^{\text {space }}=O(|C|), C_{2}^{\text {space }}=\sum_{H \in \mathcal{H}} O\left(\operatorname{deg}_{\mathcal{T}}(H)^{2}\right)=O\left(|C|^{2}\right), \\
& C_{3}^{\text {space }}, C_{4}^{\text {space }}=\sum_{H \in \mathcal{H}} O\left(\sum_{v \in V(H) \backslash C} 1+\sum_{v \in V(H) \cap C} 1\right)=O((n-|C|)+2|C|)=O(n), \\
& C_{1}^{\text {time }}=\sum_{H \in \mathcal{H}} O\left(\alpha(m)\left|\mathrm{Ch}_{H}\right|\right)=O\left(\alpha(m) \sum_{H \in \mathcal{H}} \operatorname{deg}_{\mathcal{T}}(H)\right)=O(\alpha(m)|C|), \\
& C_{2}^{\text {time }}=\sum_{H \in \mathcal{H}} \sum_{c, c^{\prime} \in C \cap V(H)} O\left(\alpha(m)\left|\mathrm{Ch}_{H}\right|\right)=O\left(\alpha(m) \sum_{H \in \mathcal{H}} \operatorname{deg}_{\mathcal{T}}(H)^{3}\right)=O\left(\alpha(m)|C|^{3}\right), \\
& C_{3}^{\text {time }}, C_{4}^{\text {time }}=\sum_{H \in \mathcal{H}} \sum_{v \in V(H)} O\left(\alpha(m)\left|\mathrm{Ch}_{H}\right|\right)=\sum_{v \in V} O\left(\alpha(m) \sum_{H \in \mathcal{H}}\left|\mathrm{Ch}_{H}\right|\right)=O(\alpha(m)|C| n) .
\end{aligned}
$$

Therefore, we can perform all preprocessing in $O\left(\left(m+n \log R_{+}\right) R_{+}^{3}+\left(n+|C|^{2}\right)|C| \alpha(m)\right)$ time and store it in $O\left(m+n R_{+}^{2}+|C|^{2}\right)$ space. Furthermore, By using Tree Product Query and Lange Minimum Query, the query can be solved in $O(\alpha(|V(\mathcal{T})|))=O(\alpha(|C|))$ time.

D Figures


Figure 6 An graph $G$ and its two sets of split components.


Figure 7 Notation for skeleton of S node.


Figure $8 F_{3}, F_{4}$ on $\Pi$ and calculation of the beer distance between $s=1$ and $t=8$.


Figure 9 Calculation of $H_{(12) 3}$ in the case of $\lambda_{1}=\mu_{2}$ and $\lambda_{2}=\mu_{3}$.
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#### Abstract

We study temporal analogues of the Unrestricted Vertex Separator problem from the static world. An $(s, z)$-temporal separator is a set of vertices whose removal disconnects vertex $s$ from vertex $z$ for every time step in a temporal graph. The $(s, z)$-Temporal Separator problem asks to find the minimum size of an $(s, z)$-temporal separator for the given temporal graph. The ( $s, z$ )-Temporal Separator problem is known to be $\mathcal{N} \mathcal{P}$-hard in general, although some special cases (such as bounded treewidth) admit efficient algorithms [15].

We introduce a generalization of this problem called the ( $s, z, t$ )-Temporal Separator problem, where the goal is to find a smallest subset of vertices whose removal eliminates all temporal paths from $s$ to $z$ which take less than $t$ time steps. Let $\tau$ denote the number of time steps over which the temporal graph is defined (we consider discrete time steps). We characterize the set of parameters $\tau$ and $t$ when the problem is $\mathcal{N} \mathcal{P}$-hard and when it is polynomial time solvable. Then we present a $\tau$-approximation algorithm for the ( $s, z$ )-Temporal Separator problem and convert it to a $\tau^{2}$-approximation algorithm for the $(s, z, t)$-Temporal Separator problem. We also present an inapproximability lower bound of $\Omega(\ln (n)+\ln (\tau))$ for the $(s, z, t)$-Temporal Separator problem assuming that $\mathcal{N P} \not \subset \operatorname{DTime}\left(n^{\log \log n}\right)$. Then we consider three special families of graphs: (1) graphs of branchwidth at most $2,(2)$ graphs $G$ such that the removal of $s$ and $z$ leaves a tree, and (3) graphs of bounded pathwidth. We present polynomial-time algorithms to find a minimum ( $s, z, t$ )-temporal separator for (1) and (2). As for (3), we show a polynomial-time reduction from the Discrete Segment Covering problem with bounded-length segments to the ( $s, z, t$ )-Temporal Separator problem where the temporal graph has bounded pathwidth.
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## 1 Introduction

Suppose that you have been given the task of deciding how robust a train system of a given city is with respect to station closures. For instance, is it possible to disconnect the two most visited places, e.g., the downtown and the beach, by shutting down 5 train stations in the city? Does an efficient algorithm even exist? If not, what can we say about special classes of graphs? These are central questions of interest in this work.
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More formally, we model the scenario as a graph problem. An important component missing from the classical graph theory is the ability of the graph to vary with time. The trains run on a schedule (or at least they are supposed to - for simplicity, we assume a perfectly punctual train system). Thus, it is not accurate to say that there is an edge between station $A$ and station $B$ just because there are tracks connecting them. It would be more accurate to say that if you arrive at $A$ at some specific time $t$ then you could get to $B$ at some other time $t^{\prime}>t$, where $t$ is when the train arrives at station $A$ and $t^{\prime}$ is the time when this train reaches station $B$. In other words, we can consider the edge from $A$ to $B$ as being present at a particular time (or times) and absent otherwise. This is an important point for the robustness of train networks, since it could be that due to incompatibility of certain train schedules the train network could become disconnected by shutting down even fewer stations than we otherwise would have thought if we didn't take time schedules into account.

The notion of graphs evolving with time has several formal models in the research literature [3, 23]. First of all, there is an area of online algorithms [1] where the graph is revealed piece by piece (thus the only allowable changes are to add objects or relations to the graph) and we need to make irrevocable decisions towards some optimization goal as the graph is being revealed. Secondly, streaming and semi-streaming graph algorithms deal with graphs that are revealed one piece at a time similar to online algorithms, but the emphasis is on memory-limited algorithms [12, 11]. Thus, in streaming one does not have to make irrevocable decisions, but instead tries to minimize the memory size necessary to answer some queries at the end of the stream. Thirdly, there is a notion of dynamic graph algorithms where the emphasis is on designing efficient data structures to support certain queries when the graph is updated by either adding or removing vertices or edges [24]. The goal is to maintain the data structures and answer queries, such as "are nodes $u$ and $v$ connected?", in the presence of changes more efficiently than recomputing the answer from scratch on every query. It is evident that none of these models is a good fit for our question: the train system is known in advance and it is not frequently updated (some cities that shall remain unnamed take decades to add a single station to the system). Fortunately, there is yet another model of graphs changing with time that has recently gotten a lot of attention and it happens to capture our situation perfectly. The model is called a temporal graph. In this work, we focus on undirected temporal graphs that have a fixed node set but whose edge sets change in discrete time units, all of which are known in advance. Other temporal graph models where changes to nodes are allowed and where time is modelled with the continuous real line have been considered in the research literature but they are outside of the scope of this work. We typically use $\tau$ to indicate the total number of time steps over which a given temporal graph is defined. For example, if we model the train system as a temporal graph with one minute-granularity and the schedule repeats every 24 hours then the temporal graph would have $\tau=(24 H) \times(60 M / H)=1440 M$ time steps in total. For emphasis, when we need to talk about non-temporal graphs and bring attention to their unchanging nature we shall call them "static graphs."

We study temporal analogues of the Unrestricted Vertex Separator problem from the static world. An $(s, z)$-temporal separator is a set of vertices whose removal disconnects vertex $s$ from vertex $z$ for every time step in a temporal graph. The ( $s, z$ )-Temporal Separator problem asks to find the minimum size of an $(s, z)$-temporal separator for the given temporal graph. The $(s, z)$-Temporal Separator problem is known to be $\mathcal{N} \mathcal{P}$-hard in general [28], although some special cases (such as bounded treewidth) admit efficient algorithms [15]. This question can be thought of as a mathematical abstraction of the robustness of the train network of a city question posed at the beginning of this section. The ( $s, z$ )-Temporal

Separator problem asks you to eliminate all temporal paths between $s$ and $z$ by removing some nodes. Observe that, practically speaking, in real life, one doesn't actually have to eliminate all temporal paths between $s$ and $z$ - one would have to remove only reasonable temporal paths between $s$ and $z$. Which paths would be considered unreasonable? We consider paths taking too much time as unreasonable. For example, if normally it takes 30 minutes to get from downtown to the beach, then eliminating all routes that take at most 4 hours would surely detract most downtown dwellers from visiting the beach. Motivated by such considerations, we introduce a generalization of the $(s, z)$-Temporal Separator problem called ( $s, z, t$ )-Temporal Separator problem, where the goal is to find the smallest subset of vertices whose removal eliminates all temporal paths from $s$ to $z$ which takes less than $t$ time steps. Observe that setting $t=\tau$ captures the $(s, z)$-Temporal Separator problem as a special case of the $(s, z, t)$-Temporal Separator problem. Our results can be summarized as follows:

In Section 4.1, we present a characterization of parameters $t$ and $\tau$ when the problem is $\mathcal{N} \mathcal{P}$-hard. We also present an inapproximability lower bound of $\Omega(\ln (n)+\ln (\tau))$ for the $(s, z, t)$-Temporal Separator problem assuming that $\mathcal{N} \mathcal{P} \not \subset \mathrm{DTime}\left(n^{\log \log n}\right)$. In Section 4.2, we present a $\tau$-approximation algorithm for the $(s, z)$-Temporal Separator problem, and we convert it to a $\tau^{2}$-approximation algorithm for $(s, z, t)$-Temporal Separator problem.

In Section 5.1, we present a polynomial-time algorithm to find a minimum $(s, z, t)$-temporal separator on temporal graphs whose underlying graph (see Section 2) has branchwidth at most 2. In Section 5.2, we present another polynomial-time algorithm for temporal graphs whose underlying graph becomes a tree after removal of $s$ and $z$. In Section 5.3, we show a polynomial-time reduction from the Discrete Segment Covering problem with bounded-length segments to the $(s, z, t)$-Temporal Separator problem where the temporal graph has bounded pathwidth. Therefore, solving the ( $s, z, t)$-Temporal Separator problem on a temporal graph whose underlying graph has bounded pathwidth is at least as difficult as solving the Discrete Segment Covering problem where lengths of all segments are bounded.

## 2 Preliminaries

Temporal graphs (also known as dynamic, evolving [13], or time-varying [14, 6] graphs) are graphs whose edges are active at certain points in time. A temporal graph $G=(V, E, \tau)$ contains a set of vertices $V$, and a set of edges $E \subseteq V \times V \times[\tau]^{1}$. So each edge ${ }^{2}$. $e \in E$ contains two vertices of $V$ and a time label $t \in[\tau]$ indicating a time step at which the edge is active. A graph $G_{\downarrow}=\left(V, E^{\prime}\right)$ where $E^{\prime}$ contains every edge $e$ that is active at least once in the temporal graph $G$ is called the underlying graph (alternatively, the footprint) of the temporal graph $G$. A static graph representing active edges for a specific time $t$ is called the layer of the temporal graph at that time and is denoted by $G_{t}$. Some other ways of modelling temporal graphs could be found in [20]. We refer to $V(G)$ and $E(G)$ as the set of vertices and edges, respectively, of a graph $G$ (either temporal or static). Also for any subset $U \subseteq V(G)$ we refer to the set of all edges in the subgraph induced by $U$ as $E(U)$, and for any node $v \in V$ we use $E(v)$ to denote the set of all edges incident on $v$. We also use $\tau(G)$ to refer to the number $\tau$ of time labels of the temporal graph $G$.

[^26]A temporal path in a temporal graph is a sequence of edges such that (1) it is a valid path in the underlying graph, and (2) the corresponding sequence of times when the edges are active is non-decreasing. Formally, a sequence $P=\left[\left(u_{1}, v_{1}, t_{1}\right),\left(u_{2}, v_{2}, t_{2}\right), \ldots,\left(u_{k}, v_{k}, t_{k}\right)\right]$ of edges in a temporal graph $G$ is called an ( $s, z$ )-temporal path if $s=u_{1}, v_{1}=u_{2}, \ldots, v_{k-1}=u_{k}, v_{k}=z$ and $t_{1} \leq t_{2} \leq \cdots \leq t_{k}$. If the sequence of times is in strictly increasing order, the temporal path is called strict. Travelling time of $P$, denoted by ttime $(P)$, is defined as $\operatorname{ttime}(P)=t_{k}-t_{1}+1$, i.e., the time it takes to travel from $s$ to $z$. If ttime $(P) \leq t$ then we refer to $P$ as an $(s, z, t)$-temporal path. A temporal graph $G$ is connected if for any pair of vertices $s, z \in V(G)$ there is at least one temporal path from $s$ to $z$. A temporal graph $G$ is continuously connected if for every $i \in[\tau(G)]$ layer $G_{i}$ is connected.

We distinguish between three types of temporal paths: (1) shortest $(s, z)$-temporal path: a temporal path from $s$ to $z$ that minimizes the number of edges; (2) fastest ( $s, z$ )-temporal path: a temporal path from $s$ to $z$ that minimizes the traveling time; (3) foremost ( $s, z$ )-temporal path: a temporal path from $s$ to $z$ that minimizes the arrival time at destination. Temporal distance from node $s$ to node $z$ is equal to the traveling time of the fastest $(s, z)$-temporal path.

A set $S \subseteq V-\{s, z\}$ is called a (strict) $(s, z)$-temporal separator if the removal of vertices in set $S$ removes all (strict) temporal paths from $s$ to $z$. The (strict) $(s, z)$-Temporal Separator problem asks to find the minimum size of a (strict) ( $s, z$ )-temporal separator in a given temporal graph $G$. This problem has been studied before (see Section 3). In this work, we propose a new problem that is based on the notion of $(s, z, t)$-temporal paths. We define a set of vertices $S$ to be a (strict) ( $s, z, t$ )-temporal separator if every (strict) $(s, z, t)$-temporal path contains at least one vertex in $S$, i.e., removal of $S$ removes all (strict) ( $s, z, t$ )-temporal paths. Thus, the new problem, which we refer to as the (strict) ( $s, z, t$ )-Temporal Separator problem is defined as follows: given a temporal graph $G$, a pair of vertices $s, z \in V(G)$, and a positive integer $t$, the goal is to compute the minimum size of a ( $s, z, t$ )-temporal separator in $G$.

- Lemma 1. Given a temporal graph $G=(V, E, \tau)$ and two distinct vertices $s$ and $z$ as well as an integer $t$, it is decidable in time $O(|S||E|)$ if there is a $(s, z, t)$-temporal path in $G$ where $S=\left\{t^{\prime} \mid \exists u:\left(s, u, t^{\prime}\right) \in E\right\}$.

Proof. [25] and [27] present an algorithm that computes fastest paths from a single source $s$ to all of the vertices in $O(|S|(|V|+|E|))$. We could ignore isolated vertices, then we could compute a fastest path from $s$ to $z$ in $G$ and check if its travelling time is at least $t$.

Branch decomposition and branchwidth of a graph is defined as follows.

- Definition 2 (Branch Decomposition [8]). Given a graph $G=(V, E)$, a branch decomposition is a pair $(T, \beta)$, such that
- $T$ is a binary tree with $|E|$ leaves, and every inner node of $T$ has two children.
- $\beta$ is a mapping from $V(T)$ to $2^{E}$ satisfying the following conditions:
- For each leaf $v \in V(T)$, there exists $e \in E(G)$ with $\beta(v)=\{e\}$, and there are no $v, u \in V(T), v \neq u$ such that $\beta(v)=\beta(u)$.
- For every inner node $v \in V(T)$ with children $v_{l}, v_{r}, \beta(v)=\beta\left(v_{l}\right) \cup \beta\left(v_{r}\right)$;
- Definition 3 (Boundary [8]). Given a graph $G=(V, E)$, for every set $F \subseteq E$, the boundary $\partial F=\{v \mid v$ is incident to edges in $F$ and $E \backslash F\}$.
- Definition 4 (Width of a Branch Decomposition [8]). Given a branch decomposition ( $T, \beta$ ) of $G=(V, E)$, the width of this decomposition is $\max \{|\partial \beta(v)| \mid v \in V(T)\}$.

The branchwidth $b w(G)$ of $G$ is defined as the minimum width of a branch decomposition of $G[8]$. We note that for any fixed $k$ there is a linear time algorithm to check if a graph has branchwidth $k$, and if so, the algorithm outputs a branch decomposition of minimum width [5].

Path decomposition and pathwidth of a graph are defined as follows.

- Definition 5 (Path Decomposition [22]). Given a graph $G=(V, E)$, a path decomposition of $G$ is a pair $(P, \beta)$, such that
- $P$ is a path with nodes $a_{1}, \ldots a_{m}$.
- $\beta$ is a mapping from $\left\{a_{1}, \ldots, a_{m}\right\}$ to $2^{E}$ satisfying the following conditions:
= For $e \in E(G)$ there exists $a_{i}$ such that vertices of e appear in $\beta\left(a_{i}\right)$.
- For every $v \in V(G)$ the set of $a_{i}$, such that $v$ appears in $\beta\left(a_{i}\right)$, forms a subpath of $P$. The width of a decomposition $(P, \beta)$ is $\max _{a \in V(P)}|\beta(a)|-1$. The pathwidth of a graph $G$ is the minimum width of a path decomposition of $G$.


## 3 Related Work

Enright et al. in [9] adopt a simple and natural model for time-varying networks which is given with time-labels on the edges of a graph, while the vertex set remains unchanged. This formalism originates in the foundational work of Kempe et al. [18]. There has already been a lot of work on temporal graphs, too much to give a full overview. Thus, in this section, we focus only on the results most relevant to our work.

The fastest temporal path is computable in polynomial time, see, e.g. [27, 26, 25]. A nice property of the foremost temporal path is that it can be computed efficiently. In particular, there is an algorithm that, given a source node $s \in V$ and a time $t_{\text {start }}$, computes for all $w \in V \backslash\{s\}$ a foremost $(s, w)$-temporal path from the time $t_{\text {start }}$ [19]. The running time of the algorithm is $O\left(n \tau^{3}+|E|\right)$. It is worth mentioning that this algorithm takes as input the whole temporal graph $G$. Such algorithms are known as offline algorithms in contrast to online algorithms in which the temporal graph is revealed on the fly. The algorithm is essentially a temporal translation of the breadth-first search (BFS) algorithm (see e.g. [7] page 531).

While the Unrestricted Vertex Separator problem is polynomial time solvable in the static graph world (by reducing to the Maximum Flow problem), the analogous problem in the temporal graph world, namely, the $(s, z)$-Temporal Separator problem, was shown to be $\mathcal{N} \mathcal{P}$-hard by Kempe et al. [18]. Zschoche et al. [28] investigate the ( $s, z$ )-Temporal Separator and strict $(s, z)$-Temporal Separator problems on different types of temporal graphs. A central contribution in [28] is to prove that both $(s, z)$-Temporal Separator and Strict $(s, z)$-Temporal Separator are $\mathcal{N} \mathcal{P}$-hard for all $\tau \geq 2$ and $\tau \geq 5$, respectively, strengthening a result by Kempe et al. [18] (they show $\mathcal{N} \mathcal{P}$-hardness of both variants for all $\tau \geq 12$ ) [28].

Fluschnik et al. [15] show that $(s, z)$-Temporal Separator remains $\mathcal{N} \mathcal{P}$-hard on many restricted temporal graph classes: temporal graphs whose underlying graph falls into a class of graphs containing complete-but-one graphs (that is, complete graphs where exactly one edge is missing), or line graphs, or temporal graphs where each layer contains only one edge. In contrast, the problem is tractable if the underlying graph has bounded treewidth, or if we require each layer to be a unit interval graph and impose suitable restrictions on how the intervals may change over time, or if one layer contains all others (grounded), or if all layers are identical (1-periodic or 0-steady), or if the number of periods is at least the number of vertices. It is not difficult to show that this problem is fixed-parameter tractable when parameterized by $k+l$, where $k$ is the solution size and $l$ is the maximum length of a temporal ( $s, z$ )-path.

Lastly, we note that the classical Vertex Separator problem from the static world is often stated as asking to find a vertex separator such that after its removal the graph is partitioned into two blocks (one containing $s$ and one containing $z$ ) of roughly equal size ${ }^{3}$. This "balanced" separator restriction makes the problem $\mathcal{N} \mathcal{P}$-hard. The temporal separator problems considered in this work do not have such a restriction, and as discussed they are hard problems due to the temporal component. There is a lot of research on the Vertex Separator problem, but since our versions do not have this "balancedness" restriction, we do not discuss it in detail. An interested reader is referred to [2] and references therein.

## 4 Temporal Separators with Deadlines on General Graphs

### 4.1 Hardness of Exact and Approximate Solutions

Zschoche et al. [28] show that the $(s, z)$-Temporal Separator problem is $\mathcal{N} \mathcal{P}$-hard on a temporal graph $G=(V, E, \tau)$ if $\tau \geq 2$ (and it is in $\mathcal{P}$ if $\tau=1$ ). So, it is obvious that the $(s, z, t)$-Temporal Separator problem is $\mathcal{N} \mathcal{P}$-hard if $t \geq 2$. In this section we strengthen this result by showing that the problem remains $\mathcal{N} \mathcal{P}$-hard even when restricted to inputs with $t=1$ and $\tau \geq 2$.

Reduction from the minimum satisfiability problem with non-negative variables to ( $s, z, 1$ )Temporal Separator could be made by adding a path from $s$ to $z$ in layer $G_{i}$, which contains all the variables in the $i$-th clause. So, $(s, z, 1)$-Temporal Separator on temporal graphs with a sufficient number of layers is $\mathcal{N} \mathcal{P}$-hard. However, it is not easy to establish the complexity of $(s, z, t)$-Temporal Separator on temporal graphs with a small number of layers. Here we aim to show that ( $s, z, 1$ )-Temporal Separator remains $\mathcal{N} \mathcal{P}$-hard on a temporal graph $G=(V, E, \tau)$ if $\tau$ is equal to 2 . To do that, we construct a reduction from the Node Multiway Cut problem. In this problem, one is given a graph $G=(V, E)$ and a set of terminal vertices $Z=\left\{z_{1}, z_{2}, \ldots z_{k}\right\}$. A multiway cut $S \in V \backslash Z$ is a set of vertices whose removal from $G$ disconnects all pairs of distinct terminals $z_{i}$ and $z_{j}$. The goal is to find a multiway cut of minimum cardinality. The Node Multiway Cut problem is $\mathcal{N} \mathcal{P}$-hard for $k \geq 3$ [16]. For the proof of the next theorem, please see the full version of the paper [17].

- Theorem 6. For every $t_{0} \geq 1$, the ( $s, z, t$ )-Temporal Separator problem is $\mathcal{N} \mathcal{P}$-hard on a temporal graph $G=(V, E, \tau)$ when restricted to inputs with $t=t_{0}$ and $\tau \geq 2$.

Since Strict $(s, z)$-Temporal Separator is $\mathcal{N} \mathcal{P}$-hard on a temporal graph with $\tau \geq 5$ [28], it is clear that Strict $(s, z, t)$-Temporal Separator is $\mathcal{N} \mathcal{P}$-hard even when restricted to inputs with $t \geq 5$ and $\tau \geq 5$. However, by a small change to the reduction presented by Zschoche et al. [28], which is inspired by [26], we can show that Strict ( $s, z, t$ )-Temporal Separator remains $\mathcal{N P}$-hard even when restricted to inputs with $t=3$ and $\tau=4$. For the proof of the next theorem, please see the full version of the paper [17].

- Theorem 7. Finding a strict ( $s, z, 3$ )-temporal separator on a temporal graph $G=(V, E, \tau)$ is $\mathcal{N} \mathcal{P}$-hard when restricted to inputs with $\tau=4$.

Since every temporal path from $s$ to $z$ contains more than two edges, then $\emptyset$ is a strict ( $s, z, 1$ )-temporal separator. Since every strict ( $s, z, 2$ )-temporal path is of the form $(s, v, t),(v, z, t+1)$, the Strict $(s, z, 2)$-Temporal Separator problem could be solved in

[^27]polynomial time easily. The Strict ( $s, z, t$ )-Temporal Separator problem on a graph $G=$ $(V, E, \tau)$ with $\tau=t$ is the same as the Strict $(s, z)$-Temporal Separator. Therefore, in case $\tau=t=3$ this problem is equivalent to the Strict $(s, z)$-Temporal Separator problem with $\tau=3$. Zschoche et al. [28] present a polynomial time algorithm for finding a minimum strict $(s, z)$-temporal separator on a temporal graph $G=(V, E, \tau)$ when $\tau<5$. So, this case could be solved in polynomial time. Although we know that finding a strict $(s, z, t)$-temporal separator on a temporal graph $G=(V, E, 3)$ is polynomial-time solvable with the algorithm which is presented in [28], we describe another simple algorithm to solve this problem.

In the first step of the algorithm, we check if there is an edge between $s$ and $t$. If so, it is clear that there are no separator sets because the direct path using this edge from $s$ to $z$ will remain with the removal of any node from the graph.

Next, for every temporal path from $s$ to $z$ of length two, such as $\left(s, x, t_{1}\right),\left(x, z, t_{2}\right)$ with $t_{2}=t_{1}+1$, it is clear that we have to remove $x$ if we want to remove this path from the graph. So, it is clear that $x \in S$.

In the last step, we know that the length of every temporal path in the graph is three. So, every path from $s$ to $z$ should be of the following form:

$$
(s, x, 1),(x, y, 2),(y, z, 3)
$$

Now, put every node $x$ with existing edge $(s, x)$ into the set $X$ with time label 1. Also, put every node $y$ that is a neighbor of $z$ into the set $Y$ with time label 3 . Now, it is clear that $X \cap Y=\emptyset$, for otherwise there exists a node $u$ with two existing edges $e_{1}=(s, u, 1)$ and $e_{2}=(u, z, 3)$, while this node should be removed in the previous step. Therefore, every strict temporal path from $s$ to $z$ should have a corresponding edge $(x, y, 2)$ where $x \in X$ and $y \in Y$. So, we should remove either $x$ or $y$ for every edge ( $x, y, 2$ ), where $x \in X$ and $y \in Y$. In order to do this we could use any known polynomial time algorithm for the Vertex Cover problem in bipartite graphs.

In the rest of this section we show $\Omega(\log n+\log (\tau))$-inapproximability (assuming $\mathcal{N P} \subset$ Dtime $\left(n^{\log \log n}\right)$ ) for the $(s, z, t)$-Temporal Separator problem. This is proved by a strict reduction from the Set Cover problem. Recall that in the Set Cover problem, one is given a collection $\mathcal{S}$ of subsets of a universe $U$ that jointly cover the universe. The goal is to find a minimum size sub-collection of $\mathcal{S}$ that covers $U$.

- Theorem 8. For every $t>0$ there is a strict polynomial time reduction from the Set Cover problem to the $(s, z, t)$-Temporal Separator problem.

Proof. Let $(U, \mathcal{S})$ be an instance of the Set Cover problem, where $U=\{1,2, \ldots n\}$ is the universe and $\mathcal{S}=\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$ is a family of sets the union of which covers $U$. For each $i \in U$ define the family $\mathcal{F}_{i}$ as $\mathcal{F}_{i}=\{S \in \mathcal{S} \mid i \in S\}$, i.e., $\mathcal{F}_{i}$ consists of all sets from $\mathcal{S}$ that contain element $i$. Let $k_{i}=\left|\mathcal{F}_{i}\right|$ and order the elements of each $\mathcal{F}_{i}$ in the order of increasing indices, i.e., $\mathcal{F}_{i}=\left\{S_{i_{1}}, \ldots, S_{i_{k_{i}}}\right\}$.

Our reduction outputs a temporal graph $f(U, \mathcal{S})=(V \cup\{s, z\}, E)$ where:

- the vertex set is $V \cup\{s, z\}=\left\{v_{i} \mid i \in[m]\right\} \cup\{s, z\}$;
- the edge set is the union over $i$ of the sets $E_{i}=\left\{\left(s, v_{i_{1}}, i \cdot t\right),\left(v_{i_{1}}, v_{i_{2}}, i \cdot t\right), \ldots,\left(v_{i_{k_{i}-1}}, v_{i_{k_{i}}}, i\right.\right.$. $\left.t),\left(v_{i_{i}}, z, i \cdot t\right)\right\}$.
The main idea behind the proof is to map every element of $U$ to a path from $s$ to $z$ in $f(U, \mathcal{S})$ bijectively, so by covering an element, we remove the corresponding path in $f(U, \mathcal{S})$ as well as by removing a path we cover the corresponding element.

We claim that $V^{\prime}=\left\{v_{j_{1}}, \ldots, v_{j_{\ell}}\right\} \subseteq V$ is a $(s, z, t)$-temporal separator for $f(U, \mathcal{S})$ if and only if $\mathcal{S}^{\prime}=\left\{S_{j_{1}}, \ldots, S_{j_{\ell}}\right\} \subseteq \mathcal{S}$ is a set cover for $(U, \mathcal{S})$.


Figure 1 Layer $G_{i \cdot t}$ of the temporal graph used in the proof of Theorem 8.

Figure 1 represents the edges in the layer $G_{i t}$, which contain all the edges in $E_{i}$. It illustrates that element $i$ in the universe $U$ corresponds to a path $E_{i}$, as well as the element $i$ is covered by the set $S_{i_{j}} \in \mathcal{S}^{\prime}$ if and only if a temporal path which is shown in Figure 1 is removed from the temporal graph by removing the vertex $v_{i_{j}} \in V^{\prime}$.
$\rightarrow$ Suppose for contradiction that $\mathcal{S}^{\prime}$ does not cover $U$. Pick an arbitrary item $i \in U$ that is not covered and consider the following path $P=\left[\left(s, v_{i_{1}}, i \cdot t\right),\left(v_{i_{1}}, v_{i_{2}}, i \cdot t\right), \ldots,\left(v_{i_{k_{i}-1}}, v_{i_{k_{i}}}, i\right.\right.$. $t),\left(v_{i_{k_{i}}}, z, i \cdot t\right)$ ], where the indices are according to the equation for $\mathcal{F}_{i}$. Since $i$ is not covered, $\mathcal{F}_{i} \cap \mathcal{S}^{\prime}=\emptyset$, so $P$ is present in $f(U, \mathcal{S}) \backslash V^{\prime}$ violating the assumption that $V^{\prime}$ is a $(s, z, t)$-temporal separator (note that ttime $(P)=0$ ).
$\leftarrow$ Now, suppose for contradiction that $V^{\prime}$ is not a $(s, z, t)$-temporal separator. Thus, there is path $P$ from $s$ to $z$ with $\operatorname{ttime}(P)<t$. From the definition of $f(U, \mathcal{S})$ it is clear that $P$ should be using edges only from $E_{j}$ for some $j \in[n]$. Note that there is a unique $(s, z)$-temporal path that can be constructed from $E_{j}$, namely, $P=\left[\left(s, v_{j_{1}}, j \cdot t\right),\left(v_{j_{1}}, v_{j_{2}}, j\right.\right.$. $\left.t), \ldots,\left(v_{j_{k_{j}-1}}, v_{j_{k_{j}}}, j \cdot t\right),\left(v_{j_{k_{j}}}, z, j \cdot t\right)\right]$. This implies that element $j$ is not covered by $\mathcal{S}^{\prime}$, since otherwise, one of the $v_{j_{i}}$ would be in $V^{\prime}$.

Following the previous claim, every solution in ( $s, z, t$ )-Temporal Separator has a corresponding solution in Set Cover, and vice versa. Therefore, an optimal solution in $(s, z, t)$ Temporal Separator, has a corresponding optimal solution in Set Cover. As a result $\frac{\left|V^{\prime}\right|}{\left|V_{o p t}\right|}=\frac{\left|S^{\prime}\right|}{\left|S_{o p t}\right|}$. This implies that the reduction is strict.

Due to the inapproximability of Set Cover (see [10]), we have the following:

- Corollary 9. The ( $s, z, t$ )-Temporal Separator problem is not approximable to within $(1-\epsilon)(\log n+\log (\tau))$ in polynomial time for any $\varepsilon>0$, unless $\mathcal{N} \mathcal{P} \subset \operatorname{DTIME}\left(n^{\log \log n}\right)$.


### 4.2 Approximation Algorithms

In this section, we present an efficient $\tau^{2}$-approximation for the $(s, z, t)$-Temporal Separator problem. We begin by establishing a $\tau$-approximation for the $(s, z)$-Temporal Separator problem. The main tool used in this section is the flattening ${ }^{4}$ of a temporal graph $G=(V, E, \tau)$ with respect to vertices $s$ and $z$, denoted by $F(G, s, z)=\left(V^{\prime}, E^{\prime}\right)$. To ease the notation we omit the specification of $s$ and $z$ and denote the flattening of $G$ by $F(G)$. The flattening $F(G)$ is a static directed graph defined as follows: the vertex set $V^{\prime}$ is the union of $\tau$ disjoint sets $V_{1}, V_{2}, \ldots, V_{\tau}$ and $\{s, z\}$, where each $V_{i}$ is a disjoint copy of $V-\{s, z\}$. Denoting the

[^28]vertices of $V$ by $v_{1}, v_{2}, \ldots, v_{n}$, we have $\forall i \in[\tau] V_{i}=\left\{v_{j, i} \mid v_{j} \in V-\{s, z\}\right\}$. The edge set $E^{\prime}$ of the flattening $F(G)$ is defined as follows:

- For each $\left(v_{i}, v_{j}, t^{\prime}\right) \in E$ with $v_{i}, v_{j} \notin\{s, z\}$ we add edges $\left(v_{i, t^{\prime}}, v_{j, t^{\prime}}\right)$ and $\left(v_{j, t^{\prime}}, v_{i, t^{\prime}}\right)$ to $E^{\prime}$.
- For each $v_{i} \in V$ and each time $t^{\prime} \in[\tau-1]$ we add an edge $\left(v_{i, t^{\prime}}, v_{i, t^{\prime}+1}\right)$ to $E^{\prime}$.
- For each $\left(s, v_{i}, t^{\prime}\right) \in E$ we add an edge $\left(s, v_{i, t^{\prime}}\right)$ to $E^{\prime}$.
- For each $\left(z, v_{i}, t^{\prime}\right)$ we add an edge $\left(v_{i, t^{\prime}}, z\right)$ to $E^{\prime}$.

Clearly, $F(G)$ is defined to express temporal $(s, z)$-paths in $G$ in terms of $(s, z)$-paths in $F(G)$. More specifically, if we have a temporal $(s, z)$ path $P$ in $G$ then there is an analogous static $(s, z)$ path $P^{\prime}$ in $F(G)$. If $P$ begins with an edge $\left(s, v_{i}, t_{1}\right)$ then $P^{\prime}$ begins with an edge $\left(s, v_{i, t_{1}}\right)$. After that if the next edge in $P$ is $\left(v_{i}, v_{j}, t_{2}\right)$, we can simulate it in $F(G)$ by introducing a sequence of edges $\left(v_{i, t_{1}}, v_{i, t_{1}+1}\right),\left(v_{i, t_{1}+1}, v_{i, t_{1}+2}\right), \ldots,\left(v_{i, t_{2}-1}, v_{i, t_{2}}\right)$ followed by an edge $\left(v_{i, t_{2}}, v_{j, t_{2}}\right)$, and so on until the vertex $z$ is reached. This correspondence works in reverse as well. If $P^{\prime}$ is a static $(s, z)$ path in $F(G)$ then we can find an equivalent temporal $(s, z)$ path in $G$ as follows. If the first edge in $P^{\prime}$ is $\left(s, v_{i, t_{1}}\right)$ then this corresponds to the first edge of $P$ being $\left(s, v_{i}, t_{1}\right)$. For the following edges of $P^{\prime}$, if the edge is of the form $\left(v_{i, t^{\prime}}, v_{i, t^{\prime}+1}\right)$ then it is simply ignored for the purpose of constructing $P$ (since it corresponds to the scenario where the agent travelling along the path is simply waiting an extra time unit at node $v_{i}$ ), and if the edge is of the form $\left(v_{i, t^{\prime}}, v_{j, t^{\prime}}\right)$ then we add the edge ( $v_{i}, v_{j}, t^{\prime}$ ) to $P$. This continues until $z$ is reached. Thus, there is a temporal $(s, z)$ path $P$ in $G$ if and only if there is a static $(s, z)$ path $P^{\prime}$ in $F(G)$. Moreover, if $S$ represents the internal nodes of the path $P$ then we can find $P^{\prime}$ with internal nodes in $\bigcup_{t^{\prime} \in[\tau]}\left\{v_{i, t^{\prime}}: v_{i} \in S\right\}$. In the reverse direction, if $P^{\prime}$ uses internal nodes $S^{\prime}$ then we can find $P$ with internal nodes in $\left\{v_{i}: \exists t^{\prime} \quad v_{i, t^{\prime}} \in S^{\prime}\right\}$.

Armed with these observations, we show that the sizes of $(s, z)$-temporal separators in $G$ and $(s, z)$-separators (non-temporal) in $F(G)$ are related as follows.

- Theorem 10.

1. If $S$ is an $(s, z)$-temporal separator in $G$ then there is an $(s, z)$-separator of size at most $\tau|S|$ in $F(G)$.
2. If $S^{\prime}$ is an $(s, z)$-separator in $F(G)$ then there is an $(s, z)$-temporal separator of size at most $\left|S^{\prime}\right|$ in $G$.
The proof of the above theorem, albeit rather simple, appears in the full version of the paper [17].

- Corollary 11. The ( $s, z$ )-Temporal Separator problem on a temporal graph $G=(V, E, \tau)$ can be approximated within $\tau$ in $O((m+n \tau) n \tau)$ time, where $n=|V|$ and $m=|E|$.

Proof. We can use any existing efficient algorithm to solve the $(s, z)$ separator problem on $F(G)$ and return its answer, which will give $\tau$-approximation by Theorem 10. For example, the stated runtime is achieved by applying Menger's theorem and the Ford-Fulkerson algorithm to compute the maximum number of vertex-disjoint paths in $F(G)$. Then the running time is $O\left(\left|E^{\prime}\right|\left|V^{\prime}\right|\right)$. Observing that $\left|E^{\prime}\right| \leq|E|+|V| \tau$ and $\left|V^{\prime}\right| \leq|V| \tau$, finishes the proof of this corollary.

Next, we describe how the ( $s, z, t$ )-Temporal Separator problem can be approximated using a slight extension of the above ideas. First, for a temporal graph $G=(V, E, \tau)$ and two integers $t_{1} \leq t_{2}$ we define $E\left[t_{1}: t_{2}\right]=\left\{(u, v, t) \in E: t_{1} \leq t^{\prime} \leq t_{2}\right\}$. We also define $G\left[t_{1}: t_{2}\right]=\left(V, E\left[t_{1}: t_{2}\right], t_{2}\right)$, which can be thought of as graph $G$ restricted to time interval $\left[t_{1}, t_{2}\right]$. The idea behind approximating a minimum $(s, z, t)$-temporal separator is to combine $(s, z)$-temporal separators of $F(G[1: t+1]), F(G[2: t+2]), \ldots, F(G[\tau-t: \tau])$.

- Theorem 12. The $(s, z, t)$-Temporal Separator problem on a temporal graph $G=(V, E, \tau)$ can be approximated within $\tau^{2}$ in $O\left((m+n \tau) n \tau^{2}\right)$ time, where $n=|V|$ and $m=|E|$.

Proof. The algorithm has essentially been described prior to the statement of the theorem, so the running time is clear. It is left to argue that it produces $\tau^{2}$-approximation. This can be argued similarly to Theorem 10 .

1. Let $S$ be a $(s, z, t)$-temporal separator in $G$. Then for $G[i: i+t]$ we define $S_{i}$ to consist of all nodes $v_{j, t^{\prime}}$ with $v_{j} \in S$. Since $S$ removes all paths from $G$ of travelling time $\leq t$ and $G[i: i+t]$ only has paths of travelling time $\leq t$, then $S_{i}$ is a $(s, z)$-separator in $G[i: i+t]$ of size $\left|S_{i}\right|=\tau|S|$. Thus, if there is an $(s, z, t)$-temporal separator of size $|S|$ in $G$ then the combined size of all $(s, z, t)$-temporal separators of $G[1: t+1], G[1: t+2], \ldots, G[\tau-t, \tau]$ is at most $\tau^{2}|S|$.
2. Let $S_{i}$ be a $(s, z)$-temporal separator in $G[i: i+t]$. Define $S=\left\{v_{j}: \exists i \exists t^{\prime} v_{j, t^{\prime}} \in S_{i}\right\}$. It is easy to see that $S$ is a $(s, z, t)$ temporal separator in $G$. Paths of travelling time at most $t$ that begin with an edge $\left(s, v_{i}, t_{1}\right)$ are present in $G\left[t_{1}, t_{1}+t\right]$, and so removal of $S_{t_{1}}$ removes such temporal paths in $G\left[t_{1}, t_{1}+t\right]$. Since $S_{t_{1}}$ is "projected" onto $V$ and included in $S$, these paths are eliminated from $G$.

## 5 Temporal Separators with Deadlines on Special Families of Graphs

### 5.1 Temporal Graphs with Branchwidth at most 2

The graphs with branchwidth 2 are graphs in which each biconnected component is a series-parallel graph [21]. In this section, we present an efficient algorithm to solve the $(s, z, t)$-Temporal Separator problem on temporal graphs whose underlying static graphs have branchwidth at most 2. In fact, our algorithm works for a more general class of problems, which we refer to as "restricted path $(s, z)$-Temporal Separator." The goal in this more general problem is to select a set of vertices $S$ such that the removal of $S$ from the given temporal graph $G$ removes all $(s, z)$ paths in a restricted family of paths. The $(s, z, t)$ Temporal Separator problem is seen as a special case of this, where paths are restricted to have travelling time less than $t$. Restricted family of paths could be any path family implicitly defined by a procedure ExistsRestrictedPath $(G, s, z)$ which takes as input a temporal graph $G$, a pair of nodes $s$ and $z$, and returns true if and only if there exists a restricted temporal path between $s$ and $z$ in $G$. Due to Lemma 1, we know that such a procedure exists in the case of temporal paths restricted by travelling time, which is suitable for the ( $s, z, t$ )-Temporal Separator problem.

For the rest of this section, we assume that $G$ is a temporal graph such that $b w\left(G_{\downarrow}\right) \leq 2$ unless stated otherwise. Furthermore, we assume that $G_{\downarrow}$ is connected, otherwise, if $s$ and $z$ belong to different connected components the answer to the problem is trivially $\emptyset$, and if they belong to the same connected component, the problem reduces to analyzing that connected component alone. We introduce some notation and make several observations about branch decomposition before we give full details of our algorithm. Recall from Section 2 that branch decomposition of $G$ of width 2 can be computed in linear time. Thus, we assume that the algorithm has access to such a decomposition, which we denote by $(T, \beta)$. We use $\rho$ to denote the root of $T$ and we define the function top : V(G) $\rightarrow V(T)$ as follows. For $v \in V(G)$ we let $\operatorname{top}(v)$ be the furthest node $x \in V(T)$ from the root $r$ which satisfies $E(v) \subseteq \beta(x)$. We also use $x_{l}$ to denote the left child of $x$ and $x_{r}$ to denote the right child of $x$. For a node $x \in V(T)$ we define $G_{x}^{i n}$ to be the temporal graph obtained from $G$ by keeping only those edges $(u, v, t)$ with $(u, v) \in \beta(x)$ and removing all vertices of degree 0 . We collect several useful observations about the introduced notions in the following lemma.

## Lemma 13.

1. If $v \in \partial \beta(x)$ then $v \in \partial \beta\left(x_{\ell}\right)$ or $v \in \partial \beta\left(x_{r}\right)$.
2. If $\operatorname{top}(v)=x$ then $v \in \partial \beta\left(x_{\ell}\right)$ and $v \in \partial \beta\left(x_{r}\right)$.
3. If $v \in V\left(G_{x}^{i n}\right) \backslash \partial \beta(x)$ then all edges incident on $v$ in $G$ are present in $G_{x}^{i n}$.

## Proof.

1. Since $v \in \partial \beta(x)$ it means that some but not all edges incident on $v$ in $G$ appear in $\beta(x)$. Since $\beta(x)=\beta\left(x_{\ell}\right) \cup \beta\left(x_{r}\right)$, it implies that some but not all edges incident on $v$ must appear either in $\beta\left(x_{\ell}\right)$, or $\beta\left(x_{r}\right)$, or both.
2. If $\operatorname{top}(v)=x$ then $E(v) \subseteq \beta(x)$. Suppose for contradiction that $v \notin \partial \beta\left(x_{\ell}\right)$. This can happen for two reasons: either (1) $E(v) \subseteq \beta\left(x_{\ell}\right)$, or (2) $E(v) \cap \beta\left(x_{\ell}\right)=\emptyset$. In case (1) we obtain a contradiction with the definition of $\operatorname{top}(v)$ since $x_{\ell}$ is further from the root than $x$ and it still contains all of $E(v)$. In case (2) observe that we must have $E(v) \subseteq \beta\left(x_{r}\right)$, thus obtaining a contradiction with the definition of $\operatorname{top}(v)$ again since $x_{r}$ is further from the root than $x$ and it still contains all of $E(v)$.
3. Since $v \in V\left(G_{x}^{i n}\right) \backslash \partial \beta(x)$ it means that there is at least one edge incident on $v$ in $V\left(G_{x}^{i n}\right)$. Since $v$ is not in the boundary of $\beta(x)$, it means that all edges incident on $v$ in $G$ must be present in $\beta(x)$.

Algorithm 1 This algorithm finds a restricted $(s, z)$-temporal separator in a temporal graph $G$ with $b w\left(G_{\downarrow}\right) \leq 2$.

Function $\operatorname{RTS}(G, s, z)$ :
if ExistsRestrictedPath $(G, s, z)=$ false then
return $\emptyset$;
for $v \in V(G) \backslash\{s, z\}$ do if ExistsRestrictedPath $(G \backslash\{v\}, s, z)=$ false then
return $\{v\}$;
if $\operatorname{top}(s)=\operatorname{top}(z)$ then
return $\operatorname{RTS}\left(G_{\rho_{\ell}}^{i n}, s, z\right) \cup \operatorname{RTS}\left(G_{\rho_{r}}^{i n}, s, z\right)$;
else if $\operatorname{top}(s), \operatorname{top}(z)$ are not ancestors of each other then return $\partial \beta(\operatorname{top}(z))$;
else
/* assume $\operatorname{top}(z)$ is ancestor of $\operatorname{top}(s)$, otherwise swap $s$ and $z$ */
if $z \notin \partial \beta(\operatorname{top}(s))$ then
return $\partial \beta($ top $(s))$;
else if $\partial \beta(\operatorname{top}(s))=\{z\}$ then
return $\operatorname{RTS}\left(G_{t o p(s)}^{i n}, s, z\right)$;
else
/* $\partial \beta(\operatorname{top}(s))=\{z, q\}, \partial \beta\left(\operatorname{top}(s)_{\ell}\right)=\{s, z\}, \partial \beta\left(\operatorname{top}(s)_{r}\right)=\{s, q\} \quad$ */
$S \leftarrow \operatorname{RTS}\left(G_{t o p(s) \ell}^{i n}, s, z\right)$;
if ExistsRestrictedPath $(G \backslash S, s, z)$ then
return $S \cup\{q\}$;
else return $S$;

Now, we are ready to describe our algorithm, which is denoted by $R T S$. The algorithm starts by checking if there is a restricted temporal path from $s$ to $z$ in $G$, and if such a path does not exist then the algorithm immediately returns $\emptyset$. Then the algorithm checks if
there exists a restricted temporal separator of size 1 by testing whether there is a restricted temporal path in $G \backslash\{v\}$ for each $v \in V(G) \backslash\{s, z\}$. Then the algorithm computes top $(s)$ and $\operatorname{top}(z)$ and the computation splits into three cases: (1) if $\operatorname{top}(s)=\operatorname{top}(z) ;(2)$ if $\operatorname{top}(s)$ and $\operatorname{top}(z)$ are not on the same root-to-leaf path in $T$ (i.e., neither one is an ancestor of another); and (3) if one of $\operatorname{top}(s), \operatorname{top}(z)$ is an ancestor of another. We shall later see that case (1) implies that $\operatorname{top}(s)=\operatorname{top}(z)=\rho$. In this case, the algorithm invokes itself recursively on the two subtrees of $T$ - the subtree rooted at the left child of $\rho$ and the subtree rooted at the right child of $\rho$. The separators obtained on these two subtrees correspond to separators of $G_{\rho_{\ell}}^{i n}$ and $G_{\rho_{r}}^{i n}$ and their union is returned as the separator for $G$. In case (2) the algorithm returns the boundary of $\beta(\operatorname{top}(z)$ ) (it could return the boundary of $\beta(\operatorname{top}(s))$ instead - it does not make a difference) as the answer. In case (3), we assume without loss of generality that $\operatorname{top}(z)$ is the ancestor of $\operatorname{top}(s)$, and handling of this case depends on whether $z$ belongs to the boundary of $\beta(\operatorname{top}(s))$ or not. In fact, this case splits into three subcases: (3.1) if $z \notin \partial \beta(\operatorname{top}(s))$ then the algorithm immediately returns $\partial \beta(\operatorname{top}(s)) ;(3.2)$ if $\partial \beta(\operatorname{top}(s))=\{z\}$ then the algorithm invokes itself recursively on $G_{t o p(s)}^{i n}$; and (3.3) if $\partial \beta(\operatorname{top}(s))=\{z, q\}$ for some vertex $q \neq s, z$ then the algorithm first invokes itself recursively on $G_{t o p(s)_{\ell}}^{i n}$ (assuming $\left.\partial \beta\left(\operatorname{top}(s)_{\ell}\right)=\{s, z\}\right)$ and stores the answer in $S$. If $S$ proves to be a separator in $G$ then $S$ is returned, otherwise, $q$ is added to $S$ and returned. The pseudocode is presented in Algorithm 1.

- Theorem 14. Algorithm 1 correctly computes a minimum-sized restricted path $(s, z)$ temporal separator for a temporal graph $G$ such that $b w\left(G_{\downarrow}\right) \leq 2$.

Proof. The proof proceeds by the case analysis reflecting the structure of the algorithm. Clearly, the algorithm correctly identifies when there is a separator of size 0 or 1 since it performs brute-force checks for these special cases. Assuming that there is no separator of size $\leq 1$, we discuss the correctness for the remaining three cases.
Case (1): $\operatorname{top}(s)=\operatorname{top}(z)=x \in V(T)$. Observe that Lemma 13, item 1, implies that $s, z \in \partial \beta\left(x_{\ell}\right)$ and $s, z \in \partial \beta\left(x_{r}\right)$. Since the branchwidth is 2 , it implies that $\partial \beta\left(x_{\ell}\right)=$ $\partial \beta\left(x_{r}\right)=\{s, z\}$. In addition, we know that $s, z \notin \partial \beta(x)$ by the definition of $\operatorname{top}()$. And since every vertex in $\partial \beta(x)$ must appear in $\partial \beta\left(x_{\ell}\right)$ or $\partial \beta\left(x_{r}\right)$ (using Lemma 13, item 2), we conclude that $\partial \beta(x)=\emptyset$. By Lemma 13, item 3, every vertex in $G_{x}^{i n}$ has all its edges from $G$. Therefore $G_{x}^{i n}$ is disconnected from the rest of $G$. However, we assume that $G$ is connected, so we must have $G_{x}^{i n}=G$. This is true only when $x=\rho$. Thus, we must have in this case that $\operatorname{top}(s)=\operatorname{top}(z)=\rho$. Observe that if $P$ is a restricted temporal path between $s$ and $z$ (that does not have $s$ or $z$ as intermediate nodes) then it cannot use edges from both $\beta\left(\rho_{\ell}\right)$ and $\beta\left(\rho_{r}\right)$. Suppose, for contradiction, that $P$ uses both kinds of edges, then there must be a vertex $v$ on this path incident on $e_{1}$ and $e_{2}$ such that $e_{1} \in \beta\left(x_{\ell}\right)$ and $e_{2} \in \beta\left(x_{r}\right)$. Since $\beta\left(x_{\ell}\right), \beta\left(x_{r}\right)$ partition all the edges, it implies that $e_{2} \notin \beta\left(x_{\ell}\right)$. This means that $v \in \partial \beta\left(x_{\ell}\right)=\{s, z\}$, but $v \neq s, z$, giving a contradiction. Therefore, the minimum size restricted path temporal separator in $G$ is the union of minimum size restricted path temporal separators in $G_{\rho_{\ell}}^{i n}$ and $G_{\rho_{r}}^{i n}$, which is precisely what our algorithm outputs.
Case (2): $\operatorname{top}(s)$ and $\operatorname{top}(z)$ do not lie on the same root-to-leaf path in $T$. One of the consequences of Lemma 13, item 3, is that removing $\partial \beta(x)$ from $G$ separates all vertices in $V\left(G_{x}^{i n}\right)$ from the rest of the graph. Therefore, removing $\partial \beta(\operatorname{top}(z))$ separates all vertices in $G_{t o p(z)}^{i n}$ from the rest of the graph. Observe that $z \in V\left(G_{t o p(z)}^{i n}\right)$ and $s \notin V\left(G_{t o p(z)}^{i n}\right)$ (by the condition of this case). Therefore removing $\partial \beta(\operatorname{top}(z))$ separates $s$ from $z$. We claim that this is the minimum separator in this case. This is because when this line is
reached we are guaranteed that there is no separator of size 1 , and $|\partial \beta(\operatorname{top}(z))| \leq 2$ (in fact, it must be then equal to 2 ). We only need to be careful that neither $z$ nor $s$ is in $\partial \beta(\operatorname{top}(z))$, but it is clear from the definition of $\operatorname{top}()$ and the case condition.
Case (3): $\operatorname{top}(z)$ is an ancestor of $\operatorname{top}(s)$ (if $\operatorname{top}(s)$ is an ancestor of $\operatorname{top}(z)$ then we can exchange the roles of $s$ and $z$ for the sake of the argument). This case has three subcases. Subcase (3.1): $z \notin \partial \beta(t o p(s))$. This is similar to case (2) described above. The algorithm can return $\partial \beta(\operatorname{top}(s))$ as a minimum size separator.
Subcase (3.2): $\partial \beta(\operatorname{top}(s))=\{z\}$. In this case, the structure of the graph is such that $G_{t o p(s)}^{i n}$ is connected to the rest of the vertices in $G$ via the node $z$, while vertex $s$ lies in $G_{t o p(s)}^{i n}$. Thus, to separate $z$ from $s$, it is sufficient to separate them in $G_{t o p(s)}^{i n}$, which is what the algorithm does.
Subcase (3.3): $\partial \beta(\operatorname{top}(s))=\{z, q\}$. By Lemma 13, item 2, it follows that $s \in \partial \beta\left(\operatorname{top}(s)_{\ell}\right)$ and $s \in \partial \beta\left(\operatorname{top}(s)_{r}\right)$. By Lemma 13, item 1, it follows that $z, q \in \beta\left(\operatorname{top}(s)_{\ell}\right) \cup \beta\left(\operatorname{top}(s)_{r}\right)$. Since branchwidth is at most 2 , we have (without loss of generality) that $\partial \beta\left(\operatorname{top}(s)_{\ell}\right)=$ $\{s, z\}$ and $\partial \beta\left(\operatorname{top}(s)_{r}\right)=\{s, q\}$. By an argument similar to the one in case (1), we can establish that any restricted $(s, z)$ temporal path (that does not use $s$ or $z$ as intermediate nodes) must either consist entirely of edges in $\beta\left(\operatorname{top}(s)_{\ell}\right)$ or entirely of edges in $\beta\left(t o p(s)_{r}\right)$. Thus, we can compute the two separators and take their union; however, we can simplify the calculation observing that the only separator we need to consider for the $G_{t o p(s)_{r}}^{i n}$ is $\{q\}$, since $G_{t o p(s)_{r}}^{i n}$ is connected to the rest of $G$ only through $q$ and $s$.

- Corollary 15. Given a temporal graph $G=(V, E, \tau)$ with $b w\left(G_{\downarrow}\right) \leq 2$, the problem $(s, z, t)$-Temporal Separator is solvable in time $O(|V\|E\| \mathcal{T}|)$ where $\mathcal{T}=\{t(e): e \in E(s)\}$.


### 5.2 Temporal Graphs with a "Tree-like" Underlying Graph

In this section, we present a polynomial time greedy algorithm (motivated by the point-cover interval problem) for computing a path restricted $(s, z)$-temporal separator (see Section 5.1) on a temporal graph $G$ such that $G_{\downarrow} \backslash\{s, z\}$ is a tree if the existence of a restricted $(s, z)$ temporal path could be checked in polynomial time.

We assume that we are given a temporal graph $G$ such that $G_{\downarrow} \backslash\{s, z\}$ is a tree, which we denote by $T$. For a pair of nodes $(u, w)$, we let $P_{u, w}$ denote the unique shortest path in $T$ between $u$ and $w$. For a vertex $v \in V(T)$, we define a removal list of $v$, denoted by $R L_{v}$, to consist of all unordered pairs $(u, w)$ such that $v \in V\left(P_{u, w}\right)$ and there exists a restricted ( $s, z$ )-temporal path in $G$ using the edges of $P_{u, w}$. For a pair $u, w \in V(T)$, we define two temporal graphs: (1) $G_{u, w}^{1}$ is $G$ induced on the edges of $E\left(P_{u, w}\right) \cup\{(s, u),(v, z)\}$, and (2) $G_{u, w}^{2}$ is $G$ induced on the edges of $E\left(P_{u, w}\right) \cup\{(s, v),(u, z)\}$. The removal lists for all vertices in $V(T)$ can be computed efficiently as follows. Initialize all removal lists to be empty. For each pair of vertices $u, w \in V(T)$ check if there is any restricted $(s, z)$-temporal path in $G_{u, w}^{1}$ or $G_{u, w}^{2}$, and if so, then add $(u, w)$ to the removal lists of all nodes in $P_{u, w}$. Let $\mathcal{U}=\bigcup_{v \in V(T)} R L_{v}$ be the set of all pairs of nodes that appear in removal lists. The following observation is immediate from the definitions and shows that computing a minimum size restricted path $(s, z)$-temporal separator reduces to covering $\mathcal{U}$ with as few removal lists as possible.

- Observation 16. A set of $S$ is a restricted path $(s, z)$-temporal separator if and only if $\bigcup_{v \in S} R L_{v}=\mathcal{U}$.

A vertex $v$ is called topmost if there exists a pair $(u, w) \in R L_{v}$ such that $(u, w) \notin$ $R L_{\text {parent }(v)}$. Our greedy algorithm, called GreedyRTS, starts out with an empty solution $S=\emptyset$, and then adds more vertices to $S$ as follows. While there are non-empty removal lists,
the algorithm selects a topmost vertex $v$ with maximum distance from the root of $T$, adds $v$ to the set $S$, and removes all pairs in $R L_{v}$ from the removing lists of all the other vertices. The pseudocode is given in Algorithm 2 (in Appendix B).

For the proof of the next theorem, please see the full version of the paper [17].

- Theorem 17. Algorithm 2 computes a minimum-sized restricted path ( $s, z$ )-temporal separator in a temporal graph $G$ with $G_{\downarrow} \backslash\{s, z\}$ being a tree.

Based on Lemma 1, the existence of a $(s, z, t)$-temporal path can be solved in polynomial time. Thus, the following theorem follows from Theorem 17.

- Theorem 18. The ( $s, z, t$ )-Temporal Separator problem is solvable in polynomial time on temporal graphs $G$ where $G_{\downarrow} \backslash\{s, z\}$ is a tree.


### 5.3 Temporal Graphs with Bounded Pathwidth

In this section, we present a reduction from the Discrete Segment Covering (DISC-SC) problem to the $(s, z, t)$-Temporal Separator problem on graphs with bounded pathwidth. In the DISC-SC problem, we are given a set $\Gamma$ of $n$ intervals (also called segments), on the rational line and a set $\mathcal{I}$ of unit-intervals on the rational line. We wish to find a subset of unit intervals $A \subseteq \mathcal{I}$ which covers all the segments in $\Gamma$. The objective is to minimize the size of $A$. An interval $I \in \mathcal{I}$ covers a segment $S \in \Gamma$ if at least one endpoint $S$ lies in $I$. A segment $S \in \Gamma$ is covered by a set of intervals $A$ if there is an interval $I \in A$ that covers $S$. We refer to the version of DISC-SC where all segments in $\Gamma$ have length bounded by $k$ as DISC-SC- $k$. DISC-SC problem is $\mathcal{N} \mathcal{P}$-hard [4]. [4] also shows that the DISC-SC problem remains $\mathcal{N} \mathcal{P}$-hard when the length of all segments in $\Gamma$ are equal. DISC-SC-1 can be solved efficiently by a simple greedy algorithm [4]. However, the hardness of DISC-SC- $k$ for general $k>1$ remains open.

The following theorem serves as a warm-up, and it establishes a simple polynomial time reduction from DISC-SC to the $(s, z, t)$-Temporal Separator problem. For the proof of the next theorem, please see the full version of the paper [17].

- Theorem 19. There is a polynomial-time reduction from the DISC-SC problem to the ( $s, z, t$ )-Temporal Separator problem.

The issue with the above theorem is that it does not provide any structural guarantees about the temporal graph $G$ used in the construction. In order to establish a reduction via a temporal graph $G$ whose underlying graph has bounded pathwidth, we start with a restricted version of DISC-SC, namely, the DISC-SC- $k$ problem. The following results can then be established.

- Theorem 20. There is a polynomial-time reduction from the DISC-SC-k problem to the ( $s, z, t)$-Temporal Separator in which the pathwidth of the underlying graph is bounded by $2 k+6$.

Proof. Consider an instance $(\mathcal{I}, \Gamma)$ of the Discrete Segment Covering problem such that the length of all the segments in $\Gamma$ is at most $k$. Consider intervals in $\mathcal{I}=\left(I_{1}, I_{2}, \ldots I_{n}\right)$ in the non-decreasing order of their starting times. We choose a special set of intervals $S P \in \mathcal{I}$ by the following algorithm.

1. Let $S P=I_{1}$ and index $=1$.
2. Let $j$ be the largest index such that $s\left(I_{j}\right)<e\left(I_{\text {index }}\right)$, if such $j$ exists. Otherwise, let $j=i n d e x+1$
3. Put $I_{j}$ into the set $S P$, update the integer index equal to $j$ and if $j \leq n$ repeat the algorithm from step 2.

For the proof of the next lemma, please see the full version of the paper [17].

- Lemma 21. A $p$ is covered by $\mathcal{I}$ if $S P$ covers it.

The main idea of the proof is based on to the following features of the special set $S P$. Denote $S P=\left\{I_{m_{1}}, I_{m_{2}}, \ldots I_{m_{q}}\right\}$. Based on the selection of interval $I_{m_{i+1}}$ it is clear that the starting point of $I_{m_{i+2}}$ is greater than the ending point of $I_{m_{i}}$ which implies that $s\left(I_{m_{i+2}}\right)>s\left(I_{m_{i}}\right)+1$. More generally, we have that $e\left(I_{m_{i+2 k}}\right)>s\left(I_{m_{i}}\right)+k+1$. Therefore, for any segment $C \in \Gamma$ and for any interval $I_{m_{i}}$ and $I_{m_{j}}$ such that $s(C) \in I_{m_{i}}$ and $e(C) \in I_{m_{j}}$, we could conclude that $j \leq i+2 k$. This feature for $S P$ is the main idea used in constructing an instance of the $(s, z, t)$-Temporal Separator problem with low pathwidth.

Now we construct a temporal graph $G=(V, E, \tau)$ where $\tau=|\Gamma| \times t$. Let $V=\left\{u_{i} \mid i \in\right.$ $[n]\} \cup\left\{v_{i} \mid i \in[n]\right\} \cup\{s, z\}$. Now, for the $i$-th segment $C \in \Gamma$ we add a path from $s$ to $z$ at time $i \times t$. Let $m_{a}$ and $m_{b}$ be the indices of the first intervals in $S P$ which cover points $s(C)$ and $e(C)$, respectively. Based on the Lemma 21 if $m_{a}$ (or $m_{b}$ ) does not exist, then the point $s(C)$ (respectively, $e(C)$ ) will not be covered by any interval in $\mathcal{I}$. Therefore, we could treat $C$ as a single point $e(C)$ (respectively, $s(C)$ ) and continue on with the algorithm. Let $l_{s}$ be the index of the leftmost interval form $\mathcal{I}$ which covers $s(C)$, and let $r_{s}$ be the index of the rightmost interval from $\mathcal{I}$ which covers $s(C)$. It is obvious that $s(C)$ is covered by all of the intervals between $l_{s}$ and $r_{s}$ in $\mathcal{I}$. Similarly, let $l_{e}$ and $r_{e}$ be the indices of the leftmost and the rightmost intervals which cover $e(C)$. If $l_{e} \leq r_{s}$ then consider $l_{e}=r_{s}+1$ instead. Now, add the following $(s, z, t)$-temporal path to the temporal graph $G$. For simplicity, we denote $i \times t$ by $\theta$.

$$
\begin{align*}
& \left(s, u_{l_{s}}, \theta\right),\left(u_{l_{s}}, v_{l_{s}}, \theta\right),\left(v_{l_{s}}, v_{l_{s}+1}, \theta\right), \ldots\left(v_{r_{s}-1}, v_{r_{s}}, \theta\right) \\
& \left(v_{r_{s}}, u_{r_{s}}, \theta\right),\left(u_{r_{s}}, u_{r_{s}-1}, \theta\right), \ldots\left(u_{m_{a}+1}, u_{m_{a}}, \theta\right) \\
& \left(u_{m_{a}}, u_{m_{b}}, \theta\right)  \tag{1}\\
& \left(u_{m_{b}}, u_{m_{b}-1}, \theta\right), \ldots,\left(u_{l_{e}+1}, u_{l_{e}}, \theta\right),\left(u_{l_{e}}, v_{l_{e}}, \theta\right) \\
& \left(v_{l_{e}}, v_{l_{e}}+1, \theta\right) \ldots\left(v_{r_{e}-1}, v_{r_{e}}, \theta\right),\left(v_{r_{e}}, u_{r_{e}}, \theta\right),\left(u_{r_{e}}, z, \theta\right)
\end{align*}
$$

Figure 2 (in Appendix A) shows the above path in the graph layer $i \times t$. We claim that there exists $A \subseteq \mathcal{I}$ that covers $\Gamma$ with $|A| \leq p$ if and only if there is a $(s, z, t)$-temporal separator $S \subseteq V$ such that $|S| \leq p$.
$\rightarrow$ Suppose that $A \subseteq \mathcal{I}$ covers all segments in $\Gamma$. Let $S=\left\{v_{i} \mid I_{i} \in A\right\}$. It is obvious that $|S|=|A|$. Now we prove that $S$ is a $(s, z, t)$-temporal separator. Suppose that there is a temporal path $P$ in $G$, based on the construction of $G$ this temporal path should be of the form shown in equation 1 for some $i \in[n]$. This implies $I_{j} \notin A$ for all $j$ such that $l_{s}<j<r_{s}$ or $l_{e}<j<r_{e}$ and results in the $i$-th segment not being covered by $A$. So, based on the contradiction we could conclude that $S$ is a ( $s, z, t$ )-temporal separator.
$\leftarrow$ Suppose that $S \subseteq V$ is a $(s, z, t)$-temporal separator in a temporal graph $G$. Let $A=\left\{I_{i} \mid u_{i} \in S\right.$ or $\left.v_{i} \in S\right\}$, it is clear that $|A| \leq|S|$. Consider the $i$-th segment $C \in \Gamma$. There should be one vertex belonging to the temporal path $P$ which is shown in equation 1 in $S$ since $S$ is a $(s, z, t)$-temporal separator. Therefore there is $j$ where $l_{s}<j<r_{s}$ or $l_{e}<j<r_{e}$ and either $u_{i}$ or $v_{i}$ belong to $S$, which implies $C \in A$. Thus, $A$ covers $\Gamma$.

Now we prove that the pathwidth of the underlying graph $G_{\downarrow}=\left(V, E^{\prime}\right)$ of the temporal $\operatorname{graph} G(V, E,|\Gamma| \times t)$ is bounded by $2 k+6$. We refer to an edge $\left(u_{m_{a}}, u_{m_{b}}, \theta\right)$ in a path that is shown in equation 1 as a crossing edge. Figure 3 (in Appendix A) shows a graph $G^{\prime}$ of which $G_{\downarrow}$ is a subgraph. Now we give a path decomposition $(P, \beta)$ for a graph $G_{\downarrow}$ in which the width of decomposition is at most $2 k+6$. Let $V(P)=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ and
$E(P)=\left\{\left(a_{1}, a_{2}\right), \ldots,\left(a_{m-1}, a(m)\right)\right\}$. Let $i \in[n]$ and $l(i)$ be the largest integer such that the starting point of the interval $I_{m_{l(i)}} \in S P$ is before the starting point of interval $I_{i}$. Now we define the $\beta\left(a_{i}\right)$ as follows: $\beta\left(a_{i}\right)=\left\{u_{i}, v_{i}, u_{i+1}, v_{i+1}, s, z\right\} \cup\left\{u_{m_{l}} l l \geq l(i)\right.$ and $\left.l \leq l(i)+2 k\right\}$.

- Lemma 22. For any $u_{q}$ and $i, j, l$ such that $i<j<l$, if $u_{q} \in \beta\left(a_{i}\right)$ and $u_{q} \in \beta\left(a_{l}\right)$, we have $u_{q} \in \beta\left(a_{j}\right)$.

Proof. If $I_{q} \notin S P$ then it is clear that $u_{q}$ only appears in $\beta\left(a_{q-1}\right)$ and $\beta\left(a_{q}\right)$. Now suppose that $I_{1} \in S P$ and $q=m_{p}$. Since $u_{m_{p}} \in \beta\left(a_{i}\right)$ we have $m_{p} \leq l(i)+2 k$, also $l(l) \leq m_{p}$ since $m_{p} \in \beta\left(a_{l}\right)$. As a result we have $m_{p} \leq l(i)+2 k \leq l(j)+2 k$ and $l(j) \leq l(l) \leq m_{p}$ which implies that $u_{q} \in \beta\left(a_{j}\right)$.

For any $v_{i} \in V$ it is clear that $v_{i}$ just belongs to the two sets $\beta\left(a_{i-1}\right)$ and $\beta\left(a_{i}\right)$. Also, $s$ and $z$ are present in all the sets. Therefore, by Lemma 1 we could say that the third property of path decomposition is satisfied. So, it is sufficient to show that for every edge $(u, v) \in E\left(G_{\downarrow}\right)$ there exists $i \in[n]$ such that $\{u, v\} \subseteq \beta\left(a_{i}\right)$. If the edges are not crossing edges, then there are three types of edges $\left(u_{i}, v_{i}\right),\left(u_{i}, u_{i+1}\right)$, and $\left(v_{i}, v_{i+1}\right)$ which satisfy the condition by the definition of $\beta\left(a_{i}\right)$. If $e=\left(u_{i}, u_{j}\right)$ is a crossing edge, then $I_{i} \in S P$ and $I_{j} \in S P$, so let $m_{p}=i$ and $m_{q}=j$. Since this edge corresponds to a segment $C$ such that $s(C) \in I_{m_{p}}$ and $e(C) \in I_{m_{q}}$ we could conclude that $m_{q} \leq m_{p}+2 k$ which implies that $u_{i}, u_{j} \subseteq \beta\left(a_{i}\right)$. Also, the cardinality of all sets $\beta\left(a_{i}\right)$ is $2 k+7$ which implies that the width of $(P, \beta)$ is $2 k+6$. Therefore the pathwidth of the underlying graph $G_{\downarrow}$ is at most $2 k+6$.

- Theorem 23. If the ( $s, z, t$ )-Temporal Separator problem on temporal graphs with bounded pathwidth is solvable in polynomial time then the DISC-SC-k problem is solvable in polynomial time.


## 6 Conclusions

In this work, we defined the $(s, z, t)$-Temporal Separator problem, generalizing the $(s, z)$ Temporal Separator problem. We showed that $(s, z)$-Temporal Separator and $(s, z, t)$ Temporal Separator problems could be approximated within $\tau$ and $\tau^{2}$ approximation ratio, respectively, in a graph with lifetime $\tau$. We also presented a lower bound $\Omega(\log (n)+\log (\tau))$ for polynomial time approximability of $(s, z, t)$-Temporal Separator assuming that $\mathcal{N P} \not \subset$ $\operatorname{Dtime}\left(n^{\log \log n}\right)$. Then we considered special classes of graphs. We presented two efficient algorithms: one for temporal graphs $G$ with $b w\left(G_{\downarrow}\right) \leq 2$ and one for temporal graphs $G$ with $G_{\downarrow} \backslash\{s, z\}$ being a tree. The question of whether there is a polynomial-time algorithm to compute a minimum ( $s, z, t$ )-temporal separator in a temporal graph of bounded treewidth remains an interesting open problem. However, we showed a reduction from the DISC-SC- $k$ problem to ( $s, z, t$ )-Temporal Separator when the pathwidth of the underlying graph is bounded by a constant number. Therefore, designing efficient algorithms for bounded treewidth graphs encounters serious obstacles, such as making progress on the open problem of the hardness of DISC-SC- $k$. Another interesting direction of future research is to consider temporal separator problems with the additional restriction of "balancedness", as discussed at the end of Section 3.
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## A Figures



Figure 2 Demonstration of one step of the reduction in the proof of Theorem 20. The figure shows the $(s, z, t)$-temporal path in the layer $G_{j \times t}$. The time label for all edges is $j \times t$.


Figure 3 Illustration of the graph $G^{\prime}$ which is used to show that the output of the reduction from Theorem 20 has bounded pathwidth. The underlying graph $G_{\downarrow}$ is a subgraph of $G^{\prime}$.

B Pseudocode

Algorithm 2 This algorithm computes a minimum sized restricted path ( $s, z$ )-temporal separator in a temporal graph $G$ when $G_{\downarrow} \backslash\{s, z\}$ is a tree $T$.

```
Function ComputeRLs ( \(G, s, z\) ):
    \(\mathcal{U} \leftarrow \emptyset ;\)
    for \((u, w) \in V(T) \times V(T)\) do
        if ExistsRestrictedPath \(\left(G_{u, w}^{1}, s, z\right)\) or
            ExistsRestrictedPath \(\left(G_{u, w}^{2}, s, z\right)\) then
                \(\mathcal{U} \leftarrow \mathcal{U} \cup\{(u, w)\}\);
                for \(v \in V\left(P_{u, w}\right)\) do
                    \(R L_{v} \leftarrow R L_{v} \cup\{(u, w)\} ;\)
Function GreedyRTS \((G, s, z, R L, \mathcal{U})\) ):
    \(S \leftarrow \emptyset ;\)
    while \(\mathcal{U} \neq \emptyset\) do
            \(v \leftarrow\) furthest node from the root of \(T\) such that \(\exists(u, w) \in R L_{v} \backslash R L_{\text {parent }(v)}\);
            \(S \leftarrow S \cup\{v\} ;\)
            \(\mathcal{U} \leftarrow \mathcal{U} \backslash R L_{v} ;\)
            for \(w \in V(T)\) do
                \(R L_{w} \leftarrow R L_{w} \backslash R L_{v} ;\)
    return \(S\);
```
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#### Abstract

In a regular PCP the verifier queries each proof symbol in the same number of tests. This number is called the degree of the proof, and it is at least $1 /(s q)$ where $s$ is the soundness error and $q$ is the number of queries. It is incredibly useful to have regularity and reduced degree in PCP. There is an expander-based transformation by Papadimitriou and Yannakakis that transforms any PCP with a constant number of queries and constant soundness error to a regular PCP with constant degree. There are also transformations for low error projection and unique PCPs. Other PCPs are constructed especially to be regular. In this work we show how to regularize and reduce degree of PCPs with a possibly large number of queries and low soundness error.

As an application, we prove NP-hardness of an unweighted variant of the collective minimum monotone satisfying assignment problem, which was introduced by Hirahara (FOCS'22) to prove NP-hardness of MCSP* (the partial function variant of the Minimum Circuit Size Problem) under randomized reductions. We present a simplified proof and sufficient conditions under which MCSP* is NP-hard under the standard notion of reduction: MCSP* is NP-hard under deterministic polynomialtime many-one reductions if there exists a function in E that satisfies certain direct sum properties.
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## 1 Introduction

### 1.1 Regularization of Low Error PCPs

In a Probabilistically Checkable Proof (PCP) the verifier uses randomness to pick a small number of queries to its proof. A correct proof is typically accepted, whereas a proof of an incorrect statement is typically rejected. PCPs found many surprising applications over the years in areas like hardness of approximation [14, 15], cryptography [30], complexity theoretic lower bounds [49, 2, 9], quantum computation [25] and metric embeddings [29].

It is often desirable, both for the construction of PCPs and for their applications, that the PCP is regular ${ }^{1}$, that is, the verifier queries each proof symbol on the same number of tests. This number is called the degree. Some PCPs are naturally regular or can be made regular

[^29]with some effort (see, e.g., [38] that constructed a regular PCP from scratch). In contrast, other constructions are inherently non regular, typically because the proof consists of different parts with different roles. Most constructions, and especially algebraic constructions, do not naturally have small degree. We focus on regularization and degree reduction, i.e., on transformations that take any PCP verifier and create a similar PCP verifier that is regular and has small degree.

Note that for a regular PCP with degree $d$, number of queries $q$ and soundness error $s$ we have $s>1 /(d q)$. The reason is that fraction $1 /(d q)$ of the randomness strings have disjoint queries. Since each verifier test is satisfiable on its own, it is always possible to satisfy fraction $1 /(d q)$ of the tests. Thus, the degree has to be at least $1 /(s q)$. As $q$ is typically constant or only slightly super-constant, one desires $d$ that is about $1 / s$.

For soundness error $s$ close to 1 and a small number of queries $q$, Papadimitriou and Yannakakis [37] showed how to regularize the query graph and make the degree constant. This was extended to the case of low soundness error and unique or projection games $(q=2)$ that is especially important for hardness of approximation [28, 34, 11].

We regularize and decrease degree of PCPs of low soundness error $s$ and a general number $q$ of queries:

- Theorem 1 (Regularization and degree reduction). Let $V$ be a PCP verifier that uses $r$ random bits to make $q$ queries to a proof over alphabet $\Sigma$ and has completeness error $c$ and soundness error $s$, where $s \leq \min \left\{1 /(e q), 1 /|\Sigma|^{a}\right\}$ for $e$ the basis of the natural logarithm and a constant $0<a \leq 1$. Then $V$ can be efficiently transformed into a new PCP verifier $V^{\prime}$ whose query graph is bi-regular and where proof symbols have degree $d=q$ poly $(1 / s)$. The verifier $V^{\prime}$ uses $r+O(\log (1 / s))$ random bits to make poly $(q)$ queries to a proof over alphabet $\Sigma$. It has completeness error $c$ and soundness error $O\left(s^{\Omega(1)}\right)$.

We can apply our theorem to the PCPs with the lowest error known today:
For a large constant number of queries:

- Corollary 2 (follows from [10, 12] and Theorem 1). For any $\beta>0$, for any $s \geq 2^{-(\log n)^{1-\beta}}$, for every $L \in \mathrm{NP}$, there exists a regular PCP verifier $V$ for $L$ that uses random bits to make $q$ queries to a proof over alphabet $\Sigma$ and has perfect completeness and soundness error $s$, where $r=O(\log n),|\Sigma|=\operatorname{poly}(1 / s)$, and $q=\operatorname{poly}(1 / \beta)$. The degree is $d=\operatorname{poly}(1 / s)$.

For a super-constant number of queries:

- Corollary 3 (follows from [12] and Theorem 1). For every $L \in N P$, there exists a regular $P C P$ verifier $V$ for $L$ that uses random bits to make $q$ queries to a proof over alphabet $\Sigma$ and has perfect completeness and soundness error $s$, where $r=O(\log n)$, $s=1 / \operatorname{poly}(n)$, $|\Sigma|=n^{1 /(\log \log n)^{O(1)}}$, and $q=(\log \log n)^{O(1)}$. The degree is $d=\operatorname{poly}(n)$.


### 1.2 Regularization Technique

Next we describe the Papadimitriou-Yannakakis transformation and subsequent work, as well as explain the difficulty with a larger number of queries and low soundness error. The idea of Papadimitriou and Yannakakis was to replace each proof symbol with several "copies" of the symbol depending on the symbol's original degree. Whenever the verifier wishes to query the symbol, it queries one of the copies instead, so all copies have low degree. The verifier also checks equality between copies by placing an expander of low degree on the set of copies, and picking a random edge from the expander. Overall, the verifier makes an original test with probability $\frac{1}{2}$ and an equality check with probability $\frac{1}{2}$.

This construction is only for the case of large soundness error $s>\frac{1}{2}$, because half of the tests can be satisfied even in the soundness case. Why is this construction only for a small number of queries? Because for an original test all $q$ copies queried must be consistent with some global proof $\pi$. For the Papadimitrious-Yannakakis verifier this happens if the soundness error is sufficiently larger than $1-\frac{1}{q}$, so we can tolerate a union bound over the $q$ queries.

To allow for lower soundness error one can combine equality tests with original tests, however the natural way to do it requires poly $(q, 1 / s)$ queries in order to ensure that except with probability $s$ the labels to every copy queried are consistent with the majority alphabet symbol for the query. Unfortunately, $1 / s$ is large when the soundness error $s$ small. In particular, $1 / s$ is often much larger than the number of queries $q$, so one would get a PCP with a much worse number of queries than the number of queries one started with.

An exception is known for "robust" PCPs ${ }^{2}$, for which an increase in the number of queries as described above is acceptable, since robust PCPs can always be converted to PCPs with two queries [11]. Indeed, the transformation outlined above, combining the original test with equality tests is equivalent to the regularization and degree reduction of [34]. Alas, the robust PCPs of lowest error [34, 13] have alphabet size $\exp (1 / s)$ instead of poly $(1 / s)$. In particular, to keep the alphabet size polynomial in $n$ for a robust PCP the soundness error has to be at least logarithmically small in $n$.

We show how to regularize and reduce the degree of general, non robust, PCPs while maintaining poly $(q)$ queries and $O\left(s^{\Omega(1)}\right)$ soundness error. The degree becomes poly $(q, 1 / s)$ (recall that degree $1 /(q s)$ is needed).

Our construction is similar in spirit to what was described above: we introduce copies for each of the original proof symbols. For each original query the verifier makes queries to several of its copies, checking equality on the copies as well as checking the original test. Surprisingly, we show that only poly $(q)$ queries chosen according to a disperser suffice. Our main insight is that since the soundness error $s$ of the original PCP is small, it suffices to have a list decoding of size about $\sqrt[q]{1 / s}$ for each one of the $q$ queries. There is only probability about $(\sqrt[q]{s})^{q}=s$ that $q$ copies of an original proof symbol all fall outside the list decoding.

### 1.3 An Application to MCSP

We expect that our regularization would have many applications in future. Here, we present a specific application of regularization to the Minimum Circuit Size Problem (MCSP) [26].

MCSP is the decision problem that asks to decide whether there exists a circuit of size $s$ that computes a given function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, given the truth table of $f$ and a size parameter $s \in \mathbb{N}$. It is easy to see that $\operatorname{MCSP} \in \mathrm{NP}$, but it is a long-standing open question whether MCSP is NP-hard. In fact, Levin [32] delayed his publication on the theory of NP-completeness because he hoped to prove NP-hardness of MCSP. In his seminal paper [32], he proved NP-completeness of DNF-MCSP*, i.e, the partial function variant of the Minimum DNF Formula Size Problem. In addition to its historical aspect, MCSP has connections to many areas of theoretical computer science, including learning theory [7], average-case complexity [17], circuit complexity [26, 36, 8], and cryptography [42, 33]. Recently, NPhardness of the partial function variant of MCSP, denoted by MCSP*, was resolved under randomized polynomial-time reductions [18]. Here, MCSP* is the problem of deciding if there exists a circuit of size $s$ that computes a given partial function $f$ on input $x \in f^{-1}(\{0,1\})$, given the truth table of $f:\{0,1\}^{n} \rightarrow\{0,1, *\}$ and $s \in \mathbb{N}$ as input.

[^30]The starting point of the NP-hardness reduction of [18] is the problem called Collective Minimum Monotone Satisfying Assignment Problem (CMMSA). The input of CMMSA consists of a collection of monotone formulas of size $\Delta$ over $n$ variables, where $\Delta \ll n$, and the task is decide whether there exists an assignment for the $n$ variables with small weight that satisfies as many formulas as possible. In [18], the weighted version of CMMSA in which each variable has its own weight is shown to be NP-hard to approximate within a factor of $\Delta^{\Omega(1)}$ using low-error PCP systems. The reason why variables are assigned weights comes from the fact that low-error PCP systems may not be regular. Using our regularization for low-error PCPs, we prove NP-hardness of the unweighted version of CMMSA. This enables us to present a simpler proof of NP-hardness of MCSP*.

Using the simplified proof, we investigate whether MCSP* is NP-hard under the standard notion of reduction. The NP-hardness of MCSP* shown in [18] differs from the standard notion of NP-hardness in that the reduction is randomized. The usage of randomized reductions is in some sense necessary because of the connection to a circuit lower bound for explicit functions: A line of work $[26,20,19,41]$ shows that NP-hardness of MCSP* under deterministic reductions implies breakthrough separations, such as EXP $\neq$ ZPP or EXP $\nsubseteq \mathrm{P} /$ poly. Thus, proving NP-hardness of MCSP* under deterministic reductions is at least as difficult as the central open problems in complexity theory. In fact, the hardness of certain variants of MCSP under deterministic reductions characterizes some circuit lower bounds for explicit functions [1].

We present sufficient conditions under which the reduction of [18] can be derandomized: MCSP* is NP-hard under deterministic polynomial-time many-one reductions if there exists a family $f=\left\{f_{k, n}:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}\right\}_{k, n \in \mathbb{N}} \in \mathrm{E}=\mathrm{DTIME}\left[2^{O(n)}\right]$ of functions with certain "direct sum" properties. Roughly speaking, for some parameter $\sigma \geq 2^{\Omega(n)}$, we require that (i) $f_{k, n}(i,-)$ can be computed by a circuit of size $\sigma$ for every $i \in\{0,1\}^{k}$, and that (ii) for any set $B \subseteq\{0,1\}^{k}$, the size of any circuit that computes $f_{k, n}(i,-)$ for every $i \in B$ on average is at least $\gtrsim|B| \cdot \sigma$. Although the actual assumption is somewhat stronger, it can be shown that a random function satisfies the direct sum properties with high probability. The original proof of [18] heavily relies on Kolmogorov complexity, and it is unclear what property of random functions is used. Our contribution is to identify the direct sum properties that are sufficient for the proof to go through, by giving a simplified proof that does not rely on Kolmogorov complexity.

We mention that, in general, any randomized polynomial-time reduction for a problem in NP can be derandomized to a deterministic polynomial-time nonadaptive reduction that makes several queries, under the assumption that $\mathrm{E}=\mathrm{DTIME}\left[2^{O(n)}\right]$ cannot be computed by non-deterministic circuits of size $2^{\Omega(n)}$. This follows from the theory of pseudorandom generators secure against non-deterministic circuits [31, 43]. We also mention that Ilango [22] showed that MCSP* is hard under the Exponential-Time Hypothesis, which provides an exponential-time reduction from SAT to MCSP*. Here, we aim at obtaining NP-hardness of MCSP* under deterministic polynomial-time many-one reductions.

## 2 Regularization and Degree Reduction For General PCPs

### 2.1 Preliminaries

### 2.1.1 Expanders and Dispersers

We will use an explicit construction of expanders obtained by powering an explicit constant degree expander. For a constant degree expander one can use the construction of [39] based on the zig zag product. The same paper discusses powering as well. The parameters one can get are given in this lemma (for a proof see the appendix of [34]):

- Lemma 4 (Explicit construction of expanders). There is a constant $\alpha<1$ and a function $\Delta: \mathbb{N} \rightarrow \mathbb{N}^{+}$with $\Delta(D)=\Theta(D)$, such that given two natural numbers $n$ and $D$, one can find in time polynomial in $n$ and in $D$ an undirected (multi-)graph $G=(V, E)$ with $|V|=n$, which is $\Delta(D)$-regular and whose adjacency matrix has second largest eigenvalue (in absolute value) $\lambda \leq(\Delta(D))^{\alpha}$.

We will use expander random walk as a hitter (see, e.g., Theorem 4.7 in [47]):

- Lemma 5 (Expander random walk hitting property). Let $G=(V, E)$ be a $\Delta$-regular undirected (multi-)graph, whose adjacency matrix has second largest eigenvalue (in absolute value) $\lambda \Delta$. Then, for any set $B \subseteq V$ of fraction $\mu=|B| /|V|$, the probability that a random walk $v_{1}, \ldots, v_{t}$ in $G$ satisfies $v_{i} \in B$ for $i=1, \ldots, t$ is at most $(\mu+\lambda)^{t}$.

Lemma 4 and Lemma 5 give an explicit construction of a disperser:

- Definition 6 (Disperser/hitter). A $(\delta, \varepsilon)$-disperser graph is a bi-regular bipartite graph $G=(U, V, E)$ such that for every set $B \subseteq V$ of fraction at most $\varepsilon$, for at most $\delta$ fraction of the $u \in U$ it holds that all of $u$ 's neighbors in $G$ are in $B$.
- Corollary 7 (Explicit disperser). For any $q \geq 1$ and $0<\varepsilon<1$, for any $N \geq(1 / \varepsilon)^{q+1}$ there is an explicit construction of $a\left(e \varepsilon^{q}, \varepsilon\right)$-disperser $G=([N],[M], E)$ with $N$-degree $q$ and $M$-degree $q \cdot \operatorname{poly}\left(1 / \varepsilon^{q}\right)$.

Proof. Let $G=([M], E)$ for $M=N / \Delta^{q}$ be an explicit expander of degree $\Delta=\operatorname{poly}(1 / \varepsilon)$ and second eigenvalue $(\varepsilon / q) \Delta$ as given by Lemma 4. Let $N$ correspond to length $q$ walks in $G$. In the disperser each walk is connected to the $q$ vertices it contains. Let $B \subseteq[M]$ of fraction $\varepsilon$. By Lemma 5 , the fraction of walks that fall completely in $B$ is $(\varepsilon+\varepsilon / q)^{q}=\varepsilon^{q}(1+1 / q)^{q} \leq e \varepsilon^{q}$.

### 2.1.2 PCP Verifiers and Their Parameters

- Definition 8 (PCP verifier). A PCP verifier for a language $L$ is a procedure that on input $x$ uses $r$ bits of randomness to make $q$ queries to a proof $\pi$ of length $m$ over alphabet $\Sigma$. The verifier satisfies the following:
- Completeness: If $x \in L$ then there exists $\pi$ that the verifier accepts with probability at least $c$.
- Soundness: If $x \notin L$ then for all $\pi$ the verifier accepts with probability at most $s$.

Typically, if $n$ is the input size one considers $r$ that is logarithmic in $n$, so the answers to all the $2^{r}$ tests would make an NP witness if $x \in L$. The number of queries is typically a constant independent of $n$ or slightly super constant; ideally $q=2$. We have $s \geq 1 /|\Sigma|^{q}$, since a random proof would satisfy at least this fraction of verifier tests. Thus, $|\Sigma|$ is ideally close to $1 / s^{1 / q}$. The completeness $c$ is often 1 . The soundness error $s$ is as small as possible. Sometimes one considers a constant $s<1$, and sometimes sub-constant $s$ is desired. Note that $s \geq 2^{-r}$. Ideally one could hope for $s$ that is exponentially small in $r$ and polynomially small in $n$. However, it is currently a known open problem ("The Sliding Scale Conjecture" [4]) whether polynomially small error can be achieved simultaneously with constant number of queries. The state-of-the-art PCP with soundness error $s=1 / n$ has $q=\operatorname{poly}(\log \log n)$ queries [12].

- Definition 9. The query graph $Q_{V}$ of a PCP verifier $V$ that uses random bits to make $q$ queries to a proof of length $m$ is the bipartite graph that has the $2^{r}$ randomness strings of the verifier on one side and the $m$ proof symbols of the proof $\pi$ on the other side. Connect each randomness string to the $q$ queries the verifier makes on this randomness string.


### 2.2 Our Regularization and Its Analysis

Assume a PCP verifier $V$ that uses $r$ random bits to make $q$ queries to a proof $\pi$ over alphabet $\Sigma$ and has completeness $c$ and soundness $s$, where $s \leq 1 /(e q), 1 /|\Sigma|^{a}$ for a constant $0<a \leq 1$ ( $e$ is the basis of the natural logarithm). We will construct a new, similar, PCP verifier $V^{\prime}$ with a bi-regular query graph of small degree as specified in Theorem 1.

Let $A=1 / s$. First, duplicate each of the $2^{r}$ tests $A$ times, so each of the degrees is at least $A$. This causes $r$ to grow to $r+O(\log (1 / s))$ and does not change the other parameters. For $l=A, A+1, \ldots, 2^{r} \cdot A$ consider an explicit disperser $G_{l}=\left([l],\left[m_{l}\right], E_{l}\right)$ as guaranteed by Corollary 7 for $N=l$ vertices, $[l]$-degree $q^{\prime}=\lceil 6 q / a\rceil$, and $\varepsilon=s^{1 /(2 q)}$. Note that $m_{l}<l$. If $V$ queries the $i$ 'th symbol in the proof in $d(i)$ verifier tests, then replace the $i$ 'th symbol with $m_{d(i)}$ new symbols symbol $(i, j), 1 \leq j \leq m_{d(i)}$ that are supposed to be copies of the $i$ 'th symbol. That is, in the proof for $V^{\prime}$ in the completeness case all those copies are assigned the same label from $\Sigma$ as the one assigned to the $i^{\prime}$ th symbol in the completeness proof of $V$.

The verifier $V^{\prime}$ picks a uniformly random test of the verifier $V$. For every symbol $i$ that the test queries, if the test is the $t^{\prime}$ th test on which the $i^{\prime}$ th symbol is queried $(1 \leq t \leq d(i))$, the verifier $V^{\prime}$ queries instead the $q^{\prime}$ copies of the $i^{\prime}$ th symbol that correspond to the $G_{d(i)}$ neighborhood of $t$. The verifier $V^{\prime}$ checks equality between the copies in addition to the original test. Overall the number of queries that $V^{\prime}$ makes is $O\left(q^{2}\right)$, and the degree of every proof symbol is the same $\operatorname{poly}(q, 1 / s)$. This step does not change the number of random bits the verifier uses. The alphabet of the proof is the same as the alphabet of the proof of $V$. The completeness error $c$ of $V^{\prime}$ is the same as the completeness error $c$ of $V$.

It remains to prove soundness. Suppose that we have a proof for $V^{\prime}$ that $V^{\prime}$ accepts with probability larger than $2 \sqrt{s}$.

Let $L=1 / \varepsilon$ and assume for simplicity that $L$ is a natural number (otherwise, round it). For every original proof symbol $i$, consider the $L$ labels from the alphabet $\Sigma$ that repeat in the proof of $V^{\prime}$ in the largest number of copies symbol $(i, j)$. We call a label from $\Sigma$ "bad" for $i$ if it is not one of those $L$. We call a copy "bad" for $i$ if its label is bad for $i$. Note that a bad label repeats in at most $\varepsilon$ fraction of copies.

For any original query $i$, consider a uniform choice of a $V$ test among the $d(i)$ tests that query it, as well as the $q^{\prime}$ corresponding queries of $V^{\prime}$ to copies symbol $(i, j)$. By the disperser property, for every bad label $\sigma \in \Sigma$ for $i$, the probability that $V^{\prime}$ accepts and queries copies labeled $\sigma$ is at most $e \varepsilon^{q^{\prime}} \leq e s^{3 / a} \leq s /(q|\Sigma|)$, where the last inequality used the low soundness error of $V$. Consider a uniform test of $V^{\prime}$, which induces a uniform test of $V$ that makes $q$ original queries. By a union bound over the $q$ queries and $|\Sigma|$ possible bad labels for them, the probability that $V^{\prime}$ accepts yet for one of the $q$ queries it queries a bad copy is at most $s$.

Hence, with probability larger than $2 \sqrt{s}-s \geq \sqrt{s}$ over a choice of a uniform $V^{\prime}$ test, the verifier accepts and for none of the $q$ original queries it queries a bad copy. Consider the following proof for $V$ : for every proof symbol pick uniformly at random one of its $L$ labels. The probability that this assignment is accepted is larger than $\sqrt{s} \cdot(1 / L)^{q}=s$.

## 3 Application: NP-Hardness of Partial MCSP

As an application, we simplify the proof of NP-hardness of MCSP* and present two sufficient conditions under which the randomized reductions of [18] can be derandomized. The first sufficient condition is that E cannot be computed by $2^{\text {cn }}$-time algorithms with $2^{n}-2^{n / 2}$ bits of advice for a sufficiently large constant $c$. This condition is essentially equivalent to the statement that there exists a polynomial-time algorithm that, on input $1^{N}$, outputs a string
of length $N$ whose time-bounded Kolmogorov complexity is at least $N-\sqrt{N}[40] .{ }^{3}$ The second sufficient condition is weaker and is that there exists a function in $E$ that satisfies "direct sum" properties.

To define the direct sum properties formally, we introduce the notion of oracle-sum circuit, which generalizes a standard circuit. An oracle-sum circuit consists of a pair $(C, D)$ of an oracle circuit $C$ and a circuit $D$. The oracle-sum circuit computes a function $f$ such that $f(x)=C^{D}(x)$, i.e., the function computed by the $D$-oracle circuit $C$. Abusing the notation, we identify $(C, D)$ with the function computed by $(C, D)$. The size of an oracle-sum circuit is measured by $|C|+|D|$, where $|C|$ and $|D|$ denote the number of wires in $C$ and $D$, respectively. Note that it is possible to simulate an oracle-sum circuit $(C, D)$ by a circuit of size $O(|C| \cdot|D|)$ by having $|C|$ copies of the circuit $D$. The main difference between an oracle-sum circuit and a standard circuit lies in how we measure their size.

For a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, let $f^{m}:\left(\{0,1\}^{n}\right)^{m} \rightarrow\{0,1\}^{m}$ denote the $m$-wise direct product of $f_{i}$, i.e., the function defined as $f^{m}\left(x_{1}, \ldots, x_{m}\right):=\left(f\left(x_{1}\right), \ldots, f\left(x_{m}\right)\right)$. We now provide the formal definition of direct sum properties.

- Definition 10. For a function $\sigma: \mathbb{N}^{2} \rightarrow \mathbb{N}$, a family $f=\left\{f_{k, n}:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}\right\}_{k, n \in \mathbb{N}}$ of functions is said to have $\sigma$-direct sum properties if the following hold for some constant $\delta>0$ and all sufficiently large constant $c$.

1. For every $B \subseteq\{0,1\}^{k}$, there exists a circuit $C$ of size $|B| \cdot \sigma(k, n)$ such that $C$ computes the $m$-wise direct product of $f_{i}$ for every $i \in B$, i.e., $\left(f_{i}^{m} \mid i \in B\right)$, where $m:=n^{c}$. Here, $f_{i}(x):=f_{k, n}(i, x)$.
2. For every $B \subseteq\{0,1\}^{k}$ and every oracle-sum circuit $C$ of size at most $|B| \cdot \sigma(k, n) \cdot n^{-1 / c}$, there exists $i \in B$ such that $\operatorname{Pr}_{x \sim\{0,1\}^{n}}\left[C(i, x)=f_{i}(x)\right] \leq 1-\delta$.
Roughly speaking, a function with $\sigma$-direct sum properties satisfies that the circuit complexity of computing $\left(f_{i} \mid i \in B\right)$ is approximately equal to $\sigma \cdot|B|$ for every $B \subseteq\{0,1\}^{k}$. Definition 10 is stronger than this in the following respects: (i) Item 1 states that for every $i \in B$, not only each $f_{i}$ is computable by a circuit of size $\sigma$, but also the $m$-wise direct product of $f_{i}$ is computable by a circuit of size $\sigma$. In particular, computing $f_{i}^{m}$ is as easy as computing $f_{i}$, which means that the strong direct sum property for $f_{i}$ fails to hold. (ii) Item 2 is a strong direct sum property for $\left(f_{i} \mid i \in B\right)$, and states that oracle-sum circuits of size $\lesssim|B| \cdot \sigma$ cannot compute ( $f_{i} \mid i \in B$ ) on average.

The formal definition of MCSP* is as follows.

- Definition 11. For a partial function $f:\{0,1\}^{n} \rightarrow\{0,1, *\}$, let $\mathrm{CC}^{*}(f)$ denote the minimum number of the wires in a circuit $C$ such that $C(x)=f(x)$ for every $x \in\{0,1\}^{n}$. Partial MCSP (MCSP*) is defined as the language that consists of $(f, s)$ such that $\mathrm{CC}^{*}(f) \leq s$, where $f$ is encoded as a binary string of length $2^{\Theta(n)}$.

We now state the main result of this section.

- Theorem 12. Assume that either

1. for every constant $c>0$, there exists a language in $\mathrm{E} \backslash$ i.o.DTIME $\left[2^{c n}\right] /\left(2^{n}-2^{n / 2}\right)$, or
2. there exists a family $f=\left\{f_{k, n}\right\}_{k \leq n}$ functions computable in time $2^{O(n)}$ with $\sigma$-direct sum properties, where $\sigma(k, n) \geq 2^{\gamma n}$ for some constant $\gamma>0$.
Then, MCSP* is NP-hard under deterministic polynomial-time many-one reductions.
We first show that the first condition implies the second condition in Theorem 12. Item 1 of Definition 10 follows from Uhlig's theorem:
[^31]- Lemma 13 ([45, 46]; see also [48]). Let $r: \mathbb{N} \rightarrow \mathbb{N}$ be a function such that $r(n)=2^{o(n / \log n)}$. Then, for all large $n \in \mathbb{N}$, for any function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, there exists a circuit of size $O\left(2^{n} / n\right)$ that computes $f^{r(n)}:\left(\{0,1\}^{n}\right)^{r(n)} \rightarrow\{0,1\}^{r(n)}$.
- Proposition 14. There exists a constant $c>0$ such that if $f:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}$ cannot be computed by any algorithm running in time $2^{c n}$ with $2^{n+k}-2^{n-1}$ bits of advice, then $f$ satisfies the $\sigma$-direct sum property for $\sigma=\Theta\left(2^{n} / n\right)$.

Proof. To see the first property of Definition 10, for each $i \in B$, by Lemma 13, there exists a circuit $C_{i}$ of size $O\left(2^{n} / n\right)$ that computes the $m$-wise direct product $f_{i}^{m}$ of $f_{i}$. By combining the circuits $\left(C_{i} \mid i \in B\right)$ for all $i \in B$, we obtain a circuit of size $|B| \cdot O\left(2^{n} / n\right)$ that computes $f_{i}^{m}$ for every $i \in B$.

Let $\mathrm{K}^{t}(x)$ denote the $t$-time bounded Kolmogorov complexity of $x$, i.e., the length of a shortest program that prints $x$ in time $t$. Then, the assumption implies that $\mathrm{K}^{2^{c n}}(f) \geq$ $2^{n+k}-2^{n-1}$.

To see the second property, we first claim that for every $B \subseteq[n]$, the time-bounded Kolmogorov complexity of $f_{B}:=\left(f_{i} \mid i \in B\right)$ is at least $|B| \cdot 2^{n-2}$. Since $f$ can be described by a description for $\left(f_{i} \mid i \in B\right)$, the set $B$, and $\left(f_{i} \mid i \in\{0,1\}^{k} \backslash B\right)$, we have

$$
2^{n+k}-2^{n-1} \leq \mathrm{K}^{t}(f) \leq \mathrm{K}^{t^{\prime}}\left(f_{B}\right)+|B| \cdot O(k)+\left(2^{k}-|B|\right) \cdot 2^{n}
$$

for some $t, t^{\prime} \leq 2^{O(n)}$. It follows that $\mathrm{K}^{t}\left(f_{B}\right) \geq|B| \cdot\left(2^{n}-2^{n-1}-O(k)\right) \geq|B| \cdot 2^{n-2}$. We now claim that any small oracle-sum circuit fails to approximate $\left(f_{i} \mid i \in B\right)$. Let $C$ be an oracle-sum circuit of size $s$ such that $\operatorname{Pr}_{x \sim\{0,1\}^{n}}\left[C(i, x)=f_{i}(x)\right] \geq 1-\delta$ for every $i \in B$. For each $i \in B$, the set of inputs $x$ such that $C(i, x) \neq f_{i}(x)$ can be described by $\log \sum_{k \leq \delta 2^{n}}\binom{2^{n}}{k} \leq \mathrm{H}_{2}(\delta) 2^{n} \leq 2^{n-3}$ bits, where the last inequality holds for a sufficiently small constant $\delta>0$. Since $C$ can be described by $O(s \log s)$ bits, $\left(f_{i} \mid i \in B\right)$ can be described by $O(s \log s)+|B| \cdot 2^{n-3}$. Thus, we obtain $|B| \cdot 2^{n-3} \leq O(s \log s)$, which implies $s \geq \Omega\left(|B| \cdot 2^{n} / n\right)$.

Since a random function has high Kolmogorov complexity, the proof of Proposition 14 also shows that a random function satisfies $\Theta\left(2^{n} / n\right)$-direct sum properties with high probability.

### 3.1 Collective Minimum Monotone Satisfying Assignment Problem

In [18], Collective Minimum Monotone Satisfying Assignment (CMMSA) was introduced and shown to be NP-hard to approximate. Using the regularization for low-error PCPs, we show that the same hardness of approximation can be proved for the unweighted version of CMMSA.

For an assignment $\alpha:[n] \rightarrow\{0,1\}$, let $w(\alpha)$ denote the Hamming weight $\sum_{i=1}^{n} \alpha(i)$ of $\alpha$. For a formula $\varphi$, let $\varphi(\alpha) \in\{0,1\}$ denote the output of $\varphi$ when the variables are assigned by $\alpha$.

- Definition 15 ([18]). The Collective Minimum Satisfying Assignment problem (CMMSA) with gap $g \in \mathbb{N}$ and soundness $\epsilon>0$ is the following problem. The input consists of a collection $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$ of monotone formulas over the set $[n]$ of variables and a threshold parameter $s \in \mathbb{N}$. The task is to distinguish the following two cases.
Yes: There exists an assignment $\alpha:[n] \rightarrow\{0,1\}$ such that

$$
w(\alpha) \leq s \quad \text { and } \quad \operatorname{Pr}_{\varphi \sim \Phi}[\varphi(\alpha)=1]=1
$$

No: For every assignment $\alpha:[n] \rightarrow\{0,1\}$, if $w(\alpha) \leq g \cdot s$, then

$$
\operatorname{Pr}_{\varphi \sim \Phi}[\varphi(\alpha)=1]<\epsilon
$$

The degree of $\Phi$ is defined to be $\max _{\varphi \in \Phi}|\varphi|$, where $|\varphi|$ denotes the number of the literals in the formula $\varphi$. The size of an instance of CMMSA is measured by the number $n$ of input variables.

- Theorem 16. For any constant $\beta>0$, there exists a constant $\alpha>0$ such that for every parameter $\Delta: \mathbb{N} \rightarrow \mathbb{N}$ such that $\omega(1) \leq \Delta(n) \leq 2^{(\log n)^{1-\beta}}$ for all large $n \in \mathbb{N}$, it is NP-hard under polynomial-time many-one reductions to compute CMMSA with gap $\Delta(n)^{\alpha}$, degree $\Delta(n)$, and soundness $\Delta(n)^{-\alpha}$ on a collection $\Phi$ of monotone DNF formulas over $n$ variables.

The proof of Theorem 16 is essentially the same with [18], except that we use the regularized PCP system of Corollary 2.

Proof of Theorem 16. The PCP theorem of Corollary 2 can be stated in terms of MaxCSP as follows: Let $\Psi=\left\{C_{1}, \ldots, C_{m}\right\}$ be the set of constraints over $n$ variables on the alphabet $\Sigma$. Here, for any internal randomness $j \in\{0,1\}^{O(\log n)}$ of a PCP verifier, there is a constraint $C_{j}$. Each constraint $C_{j}$ depends on $D=O(1 / \beta)$ variables. The size of the alphabet $\Sigma$ is at most poly $(1 / \delta)$, where $\delta$ is the soundness error. Let $C_{j}^{-1}(1)$ denote the set of assignments to the variables in $C_{j}$ that cause $C_{j}$ to accept. Here, an assignment $r$ to the variables in $C_{j}$ is a function $r: \operatorname{dom}(r) \rightarrow \Sigma$, where $\operatorname{dom}(r) \subseteq[n]$ denotes the set of variables in $C_{j}$.

Given the MaxCSP instance $\Psi$ over $\Sigma$, we reduce it to an instance ( $\Phi, s$ ) of CMMSA as follows: Each variable of $\Phi$ is indexed by $(x, a) \in[n] \times \Sigma$ and is denoted by $L_{x, a}$. Informally, $L_{x, a}=1$ indicates that the variable $x$ in the original CSP instance $\Psi$ is assigned to $a \in \Sigma$. For each $j \in[m]$, construct a monotone DNF formula $\varphi_{j}$ defined as

$$
\varphi_{j}(L):=\bigvee_{r \in C_{j}^{-1}(1)} \bigwedge_{x \in \operatorname{dom}(r)} L_{x, r(x)}
$$

The threshold $s$ is defined to be $n$.
We prove the correctness of the reduction. Assume that the CSP instance $\Psi$ is satisfied by an assignment $\alpha:[n] \rightarrow \Sigma$. Then, we set $L_{x, \alpha(x)}:=1$ and $L_{x, y}:=0$ for every $y \in \Sigma \backslash\{\alpha(x)\}$. The weight of the assignment $L:[n] \times \Sigma \rightarrow\{0,1\}$ is $w(L)=n$. By the perfect completeness, we have $C_{j}(\alpha)=1$ for every $j \in[m]$; thus, $\alpha$ satisfies every formula in $\Phi$. It follows that $(\Phi, s)$ is a Yes instance of CMMSA.

Next, assume that any assignment to $\Psi$ can satisfy at most a $\delta$-fraction of constraints in $\Psi$. Assume that there exists an assignment $L:[n] \times \Sigma \rightarrow\{0,1\}$ such that $w(L)=g \cdot n$ and

$$
\begin{equation*}
\operatorname{Pr}_{j \sim[m]}\left[\varphi_{j}(L)=1\right] \geq \epsilon \tag{1}
\end{equation*}
$$

where $\epsilon>0$ is a parameter to be chosen later. We claim that $g$ must be large. For each variable $x \in[n]$ of $\Psi$, let $A(x):=\left\{a \in \Sigma \mid L_{x, a}=1\right\}$. Since $g n=w(L)=\sum_{x \in[n]}|A(x)|$, we have $\mathbf{E}_{x \sim[n]}[|A(x)|]=g$. We say that $x \in[n]$ is bad if $|A(x)| \geq 2 g D / \epsilon$. By Markov's inequality, the probability that $x$ is bad is at most $\epsilon / 2 D$. Since the PCP system is bi-regular, the uniform distribution $x \sim[n]$ is identical to the following distribution: First choose $j \sim[m]$, and then choose $x$ uniformly at random from the variables in $C_{j}$. We say that $C_{j}$ is bad if $C_{j}$ contains some bad variable $x$. Thus, the probability, over $j \sim[m]$, that $C_{j}$ is bad is at most $\epsilon / 2$. Combining this with Equation (1), we obtain that

$$
\underset{C \sim \Psi}{\operatorname{Pr}}\left[\exists r \in C^{-1}(1), \forall x \in \operatorname{dom}(r),|A(x)| \leq \frac{2 g D}{\epsilon} \text { and } r(x) \in A(x)\right] \geq \epsilon-\frac{\epsilon}{2}=\frac{\epsilon}{2}
$$

Now, we construct a random assignment $\alpha:[n] \rightarrow \Sigma$ as follows: For each $x \in[n]$, pick $a \sim A(x) \subseteq \Sigma$ uniformly and randomly and define $\alpha(x):=a$. Under the event that $r \in C^{-1}(1),|A(x)| \leq \frac{2 g D}{\epsilon}$, and $r(x) \in A(x)$ for every $x \in \operatorname{dom}(r)$, we have $C(\alpha)=1$ if $\alpha(x)=r(x)$ for every $x \in \operatorname{dom}(r)$, which happens with probability at least $\left(\frac{\epsilon}{2 g D}\right)^{D}$. It follows that

$$
\delta \geq \operatorname{Pr}_{C \sim \Psi}^{\alpha}[C(\alpha)=1] \geq \frac{\epsilon}{2} \cdot\left(\frac{\epsilon}{2 g D}\right)^{D}
$$

which implies that $g \geq \Omega\left(\epsilon^{2} \cdot \delta^{-\frac{1}{D}}\right) \geq \Omega\left(\delta^{-\frac{1}{2 D}}\right)$, where the last inequality holds by setting $\epsilon:=\delta^{\frac{1}{4 D}}$. The number of the literals in $\varphi_{j} \in \Phi$ is at most $\left|C_{j}^{-1}(1)\right| \cdot D \leq|\Sigma|^{D} \cdot D \leq \delta^{-O(D)}$. Given a parameter $\Delta$, we choose $\delta:=\Delta^{-\Omega(1 / D)}$ so that the degree of $\Phi$ is at most $\Delta$. Then, the gap $g$ is at least $\Omega\left(\delta^{-\frac{1}{2 D}}\right) \geq \Delta^{\Omega\left(1 / D^{2}\right)}$. Moreover, the soundness $\epsilon$ is at least $\delta^{\frac{1}{4 D}} \geq \Delta^{-\Omega\left(1 / D^{2}\right)}$.

### 3.2 Technical Tools

We review the three technical tools used in [18]. The first tool is a secret sharing scheme.

- Definition 17 (Secret Sharing Scheme [3]). A secret sharing scheme for $\mathcal{A} \subseteq 2^{[n]}$ is a pair (Share, Rec) of a randomized algorithm Share and a deterministic algorithm Rec with the following properties:
Correctness: For every authorized set $T \in \mathcal{A}$ and for every bit $b \in\{0,1\}$, the output of Share $(b)$ is a sequence $\left(s_{1}, \ldots, s_{n}\right)$ of $n$ strings that satisfies $\operatorname{Rec}\left(T, s_{T}\right)=b$ with probability 1 over the internal randomness of Share(b).
Privacy: For every unauthorized set $T \notin \mathcal{A}$ and for every random variable $b$ on $\{0,1\}$, the random variables $b$ and $\operatorname{Share}(b)_{T}$ are statistically independent.

For a monotone formula $\varphi$, let $\mathcal{A}_{\varphi}$ denote the access structure such that $T \in \mathcal{A}_{\varphi}$ if and only if the indicator function of $T \subseteq[n]$ satisfies $\varphi$.

- Lemma 18 ([24, 6]). Let $\mathcal{A}=\left\{\mathcal{A}_{\varphi}\right\}_{\varphi}$ be the family of access structures $\mathcal{A}_{\varphi}$ represented by monotone formulas $\varphi$. Then, there exists a pair of a randomized polynomial-time algorithm Share and a deterministic polynomial-time algorithm Rec such that for every monotone formula $\varphi$, the pair $(\operatorname{Share}(\varphi,-), \operatorname{Rec}(\varphi,-))$ is a secret sharing scheme for the access structure $\mathcal{A}_{\varphi}$. Moreover, the length $\left|s_{i}\right|$ of each share $s_{i}$ is at most the number $|\varphi|$ of the literals in the formula $\varphi$.

The second tool is the Nisan-Wigderson pseudorandom generator construction.
Proposition 19 ([35, 44]). For any sufficiently large parameters $\ell, m, \rho \in \mathbb{N}$ with $m \leq 2^{\ell}$, there exists a "design" $S_{1}, \ldots, S_{m} \subseteq[d]$ such that for every $i \in[m]$,

1. $\left|S_{i}\right|=\ell, d=O\left(\exp (\ell / \rho) \cdot \ell^{2} / \rho\right)$, and
2. $\left|S_{i} \cap S_{j}\right| \leq \rho$ for every $j \in[m] \backslash\{i\}$

Moreover, such a family can be constructed in time poly $\left(2^{d}, m\right)$.

- Definition 20 (The Nisan-Wigderson pseudorandom generator construction [35]). Let $\mathcal{S}=$ $\left(S_{1}, \ldots, S_{m}\right)$ be a family of $\ell$-sized subsets of $[d]$. For a function $f:\{0,1\}^{\ell} \rightarrow\{0,1\}$, we define a function

$$
\mathrm{NW}_{\mathcal{S}}:\{0,1\}^{2^{\ell}} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}
$$

as

$$
\operatorname{NW}_{\mathcal{S}}(f ; z):=\left(f\left(z_{S_{1}}\right), \ldots, f\left(z_{S_{m}}\right)\right) \in\{0,1\}^{m}
$$

where $z_{S_{i}} \in\{0,1\}^{\ell}$ denotes the string obtained by concatenating all the bits of $z \in\{0,1\}^{d}$ indexed by $S_{i} \subseteq[d]$.

The third tool is a derandomized version of Yao's XOR lemma.

- Lemma 21 ([23, 16]; see also [18]). For any constant $\gamma>0$, there exist a constant $c \in \mathbb{N}$ and a procedure Amp that takes a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ and parameters $\epsilon, \delta \in(0,1 / 2)$ as input, and returns a function $\mathrm{Amp}^{f}=\mathrm{Amp}_{\epsilon, \delta}^{f}:\{0,1\}^{c n} \rightarrow\{0,1\}$ that satisfies the following properties:

1. For every circuit $D$ that computes $\mathrm{Amp}^{f}$ on a $(1 / 2+\epsilon)$-fraction of inputs, there exists an oracle circuit $C$ of size $2^{\gamma n} \cdot$ poly $(1 / \epsilon \delta)$ such that $C^{D}$ computes $f$ on a $(1-\delta)$-fraction of inputs.
2. There is a nonadaptive $f$-oracle circuit of size poly $(n / \epsilon \delta)$ and depth $O(\log (n / \epsilon \delta))$ that computes $\mathrm{Amp}^{f}$ by making $O(1 / \epsilon \delta)$ queries to $f$.
3. $\mathrm{Amp}^{f}$ can be computed in time poly $\left(2^{n}, n / \epsilon \delta\right)$ given the truth table of $f$ and the parameters as input.

### 3.3 Proof of NP-hardness of MCSP*

We are ready to present a proof of Theorem 12. As shown in Proposition 14, the first condition is stronger than the second condition. Thus, it suffices to show NP-hardness of MCSP* under the second condition that there exists a family $F=\left\{F_{k, n}\right\}_{k \leq n}$ of functions with $\sigma$-direct sum properties, where $\sigma(k, n) \geq 2^{\gamma n}$. Let $\delta>0$ be the constant of Definition 10 .

We present a reduction from CMMSA with degree $\Delta$ and soundness $\epsilon_{0}$ to MCSP* , where $\Delta:=(\log n)^{1 / 2}$ and $\epsilon_{0}<1 / 4$. Let $(\Phi, \theta)$ be an instance of CMMSA, where $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{\nu}\right\}$ is a degree- $\Delta$ collection of monotone formulas over the set $[n]$ of input variables. For each $j \in[\nu]$, let $V_{j}$ denote the set $\left\{v_{1}^{j}, \cdots, v_{m}^{j}\right\} \subseteq[n]$ of the variables of $\varphi_{j}$. Here, $m \leq \Delta$ is the number of variables on which $\varphi_{j}$ depends for every $j \in[\nu]$. We may assume without loss of generality that $m$ does not depend on $j$ and $n$ is a power of 2 .

Let Amp be the hardness amplification procedure of Lemma 21 for $\epsilon:=\epsilon_{0} / 2 \Delta m$, and let $c \geq 1$ be the constant of Lemma 21. Let $\lambda=n^{O(1)}$ be a sufficiently large parameter. We define $\ell:=c \log \lambda$.

Let $f:=F_{\log n, \log \lambda}:\{0,1\}^{\log n} \times\{0,1\}^{\log \lambda} \rightarrow\{0,1\}$, where we identify $\{0,1\}^{\log n}$ with [ $n$ ]. For each $k \in[n]$, let $f_{k}:\{0,1\}^{\log \lambda} \rightarrow\{0,1\}$ be the function such that $f_{k}(x)=f(k, x)$ for every $x \in\{0,1\}^{\log \lambda}$. Let $\widehat{f}_{k}:=$ Amp $^{f_{k}}:\{0,1\}^{\ell} \rightarrow\{0,1\}$ denote the hardness-amplified version of the function $f_{k}$.

We construct a partial function

$$
g:\{0,1\}^{O(\log \nu)} \times\{0,1\}^{d} \times\left(\{0,1\}^{\Delta}\right)^{m} \rightarrow\{0,1, *\}
$$

which is the output of the reduction, as follows. Let $\mathcal{S}=\left(S_{1}, \ldots, S_{m \Delta}\right)$ be the collection of $\ell$-sized subsets of [d] from Proposition 19, where $d=O(\ell)$ and $\rho:=\gamma \log \lambda$. Let $\mathcal{S}_{i}:=$ $\left(S_{(i-1) \Delta+1}, \ldots, S_{(i-1) \Delta+\Delta}\right)$ for every $i \in[m] . g$ takes $x=\left(j, z, \xi_{1}, \ldots, \xi_{m}\right) \in\{0,1\}^{O(\log \nu)} \times$ $\{0,1\}^{d} \times\left(\{0,1\}^{\Delta}\right)^{m}$ as input. Define $s_{i}:=\xi_{i} \oplus \mathrm{NW}_{\mathcal{S}_{i}}\left(\widehat{f_{v_{i}^{j}}} ; z\right)$ for every $i \in[m]$, where $\oplus$ denotes the bit-wise XOR. Then, we check if $\left(s_{1}, \ldots, s_{m}\right)$ can be obtained by running Share $\left(\varphi_{j}, b\right)$ for some secret $b \in\{0,1\}$ and some internal randomness of Share. (Here, Share
is the randomized algorithm of Lemma 18.) If not, we define $g(x):=*$; otherwise, we define $g(x):=b$. Observe that $|x|=O(\log \nu+d+\Delta m)=O\left(\log n+\Delta^{2}\right)=O(\log n)$.

We prove the correctness of the reduction that maps $(\Phi, \theta)$ to an instance $(g, 2 \theta \sigma)$ of MCSP* in the following two claims.
$\triangleright$ Claim 22. If $(\Phi, \theta)$ is a Yes instance of CMMSA, then $\mathrm{CC}^{*}(g) \leq \theta \sigma+\operatorname{poly}(n \log \lambda / \epsilon \delta)$, where $\sigma:=\sigma(\log n, \log \lambda)$.

Since $\operatorname{poly}(n \log \lambda / \epsilon \delta) \leq 2^{\gamma \log \lambda} \leq \sigma$ for a sufficiently large $\lambda$, it follows that $\mathrm{CC}^{*}(g) \leq 2 \theta \sigma$ in the Yes case.

Proof of Claim 22. Let $\alpha:[n] \rightarrow\{0,1\}$ be an assignment of weight $\theta$ that satisfies every formula in $\Phi$. Define $T:=\alpha^{-1}(1)$. We construct a circuit $C$ that computes the partial function $g$. Let $x=\left(j, z, \xi_{1}, \ldots, \xi_{m}\right)$ be an input to $C$. First, for each $k \in T$, the circuit $C$ computes strings $\left(y_{1}^{k}, \ldots, y_{\Delta}^{k}\right) \in\left(\{0,1\}^{\ell}\right)^{\Delta}$ such that if there exists $i \in[m]$ such that $k=v_{i}^{j}$, then $y_{p}^{k}=z_{S_{(i-1) \Delta+p}}$ for every $p \in[\Delta]$. Then, for each $k \in T$, the circuit $C$ computes $\left(\widehat{f}_{k}\left(y_{1}^{k}\right), \ldots, \widehat{f}_{k}\left(y_{\Delta}^{k}\right)\right)$ from $\left(y_{1}^{k}, \ldots, y_{\Delta}^{k}\right)$. By Lemma 21 , each $\widehat{f}_{k}\left(y_{p}^{k}\right)$ can be computed by $O(1 / \epsilon \delta)$ nonadaptive queries to $f$; thus, the tuple $\left(\widehat{f}_{k}\left(y_{p}^{k}\right) \mid p \in[\Delta]\right)$ can be computed by $O(\Delta / \epsilon \delta)$ nonadaptive queries to $f_{k}$. By the direct sum property of $F$, the nonadaptive queries to $f_{k}$ for every $k \in T$ can be simulated by a circuit of size $|T| \cdot \sigma \leq \theta \cdot \sigma$. Finally, $C$ computes $s_{i}:=\left(\widehat{f_{k}}\left(y_{1}^{k}\right), \ldots, \widehat{f_{k}}\left(y_{\Delta}^{k}\right)\right) \oplus \xi_{i}$ for every $k$ and $i$ such that $k=v_{i}^{j}$. Then, $C$ outputs $b=\operatorname{Rec}\left(\varphi_{j}, V_{j} \cap T, s_{V_{j} \cap T}\right)$. Overall, the size of the circuit is

$$
\theta \cdot \sigma+\operatorname{poly}(n \Delta \log \lambda / \epsilon \delta)
$$

Let $\eta>0$ be a constant such that CMMSA is NP-hard to approximate to within a factor of $4(\log \lambda)^{\eta}$. For a No instance $(\Phi, \theta)$ of CMMSA, we claim that $\mathrm{CC}^{*}(g)$ is large.
$\triangleright$ Claim 23. Assume that

$$
\operatorname{Pr}_{j \sim[\nu]}\left[\varphi_{j}(\alpha)=1\right] \leq \epsilon_{0}
$$

for every assignment $\alpha$ of weight $4 \theta \cdot(\log \lambda)^{\eta}$. Then,

$$
\mathrm{CC}^{*}(g)>2 \theta \sigma
$$

Proof of Claim 23. Let $C$ be an arbitrary circuit of size $2 \theta \sigma$. We prove that $C$ cannot compute $g$ on average with respect to some distribution.

We say that $C$ knows $k \in[n]$ if there exists an oracle circuit $S$ of size $t$ such that $S^{C}$ computes $f_{k}$ on a $(1-\delta)$-fraction of inputs, where $t:=2^{\gamma \log \lambda} \cdot$ poly $(m \Delta / \epsilon \delta)$. Let $B$ be the set of $k \in[n]$ such that $C$ knows $k$.

For every $j \in[\nu]$ and every $i \in\{0, \ldots, m\}$, we consider the hybrid distribution $H_{i}^{j}$ defined by the following sampling procedure: Choose a secret $b \sim\{0,1\}$ randomly. Let $\left(s_{1}, \ldots, s_{m}\right):=\operatorname{Share}\left(\varphi_{j}, b\right)$. Define

$$
x:=\left(j, z, Y_{1}, \ldots, Y_{i}, Y_{i+1}^{\prime}, \ldots, Y_{m}^{\prime}\right),
$$

where $Y_{a}:=\operatorname{NW}_{\mathcal{S}_{a}}\left(\widehat{f_{v_{a}^{j}}} ; z\right) \oplus s_{a}$ for every $a \in[m]$ and $Y_{a}^{\prime}:=Y_{a}$ if $v_{a}^{j} \in B$ and $Y_{a}^{\prime} \sim\{0,1\}^{\Delta}$ otherwise. Output $(x, b)$.

Fix any $j \in[\nu]$ and $i \in[m]$. We claim that

$$
\begin{equation*}
\left|\operatorname{Pr}_{(x, b) \sim H_{i-1}^{j}}[C(x)=b]-\operatorname{Pr}_{(x, b) \sim H_{i}^{j}}[C(x)=b]\right| \leq \epsilon \Delta . \tag{2}
\end{equation*}
$$

Assume, towards a contradiction, that this does not hold. The only difference between $H_{i-1}^{j}$ and $H_{i}^{j}$ is that the $i$-th coordinate is $Y_{i}^{\prime}$ in the former and is $Y_{i}$ in the latter. Let $k:=v_{i}^{j}$. If $k \in B$, it is evident that the two distributions are identical, in which case we are done. Thus, assume $k \notin B$. In this case, $Y_{i}^{\prime}$ is the uniform distribution. We use a standard security proof of the Nisan-Wigderson generator to construct a $C$-oracle circuit $S^{C}$ of size $t$ that computes $f_{k}$, which contradicts $k \notin B$. Specifically, we use a hybrid argument in which each bit of $Y_{i}$ is replaced with $Y_{i}^{\prime}$. Then, there exists a bit position $a$ of $Y_{i}$ that can be distinguished from the uniform distribution. We fix $z_{[m \Delta] \backslash S_{a}}, b$, the randomness of $\operatorname{Share}\left(\varphi_{j}, b\right)$ so that the distinguishing probability is preserved. Since $\left|z_{S_{a}} \cap z_{S_{a^{\prime}}}\right| \leq \rho$ for every $a^{\prime} \neq a$, given $z_{S_{a}}$, one can compute $\left(\widehat{f}_{k}\left(z_{S_{a^{\prime}}}\right) \mid a^{\prime} \in[m \Delta] \backslash\{a\}\right)$ using a circuit of size $O\left(m \Delta 2^{\rho} \rho\right) \leq \lambda^{\gamma} \cdot \operatorname{poly}(m \Delta)$. By Yao's next bit predictor, we obtain a $C$-oracle circuit that computes $\widehat{f_{k}}\left(z_{S_{a}}\right)$ on a $(1 / 2+\epsilon)$-fraction of inputs. By Lemma 21 , we obtain a $C$-oracle circuit $S^{C}$ that computes $f_{k}$ on a $(1-\delta)$-fraction of inputs. The size of $S$ is at most $\lambda^{\gamma} \cdot \operatorname{poly}(m \Delta / \epsilon \delta) \leq t$, which implies $k \in B$. However, this contradicts $k \notin B$.

It follows from Equation (2) that

$$
\left|\operatorname{Pr}_{(x, b) \sim H_{0}^{j}}[C(x)=b]-\operatorname{Pr}_{(x, b) \sim H_{m}^{j}}[C(x)=b]\right| \leq \epsilon \Delta m .
$$

Observe that $g(x)=b$ for every $(x, b)$ in the support of $H_{m}^{j}$. Thus, we have

$$
\operatorname{Pr}_{(x, b) \sim H_{m}^{j}}[C(x)=b]=\operatorname{Pr}_{(x, b) \sim H_{m}^{j}}[C(x)=g(x)]
$$

Let $\alpha:[n] \rightarrow\{0,1\}$ be a function such that $\alpha(k)=1$ iff $k \in B$. In the distribution of $(x, b) \sim H_{0}^{j}$, only the shares in $B$ are included in $x$. Thus, if $\varphi_{j}(\alpha)=0$, then by the privacy of the secret sharing scheme, $b$ and $x$ are statistically independent, in which case we have

$$
\operatorname{Pr}_{(x, b) \sim H_{0}^{j}}[C(x)=b]=\frac{1}{2} .
$$

We claim that the size of $B$ is small. In order to use the direct sum property of $F$, we construct a small oracle-sum circuit $(S, C)$ that approximates $f_{k}$ for every $k \in B$. For each $k \in B$, let $S_{k}$ be the oracle circuit $S_{k}$ of size $t$ such that $S_{k}^{C}$ computes $f_{k}$ on a $(1-\delta)$-fraction of inputs. We define an oracle circuit $S^{C}$ as follows: Given $k \in B$ and $x \in\{0,1\}^{n}$ as input, the circuit outputs $S_{k}^{C}(x)$. The size of $S$ is at most $(1+o(1)) \cdot|B| \cdot t$. The size of the oracle-sum circuit $(C, S)$ is at most $|S|+|C|$. By the direct sum property of $F$, we obtain $|B| \cdot \sigma \cdot(\log \lambda)^{-\eta} \leq|S|+|C| \leq(1+o(1)) \cdot|B| \cdot t+|C|$. Since $t \ll \sigma \cdot(\log \lambda)^{-\eta}$, we obtain $|B| \leq(1+o(1)) \cdot|C| \cdot(\log \lambda)^{\eta} / \sigma \leq \theta \cdot 4(\log \lambda)^{\eta}$. By the assumption, we have $\operatorname{Pr}_{j}\left[\varphi_{j}(\alpha)=1\right] \leq \epsilon_{0}$.

Choose $j \sim[\nu]$ randomly. Then, we obtain

$$
\begin{align*}
\operatorname{Pr}_{j \sim[\nu],(x, b) \sim H_{m}^{j}}[C(x)=g(x)] & \leq \operatorname{Pr}_{j}\left[\varphi_{j}(\alpha)=1\right]+\underset{j,(x, b)}{\operatorname{Pr}}\left[C(x)=g(x) \mid \varphi_{j}(\alpha)=0\right] \\
& \leq \epsilon_{0}+\frac{1}{2}+\epsilon \Delta m \leq \frac{1}{2}+2 \epsilon_{0}<1 .
\end{align*}
$$

## 4 Open Problems

Can we show NP-hardness of MCSP* under circuit lower bound assumptions, such as the assumption that E cannot be computed by non-deterministic circuits of size $2^{\epsilon n}$ for some constant $\epsilon>0$ ? Using a pseudorandom generator secure against non-deterministic
algorithms [31, 43], one can generate, in time poly $(N)$, functions $f_{1}, \ldots, f_{N}:\{0,1\}^{k} \times$ $\{0,1\}^{n} \rightarrow\{0,1\}$ such that $f_{i}$ satisfies the $\Theta\left(2^{n} / n\right)$-direct sum properties for most $i \in[N]$, where $N=2^{O(n+k)}$. However, it remains open whether a single function $f$ with direct sum properties can be obtained.

It is interesting to see whether there exists any candidate for a function with $\sigma$-direct sum properties, where $2^{\Omega(n)} \leq \sigma \ll 2^{n} / n$. In this regime, Uhlig's theorem (Lemma 13) cannot be used, so new insights would be required to answer this question.

The original motivation of the regularization was to show NP-hardness of learning sparse parities by small programs, which was raised as an open problem in [18]. Unfortunately, it turned out that regularization is not sufficient for resolving this question. It remains open whether learning sparse parities by small programs is NP-hard.
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#### Abstract

The $b$－Coloring problem，which given a graph $G$ and an integer $k$ asks whether $G$ has a proper $k$－coloring such that each color class has a vertex adjacent to all color classes except its own，is known to be FPT parameterized by the vertex cover number and XP and $W[1]$－hard parameterized by clique－width．Its complexity when parameterized by the treewidth of the input graph remained an open problem．We settle this question by showing that $b$－Coloring is XNLP－complete when parameterized by the pathwidth of the input graph．Besides determining the precise parameterized complexity of this problem，this implies that $b$－Coloring parameterized by pathwidth is $\mathrm{W}[t]$－hard for all $t$ ，and resolves the parameterized complexity of $b$－Coloring parameterized by treewidth．We complement this result by showing that $b$－Coloring is FPT when parameterized by neighborhood diversity and by twin cover，two parameters that generalize vertex cover to more dense graphs，but are incomparable to pathwidth．
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## 1 Introduction

A $b$－coloring of a graph $G$ is a proper vertex－coloring such that each color class has a vertex， called $b$－vertex，that has a neighbor in each color class except its own．This problem originated in the study of the color－suppressing heuristic for the Graph Coloring problem：Start with any proper coloring of $G$ ，and keep on suppressing color classes as long as you can． Here，a color class $C$ can be suppressed，if for each vertex with color $C$ ，there is a color $C^{\prime} \neq C$ that does not yet appear in its neighborhood．This allows us to recolor all vertices in $C$ and thereby lower the number of colors by one．The colorings which do not allow for further improvements are exactly the $b$－colorings，so the largest integer $k$ such that a graph $G$ admits a $b$－coloring with $k$ colors determines the worst－case behaviour of this heuristic，when applied to $G$ ．This quantitity is referred to as the $b$－chromatic number．In this work，we study the following decision problem related to $b$－colorings．For more details on computational problems associated with $b$－colorings，we refer to［17，18，23］．

© Lars Jaffke，Paloma T．Lima，and Roohani Sharma；
licensed under Creative Commons License CC－BY 4.0
34th International Symposium on Algorithms and Computation（ISAAC 2023）．
Editors：Satoru Iwata and Naonori Kakimura；Article No．40；pp．40：1－40：14
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl－Leibniz－Zentrum für Informatik，Dagstuhl Publishing，Germany


This problem is known to be NP-complete, even when the number of colors is fixed [17]. The complexity of $b$-Coloring has been studied on several graph classes, see for instance [7, 8, 9, 10, 16, 17, 21, 24]. Recent work also considered first structural parameterizations: Jaffke, Lima, and Lokshtanov [18] showed that $b$-Coloring is FPT when parameterized by the vertex cover number of the input graph, and XP and $W[1]$-hard when parameterized by clique-width. Arguably the most prominent parameter (between the vertex cover number and the clique-width) is treewidth. Parameterized by treewidth plus the number of colors, $b$-Coloring is FPT [1, 18]. However, in the setting when the number of colors is part of the input, the parameterized complexity of $b$-Coloring by treewidth remained open. In fact, this problem has already been stated explicitly over a decade ago, see for instance [23]. Observe that even $n$-vertex forests can have $b$-colorings with $\sqrt{n}$ colors (think of a forest where each of the $\sqrt{n}$ components is a star with $\sqrt{n}-1$ leaves).

The first main result of this work is to resolve this open problem, showing hardness. We prove a stronger hardness result than W[1]-hardness by treewidth, namely XNLP-completeness by the more restrictive parameter pathwidth. The class XNLP has recently been coined by Bodlaender et al. [5], derived from earlier work of Elberfeld, Stockhusen, and Tantau [13], as a means of addressing the question of completeness of parameterized problems. XNLP is the class of parameterized problems that can be solved by a nondeterministic algorithm using $f(k) \cdot n^{c}$ time and $f(k) \cdot \log n$ space, where $k$ is the parameter, $n$ the input size, $c$ a constant, and $f$ a computable function. Several parameterized problems have been shown to be XNLP-complete $[3,4,5]$, most relevant for our work problems parameterized by linear width measures [3, 4]. While XNLP-hardness reductions are often very similar to reductions proving W-hardness, they yield a much stronger result. As XNLP contains the entire W-hierarchy [5], XNLP-hardness implies $\mathrm{W}[t]$-hardness for all $t \in \mathbb{N}$.

- Theorem 1. b-Coloring parameterized by pathwidth is XNLP-complete, and therefore $\mathrm{W}[t]$-hard for all $t \in \mathbb{N}$.

Notice that the previous theorem implies that $b$-Coloring parameterized by treewidth or by clique-width is $\mathrm{W}[t]$-hard for all $t \in \mathbb{N}$, therefore resolving the open question of the parameterized complexity of $b$-Coloring parameterized by treewidth [18, 23], and significantly strengthening the $\mathrm{W}[1]$-hardness result by clique-width [18].

We complement Theorem 1 with two positive results about generalizations of the vertex cover number. The FPT-algorithm parameterized by vertex cover of [18] essentially follows from two observations. First, that the number of colors in any b-coloring of a graph with vertex cover number $t$ is bounded by a function of $t$. Second, that the treewidth is always at most the vertex cover number. Therefore, the algorithm follows by an FPT-algorithm parameterized by treewidth plus number of colors. The generalizations we consider here, neighborhood diversity and twin-cover, both extend the vertex cover number to simply structured dense graphs; in particular, complete graphs have twin-cover number 0 and neighborhood diversity 1. This means that in both parameterizations, the number of colors in a $b$-coloring can be as high as $\Omega(n)$. Nevertheless, we obtain FPT-algorithms in both cases.

- Theorem 2. b-Coloring parameterized by the twin-cover number or by the neighborhood diversity of a graph is fixed-parameter tractable.


Figure 1 Known results about structural parameterizations of $b$-Coloring. Results marked with * can be found in this work. The complexity of $b$-Coloring parameterized by modular-width remains open.

Lastly, we observe by two trivial reductions that the XP-algorithms parameterized by clique-width cannot be extended to the more general width measures mim-width and twinwidth. In both cases, this follows directly from known hardness results of Graph Coloring on certain graph classes. In the case of twin-width, this even holds when the number of colors is a fixed constant. This stronger hardness result does not hold for mim-width, as $b$-Coloring is expressible in DN logic by a sentence whose length depends only on the number of colors, and therefore XP parameterized by the mim-width of a given decomposition plus the number of colors [2].

- Observation 3. b-Coloring is NP-complete on graphs of linear mim-width 2, and on graphs of twin-width at most 8. In the case of twin-width, para-NP-hardness even holds when the number of colors is any fixed constant $q \geq 3$.

We summarize these results in Figure 1. Note that the parameterization modular-width, which is a common generalization of neighborhood diversity and twin-cover, remains open. The remainder of the paper is organized as follows. In Section 2, we give the necessary background and definitions, and justify Observation 3. In Section 3, we consider the parameterization by pathwidth and prove Theorem 1, and in Sections 4 and 5 we consider neighborhood diversity and twin-cover, respectively, to prove Theorem 2. We conclude in Section 6. Proofs of statements marked " $\star$ " can be found in the full version.

## 2 Preliminaries

Basic notations and definitions. For two integers $a \leq b$ we let $[a . . b]=\{a, a+1, \ldots, b\}$, and for a positive integer $a$, we let $[a]=[1 . . a]$. All graphs considered here are finite and simple. For an (undirected or directed) graph $G$, we denote its vertex set by $V(G)$ and its edge set by $E(G)$. For an edge $\{u, v\} \in E(G)$, we use the shorthand "uv". If $G$ is a directed graph, then denoting the edge $e=(u, v) \in E(G)$ by $u v$ also points to $e$ being directed from $u$ to $v$. Given an undirected graph $G$, an orientation of $G$, denoted by $\vec{G}$, is a directed graph obtained from $G$ by replacing each edge $\{u, v\} \in E(G)$ by either $(u, v)$ or $(v, u)$. The neighborhood of a vertex $v$ is defined as $N(v)=\{u \in V(G) \mid u v \in E(G)\}$. The closed neighborhood of $v$ is defined as $N[v]=N(v) \cup\{v\}$. The neighborhood of a set $S \subseteq V(G)$ is defined similarly, that is, $N(S)=\{u \in V(G) \backslash S \mid u s \in E(G)$ for some $s \in S\}$. The closed neighborhood of $S$ is $N[S]=N(S) \cup S$. A set $S \subseteq V(G)$ is independent if for all pairs of distinct $u, v \in S$,
$u v \notin E(G)$. A set $C \subseteq V(G)$ is a clique if for all pairs of distinct $u, v \in C, u v \in E(G)$. A star is an undirected graph with one special vertex called the center that is adjacent to all of the remaining vertices, called leaves, which form an independent set.

Colorings. A proper coloring with $k$ colors of a graph $G$ is a partition of $V(G)$ into $k$ independent sets, called color classes. For a graph $G$ and a proper coloring of $G$, a vertex $v \in V(G)$ is a $b$-vertex if it has a neighbor in all color classes except its own. A b-coloring with $k$ colors of a graph $G$ is a proper coloring of $G$ such that each color class contains a $b$-vertex. We call such a coloring a $k$-b-coloring. In this work we consider the following problem.
b-Coloring
Input: Graph $G$, integer $k$
Question: $\quad$ Does $G$ have a $b$-coloring with $k$ colors?

### 2.1 Width measures

We now define the width measures relevant for this work and state some known facts about them for completeness.

- Definition 4 (Module, Modular Partition, Quotient Graph). A module of a graph $G$ is a set of vertices $M \subseteq V(G)$ such that for all $v \in V(G) \backslash M$, either $M \subseteq N_{G}(v)$ or $M \cap N_{G}(v)=\emptyset$. A partition $\mathcal{P}$ of $V(G)$ is a modular partition if all parts of $\mathcal{P}$ are modules in $G$. The quotient graph of $\mathcal{P}$, denoted by $G / \mathcal{P}$ is the graph whose vertex set is $\mathcal{P}$ such that for all $P, Q \in \mathcal{P}$, $P Q \in E(G / \mathcal{P})$ if $P$ is complete to $Q$ in $G$ and $P Q \notin E(G / \mathcal{P})$ if $P$ is anti-complete to $Q$ in $G$.
- Definition 5 (Neighborhood Diversity [22]). An ND-partition of a graph $G$ is a modular partition $\mathcal{P}$ of $V(G)$ such that each part of $\mathcal{P}$ is either a clique (called a clique part) or an independent set (called independent part) in $G$. The neighborhood diversity of a graph $G$ is the minimum number of parts in any ND-partition of $G$.
- Remark 6. Note that the neighborhood diversity can also be defined as follows: for a graph $G$, say that two vertices $u, v$ are equivalent if $N(u) \backslash\{v\}=N(v) \backslash\{u\}$. Each equivalence class consists of a complete part and an independent part which gives the optimal ND-partition in polynomial time.
- Definition 7 (Twin Cover [15]). A set $S \subseteq V(G)$ of a graph $G$ is a twin cover, if for each edge $u v \in V(G)$, either (i) $\{u, v\} \cap S \neq \emptyset$, or (ii) or $u$ and $v$ are twins in $G$. The twin cover number of $G$ is the smallest size of any twin cover of $G$.
- Observation 8. If $S$ is a twin-cover of a graph $G$ then each connected component of $G-S$ is a clique consisting of twins.

Let $G$ be a graph and $S$ a vertex cover of size $k$. It is clear that $S$ is also a twin cover. Moreover, for each $A \subseteq S$, let $P_{A} \subseteq V(G) \backslash S$ be the set of all vertices $v$ with $N(v)=A$. Then, the partition of $V(G)$ consisting of all singletons of $S$ plus the sets $P_{A}$ for all $A \subseteq S$ is an ND-partition of $G$, so $G$ has neighborhood diversity at most $k+2^{k}$ [22].

Neighborhood diversity and twin cover number are incomparable: consider for instance $K_{n, n}$, a complete bipartite graph with $n$ vertices on each side. The neighborhood diversity of $K_{n, n}$ is two, as the natural bipartition of its vertices is an ND-partition. On the other hand, each twin cover of $K_{n, n}$ has size at least $n$ (it has to fully contain one of the sides).

Conversely, consider the windmill graph $W_{n}$ with $n$ petals, that is, a collection of $n$ triangles where each triangle has one special vertex that is identified with all other special vertices. The twin cover number of $W_{n}$ is one (just take the vertex resulting from identifying all the special vertices), while the neighborhood diversity of $W_{n}$ is $n+1$. For the lower bound, observe that no two non-special vertices from distinct triangles can be in the same part of an ND-partition.

- Definition 9. Let $G$ be a graph. A path decomposition of $G$ is a sequence $\mathcal{B}=B_{1}, \ldots, B_{d}$ of subsets of $V(G)$ called bags covering $V(G)$ such that:

1. For each edge $e \in E(G)$, there is some $i \in[d]$ such that $e \subseteq B_{i}$.
2. For each $h, i, j \in[d]$ with $h<i<j, B_{h} \cap B_{j} \subseteq B_{i}$.

The width of $\mathcal{B}$ is $\max _{i \in[d]}\left|B_{i}\right|-1$, and the pathwidth of $G$ is the smallest width of all its path decompositions.

Membership in XNLP of $b$-Coloring parameterized by pathwidth will follow from the membership of $b$-Coloring parameterized by a linear width measure with more expressive power than pathwidth, namely one that is equivalent to linear clique-width. We define it next and show its relation to pathwidth.

- Definition 10. Let $G$ be a graph and $S \subseteq V(G)$. The module number of $S$ is the number of equivalence classes of the equivalence relation $\sim_{S}$ defined as: $u \sim_{S} v \Leftrightarrow N(u) \cap(V(G) \backslash S)=$ $N(v) \cap(V(G) \backslash S)$. Let $\pi=v_{1}, \ldots, v_{n}$ be a linear order of $V(G)$. The module-width of $\pi$ is the maximum, over all $i$, of the module number of $\left\{v_{1}, \ldots, v_{i}\right\}$. The linear module-width of $G$ is the minimum module-width over all its linear orders.
- Lemma 11 ( $\star$ ). Let $G$ be a graph and $\mathcal{B}$ be a path decomposition of $G$ of width $w$. Then one can construct in polynomial time and logarithmic space a linear order of module-width at most $w+2$.


### 2.1.1 Linear mim-width

For a graph $G$ and a linear order $\lambda=v_{1}, \ldots, v_{n}$ of $V(G)$, the mim-width of $\lambda$ is the maximum, over all $i \in[n-1]$, of the size of an induced matching in the bipartite subgraph of $G$ consisting of all edges that have one endpoint in $\left\{v_{1}, \ldots, v_{i}\right\}$ and the other in $\left\{v_{i+1}, \ldots, v_{n}\right\}$. The linear mim-width of a graph $G$ is the minimum mim-width over all its linear orders. We observe that $b$-Coloring parameterized by linear mim-width is para-NP-complete.

- Observation 12 ( $\star$ ). b-Coloring is NP-complete on graphs of linear mim-width 2.


### 2.1.2 Twin-width

We skip the definition of twin-width here, and refer the reader to [6].

- Observation 13 ( $\star$ ). For any $k \geq 3$, the problem of determining if a graph $G$ has a $b$-coloring with $k$ colors is NP-complete on graphs of twin-width at most 8.


### 2.2 The class XNLP

We assume familiarity with the basic technical notions of parameterized complexity and refer to [12] for an overview. The class XNLP, introduced as $N[f$ poly, $f \log ]$ by Elberfeld et al. [13], consists of the parameterized decision problems that given an $n$-bit input with
parameter $k$ can be solved by a non-deterministic algorithm that simultaneously uses at most $f(k) n^{c}$ time and at most $f(k) \log n$ space, where $f$ is a computable function and $c$ is a constant. We refer to $[5,13]$ for more details on this complexity class. Hardness in XNLP can be transferred via parameterized logspace reductions [13] which are parameterized reductions in the traditional sense [12] with the additional constraint of using only $f(k)+\mathcal{O}(\log n)$ space, where once again $k$ is the parameter of the problem and $n$ is the input size.

## 3 Pathwidth

We show $b$-Coloring is XNLP-complete via a reduction from the following problem which is known to be XNLP-complete when parameterized by the width of a given path decomposition of the input graph [3].

## Circulating Orientation

Input: $\quad$ Undirected graph $G$ with edge weights $\mathbf{w}: E(G) \rightarrow \mathbb{N}$ given in unary.
Question: Is there an orientation $\vec{G}$ of $G$ such that for every vertex $v \in V(G)$ : $\sum_{v x \in E(\vec{G})} \mathbf{w}(v x)=\sum_{x v \in E(\vec{G})} \mathbf{w}(x v) ?$

- Theorem 14. b-Coloring parameterized by the width of a given path decomposition of the input graph is XNLP-complete.

Proof. To show XNLP-hardness, we give a parameterized logspace-reduction from the Circulating Orientation problem parameterized by the width of a given path decomposition of the input graph, which was shown to be XNLP-complete in [3]. Let ( $G, \mathbf{w}$ ) be an instance of Circulating Orientation, given with a path decomposition $\mathcal{B}$ of $G$. We let $n=|V(G)|, m=|E(G)|$, and $\mathbf{W}=\sum_{e \in E(G)} \mathbf{w}(e)$. For each vertex $v \in V(G)$, we let $W_{v}=\sum_{u v \in E(G)} \mathbf{w}(u v)$. We may assume that $G$ is connected and that for all $e \in E(G)$, $\mathbf{w}(e) \geq 1$; therefore $\mathbf{W} \geq m \geq n-1$.

We construct an equivalent instance ( $H, k$ ) of $b$-Coloring. We let

$$
\begin{equation*}
k=2 \mathbf{W}+3 m+n+2 . \tag{1}
\end{equation*}
$$

We begin the construction of $H$ which is illustrated in Figure 2 by adding $2 \mathbf{W}+2$ disjoint copies of a star with $k-1$ leaves. Let $S^{\star}$ be one of these stars. We denote its center by $s^{\star}$ and refer to it throughout the proof as the superstar. The remaining ones are referred to as anonymous. We partition a subset of the leaves of $S^{\star}$ into $\mathcal{L}=\left\{L_{e, v} \mid e \in E(G), v \in e\right\}$ where for all $e \in E(G)$ and $v \in e,\left|L_{e, v}\right|=\mathbf{w}(e)$. Note that this is possible since $k-1 \geq 2 \mathbf{W}$.

Vertex gadget. For each $v \in V(G)$, we add $v$, as well as a set $P_{v}$ of $k-\frac{3}{2} W_{v}-1$ independent vertices to $H$. We add all edges between $v$ and $P_{v}$. Furthermore, for each edge $e \in E(G)$ such that $v \in e$, we connect $v$ and the vertices in $L_{e, v}$ in $H$.

Edge gadget. For each $e=u v \in E(G)$, we add the following gadget to $H$. First, it has two vertices $x_{e, u}$ and $x_{e, v}$, a set $Y_{e}$ of $\mathbf{w}(e)$ vertices, and a set $Z_{e}$ of $k-2 \mathbf{w}(e)-3$ vertices. The vertex $x_{e, u}$ is adjacent to $Y_{e} \cup Z_{e} \cup L_{e, u}$, and $x_{e, v}$ is adjacent to $Y_{e} \cup Z_{e} \cup L_{e, v}$. We make $u$ and $v$ adjacent to $Y_{e}$. We furthermore add two new vertices $q_{e, 1}$ and $q_{e, 2}$ to $H$ that are connected by an edge, as well as all edges between $q_{e, h}$ and $Z_{e} \cup L_{e, u} \cup L_{e, v} \cup\left\{x_{e, u}, x_{e, v}\right\}$ for all $h \in[2]$. We let $X=\left\{x_{e, u}, x_{e, v} \mid e=u v \in E(G)\right\}$, and $\mathcal{Q}=\left\{q_{e, 1}, q_{e, 2} \mid e \in E(G)\right\}$.
Adding all vertex and edge gadgets finishes the construction of $H$, which can be performed using only logarithmic space.


$$
\mathbf{w}\left(e_{1}\right)=3, \mathbf{w}\left(e_{2}\right)=2
$$



Figure 2 Sketch of the main part of the reduction. Bold edges mean that all edges between the corresponding sets are present. All vertex sets represented by single boxes are independent. Note that $\left|L_{e, v_{1}}\right|=\left|L_{e, u}\right|=\left|Y_{e_{1}}\right|=\mathbf{w}\left(e_{1}\right)=3$ and recall that $\left|Z_{e_{1}}\right|=k-2 \mathbf{w}\left(e_{1}\right)-3$.
$\triangleright$ Claim 15. If $(G, \mathbf{w})$ has a circulating orientation, then $H$ has a $b$-coloring with $k$ colors.
Proof. Let $\vec{G}$ be the circulating orientation of $(G, \mathbf{w})$. We give a coloring of the vertices of $H$ with colors [ $0 . .(k-1)]$. To do so, we identify some important subsets of $[0 . .(k-1)]$ whose $b$-vertices will appear in targeted regions of $H$. First, we let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ and $E(G)=\left\{e_{1}, \ldots, e_{m}\right\}$. We construct a proper coloring of $H$ such that once the coloring is completed, the following hold.

1. The vertex $s^{\star}$ (the center of the superstar) is a $b$-vertex of color 0 .
2. For each $i \in[n], v_{i}$ is a $b$-vertex of color $i$.
3. For each $i \in[m], q_{e_{i}, 1}$ is a $b$-vertex of color $n+i$, and $q_{e_{i}, 2}$ is a $b$-vertex of color $m+n+i$.
4. For each $i \in[m]$, either $x_{e_{i}, u}$ or $x_{e_{i}, v}$, where $e_{i}=u v$, is a $b$-vertex of color $2 m+n+i$.
5. Each of the remaining $k-(3 m+n+1)=2 \mathbf{W}+1$ colors has a $b$-vertex that is a center of an anomymous star.

Let $S_{1}, \ldots, S_{2 \mathbf{W}+1}$ be the anonymous stars with centers $s_{1}, \ldots, s_{2 \mathbf{W}+1}$, respectively. For each $i \in[2 \mathbf{W}+1]$, we assign $s_{i}$ the color $3 m+n+i$, and the leaves of $S_{i}$ the colors $[0 . .(k-1)] \backslash\{3 m+n+i\}$. This satisfies Item 5. We assign $s^{\star}$ the color 0 and its leaves the colors $[k-1]$ in such a way that colors $[(3 m+n+1) . .(3 m+n+2 \mathbf{W})]$ appear on the vertices in $\mathcal{L}$. This satisfies Item 1 . For each $i \in[n]$, we assign $v_{i}$ color $i$. For each $i \in[m]$ and each $v \in e_{i}$, we let $C_{e_{i}, v}$ be the colors appearing on $L_{e_{i}, v}$, and we assign $x_{e_{i}, v}$ the color $2 m+n+i$.

We now color the edge gadgets. Let $i \in[m]$ and $e_{i}=u v$. We give $q_{e_{i}, 1}$ color $n+i$ and $q_{e_{i}, 2}$ color $m+n+i$. We assign the vertices in $Z_{e_{i}}$ the colors

$$
[0 . .(k-1)] \backslash\left(C_{e_{i}, u} \cup C_{e_{i}, v} \cup\{n+i, m+n+i, 2 m+n+i\}\right) .
$$

If $e_{i}$ is directed from $u$ to $v$ in $\vec{G}$, then we repeat colors $C_{e_{i}, u}$ on $Y_{e_{i}}$. Observe that this makes $x_{e_{i}, v}$ a $b$-vertex for color $2 m+n+i$ : it sees colors $C_{e_{i}, v}$ on $L_{e_{i}, v}$, colors $C_{e_{i}, u}$ on $Y_{e_{i}}$, and the remaining colors other than its own on $Z_{e_{i}} \cup\left\{q_{e_{i}, 1}, q_{e_{i}, 2}\right\}$. Moreover, $q_{e_{i}, 1}$ is a $b$-vertex for color $n+i$, since it sees color $m+n+i$ on $q_{e_{i}, 2}$, color $2 m+n+i$ on $x_{e_{i}, v}$, and the remaining colors on $L_{e_{i}, u} \cup L_{e_{i}, v} \cup Z_{e_{i}}$. Similarly, $q_{e_{i}, 2}$ is a $b$-vertex for color $m+n+i$. Once this is done for all $i$, Items 3 and 4 are satisfied.

We now color the vertex gadgets. We first argue that each $v \in V(G)$ already sees precisely $\frac{3}{2} W_{v}$ colors in its neighborhood. This is because $v$ sees $W_{v}$ colors on $\bigcup_{e \in E(G), v \in e} L_{e, v}$, and for each edge $e$ that is directed towards $v$, there are $\mathbf{w}(e)$ additional colors appearing in the neighborhood of $v$; concretely, on the set $Y_{e}$ of the corresponding edge gadget. Since $\vec{G}$ is circulating, the latter contribute with an additional $\frac{1}{2} W_{v}$ colors in total. Therefore, we can distribute the remaining $k-\frac{3}{2} W_{v}-1$ colors on the set $P_{v}$, which makes $v$ a $b$-vertex. This satisfies Item 2 , and we have arrived at a $b$-coloring of $H$ with $k$ colors.

We now work towards the reverse implication of the correctness proof. We start with a claim regarding the location of the $b$-vertices in any $b$-coloring of $H$ with $k$ colors. Throughout the following, we denote by $A$ the set of centers of the anonymous stars.
$\triangleright$ Claim 16. Each $b$-coloring of $H$ with $k$ colors has precisely one $b$-vertex per color. Moreover, the $b$-vertices are $\left\{s^{\star}\right\} \cup V(G) \cup \mathcal{Q} \cup A$, and for each $e=u v \in E(G)$, precisely one of $x_{e, u}$ and $x_{e, v}$.

Proof. The only vertices with high enough degree (at least $k-1$ ) to become $b$-vertices in such a coloring of $H$ are in $\left\{s^{\star}\right\} \cup V(G) \cup \mathcal{Q} \cup A \cup X$. Note that this set has size $2 \mathbf{W}+4 m+n+2=k+m$.

We argue that the gadget of each edge $e=u v$ can contain at most three $b$-vertices. Note that only four of its vertices, $x_{e, u}, x_{e, v}, q_{e, 1}$, and $q_{e, 2}$ have high enough degree to be $b$-vertices. Suppose for a contradiction that $x_{e, u}$ and $x_{e, v}$ are $b$-vertices for colors $c_{u}$ and $c_{v}$, respectively, where $c_{u} \neq c_{v}$. For $x_{e, u}$ to be a $b$-vertex of color $c_{u}$, it needs to have a neighbor colored $c_{v}$. By the structure of $H$, this vertex has to be contained in $L_{e, u}$. Similarly, we can conclude that $L_{e, v}$ contains a vertex colored $c_{u}$. But this means that both $q_{e, 1}$ and $q_{e, 2}$ have two neighbors colored $c_{u}$ and two neighbors colored $c_{v}$. Since $\operatorname{deg}_{H}\left(q_{e, h}\right)=2 \mathbf{w}(e)+\left|Z_{e}\right|+3=k$ for all $h \in[2]$, this means that each of these vertices sees at most $k-2$ colors in its neighborhood, so neither of them is a $b$-vertex. Therefore we can assume from now on that $x_{e, u}$ and $x_{e, v}$ receive the same color.

Since we only have $k+m$ vertices of high enough degree to be $b$-vertices, we can only have enough $b$-vertices if each edge gadget has exactly three $b$-vertices, and if all vertices in $\left\{s^{\star}\right\} \cup V(G) \cup A$ are $b$-vertices. Now suppose that for some edge $e=u v \in E(G)$, both $x_{e, u}$ and $x_{e, v}$ are $b$-vertices for their color. By the structure of $H$, this implies that the same colors have to appear on $L_{e, u}$ and $L_{e, v}$. But $s^{\star}$ needs to be a $b$-vertex, now there are $\mathbf{w}(e) \geq 1$ colors in its neighborhood that repeat. Since $\operatorname{deg}_{H}\left(s^{\star}\right)=k-1$, this is not possible. This yields the claim.

Throughout the following, we assume that we have a $b$-coloring of $H$ with $k$ colors. Again, for each $e \in E(G)$ and $v \in e$, we denote by $C_{e, v}$ the set of colors appearing on the vertices $L_{e, v}$. We prove another auxiliary claim.
$\triangleright$ Claim 17.

1. For each $e, e^{\prime} \in E(G)$ and $v \in e, v^{\prime} \in e^{\prime}$, if $(e, v) \neq\left(e^{\prime}, v^{\prime}\right)$, then $C_{e, v} \cap C_{e^{\prime}, v^{\prime}}=\emptyset$.
2. For each $e=u v \in E(G)$, either colors $C_{e, u}$ or colors $C_{e, v}$ appear on $Y_{e}$; the former if $x_{e, v}$ is a $b$-vertex and the latter if $x_{e, u}$ is a $b$-vertex.

Proof. Item 1. By Claim 16, we know $s^{\star}$ is a $b$-vertex. Since its degree is $k-1$, all its neighbors must receive distinct colors. Hence Item 1 follows.

Item 2. By Claim 16, either $x_{e, v}$ or $x_{e, u}$ is a $b$-vertex for its color. Suppose that $x_{e, v}$ is a $b$-vertex for color $i$ (the other case is analogous). For $x_{e, v}$ to be a $b$-vertex, the colors $C_{e, u}$ have to appear in its neighborhood. We show that the colors $C_{e, u}$ have to appear on $Y_{e}$,
which yields the claim. By Claim 17 Item 1, we have that $C_{e, u} \cap C_{e, v}=\emptyset$, so the colors $C_{e, u}$ have to appear on $Z_{e} \cup Y_{e}$. We rule out that they appear on $Z_{e}$. For the following argument, recall that by Claim 16, $q_{e, 1}$ is a $b$-vertex for its color; moreover, its degree is $k$, so it sees exactly one color twice in its neighborhood.

We distinguish two cases based on the color of the vertex $x_{e, u}$. Suppose $x_{e, u}$ received color $i$ as well. Then, $q_{e, 1}$ sees color $i$ twice, meaning that all remaining colors appear exactly once on its neighborhood. Since $Z_{e} \cup L_{e, u} \subset N\left(q_{e, 1}\right) \backslash\left\{x_{e, u}, x_{e, v}\right\}$, no color from $C_{e, u}$ appears on $Z_{e}$. Now suppose that $x_{e, u}$ received a color $j \neq i$. Since $x_{e, v}$ is a $b$-vertex for color $i$, and since $\operatorname{deg}\left(x_{e, v}\right)=k-1$, there is precisely one vertex with color $j$ in $N\left(x_{e, v}\right)$. Since the given coloring of $H$ is proper, this vertex cannot be in $Y_{e} \cup Z_{e} \cup\left\{q_{e, 1}, q_{e, 2}\right\} \subseteq N\left(x_{e, u}\right)$. Therefore, there is a vertex of color $j$ in $L_{e, v}$. This means that $q_{e, 1}$ sees color $j$ twice, once on $x_{e, u}$ and once on a vertex in $L_{e, v}$. Subsequently, the vertices in $L_{e, u} \cup Z_{e}$ all receive unique colors, implying once again that no color from $C_{e, u}$ appears on $Z_{e}$. In either case, the only way that $x_{e, v}$ sees colors $C_{e, u}$ is if they appear on $Y_{e}$, which proves the claim.

We now construct an orientation $\vec{G}$ of $G$. For each edge $e=u v \in E(G)$, if $x_{e, u}$ is a $b$-vertex, then we orient $e$ towards $u$, and if $x_{e, v}$ is a $b$-vertex, we orient $e$ towards $v$. Note that by Claim 16, this is well-defined. Throughout the following whenever we write " $u v$ " for an edge in $\vec{G}$, we mean that the edge $u v$ is directed from $u$ to $v$ in $\vec{G}$. The next claim completes the correctness proof of the reduction.
$\triangleright$ Claim 18. For each $v \in V(G), \sum_{u v \in E(\vec{G})} \mathbf{w}(u v)=\frac{1}{2} W_{v}$.
Proof. We first show that $\sum_{u v \in E(\vec{G})} \mathbf{w}(u v) \geq \frac{1}{2} W_{v}$. By Claim 16, $v$ is a $b$-vertex. Moreover, $\operatorname{deg}_{H}(v)=k+\frac{1}{2} W_{v}-1$ since $v$ has $k-\frac{3}{2} W_{v}-1$ neighbors in $P_{v}, W_{v}$ additional neighbors in the edge gadgets, $W_{v}$ additional neighbours in $\mathcal{L}$, and no other neighbors. This means that for $v$ to be a $b$-vertex, $v$ needs to see at least $\frac{1}{2} W_{v}$ colors in $\bigcup_{e \in E(G), v \in e} Y_{e}$. Claim 17 then implies that there is a set of edges $\left\{e_{1}, \ldots, e_{d}\right\}$ incident with $v$ and with $\sum_{i \in[d]} \mathbf{w}\left(e_{i}\right) \geq \frac{1}{2} W_{v}$ such that for all $i \in[d], x_{e_{i}, v}$ is a $b$-vertex. This implies the inequality by our construction of $\vec{G}$.

Now we show that $\sum_{u v \in E(\vec{G})} \mathbf{w}(u v) \leq \frac{1}{2} W_{v}$. Let $\mathcal{Y}=\bigcup_{e \in E(G)} Y_{e}$, note that $|\mathcal{Y}|=\mathbf{W}$, and that to make each $v \in V(G)$ a $b$-vertex, $\frac{1}{2} W_{v}$ colors must appear in $N_{H}(v) \cap \mathcal{Y}$ that are not in $N_{H}(v) \backslash \mathcal{Y}$. Moreover, for each $e=u v \in E(G), Y_{e}$ has colors that appear in $N_{H}(u) \backslash \mathcal{Y}$ but not in $N_{H}(v) \backslash \mathcal{Y}$ or vice versa by Claim 17. Since $\mathbf{W}=\sum_{e \in E(G)} \mathbf{w}(e)=\sum_{v \in V(G)} \frac{1}{2} W_{v}$, we can conclude that if for some $v \in V(G), \sum_{u v \in E(\vec{G})} \mathbf{w}(u v)>\frac{1}{2} W_{v}$, then there is another $v^{\prime} \in V(G) \backslash\{v\}$ with $\sum_{u v^{\prime} \in E(\vec{G})} \mathbf{w}\left(u v^{\prime}\right)<\frac{1}{2} W_{v^{\prime}}$, contradicting the previous paragraph. $\triangleleft$
$\triangleright$ Claim 19. Given a path decomposition of $G$ of width $w$, one can construct a path decomposition of $H$ of width at most $w+6$ in polynomial time and logarithmic space.

Proof. Let $\mathcal{B}$ be a path decomposition of $G$ of width $w$. We add $s^{\star}$ to all bags of $\mathcal{B}$. For each vertex $v \in V(G)$, let $B_{v} \in \mathcal{B}$ be a bag containing $v$. We insert a sequence of $\left|P_{v}\right|$ bags after $B_{v}$ containing $B_{v}$, and a unique vertex of $P_{v}$. For each edge $e=u v \in E(G)$, let $B_{e}$ be a bag in $\mathcal{B}$ containing $u$ and $v$. We insert a sequence of $\left|Y_{e} \cup Z_{e} \cup L_{e, u} \cup L_{e, v}\right|$ bags after $B_{e}$ containing $B_{e}, x_{e, u}, x_{e, v}, q_{e, 1}, q_{e, 2}$, and a unique vertex of $L_{e, u} \cup L_{e, v} \cup Y_{e} \cup Z_{e}$. Finally, we append a sequence of bags forming a width-1 path decomposition of the anonymous stars. Note that this gives a path decomposition of $H$ and there is no bag to which we added more than six vertices. It is easy to see that these operations can be performed within the claimed time and space requirements.

Adapting the XP-algorithm for $b$-Coloring parameterized by module-width $w[18]$ to a nondeterministic FPT-time and $f(w) \log n$ space algorithm, we can show that $b$-Coloring parameterized by linear module-width, and therefore by pathwidth, belongs to XNLP. This can be done similarly as in the case of Graph Coloring parameterized by linear clique-width as shown in [4]. This is summarized in the statement below.
$\triangleright$ Claim 20. b-Coloring parameterized by the module-width of a given linear order of the vertices of the input graph is in XNLP.

Membership then follows from Lemma 11 and Claim 20. This concludes the proof of the theorem.

## 4 Neighborhood Diversity

In this section, we consider the parameterization by neighborhood diversity. We follow the same strategy as the one that Koutecký [20] applied for the Graph Coloring problem, that is, we give an ILP-formulation that can be solved efficiently by a parameterized ILP-algorithm due to Jansen and Rohwedder [19]. ${ }^{1}$

- Theorem 21 (Jansen and Rohwedder [19]). For $A \in \mathbb{Z}^{r \times n}, b \in \mathbb{Z}^{r}, c \in \mathbb{Z}^{n}$, the ILP

$$
\min \left\{c^{T} x: A x=b, x \in \mathbb{Z}_{\geq 0}^{n}\right\}
$$

can be solved in time $\mathcal{O}\left((\sqrt{r} \Delta)^{2 r}\right) \cdot \log \|b\|_{\infty}+\mathcal{O}(r n)$, where $\Delta=\|A\|_{\infty}=\max _{i, j} A(i, j)$ and $\|b\|_{\infty}=\max _{i} b(i)$.

Note that in the previous theorem, the number of rows $r$ in the ILP is equal to the number of constraints. Recall that an optimal ND-partition can be computed in polynomial time (Remark 6).

- Theorem 22. b-Coloring parameterized by the neighborhood diversity $d$ of the input n-vertex graph is fixed-parameter tractable. Given an ND-partition of the input graph, the algorithm runs in time $2^{\mathcal{O}(d \log d)} \log n+\mathcal{O}(n)$.

Proof. Suppose we want to find a $b$-coloring with $k$ colors. Let $G$ be a graph of neighborhood diversity at most $d$ with ND-partition $\mathcal{P}=\left(P_{1}, \ldots, P_{d}\right)$. We create another partition $\mathcal{P}^{\prime}$ of $V(G)$ as follows. For each $P_{i}$ that is an independent set of size at least two, we pick one vertex $v_{i}$, let $P_{i}^{\prime}=P_{i} \backslash\left\{v_{i}\right\}$, remove $P_{i}$ from $\mathcal{P}$ and add $P_{i}^{\prime}$ and $\left\{v_{i}\right\}$ to $\mathcal{P}^{\prime}$. All other parts of $\mathcal{P}$ are added to $\mathcal{P}^{\prime}$ as they are. As a convention, we consider each $\left\{v_{i}\right\}$ a clique of size 1 , and each such part in $\mathcal{P}^{\prime}$ a clique part. Note that $d^{\prime}=\left|\mathcal{P}^{\prime}\right| \leq 2 d$.

We start with a few observations.

1. If $u, v \in V(G)$ are false twins, then in each proper coloring of $G$, either both $u$ and $v$ are $b$-vertices for the same color, or neither of them is a $b$-vertex.
2. For each $P \in \mathcal{P}^{\prime}$ that is a clique, either all vertices in $P$ are $b$-vertices for their color, or none of them are.
3. In each $b$-coloring of $G$, each color class has a $b$-vertex contained in a clique part of $\mathcal{P}^{\prime}$.
[^32]Item 1 is immediate, Item 2 follows from the fact that all vertices that are in the same part are twins, and Item 3 follows from Item 1 and our construction: if there was an independent part with more than one vertex in $\mathcal{P}$, we split off a single vertex into a new part, which is now considered a clique part. If in a $b$-coloring, some independent part (of the original ND-partition $\mathcal{P}$ ) had a $b$-vertex, then the split off vertex is a $b$-vertex for the same color by Item 1, considered a clique part in $\mathcal{P}^{\prime}$.

Next, we guess which clique parts of $\mathcal{P}^{\prime}=\left(P_{1}, \ldots P_{d^{\prime}}^{\prime}\right)$ contain $b$-vertices in the solution we are looking for. From now on, fix one such choice $B \subseteq\left[d^{\prime}\right]$.

We construct an ILP as follows. Let $H=G / \mathcal{P}^{\prime}$. Each color class is described by its type, that is, the parts of $\mathcal{P}^{\prime}$ it intersects. Note that each type is an independent set in $H$. Therefore, for each independent set $I$ in $H$, we add a variable $x_{I}$, which counts how many color classes of that type there are. From now on, we denote by $\mathcal{I}(H)$ the independent sets of $H$. Now, the sum, over all independent sets $I$ of $H$ of the $x_{I}$ will correspond to the total number of colors used. We add a constraint that ensures that this number is $k$. Moreover, for each clique part $P_{i}^{\prime}$, we have to make sure that exactly $\left|P_{i}^{\prime}\right|$ colors appear on that part, and in each independent part $P_{i^{\prime}}^{\prime}$, at least one color must appear. Finally, we have to ensure that there are $k b$-vertices. Note that, since all $b$-vertices are clique parts, by Observation 2, each vertex in each part $P_{i}^{\prime}$ for $i \in B$, has to be a $b$-vertex. Therefore, for each $i \in B$, we ensure that the number of colors intersecting the closed neighborhood of vertex $i$ in $H$ is equal to $k$. To ensure that each color class has a $b$-vertex, we use the objective function to minimize the number of color classes that do not intersect $B$. If this value is 0 , then we have a $b$-coloring, otherwise not. The ILP is:

$$
\begin{align*}
\min & \sum_{I \in \mathcal{I}(H), I \cap B=\emptyset} x_{I} \\
& \sum_{I \in \mathcal{I}(H)} x_{I}=k \\
& \sum_{I \in \mathcal{I}(H), i \in I} x_{I}=\left|P_{i}^{\prime}\right|, \quad \text { if } P_{i}^{\prime} \text { is a clique } \\
& \sum_{I \in \mathcal{I}(H), i \in I} x_{I} \geq 1, \quad \text { if } P_{i}^{\prime} \text { is an independent set }  \tag{2}\\
& \sum_{I \in \mathcal{I}(H), I \cap N_{H}[i] \neq \emptyset} x_{I}=k, \text { if } i \in B
\end{align*}
$$

The correctness of this formulation follows fairly straightforwardly from the discussion above.

- Observation 23. The previous ILP has a solution with value 0 if and only if $G$ has a $b$-coloring with $k$ colors whose $b$-vertices intersect precisely the parts $\left\{P_{i}^{\prime} \mid i \in B\right\}$.

For each guess of $B$, we construct an ILP as above. If there is one guess for which we have a solution with value 0 , we report that $G$ has a $b$-coloring with $k$ colors, and say No otherwise. Correctness directly follows from Observation 23.

Let us analyze the run time. We can obtain the ND-partition $\mathcal{P}^{\prime}$ from $\mathcal{P}$ in time $\mathcal{O}(n)$. We can then compress $\mathcal{P}^{\prime}$ to remember only $\left|P_{i}^{\prime}\right|$ for each $i \in\left[d^{\prime}\right]$ and one representative vertex per $P_{i}^{\prime}$, also in time $\mathcal{O}(n)$. We solve $2^{\mathcal{O}(d)}$ many ILPs using Theorem 21 with $\mathcal{O}(d)$ rows and $2^{\mathcal{O}(d)}$ variables. From the compressed representation, each such ILP can be constructed in $2^{\mathcal{O}(d)} \log n$ time. Note that the inequalities (2) can be turned into equalities by adding at most $2^{\mathcal{O}(d)}$ slack variables. In the resulting ILP, the largest coefficient of any variable is 1 , and the largest value on the right-hand side is at most $n$, since we may assume that $k \leq n$, and clearly, for each $i \in\left[d^{\prime}\right],\left|P_{i}^{\prime}\right| \leq n$. Therefore, we have $\Delta=1$ and $\|b\|_{\infty} \leq n$, and each of the ILPs can be solved in time $2^{\mathcal{O}(d \log d)} \log n+d \cdot 2^{\mathcal{O}(d)}=2^{\mathcal{O}(d \log d)} \log n$, yielding the claimed run time bound.

## 5 Twin Cover

In this section, we prove the following theorem. This will be done by reducing the input graph of bounded twin cover number to a graph of bounded neighborhood diversity and then applying the algorithm from Theorem 22.

- Theorem 24. b-Coloring parameterized by the twin cover number of the input graph is fixed-parameter tractable. Given a graph with $n$ vertices, $m$ edges, and twin cover number $t$, it is solvable in $2^{2^{\mathcal{O}(t)}} n+\mathcal{O}(m)$ time.

Let $(G, k)$ be an instance of $b$-Coloring. If the size of a minimum twin-cover of $G$ is at most $t$, then one can compute a twin-cover $S$ of $G$ of size at most $t$ in $\mathcal{O}\left(1.2378^{t}+t n+m\right)$ time [15]. Recall that each connected component of $G-S$ consists of a clique $C$ consisting of twins (Observation 8). Since $C$ is a clique, we may assume $|C| \leq k$.

Without loss of generality, let the color set be $\{1, \ldots, k\}$ and assume the vertices of $S$ get colors from the set $\{1, \ldots, \min \{k, t\}\}$. For each col $: S \rightarrow\{1, \ldots, \min \{k, t\}\}$ such that col is a proper coloring of $G[S]$, perform the following steps. Note, in the following, col is fixed.

For each $A \subset S$, let $\mathcal{C}_{A}=\{C: C$ is a maximal clique of $G-S$ and $N(C)=A\}$. Throughout, we use the shorthand $\bigcup \mathcal{C}_{A}$ for $\bigcup_{C \in \mathcal{C}_{A}} C$. Let $c_{A}^{\text {col }}$ denote the number of distinct colors used by the vertices of $A$ in col, that is $c_{A}^{\mathrm{col}}=\left|\cup_{a \in A} \operatorname{col}(a)\right|$. Note that if a $b$-coloring with $k$ colors of $G$ coincides with col on the vertex set $S$, then for any $C \in \mathcal{C}_{A}, k \geq|C|+c_{A}^{\mathrm{col}}$. Thus, if this inequality does not hold, then col cannot be extended into a $k$ - $b$-coloring of $G$. In this case, discard col and consider the next available (non-discarded) proper coloring function on $S$. Henceforth, assume that for each $C \in \mathcal{C}_{A},|C| \leq k-c_{A}^{\mathrm{col}}$.

- Observation 25 ( $\star$ ). Let $C$ be a maximal clique of $G-S$. A vertex $v \in C$ is a b-vertex of some b-coloring of $G$ with $k$ colors that extends col, if and only if $|C|=k-c_{A}^{\text {col }}$.

For each $A \subseteq S$, let $C_{A}^{\max } \in \mathcal{C}_{A}$ denote a clique of maximum cardinality among the cliques in $\mathcal{C}_{A}$. Note that for any $v \in \bigcup \mathcal{C}_{A} \backslash C_{A}^{\max }$, by Observation 25 , if $(G, k)$ is a Yes-instance of $b$-Coloring witnessed by a coloring that extends col, then there exists a $k$ - $b$-coloring that extends col where, if $v$ is a $b$-vertex, then it is not the unique $b$-vertex of its color, as $C_{A}^{\max }$ would also contain one such vertex. This is the idea behind the next reduction rule, which deletes vertices until the number of vertices in all the cliques of $\mathcal{C}_{A}$ is bounded.

- Reduction Rule 26. If there exists $A \subseteq S$ such that $\left|\cup \mathcal{C}_{A}\right| \geq k-c_{A}^{c o l}+1$, then let $v \in \bigcup \mathcal{C}_{A} \backslash C_{A}^{\max }$ and delete $v$ from the graph.
- Lemma 27 ( $\star$ ). Reduction Rule 26 is safe, i.e., under its preconditions, $G$ has a b-coloring with $k$ colors if and only if $G \backslash v$ has a b-coloring with $k$ colors.

Consider the instance obtained after the exhaustive application of Reduction Rule 26. For brevity of notation let the instance be $(G, k, S$, col) where $S$ is a twin cover of $G$ of size at most $t$ and col is a proper coloring of $G[S]$ with colors from $\{1, \ldots, \min \{k, t\}\}$. Further, for each $A \subseteq S$, the number of vertices present in the union of the cliques in $\mathcal{C}_{A}$ is at most $k-c_{A}^{\mathrm{col}}$ and therefore $\mathcal{C}_{A}$ contains at most one clique of size $k-c_{A}^{\text {col }}$. We call such an instance a cleaned instance.

- Lemma $28(\star)$. If a cleaned instance $(G, k, S, c o l)$ is a YES-instance, then there exists a $k$-b-coloring where for each $A \subseteq S$, the vertices of $\bigcup \mathcal{C}_{A}$ get distinct colors.

The safeness of the following reduction rule follows from Lemma 28.

- Reduction Rule 29. For each $A \subseteq S$, delete the cliques in $\mathcal{C}_{A} \backslash\left\{C_{A}^{\max }\right\}$ and add a new clique of size $\left|\bigcup \mathcal{C}_{A} \backslash C_{A}^{\max }\right|$ whose neighbourhood in $G$ is exactly $A$.
- Lemma 30 ( $\star$ ). When Reduction Rules 26 and 29 are no longer applicable, the neighbourhood diversity of $G$ is at most $2^{t+1}+t$.

Proof of Theorem 24. The algorithm starts by finding a twin-cover of $G$ of size $t$ in $\mathcal{O}\left(1.2378^{t}+t n+m\right)$ time [15]. The algorithm guesses the restriction of the $k$ - $b$-coloring of $G$ onto the vertices of $S$. Assuming that the colors of $S$ are from the set $\{1, \ldots, \min \{k, t\}\}$ in the $k$-b-coloring, the number of guesses is at most $t!=2^{\mathcal{O}(t \log t)}$. Applying Reduction Rule 26 on this instance, we get a cleaned instance. Then applying Reduction Rule 29 on this instance, by Lemma 30 we conclude that the neighbourhood diversity of $G$ is at most $2^{t+1}+t$. Applying all reduction rules can be done in time $\mathcal{O}\left(2^{t} \cdot n\right)$. Using the algorithm of Theorem 22, we solve the problem in $2^{2^{\mathcal{O}(t)}} \cdot \log n+\mathcal{O}(n)$ time. If for neither of the guessed colorings of $S$, the above algorithm reports YES, then report a No. Otherwise, report Yes.

## 6 Conclusion

We explored the landscape of structural parameterizations of $b$-Coloring. We showed that the problem is XNLP-complete parameterized by pathwidth, which implies it is W[t]-hard for any $t$ by pathwidth, and as a consequence, by treewidth and clique-width as well. Recall that $b$-Coloring was already known to be XP parameterized by clique-width. The algorithm of [18] runs in time $n^{2^{O(w)}}$, where $w$ is the clique-width of the input graph (which is tight under the Exponential Time Hypothesis). Since graphs of treewidth $t$ have clique-width $2^{\Theta(t)}$ [11], this results in an XP algorithm for $b$-COLORING parameterized by treewidth with running time $n^{2^{2^{O(t)}}}$. It would be interesting to investigate if this dependence on the treewidth can be improved, and accompanied by a matching lower bound under the ETH.

On the positive side, we showed $b$-Coloring to be FPT parameterized by neighborhood diversity and twin cover, two generalizations of vertex cover to more dense graphs. A parameter that generalizes both neighborhood diversity and twin cover is modular-width, defined by Gajarský, Lampis and Ordyniak [14]. The complexity of $b$-Coloring parameterized by modular-width remains an interesting open problem.
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#### Abstract

Constrained clustering problems generalize classical clustering formulations, e.g., $k$-median, $k$-means, by imposing additional constraints on the feasibility of a clustering. There has been significant recent progress in obtaining approximation algorithms for these problems, both in the metric and the Euclidean settings. However, the outlier version of these problems, where the solution is allowed to leave out $m$ points from the clustering, is not well understood. In this work, we give a general framework for reducing the outlier version of a constrained $k$-median or $k$-means problem to the corresponding outlier-free version with only $(1+\varepsilon)$-loss in the approximation ratio. The reduction is obtained by mapping the original instance of the problem to $f(k, m, \varepsilon)$ instances of the outlier-free version, where $f(k, m, \varepsilon)=\left(\frac{k+m}{\varepsilon}\right)^{O(m)}$. As specific applications, we get the following results: - First FPT (in the parameters $k$ and $m$ ) $(1+\varepsilon)$-approximation algorithm for the outlier version of capacitated $k$-median and $k$-means in Euclidean spaces with hard capacities. - First FPT (in the parameters $k$ and $m$ ) $(3+\varepsilon)$ and $(9+\varepsilon)$ approximation algorithms for the outlier version of capacitated $k$-median and $k$-means, respectively, in general metric spaces with hard capacities. - First FPT (in the parameters $k$ and $m$ ) $(2-\delta)$-approximation algorithm for the outlier version of the $k$-median problem under the Ulam metric.

Our work generalizes the results of Bhattacharya et al. and Agrawal et al. to a larger class of constrained clustering problems. Further, our reduction works for arbitrary metric spaces and so can extend clustering algorithms for outlier-free versions in both Euclidean and arbitrary metric spaces.
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## 1 Introduction

Center-based clustering problems such as $k$-median and the $k$-means are important data processing tasks. Given a metric $D$ on a set of $n$ points $\mathcal{X}$ and a parameter $k$, the goal here is to partition the set of points into $k$ clusters, say $C_{1}, \ldots, C_{k}$, and assign the points in each cluster to a corresponding cluster center, say $c_{1}, \ldots, c_{k}$, respectively, such that the objective $\sum_{i=1}^{k} \sum_{x \in C_{i}} D\left(x, c_{i}\right)^{z}$ is minimized. Here $z$ is a parameter which is 1 for $k$-median and 2 for $k$-means. The outlier version of these problems is specified by another parameter $m$, where a solution is allowed to leave out up to $m$ points from the clusters. Outlier versions capture settings where the input may contain a few highly erroneous data points. Both the

[^33]outlier and the outlier-free versions have been well-studied in the literature with constant factor approximations known for both the $k$-means and the $k$-median problem [3, 4, 12]. In addition, fixed-parameter tractable (FPT) $(1+\varepsilon)$-approximation algorithms are known for these problems in the Euclidean setting [26, 19, 8]: the running time of such algorithms is of the form $f(k, m, \varepsilon) \cdot \operatorname{poly}(n, d)$, where $f()$ is an exponential function of the parameters $k, m, \varepsilon$ and $d$ denotes the dimensionality of the points.

A more recent development in clustering problems has been the notion of constrained clustering. A constrained clustering problem specifies additional conditions on a feasible partitioning of the input points into $k$ clusters. For example, the $r$-gathering problem requires that each cluster in a feasible partitioning must contain at least $r$ data points. Similarly, the well-known capacitated clustering problem specifies an upper bound on the size of each cluster. Constrained clustering formulations can also capture various types of fairness constraints: each data point has a label assigned to it, and we may require upper or lower bounds on the number (or fraction) of points with a certain label in each cluster. Table 1 in the Appendix gives a list of some of these problems. FPT (in the parameter $k$ ) constant factor approximation algorithms are known for a large class of these problems (see Table 2 in the Appendix).

It is worth noting that constrained clustering problems are distinct from outlier clustering: the former restricts the set of feasible partitioning of input points, whereas the latter allows us to reduce the set of points that need to be partitioned into clusters. There has not been much progress on constrained clustering problems in the outlier setting (also see [25] for unbounded integrality gap for the natural LP relaxation for the outlier clustering versions). In this work, we bridge this gap between the outlier and the outlier-free versions of constrained clustering problems by giving an almost approximation-preserving reduction from the former to the latter. As long as the parameters of interest (i.e., $k, m$ ) are small, the reduction works in polynomial time. Using our reduction, an FPT $\alpha$-approximation algorithm for the outlier-free version of a constrained clustering problem leads to an FPT $(\alpha+\varepsilon)$-approximation algorithm for the outlier version of the same problem. For general metric spaces, this implies the first FPT constant-approximation for outlier versions of several constrained clustering problems; and similarly, we get new FPT $(1+\varepsilon)$-approximation algorithms for several outlier constrained clustering problems -see Table 2 in the Appendix for the precise details.

This kind of FPT approximation preserving reduction in the context of Euclidean $k$-means was first given by [8] using a sampling-based approach. [20] extended the sampling ideas of [8] to general metric spaces but did not give an approximation-preserving reduction. [2] gave a reduction for general metric spaces using a coreset construction. In this work, we use the sampling-based ideas of [8] to obtain an approximation-preserving reduction from the outlier version to the outlier-free version with improved parameters over [2]. Moreover, our reduction works for most known constrained clustering settings as well.

### 1.1 Preliminaries

We give a general definition of a constrained clustering problem. For a positive integer $k$, we shall use $[k]$ to denote the set $\{1, \ldots, k\}$. Let $(\mathcal{X}, D)$ denote the metric space with distance function $D$. For a point $x$ and a subset $S$ of points, we shall use $D(x, S)$ to denote $\min _{y \in S} D(x, y)$. The set $\mathcal{X}$ contains subsets $F$ and $X$ : here $X$ denotes the set of input points and $F$ is the set of points where a center can be located. An outlier constrained clustering problem is specified by the following parameters and functions:

- $k$ : the number of clusters.
- $m$ : the number of points which can be left out from the clusters.
- a function check: given a partitioning $X_{0}, X_{1}, \ldots, X_{k}$ of $X$ (here $X_{0}$ is the set of outliers) and centers $f_{1}, \ldots, f_{k}$, each lying in the set $F$, the function $\operatorname{check}\left(X_{0}, X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ outputs 1 iff this is a feasible clustering. For example, in the $r$-gathering problem, the $\operatorname{check}\left(X_{0}, X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ outputs 1 iff $\left|X_{i}\right| \geq r$ for each $i \in[k]$. The check function depends only on the cardinality of the sets $X_{1}, \ldots, X_{k}$ and the locations $f_{1}, \ldots, f_{k}$. This already captures many of the constrained clustering problems. Our framework also applies to the more general labelled version (see details below).
- a cost function cost: given a partitioning $X_{0}, X_{1}, \ldots, X_{k}$ of $X$ and centers $f_{1}, \ldots, f_{k}$,

$$
\operatorname{cost}\left(X_{0}, X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right):=\sum_{i \in[k]} \sum_{x \in X_{i}} D^{z}\left(x, f_{i}\right),
$$

where $z$ is either 1 (the outlier constrained $k$-median problem) or 2 (the outlier constrained $k$-means problem).
Given an instance $\mathcal{I}=(X, F, k, m$, check, cost) of an outlier constrained clustering problem as above, the goal is to find a partitioning $X_{0}, X_{1}, \ldots, X_{k}$ of $X$ and centers $f_{1}, \ldots, f_{k} \in F$ such that $\left|X_{0}\right| \leq m$, $\operatorname{check}\left(X_{0}, X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ is 1 and $\operatorname{cost}\left(X_{0}, X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ is minimized. The outlier-free constrained clustering problem is specified as above, except that the parameter $m$ is 0 . For the sake of brevity, we leave out the parameter $m$ and the set $X_{0}$ while defining the instance $\mathcal{I}$, and functions check and cost.

We shall also consider a more general class of constrained clustering problems, where each input point is assigned a label. In other words, an instance $\mathcal{I}$ of such a problem is specified by a tuple $(X, F, k, m, \sigma$, check, cost), where $\sigma: X \rightarrow L$ for a finite set $L$. Note that the check function may depend on the function $\sigma$. For example, $\sigma$ could assign a label "red" or "blue" to each point in $X$ and the check function would require that each cluster $X_{i}$ should have an equal number of red and blue points. In addition to the locations $f_{1}, \ldots, f_{k}$, the check $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}, \sigma\right)$ function also depends on $\left|\sigma^{-1}(l) \cap X_{j}\right|$ for each $l \in L, j \in[k]$, i.e., the number of points with a particular label in each of the clusters. Indirectly, this also implies that the check function can impose conditions on the labels of the outliers points. For example, the colorful $k$-median problem discussed in [2] has the constraint that $m_{i}$ clients from the label type $i$ should be designated as outliers, given that every client has a unique label. Table 1 in the Appendix gives a description of some of these problems.

We shall use the approximate triangle inequality, which states that for $z \in\{1,2\}$ and any three points $x_{1}, x_{2}, x_{3} \in \mathcal{X}$,

$$
\begin{equation*}
D^{z}\left(x_{1}, x_{3}\right) \leq z\left(D^{z}\left(x_{1}, x_{2}\right)+D^{z}\left(x_{2}, x_{3}\right)\right) . \tag{1}
\end{equation*}
$$

### 1.2 Our results

Our main result reduces the outlier constrained clustering problem to the outlier-free version. In our reduction, we shall also use approximation algorithms for the (unconstrained) $k$-median and $k$-means problems. We assume we have a constant factor approximation algorithm for these problems ${ }^{2}$ : let $\mathcal{C}$ denote such an algorithm with running time $T_{\mathcal{C}}(n)$ on an input of size $n$. Note that $\mathcal{C}$ would be an algorithm for the $k$-means or the $k$-median problem depending on whether $z=1$ or 2 in the definition of the cost function.

[^34]- Theorem 1 (Main Theorem). Consider an instance $\mathcal{I}=(X, F, k, m$, check, cost) of an outlier constrained clustering problem. Let $\mathcal{A}$ be an $\alpha$-approximation algorithm for the corresponding outlier-free constrained clustering problem; let $T_{\mathcal{A}}(n)$ be the running time of $\mathcal{A}$ on an input of size $n$. Given a positive $\varepsilon>0$, there is an $\alpha(1+\varepsilon)$-approximation algorithm for $\mathcal{I}$ with running time $T_{\mathcal{C}}(n)+q \cdot T_{\mathcal{A}}(n)+O\left(n \cdot\left(k+\frac{m^{z+1} \log m}{\varepsilon^{z}}\right)\right)+O\left(q m^{2}(k+m)^{3}\right)$, where $n$ is the size of $\mathcal{I}$ and $q=f(k, m, \varepsilon)=\left(\frac{k+m}{\varepsilon}\right)^{O(m)}$, and $z=1$ or 2 depending on the cost function (i.e., $z=1$ for $k$-median objection and $z=2$ for $k$-means objective).

The above theorem implies that as long as there is an FPT or polynomial-time approximation algorithm for the constrained, outlier-free $k$-median or $k$-means clustering problem, there is an FPT approximation algorithm (with almost the same approximation ratio) for the corresponding outlier version. We prove this result by creating $q$ instances of the outlier-free version of $\mathcal{I}$ and picking the best solution on these instances using the algorithm $\mathcal{A}$. We also extend the above result to the labelled version:

- Theorem 2 (Main Theorem: labelled version). Consider an instance $\mathcal{I}=$ ( $X, F, k, m, \sigma$, check, cost) of an outlier constrained clustering problem with labels on input points. Let $\mathcal{A}$ be an $\alpha$-approximation algorithm for the corresponding outlier-free constrained clustering problem; let $T_{\mathcal{A}}(n)$ be the running time of $\mathcal{A}$ on an input of size $n$. Given a positive $\varepsilon>0$, there is an $\alpha(1+\varepsilon)$-approximation algorithm for $\mathcal{I}$ with running time $T_{\mathcal{C}}(n)+q \cdot T_{\mathcal{A}}(n)+O\left(n \cdot\left(k+\frac{m^{z+1} \log m}{\varepsilon^{z}}\right)\right)+O\left(q \ell m^{2}(k+m)^{3}\right)$, where $n$ is the size of $\mathcal{I}$, $q=f(k, m, \varepsilon)=\left(\frac{(k+m) \ell}{\varepsilon}\right)^{O(m)}$ with $\ell$ being the number of distinct labels, and $z=1$ or 2 depending on the cost function (i.e., $z=1$ for $k$-median objection and $z=2$ for $k$-means objective).

The algorithms given in Theorem 1 and Theorem 2 are randomized algorithms that guarantee the stated approximation factor with high probability. The consequences of our results for specific constrained clustering problems are summarized in Table 2 in the Appendix. We give the results of related works $[8,20,2]$ in the same table to see the contributions of this work. Our contributions can be divided into two main categories:

1. Matching the best-known result: This can be further divided into two categories:
a. Matching results of [2]: [2] gives an outlier to outlier-free reduction. We also give such a reduction using a different technique with better parameters. This means that we match all the results of [2], which includes problems such as the classical $k$-median/means problems, the Matroid $k$-median problem, the colorful $k$-median problem, and $k$-median in certain special metrics. See rows 2-6 in Table 2 given in the Appendix.
b. Matching results of [20]: [20] gives FPT approximation algorithms for certain constrained problems on which the coreset-based approach of [2] is not known to work. See the last row of Table 2. [20] gives algorithms for outlier and outlier-free versions with the same approximation guarantee. Since the best outlier-free approximation is also from [20], our results currently only match the approximation guarantees of [20]. However, if there is an improvement in any of these problems, our results will immediately beat the known outlier results of [20].
2. Best known results: Since our results hold for a larger class of constrained problems than earlier works, there are certain problems for which our results give the best-known FPT approximation algorithm. The list includes capacitated $k$-median $/ k$-means with hard capacities in general metric and Euclidean spaces. It also includes the $k$-median problem in the Ulam metric. A recent development in the Ulam $k$-median problem [11] has broken
the 2-approximation barrier. Our reduction allows us to take this development to the outlier setting as well. The outlier-free results from which our best results are derived using our reduction are given in Table 2 (see rows 7-9) given in the Appendix.

### 1.3 Comparison with earlier work

As discussed earlier, the idea of a reduction from an outlier clustering problem to the corresponding outlier-free version in the context of the Euclidean $k$-means problem was suggested by [8] using a $D^{2}$-sampling based idea. [20] used the sampling ideas to design approximation algorithms for the outlier versions of various constrained clustering problems. However, the approximation guarantee obtained by [20] was limited to $(3+\varepsilon)$ for a large class of constrained $k$-median and $(9+\varepsilon)$ for the constrained $k$-means problems, and it was not clear how to extend these techniques to get improved guarantees. As a result, their techniques could not exploit the recent developments by [14] in the design of $(1+2 / e+\varepsilon)$ and $(1+8 / e+\varepsilon)$ FPT approximation algorithms for the classical outlier-free $k$-median and $k$-means problems respectively in general metric spaces. [2] gave an outlier-to-outlier-free reduction, making it possible to extend the above-mentioned FPT approximation guarantees for the outlier-free setting to the outlier setting.

The reduction of [2] is based on the coreset construction by [13] using uniform sampling. A coreset for a dataset is a weighted set of points such that the clustering of the coreset points with respect to any set of $k$ centers is the same (within a $1 \pm \varepsilon$ factor) as that of the original set points. The coreset construction in [13] starts with a set $C$ of centers that give constant factor approximation. They consider $O(\log n)$ "ring" around these centers, uniformly sample points from each of these rings, and set the weight of the sampled points appropriately. The number of sampled points, and hence the size of the coreset, is $\left(\frac{|C| \log n}{\varepsilon}\right)^{2}$. [2] showed that when starting with $(k+m)$ centers that give a constant approximation to the classical $(k+m)$-median problem, the coreset obtained as above has the following additional property: for any set of $k$ centers, the clustering cost of the original set of points excluding $m$ outliers is same (again, within $1 \pm \varepsilon$ factor) as that of the coreset, again allowing for exclusion of a subset of $m$ points from it. This means that by trying out all $m$ subsets from the coreset, we ensure that at least one subset acts as a good outlier set. Since the coreset size is $\left(\frac{(k+m) \log n}{\varepsilon}\right)^{2}$, the number of outlier-free instances that we construct is $\left(\frac{(k+m) \log n}{\varepsilon}\right)^{O(m)}$. Using $(\log n)^{O(m)}=\max \left\{m^{O(m)}, n^{O(1)}\right\}$, this is of the form $f(k, m, \varepsilon) \cdot n^{O(1)}$ for a suitable function $f$. At this point, we note the first quantitative difference from our result. In our algorithm, we save the $(\log n)^{O(m)}$ factor, which also means that the number of instances does not depend on the problem size $n$. Further, a coreset-based construction restricts the kind of problems it can be applied to. The coreset property that the cost of original points is the same as that of the weighted cost of coreset points holds when points are assigned to the closest center (i.e., the entire weight of the coreset goes to the closest center). ${ }^{3}$ This works for the classical unconstrained $k$-median and $k$-means problems (as well as the few other settings considered in [2]). However, for several constrained clustering problems, it may not hold that every point is assigned to the closest center. There have been some recent developments $[5,10]$ in designing coresets for constrained clustering settings. However, they have not been shown to apply to the outlier setting. Another recent work [22] designs coresets for the outlier setting, but like [2], it has limited scope and has not been shown to extend for most constrained settings. Our $D^{z}$-sampling-based technique has the advantage that instead of running the outlier-free algorithm on a coreset as in [2], it works directly with the dataset.

[^35]That is, we run the outlier-free algorithm on the dataset (after removing outlier candidates). This also makes our results helpful in weighted settings (e.g., see [11]) where the outlier-free algorithm is known to work only for unweighted datasets - note a coreset is a weighted set).

Recent independent work. In recent and independent work, [17] design similar approximation preserving reductions for a restricted class of constrained clustering settings, namely capacitated clustering and $(\alpha, \beta)$-fair clustering. Further, their results are obtained by extending coreset based ideas of [2].

### 1.4 Our Techniques

In this section, we give a high-level description of our algorithm. Let $\mathcal{I}$ denote an instance of outlier constrained clustering on a set of points $X$ and $\mathcal{O}$ denote an optimal solution to $\mathcal{I}$. The first observation is that the optimal cost of the outlier-free and unconstrained clustering with $k+m$ centers on $X$ is a lower bound on the cost of $\mathcal{O}$ (Claim 1). ${ }^{4}$ Let $C$ denote the set of these $(k+m)$ centers (we can use any constant factor approximation for the unconstrained version to find $C$ ). The intuition behind choosing $C$ is that the centers in $\mathcal{O}$ should be close to $C$.

Now we divide the set of $m$ outliers in $\mathcal{O}$ into two subsets: those which are far from $C$ and the remaining ones close to $C$ ("near" outliers). Our first idea is to randomly sample a subset $S$ of $O(m \log m)$ points from $X$ with sampling probability proportional to distance (or square of distance) from the set $C$. This sampling ensures that $S$ contains the far outliers with high probability (Claim 2). We can then iterate over all subsets of $S$ to guess the exact subset of far outliers. Handling the near outliers is more challenging and forms the heart of the technical contribution of this paper.

We "assign" each near outlier to its closest point in $C-\operatorname{let} X_{N, j}^{\mathrm{opt}}$ be the set of outliers assigned to $c_{j}$. By iterating over all choices, we can guess the cardinality $t_{j}$ of each of the sets $X_{N, j}^{\mathrm{opt}}$. We now set up a suitable minimum cost bipartite $b$-matching instance which assigns a set of $t_{j}$ points to each center $c_{j}$. Let $\widehat{X}_{j}$ be the set of points assigned to $c_{j}$. Our algorithm uses $\cup_{j} \widehat{X}_{j}$ as the set of near outliers. In the analysis, we need to argue that there is a way of matching the points in $X_{N, j}^{\mathrm{opt}}$ to $\widehat{X}_{j}$ whose total cost (sum of distances or squared distances between matched points) is small (Lemma 4). The hope is that we can go from the optimal set of outliers in $\mathcal{O}$ to the ones in the algorithm and argue that the increase in cost is small. Since we are dealing with constrained clustering, we need to ensure that this process does not change the size of each of the clusters. To achieve this, we need to further modify the matching between the two sets of outliers (Lemma 5). Finally, with this modified matching, we are able to argue that the cost of the solution produced by the algorithm is close to that of the optimal solution. The extension to the labelled version follows along similar lines.

In the remaining paper, we prove our two main results, Theorem 1 and Theorem 2. The main discussion will be for Theorem 1 since Theorem 2 is an extension of Theorem 1 that uses the same proof ideas. In the following sections, we give the details of our algorithm (Section 2) and its analysis (Section 3). In Section 3, we discuss the extension to the labelled version.

## 2 Algorithm

In this section, we describe the algorithm for the outlier constrained clustering problem. Consider an instance $\mathcal{I}=(X, F, k, m$, check, cost) of this problem. Recall that the parameter $z=1$ or 2 depends on whether the cost function is like the $k$-median or the $k$-means objective respectively. In addition, we assume the existence of the following algorithms:

[^36]- A constant $\beta$-factor algorithm $\mathcal{C}$ for the $k$-median or the $k$-means problem (depending on $z=1$ or $z=2$ respectively): an instance here is specified by a tuple ( $X^{\prime}, F^{\prime}, k^{\prime}$ ) only, where $X^{\prime}$ is the set of input points, $F^{\prime}$ is the set of potential locations for a center, and $k^{\prime}$ denotes the number of clusters.
- An algorithm $\mathcal{A}$ for the outlier-free version of this problem. An instance here is given by a tuple ( $X^{\prime}, F^{\prime}, k$, check, cost) where the check and the cost functions are the same as those in $\mathcal{I}$.
- An algorithm $\mathcal{M}$ for the $b$-matching problem: an instance of the $b$-matching problem is specified by a weighted bi-partite graph $G=\left(L, R=\left\{v_{1}, \ldots, v_{r}\right\}, E\right)$, with edge $e$ having weight $w_{e}$; and a tuple $\left(t_{1}, \ldots, t_{r}\right)$, where $t_{i}, i \in[r]$, are non-negative integers. A solution needs to find a subset of $E^{\prime}$ of $E$ such each vertex of $L$ is incident with at most one edge of $E^{\prime}$, and each vertex $v_{j} \in R$ is incident with exactly $t_{j}$ edges of $E^{\prime}$. The goal is to find such a set $E^{\prime}$ of minimum total weight.

We now define $D^{z}$-sampling:

- Definition 3. Given sets $C$ and $X$ of points, $D^{z}$-sampling from $X$ w.r.t. $C$ samples a point $x \in X$, where the probability of sampling $x$ is proportional to $D^{z}(x, C)$.

The algorithm is described in Algorithm 1. It first runs the algorithm $\mathcal{C}$ to obtain a set of $(k+m)$ centers $C$ in line 1.2. In line 1.3, we sample a subset $S$ where each point in $S$ is sampled independently using $D^{z}$-sampling w.r.t. $C$. Given a subset $Y$, we say that a tuple $\boldsymbol{\tau}=\left(t_{1}, \ldots, t_{k+m}\right)$ is valid if $t_{j} \geq 0$ for all $j \in[k+m]$, and $\sum_{j} t_{j}+|Y|=m$. For each subset $Y$ of size $\leq m$ of $S$ and for each valid tuple $\boldsymbol{\tau}$, the algorithm constructs a solution $\left(X_{0}^{(Y, \boldsymbol{\tau})}, X_{1}^{(Y, \boldsymbol{\tau})}, \ldots, X_{k}^{(Y, \boldsymbol{\tau})}\right)$, where $X_{0}^{(Y, \boldsymbol{\tau})}$ denotes the set of outlier points. This is done by first computing the set $X_{0}^{(Y, \boldsymbol{\tau})}$, and then using the algorithm $\mathcal{A}$ on the remaining points $X \backslash\left(X_{0}^{(Y, \boldsymbol{\tau})} \cup Y\right)$ (line 1.8). To find the set $X_{0}^{(Y, \boldsymbol{\tau})}$, we construct an instance $\mathcal{I}^{(Y, \boldsymbol{\tau})}$ of $b$-matching first (line 1.6). This instance is defined as follows: the bipartite graph has the set of $(k+m)$ centers $C$ on the right side and the set of points $X$ on the left side. The weight of an edge between a vertex $v \in C$ and $w \in X$ is equal to $D^{z}(v, w)$. For each vertex $v_{j} \in C$, we require that it is matched to exactly $t_{j}$ points of $X$. We run the algorithm $\mathcal{M}$ on this instance of $b$-matching (line 1.7). We define $X_{0}^{(Y, \boldsymbol{\tau})}$ as the set of points of $X$ matched by this algorithm. Finally, we output the solution of minimum cost (line 1.10).

Algorithm 1 Algorithm for outlier constrained clustering.
Input: $\mathcal{I}:=(X, F, k, m$, check, cost $)$
1.2 Execute $\mathcal{C}$ on the instance $\mathcal{I}^{\prime}:=(X, F, k+m)$ to obtain a set $C$ of $k+m$ centers.
1.3 Sample a set $S$ of $\left\lceil\frac{4 \beta m \log m}{\varepsilon}\right\rceil$ points with replacement, each using $D^{z}$-sampling from $X$ w.r.t. $C$.
1.4 for each subset $Y \subset S,|Y| \leq m$ do
1.5 for each valid tuple $\boldsymbol{\tau}=\left(t_{1}, \ldots, t_{k+m}\right)$ do

Construct the instance $\mathcal{I}^{(Y, \tau)}$
Run $\mathcal{M}$ on $\mathcal{I}^{(Y, \tau)}$ and let $X_{0}^{(Y, \boldsymbol{\tau})}$ be the set of matched points in $X$.
Run the algorithm $\mathcal{A}$ on the instance $\left(X \backslash\left(X_{0}^{(Y, \boldsymbol{\tau})} \cup Y\right), F, k\right.$, check, cost).
Let $\left(X_{1}^{(Y, \boldsymbol{\tau})}, \ldots, X_{k}^{(Y, \boldsymbol{\tau})}\right)$ be the clustering produced by $\mathcal{A}$.
1.10 Let $\left(Y^{\star}, \boldsymbol{\tau}^{\star}\right)$ be the pair for which $\operatorname{cost}\left(X_{1}^{(Y, \boldsymbol{\tau})}, \ldots, X_{k}^{(Y, \boldsymbol{\tau})}\right)$ is minimized.
1.11 Output $\left(X_{0}^{\left(Y^{\star}, \boldsymbol{\tau}^{\star}\right)}, X_{1}^{\left(Y^{\star}, \boldsymbol{\tau}^{\star}\right)}, \ldots, X_{k}^{\left(Y^{\star}, \boldsymbol{\tau}^{\star}\right)}\right)$.

## 3 Analysis

We now analyze Algorithm 1. We refer to the notation used in this algorithm. Let $\mathcal{I}=$ ( $X, F, k, m$, check, cost) be the instance of the outlier constrained clustering problem. Let $\operatorname{opt}(\mathcal{I})$ denote the optimal cost of a solution for the instance $\mathcal{I}$. Assume that the algorithm $\mathcal{C}$ for the unconstrained clustering problem (used in line 1.2) is a $\beta$-approximation algorithm. We overload notation and use $\operatorname{cost}_{\mathcal{I}^{\prime}}(C)$ to denote the cost of the solution $C$ for the instance $\mathcal{I}^{\prime}$. Observe that the quantity $\operatorname{cost}_{\mathcal{I}^{\prime}}(C)$ can be computed as follows: each point in $X$ is assigned to the closest point in $C$, and then we compute the total cost (which could be the $k$-median or the $k$-means cost based on the value of the parameter $z$ ) of this assignment. We first relate $\operatorname{cost}_{\mathcal{I}^{\prime}}(C)$ to $\operatorname{opt}(\mathcal{I})$.
$\triangleright$ Claim 1. $\quad \operatorname{cost}_{\mathcal{I}^{\prime}}(C) \leq \beta \cdot \operatorname{opt}(\mathcal{I})$.
Proof. Let $\left(X_{0}, X_{1}, \ldots, X_{k}\right)$ denote the optimal solution for $\mathcal{I}$, where $X_{0}$ denotes the set of $m$ outlier points (without loss of generality, we can assume that the number of outlier points in the optimal solution is exactly $m$ ). Let $c_{1}, \ldots, c_{k}$ be the centers of the clusters $X_{1}, \ldots, X_{k}$ respectively. Consider the solution to $\mathcal{I}^{\prime}$ consisting of centers $C^{\prime}:=X_{0} \cup\left\{c_{1}, \ldots, c_{k}\right\}$. Clearly, $\operatorname{cost}_{\mathcal{I}^{\prime}}\left(C^{\prime}\right) \leq \operatorname{opt}(\mathcal{I})$ (we have inequality here because the solution $X_{1}, \ldots, X_{k}$ may not be a Voronoi partition with respect to $c_{1}, \ldots, c_{k}$ ). Since $\mathcal{C}$ is a $\beta$-approximation algorithm, we know that $\operatorname{cost}_{\mathcal{I}^{\prime}}(C) \leq \beta \cdot \operatorname{cost}_{\mathcal{I}^{\prime}}\left(C^{\prime}\right)$. Combining these two facts implies the desired result.

We now consider an optimal solution for the instance $\mathcal{I}$ : let $X_{0}^{\text {opt }}, X_{1}^{\text {opt }}, \ldots, X_{k}^{\text {opt }}$ be the partition of the input points $X$ in this solution, with $X_{0}^{\text {opt }}$ being the set of $m$ outliers. Depending on the distance from $C$, we divide the set $X_{0}^{\text {opt }}$ into two subsets $-X_{F}^{\text {opt }}$ ("far" points) and $X_{N}^{\text {opt }}$ ("near" points) as follows:

$$
X_{F}^{\mathrm{opt}}:=\left\{x \in X_{0}^{\mathrm{opt}} \left\lvert\, D^{z}(x, C) \geq \frac{\varepsilon \operatorname{cost}_{\mathcal{I}^{\prime}}(C)}{2 \beta m}\right.\right\}, \quad X_{N}^{\mathrm{opt}}:=X \backslash X_{F}^{\mathrm{opt}}
$$

Recall that we sample a set $S$ of $\frac{4 \beta m \log m}{\varepsilon}$ clients using $D^{z}$-sampling with respect to center set $C$ (line 1.3 in Algorithm 1). Note that the probability of sampling a point $x$ is given by

$$
\begin{equation*}
\frac{D^{z}(x, C)}{\sum_{x^{\prime} \in X} D^{z}(x, C)}=\frac{D^{z}(x, C)}{\operatorname{cost}_{\mathcal{I}^{\prime}}(C)} . \tag{2}
\end{equation*}
$$

We first show that $S$ contains all the points in $X_{F}^{\text {opt }}$ with high probability.
$\triangleright$ Claim 2. $\quad \operatorname{Pr}\left[X_{F}^{\text {opt }} \subseteq S\right] \geq 1-1 / m$.
Proof. Inequality Equation (2) shows that the probability of sampling a point $x \in X_{F}^{\mathrm{opt}}$ is $\frac{D^{z}(x, C)}{\operatorname{cost}_{\mathcal{I}^{\prime}}(C)} \geq \frac{\varepsilon}{2 \beta m}$. So the probability that $x$ is not present in $S$ is at most $\left(1-\frac{\varepsilon}{2 \beta m}\right)^{\frac{4 \beta m \log m}{\varepsilon}} \leq$ $\frac{1}{m^{2}}$. The desired result now follows from union bound.

For the rest of the analysis, we assume that the event in Claim 2 holds. We now note that the sum of the cost of assigning $X_{N}^{\mathrm{opt}}$ to $C$ is at most $\varepsilon \cdot \operatorname{opt}(\mathcal{I})$.
$\triangleright$ Claim 3. $\quad \sum_{x \in X_{N}^{\text {opt }}} D^{z}(x, C) \leq \frac{\varepsilon}{2} \cdot \operatorname{opt}(\mathcal{I})$.

Proof. The claim follows from the following sequence of inequalities:

$$
\sum_{x \in X_{N}^{\text {opt }}} D^{z}(x, C)<\sum_{x \in X_{N}^{\text {opt }}} \frac{\varepsilon \operatorname{cost}_{\mathcal{I}^{\prime}}(C)}{2 \beta m} \leq \sum_{x \in X_{N}^{\text {opt }}} \frac{\varepsilon \cdot \operatorname{opt}(\mathcal{I})}{2 m} \leq \frac{\varepsilon}{2} \cdot \operatorname{opt}(\mathcal{I}),
$$

where the first inequality follows from the definition of $X_{N}^{\text {opt }}$ and the second inequality follows from Claim 1.

For every point in $X_{N}^{\text {opt }}$, we identify the closest center in $C=\left\{c_{1}, \ldots, c_{m+k}\right\}$ (breaking ties arbitrarily). For each $j \in[k+m]$, let $X_{N, j}^{\mathrm{opt}}$ be the set of points in $X_{N}^{\mathrm{opt}}$ which are closest to $c_{j}$. Let $\hat{t}_{j}$ denote $\left|X_{N, j}^{\mathrm{opt}}\right|$. Consider an iteration of line 1.7-1.9 where $Y=X_{F}^{\mathrm{opt}}, \boldsymbol{\tau}=\left(\hat{t}_{1}, \ldots, \hat{t}_{k+m}\right)$. Observe that $\boldsymbol{\tau}$ is valid with respect to $Y$ because $\sum_{j \in[m+k]}\left|\hat{t}_{j}\right|+|Y|=m$. Let $\widehat{X}_{1}, \ldots, \widehat{X}_{m+k}$ be the set of points assigned to $c_{1}, \ldots, c_{m+k}$ respectively by the algorithm $\mathcal{M}$. Intuitively, we will like to construct a solution where the set of outliers is given by $\widehat{X}:=X_{F}^{\mathrm{opt}} \cup \widehat{X}_{1} \cup \cdots \cup \widehat{X}_{m+k}$. We now show that the set $\widehat{X}$ is "close" to $X_{0}^{\text {opt }}$, the set of outliers in the optimal solution. In order to do this, we set up a bijection $\mu: X_{0}^{\text {opt }} \rightarrow \widehat{X}$, where $\mu$ restricted to $X_{F}^{\text {opt }}$ is identity, and $\mu$ restricted to any of the sets $X_{N, j}^{\mathrm{opt}}$ is a bijection from $X_{N, j}^{\mathrm{opt}}$ to $\widehat{X}_{j}$. Such a function $\mu$ is possible because for each $j \in[m+k],\left|X_{N, j}^{\mathrm{opt}}\right|=\left|\widehat{X}_{j}\right|=\hat{t}_{j}$. We now prove this closeness property.

- Lemma 4. $\sum_{x \in X_{0}^{\text {opt }}} D^{z}(x, \mu(x)) \leq \varepsilon \cdot z \cdot \operatorname{opt}(\mathcal{I})$.

Proof. We first note a useful property of the solution given by the algorithm $\mathcal{M}$. One of the possible solutions for the instance $\mathcal{I}^{(Y, \boldsymbol{\tau})}$ could have been assigning $X_{N, j}^{\text {opt }}$ to the center $c_{j}$. Since $\mathcal{M}$ is an optimal algorithm for $b$-matching, we get

$$
\begin{equation*}
\sum_{j \in[k+m]} \sum_{x \in \widehat{X}_{j}} D^{z}\left(x, c_{j}\right) \leq \sum_{j \in[k+m]} \sum_{x \in X_{N, j}^{\text {opt }}} D^{z}\left(x, c_{j}\right)=\sum_{x \in X_{N}^{\text {opt }}} D^{z}(x, C) \leq \frac{\varepsilon}{2} \cdot \operatorname{opt}(\mathcal{I}), \tag{3}
\end{equation*}
$$

where the last inequality follows from Claim 3. Now,

$$
\begin{align*}
\sum_{x \in X_{0}^{\text {opt }}} D^{z}(x, \mu(x)) & =\sum_{x \in X_{N}^{\text {opt }}} D^{z}(x, \mu(x))=\sum_{j \in[k+m]} \sum_{x \in X_{N, j}^{\text {opt }}} D^{z}(x, \mu(x)) \\
& \stackrel{(1)}{\leq} z \cdot \sum_{j \in[k+m]} \sum_{x \in X_{N, j}^{\text {opt }}}\left(D^{z}\left(x, c_{j}\right)+D^{z}\left(c_{j}, \mu(x)\right)\right) \tag{4}
\end{align*}
$$

where the first equality follows from the fact that $\mu$ is identity on $X_{F}^{\text {opt }}$. Since $\mu$ is a bijection from $X_{N, j}^{\text {opt }}$ to $\widehat{X}_{j}$, the above can also be written as

$$
z \cdot \sum_{j \in[k+m]} \sum_{x \in X_{N, j}^{\text {opt }}} D^{z}\left(x, c_{j}\right)+z \cdot \sum_{j \in[k+m]} \sum_{x \in \widehat{X}_{j}} D^{z}\left(x, c_{j}\right) \leq z \cdot \varepsilon \text { opt }(\mathcal{I}),
$$

where the last inequality follows from Claim 3 and (3). This proves the desired result.
The mapping $\mu$ described above may have the following undesirable property: there could be a point $x \in X_{0}^{\text {opt }} \cap \widehat{X}$ such that $\mu(x) \neq x$. This could happen if $x \in X_{N, j}^{\text {opt }}$ and $x \in \widehat{X}_{i}$ where $i \neq j$. We now show that $\mu$ can be modified to another bijection $\widehat{\mu}: X_{0}^{\text {opt }} \rightarrow \widehat{X}$ which is identity on $X_{0}^{\text {opt }} \cap \widehat{X}$. Note that the mapping $\widehat{\mu}$ is only needed for the analysis of the algorithm.

- Lemma 5. There is a bijection $\widehat{\mu}: X_{0}^{\text {opt }} \rightarrow \widehat{X}$ such that $\widehat{\mu}(x)=x$ for all $x \in X_{0}^{\text {opt }} \cap \widehat{X}$ and

$$
\sum_{x \in X_{0}^{\text {opt }}} D^{z}(x, \widehat{\mu}(x)) \leq m^{z-1} \varepsilon \cdot z \cdot o p t(\mathcal{I})
$$

Proof. We construct a directed graph $H=\left(V_{1}, E_{1}\right)$ where $V_{1}=X_{0}^{\text {opt }} \cup \widehat{X}$. For every $x \in X_{0}^{\text {opt }}$, we add the directed arc $(x, \mu(x))$ to $E_{1}$. Observe that a self loop in $H$ implies that $\mu(x)=x$. Every vertex in $X_{0}^{\text {opt }} \backslash \widehat{X}$ has 0 in-degree and out-degree 1 ; whereas a vertex in $\widehat{X} \backslash X_{0}^{\text {opt }}$ has in-degree 1 and 0 out-degree. Vertices in $\widehat{X} \cap X_{0}^{\text {opt }}$ have exactly one incoming and outgoing arc (in case of a self-loop, it counts towards both the in-degree and the out-degree of the corresponding vertex).

The desired bijection $\widehat{\mu}$ is initialized to $\mu$. Let $\operatorname{cost}(\widehat{\mu})$ denote $\sum_{x \in X_{0}^{\text {opt }}} D^{z}(x, \widehat{\mu}(x))$; define $\operatorname{cost}(\mu)$ similarly. It is easy to check $H$ is vertex disjoint union of directed cycles and paths. In case of a directed cycle $C$ on more than 1 vertex, it must be the case that each of the vertices in $C$ belong to $\widehat{X} \cap X_{0}^{\text {opt }}$. In this case, we update $\widehat{\mu}$ be defining $\widehat{\mu}(x)=x$ for each $x \in C$. Clearly this can only decrease $\operatorname{cost}(\widehat{\mu})$. Let $P_{1}, \ldots, P_{l}$ be the set of directed paths in $H$. For each path $P_{j}$, we perform the following update: let $P_{j}$ be a path from $a_{j}$ to $b_{j}$. We know that $a_{j} \in X^{\mathrm{opt}} \backslash \widehat{X}, b_{j} \in \widehat{X} \backslash X_{0}^{\text {opt }}$ and each internal vertex of $P_{j}$ lies in $\widehat{X} \cap X_{0}^{\text {opt }}$. We update $\widehat{\mu}$ as follows; $\widehat{\mu}\left(a_{j}\right)=b_{j}$ and $\widehat{\mu}(v)=v$ for each internal vertex $v$ of $P_{j}$. The overall increase in $\operatorname{cost}(\widehat{\mu})$ is equal to

$$
\begin{equation*}
\sum_{j \in[l]}\left(D^{z}\left(a_{j}, b_{j}\right)-\sum_{i=1}^{n_{j}} D^{z}\left(v_{j}^{i}, v_{j}^{i-1}\right)\right), \tag{5}
\end{equation*}
$$

where $a_{j}=v_{j}^{0}, v_{j}^{1}, \ldots, v_{j}^{n_{j}}=b_{j}$ denotes the sequence of vertices in $P_{j}$. If $z=1$, triangle inequality shows that the above quantity is at most 0 . In case $z=2$,

$$
D^{2}\left(a_{j}, b_{j}\right) \leq n_{j}\left(\sum_{i=1}^{n_{j}} D^{2}\left(v_{j}^{i}, v_{j}^{i-1}\right)\right)
$$

and so the quantity in $(5)$ is at $\operatorname{most}\left(n_{j}-1\right) \sum_{i=1}^{n_{j}} D^{2}\left(v_{j}^{i}, v_{j}^{i-1}\right)$.
It follows that $\operatorname{cost}(\widehat{\mu}) \leq m^{z-1} \operatorname{cost}(\mu)$. The desired result now follows from Lemma 4.
We run the algorithm $\mathcal{A}$ on the outlier-free constrained clustering instance $\mathcal{I}^{\prime \prime}=(X \backslash$ $\widehat{X}, F, k$, check, cost) (line 1.8 in Algorithm 1). Let $\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right)$ be the optimal cost of a solution for this instance. The following key lemma shows that $\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right)$ is close to $\operatorname{opt}(\mathcal{I})$.

- Lemma 6. $\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right) \leq\left(1+\varepsilon^{\frac{1}{z}}(4 m+1)^{z-1}\right) \operatorname{opt}(\mathcal{I})$.

Proof. We shall use the solution $\left(X_{0}^{\mathrm{opt}}, \ldots, X_{k}^{\mathrm{opt}}\right)$ to construct a feasible solution for $\mathcal{I}^{\prime \prime}$. For each $j \in[k]$, let $Z_{j}$ denote $X_{j}^{\text {opt }} \cap \widehat{X}$. Let $\widehat{\mu}^{-1}\left(Z_{j}\right)$ denote the pre-image under $\widehat{\mu}$ of $Z_{j}$. Since $Z_{j} \subseteq \widehat{X} \backslash X_{0}^{\mathrm{opt}}, \widehat{\mu}^{-1}\left(Z_{j}\right) \subseteq X_{0}^{\mathrm{opt}} \backslash \widehat{X}$. For each $j \in[k]$, define $X_{j}^{\prime}:=\left(X_{j}^{\mathrm{opt}} \backslash Z_{j}\right) \cup \widehat{\mu}^{-1}\left(Z_{j}\right)$.
$\triangleright$ Claim 4. $\bigcup_{j=1}^{k} X_{j}^{\prime}=X \backslash \widehat{X}$.
Proof. For any $j \in[k]$, we have already argued that $\widehat{\mu}^{-1}\left(Z_{j}\right) \subseteq X_{0}^{\text {opt }} \backslash \widehat{X} \subseteq X \backslash \widehat{X}$. Clearly, $X_{j}^{\mathrm{opt}} \backslash Z_{j} \subseteq X \backslash \widehat{X}$. Therefore $X_{j}^{\prime} \subseteq X \backslash \widehat{X}$. Therefore, $\cup_{j \in[k]} X_{j}^{\prime} \subseteq X \backslash \widehat{X}$. Since $\left|X_{j}^{\prime}\right|=\left|X_{j}^{\mathrm{opt}}\right|$,

$$
\sum_{j \in[k]}\left|X_{j}^{\prime}\right|=n-m=|X \backslash \widehat{X}| .
$$

This proves the claim.

The above claim implies that $\left(X_{1}^{\prime}, \ldots, X_{k}^{\prime}\right)$ is a partition of $X \backslash \widehat{X}$. Since $\left|X_{j}^{\prime}\right|=\left|X_{j}^{\text {opt }}\right|$ for all $j \in[k]$ and the function check only depends on the cardinality of the sets in the partition, $\left(X_{1}^{\prime}, \ldots, X_{k}^{\prime}\right)$ is a feasible partition (under check) of $X \backslash \widehat{X}$. In the optimal solution for $\mathcal{I}$, let $f_{1}^{\text {opt }}, \ldots, f_{k}^{\text {opt }}$ be the $k$ centers corresponding to the clusters $X_{1}^{\text {opt }}, \ldots, X_{k}^{\text {opt }}$ respectively. Now,

$$
\begin{equation*}
\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right) \leq \operatorname{cost}\left(X_{1}^{\prime}, \ldots, X_{k}^{\prime}\right) \leq \sum_{j \in[k]} \sum_{x \in X_{j}^{\prime}} D^{z}\left(x, f_{j}^{\mathrm{opt}}\right) \tag{6}
\end{equation*}
$$

For each $j \in[k]$, we estimate the quantity $\sum_{x \in X_{j}^{\prime}} D^{z}\left(x, f_{j}^{\text {opt }}\right)$. Using the definition of $X_{j}^{\prime}$ and triangle inequality, this quantity can be expressed as

$$
\begin{align*}
& \sum_{x \in X_{j}^{\mathrm{opt} \backslash Z_{j}}} D^{z}\left(x, f_{j}^{\mathrm{opt}}\right)+\sum_{x \in \widehat{\mu}^{-1}\left(Z_{j}\right)} D^{z}\left(x, f_{j}^{\mathrm{opt}}\right) \\
& \quad \leq \sum_{x \in X_{j}^{\mathrm{opt}} \backslash Z_{j}} D^{z}\left(x, f_{j}^{\mathrm{opt}}\right)+\sum_{x \in \widehat{\mu}^{-1}\left(Z_{j}\right)}\left(D(x, \widehat{\mu}(x))+D\left(\widehat{\mu}(x), f_{j}^{\mathrm{opt}}\right)\right)^{z} \tag{7}
\end{align*}
$$

When $z=1$, the above is at most (replacing $x$ by $\widehat{\mu}(x)$ in the second expression on RHS)

$$
\sum_{x \in X_{j}^{\mathrm{opt}}} D\left(x, f_{j}^{\mathrm{opt}}\right)+\sum_{x \in Z_{j}} D(x, \widehat{\mu}(x))
$$

Using this bound in (6), we see that

$$
\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right) \leq \operatorname{opt}(\mathcal{I})+\sum_{x \in X_{0}^{\mathrm{opt}}} D(x, \widehat{\mu}(x)) \leq(1+\varepsilon) \operatorname{opt}(\mathcal{I}),
$$

where the last inequality follows from Lemma 5 . This proves the desired result for $z=1$. When $z=2$, we use the fact that for any two reals $a, b$,

$$
(a+b)^{2} \leq(1+\sqrt{\varepsilon}) a^{2}+b^{2}\left(1+\frac{1}{\sqrt{\varepsilon}}\right)
$$

Using this fact, the expression in the RHS of (7) can be upper bounded by

$$
(1+\sqrt{\varepsilon}) \sum_{x \in X_{j}^{\mathrm{opt}}} D^{2}\left(x, f_{j}^{\mathrm{opt}}\right)+\left(1+\frac{1}{\sqrt{\varepsilon}}\right) \sum_{x \in Z_{j}} D^{2}(x, \widehat{\mu}(x)) .
$$

Substituting this expression in (6) and using Lemma 5, we see that

$$
\operatorname{opt}\left(\mathcal{I}^{\prime \prime}\right) \leq(1+\sqrt{\varepsilon}) \operatorname{opt}(\mathcal{I})+4 m \sqrt{\varepsilon} \operatorname{opt}(\mathcal{I}) .
$$

This proves the desired result for $z=2$.
The approximation preserving properties of Theorem 1 follow from the above analysis. For the $k$-means problem, since the approximation term is $(1+\sqrt{\varepsilon}(4 m+1))$, we can replace $\varepsilon$ with $\varepsilon^{2} /(4 m+1)^{2}$ in the algorithm and analysis to obtain a $(1+\varepsilon)$ factor. Let us quickly check the running time of the algorithm. The algorithm first runs $\mathcal{C}$ that takes $T_{\mathcal{C}}(n)$ time. This is followed by $D^{z}$-sampling $O\left(\frac{m^{z+1} \log m}{\varepsilon^{z}}\right)$ points, which takes $O\left(n \cdot\left(k+\frac{m^{z+1} \log m}{\varepsilon^{z}}\right)\right)$ time. The number of iterations of the for-loops is determined by the number of subsets of $S$, which is $\sum_{i=0}^{m}\binom{|S|}{i}=\left(\frac{m}{\varepsilon}\right)^{O(m)}$, and the number of possibilities for $\tau$, which is at most $\binom{2 m+k-1}{m}=(m+k)^{O(m)}$. This gives the number of iterations $q=f(k, m, \varepsilon)=\left(\frac{k+m}{\varepsilon}\right)^{O(m)}$. In every iteration, in addition to running $\mathcal{A}$, we solve a weighted b-matching problem on a bipartite graph $(L \cup R, E)$ where $R$ has $(k+m)$ vertices (corresponding to the $k+m$ centers in the center set $C$ ) and $L$ has at most $(k+m) \cdot m$ vertices (considering $m$ closest clients for every center is sufficient which can be found using a pre-processing step). So, every iteration costs $T_{\mathcal{A}}(n)+O\left((k+m)^{3} m^{2}\right)$ time. This gives the running time expression in Theorem 1.

## Extension to labelled version

In this section, we extend Algorithm 1 to the setting where points in $X$ have labels from a finite set $L$ and the check() function can also depend on the number of points with a certain label in a cluster. The overall structure of Algorithm 1 remains unchanged; we just indicate the changes needed in this algorithm.

Given a non-negative integer $p$, a label partition of $p$ is defined as a tuple $\psi=\left(q_{1}, \ldots, q_{|L|}\right)$ such that $\sum_{i} q_{i}=p$. The intuition is that given a set $S$ of size $p, q_{1}$ points get the first label in $L, q_{2}$ points in $S$ get the second label in $L$, and so on. Now, given a subset $Y$, define a valid tuple $\boldsymbol{\tau}$ w.r.t. $Y$ as a tuple $\left(\left(t_{1}, \psi_{1}\right), \ldots,\left(t_{k+m}, \psi_{k+m}\right)\right)$, where (i) $\sum_{j} t_{j}+|Y|=m$, and (ii) $\psi_{j}$ is a label partition of $t_{j}$. As in line 1.5 in Algorithm 1, we iterate over all such valid tuples. The definition of a solution to the $b$-matching instance $\mathcal{I}^{(Y, \tau)}$ changes as follows. Let $\psi_{j}=\left(n_{j}^{1}, \ldots, n_{j}^{\ell}\right)$, where $\ell=|L|$. Then a solution to $\mathcal{I}^{(Y, \tau)}$ needs to satisfy the condition that for each point $c_{j} \in C$ and each label $l \in L$, exactly $n_{j}^{l}$ points in $X$ are matched to $c_{j}$. Note that this also implies that exactly $t_{j}$ points are matched to $c_{j}$. This matching problem can be easily reduced to weighted bipartite matching by making $t_{j}$ copies of each point $c_{j}$, and for each label $l$, adding edges between $n_{j}^{l}$ distinct copies of $c_{j}$ to vertices of label $l$ only. The rest of the details of Algorithm 1 remain unchanged. Note that the running time of the algorithm changes because we now have to iterate over all partitions of each of the numbers $t_{j}$.

The analysis of the algorithm proceeds in an analogous manner as that of Algorithm 1. We just need to consider the iteration of the algorithm, where we correctly guess the size of each of the sets $X_{N, j}^{\mathrm{opt}}$ and the number of points of each label in this set.
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## A Tables

Table 1 The table defines various outlier-free versions of the constrained $k$-median problem. The $k$-means versions are defined similarly using $D^{2}$ instead of $D$. We include a few references. The problems are categorized based on the type of constraints. There are three main types of constraints (i) size (constraints on the cluster size), (ii) center (constraints on the points a center can service), and (iii) label (constraints on the label of points in clusters). A constrained problem can have a combination of these constraint types.

| Problem | Description |
| :---: | :---: |
| Unconstrained $k$-median <br> (Constraint type: unconstrained) | Input: $(F, X, k)$ <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: None, i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ always equals 1 . <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. <br> (This includes various versions corresponding to specific metrics such as <br> Ulam metric on permutations, metric spaces with constant doubling dimension etc.) |
| Fault-tolerant $k$-median (Constraint type: unconstrained but labelled) $[21,23]$ | Input: $(F, X, k)$ and a number $h(x) \leq k$ for every facility $x \in X$ <br> Output: $\left(f_{1}, \ldots, f_{k}\right)$ <br> Constraints: None. <br> Objective: Minimise $\sum_{x \in X} \sum_{j=1}^{h(x)} D\left(x, f_{\pi_{x}(j)}\right)$, <br> where $\pi_{x}(j)$ is the index of $j^{t h}$ nearest center to $x$ in $\left(f_{1}, \ldots, f_{k}\right)$ <br> (Label: $h(x)$ may be regarded as the label of the client $x$. So, the number of distinct labels $\ell \leq k$.) |
| Balanced $k$-median (Constraint type: size) $[1,18]$ | Input: $(F, X, k)$ and integers $\left(r_{1}, \ldots, r_{k}\right),\left(l_{1}, \ldots, l_{k}\right)$, <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: $X_{i}$ should have at least $r_{i}$ and at most $l_{i}$ clients, i.e., check $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ iff $\forall i, r_{i} \leq\left\|X_{i}\right\| \leq l_{i}$. <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. <br> (Versions corresponding to specific values of $r_{i}$ 's and $l_{i}$ 's are known by different names. The version corresponding to $l_{1}=\ldots=l_{k}=\|X\|$ is called the $r$-gather problem and the version where $r_{1}=\ldots=r_{k}=0$ is called the $l$-capacity problem.) |
| Capacitated $k$-median (Constraint type: center + size) $[15]$ | Input: $(F, X, k)$ and with capacity $s(f)$ for every facility $f \in F$ <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: The number of clients, $X_{i}$, assigned to $f_{i}$ is at most $s\left(f_{i}\right)$, i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ iff $\forall i,\left\|X_{i}\right\| \leq s\left(f_{i}\right)$. Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. |
| Matroid $k$-median (Constraint type: center) $[24,14]$ | Input: $(F, X, k)$ and a Matroid on $F$ <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: The number of clients, $X_{i}$, assigned to $f_{i}$ is at most $s\left(f_{i}\right)$, <br> i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ iff $\left\{f_{1}, \ldots, f_{k}\right\}$ is an independent set of the Matroid . <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. |
| Strongly private $k$-median (Constraint type: label + size) $[27]$ | Input: $(F, X, k)$ and numbers $\left(l_{1}, \ldots, l_{w}\right)$. Each client has a label $\in\{1, \ldots, w\}$. <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: Every $X_{i}$ has at least $l_{j}$ clients with label $j$, <br> i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ iff $\forall i, j,\left\|X_{i} \cap S_{j}\right\| \geq l_{j}$, <br> where $S_{j}$ is the set of clients with label $j$. <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. <br> (Labels: The number of distinct labels $\ell=w$ ). |
| $l$-diversity $k$-median <br> (Constraint type: label + size) $[7]$ | Input: $(F, X, k)$ and a number $l>1$. Each client has one colour from $\in\{1, \ldots, w\}$ <br> Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: The fraction of clients with colour $j$ in every $X_{i}$ is at least $1 / l$, i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ iff $\forall i, j,\left\|X_{i} \cap S_{j}\right\| \leq\left\|X_{i}\right\| / l$, <br> where $S_{j}$ is the set of clients with colour $j$. <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. <br> (Labels: Each colour can be regarded as a label and hence the number of distinct labels $\ell=w$ ). |
| Fair $k$-median (Constraint type: label + size) $[7,6]$ | Input: $(F, X, k)$ and fairness values $\left(\alpha_{1}, \ldots, \alpha_{w}\right),\left(\beta_{1}, \ldots, \beta_{w}\right)$. Each client has colours from $\in\{1, \ldots, w\}$ Output: $\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)$ <br> Constraints: The fraction of clients with colour $j$ in every $X_{i}$ is between $\alpha_{j}$ and $\beta_{j}$, <br> i.e., $\operatorname{check}\left(X_{1}, \ldots, X_{k}, f_{1}, \ldots, f_{k}\right)=1$ <br> iff $\forall i, j, \alpha_{j}\left\|X_{i}\right\| \leq\left\|X_{i} \cap S_{j}\right\| \leq \beta\left\|X_{i}\right\|$, where $S_{j}$ is the set of clients with colour $j$. <br> Objective: Minimise $\sum_{i} \sum_{x \in X_{i}} D\left(x, f_{i}\right)$. <br> (There are two versions: (i) each client has a unique label, and (ii) a client can have multiple labels.) <br> (Labels: For the first version $\ell=w$ and for the second version $\ell=2^{w}$.) |

Table $2 \mathrm{~A} \times$ means that the techniques are not known to apply to the problem. The new results that do not follow from the previously known results are shaded . The results that were not explicitly reported but follow from the techniques in the paper are shaded The techniques of [2] do not apply to the Ulam $k$-median problem since the outlier-free algorithm works on unweighted instances. Note that all the FPT $(3+\varepsilon)$ and $(9+\varepsilon)$ approximations for the outlier-free versions (leftmost column) in the last row follow from the outlier-free results in [20]. However, the approximation guarantees in the rightmost column depend on those in the leftmost. This means, unlike the rigid $(3+\varepsilon)$ and $(9+\varepsilon)$ approximation of [20] in the middle column, the approximation guarantee in the rightmost column will improve with every improvement in the leftmost.

| Problem | Outlier-free | Outlier version |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | [20] | [2] | This work |
| Euclidean $k$-means (i.e., $F=\mathbb{R}^{d}, X \subset \mathbb{R}^{d}$ ) | $\begin{gathered} (1+\varepsilon) \\ {[9]} \end{gathered}$ | $\times$ | $(1+\varepsilon)$ | $(1+\varepsilon)$ |
| $k$-median | $\begin{gathered} \left(1+\frac{2}{e}+\varepsilon\right) \\ {[14]} \end{gathered}$ | $(3+\varepsilon)$ | $\left(1+\frac{2}{e}+\varepsilon\right)$ | $\left(1+\frac{2}{e}+\varepsilon\right)$ |
| $k$-means | $\begin{gathered} \left(1+\frac{8}{e}+\varepsilon\right) \\ {[14]} \end{gathered}$ | $(9+\varepsilon)$ | $\left(1+\frac{8}{e}+\varepsilon\right)$ | $\left(1+\frac{8}{e}+\varepsilon\right)$ |
| $k$-median/means in metrics: <br> (i) constant doubling dimension <br> (ii) metrics induced by graphs of bounded treewidth <br> (iii) metrics induced by graphs that exclude a fixed graph as a minor | $\begin{gathered} (1+\varepsilon) \\ {[16]} \end{gathered}$ | $\begin{gathered} (3+\varepsilon) \\ k \text {-median } \\ (9+\varepsilon) \\ k \text {-means } \end{gathered}$ | $(1+\varepsilon)$ | $(1+\varepsilon)$ |
| Matroid $k$-median | $\begin{gathered} (2+\varepsilon) \\ {[14]} \end{gathered}$ | $(3+\varepsilon)$ | $(2+\varepsilon)$ | $(2+\varepsilon)$ |
| Colourful $k$-median | $\left(1+\frac{2}{e}+\varepsilon\right)$ <br> [14] | $(3+\varepsilon)$ | $\left(1+\frac{2}{e}+\varepsilon\right)$ | $\left(1+\frac{2}{e}+\varepsilon\right)$ |
| Ulam $k$-median (here $F=X$ ) | $\begin{gathered} (2-\delta) \\ {[11]} \end{gathered}$ | $(2+\varepsilon)$ | $\times$ | $(2-\delta)$ |
| Euclidean Capacitated $k$-median/means | $(1+\varepsilon)$ <br> [15] | $\times$ | $\times$ | $(1+\varepsilon)$ |
| Capacitated $k$-median Capacitated $k$-means | $\begin{gathered} (3+\varepsilon) \\ (9+\varepsilon) \\ {[15]} \end{gathered}$ | $\begin{aligned} & \times \\ & \times \end{aligned}$ |  | $\begin{aligned} & (3+\varepsilon) \\ & (9+\varepsilon) \end{aligned}$ |
| Uniform/non-uniform $r$-gather $k$-median/means (uniform implies $r_{1}=r_{2}=\ldots=r_{k}$ ) <br> Uniform/non-uniform $l$-capacity $k$-median/means (uniform implies $l_{1}=l_{2}=\ldots=l_{k}$ ) <br> Uniform/non-uniform balanced $k$-median/means (uniform implies $r_{1}=r_{2}=\ldots=r_{k}$ and $l_{1}=l_{2}=\ldots=l_{k}$ ) <br> Uniform/non-uniform fault tolerant $k$-median/means (uniform implies same $h(x)$ for every $x$ ) <br> Strongly private $k$-median/means <br> $l$-diversity $k$-median/means <br> Fair $k$-median/means | $\begin{gathered} (3+\varepsilon) \\ (k \text {-median }) \\ (9+\varepsilon) \\ (k \text {-means }) \end{gathered}$ <br> [20] | $\begin{gathered} (3+\varepsilon) \\ (k \text {-median }) \\ (9+\varepsilon) \\ (k \text {-means }) \end{gathered}$ | $\times$ $\times$ | $\begin{gathered} (3+\varepsilon) \\ (k \text {-median }) \\ (9+\varepsilon) \\ (k \text {-means }) \end{gathered}$ |
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#### Abstract

The celebrated notion of important separators bounds the number of small $(S, T)$-separators in a graph which are "farthest from $S$ " in a technical sense. In this paper, we introduce a generalization of this powerful algorithmic primitive, tailored to undirected graphs, that is phrased in terms of $k$-secluded vertex sets: sets with an open neighborhood of size at most $k$.

In this terminology, the bound on important separators says that there are at most $4^{k}$ maximal $k$-secluded connected vertex sets $C$ containing $S$ but disjoint from $T$. We generalize this statement significantly: even when we demand that $G[C]$ avoids a finite set $\mathcal{F}$ of forbidden induced subgraphs, the number of such maximal subgraphs is $2^{\mathcal{O}(k)}$ and they can be enumerated efficiently. This enumeration algorithm allows us to make significant improvements for two problems from the literature.

Our first application concerns the Connected $k$-Secluded $\mathcal{F}$-free subgraph problem, where $\mathcal{F}$ is a finite set of forbidden induced subgraphs. Given a graph in which each vertex has a positive integer weight, the problem asks to find a maximum-weight connected $k$-secluded vertex set $C \subseteq V(G)$ such that $G[C]$ does not contain an induced subgraph isomorphic to any $F \in \mathcal{F}$. The parameterization by $k$ is known to be solvable in triple-exponential time via the technique of recursive understanding, which we improve to single-exponential.

Our second application concerns the deletion problem to scattered graph classes. A scattered graph class is defined by demanding that every connected component is contained in at least one of the prescribed graph classes $\Pi_{1}, \ldots, \Pi_{d}$. The deletion problem to a scattered graph class is to find a vertex set of size at most $k$ whose removal yields a graph from the class. We obtain a single-exponential algorithm whenever each class $\Pi_{i}$ is characterized by a finite number of forbidden induced subgraphs. This generalizes and improves upon earlier results in the literature.
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## 1 Introduction

Graph separations have played a central role in algorithmics since the discovery of min-cut/max-flow duality and the polynomial-time algorithm to compute a maximum flow [15]. Nowadays, more complex separation properties are crucial in the study of parameterized complexity, where the goal is to design algorithms for NP-hard problems whose running time can be bounded as $f(k) \cdot n^{\mathcal{O}(1)}$ for some function $f$ that depends only on the parameter $k$ of the input. There are numerous graph problems which either explicitly involve finding separations of a certain kind (such as Multiway Cut [33], Multicut [4, 36], $k$-Way Cut [25], and Minimum Bisection [11]) or in which separation techniques turn out to be instrumental for an efficient solution (such as Directed Feedback Vertex Set [7] and Almost 2-SAT [39]).

The field of parameterized complexity has developed a robust toolbox of techniques based on graph separators, e.g., treewidth reduction [35], important separators [34], shadow removal [36], discrete relaxations [12, 18, 19, 20], protrusion replacement [37], randomized contractions and recursive understanding $[8,10,31]$, and flow augmentation [26, 27]. These powerful techniques allowed a large variety of graph separation problems to be classified as fixed-parameter tractable. However, this power comes at a cost. The running times for many applications of these techniques are superexponential: of the form $2^{p(k)} \cdot n^{\mathcal{O}(1)}$ for a high-degree polynomial $p$, double-exponential, or even worse. Discrete relaxations form a notable exception, which we discuss in Section 4.

The new algorithmic primitive we develop can be seen as an extension of important separators [34] [9, §8]. The study of important separators was pioneered by Marx [33, 34] and refined by follow-up work by several authors [6, 29], which was recognized by the EATCS-IPEC Nerode Prize 2020 [3]. The technique is used to bound the number of extremal $(S, T)$-separators in an $n$-vertex graph $G$ with vertex sets $S$ and $T$. The main idea is that, even though the number of distinct inclusion-minimal $(S, T)$-separators (which are vertex sets potentially intersecting $S \cup T$ ) of size at most $k$ can be as large as $n^{\Omega(k)}$, the number of important separators which leave a maximal vertex set reachable from $S$, is bounded by $4^{k}$. For Multiway Cut, a pushing lemma [33, Lem. 6] shows that there is always an optimal solution that contains an important separator, which leads to an algorithm solving the problem in time $2^{\mathcal{O}(k)} \cdot n^{\mathcal{O}(1)}$. Important separators also form a key ingredient for solving many other problems such as Multicut [4, 36] and Directed Feedback Vertex Set [7].

For our purposes, it will be convenient to view the bound on the number of important separators through the lens of secluded subgraphs.

- Definition 1. A vertex set $S \subseteq V(G)$ or induced subgraph $G[S]$ of an undirected graph $G$ is said to be $k$-secluded if $\left|N_{G}(S)\right| \leq k$, that is, the number of vertices outside $S$ which are adjacent to a vertex of $S$ is bounded by $k$.

A vertex set $S$ in a graph $G$ is called seclusion-maximal with respect to a certain property $\Pi$ if $S$ satisfies $\Pi$ and for all sets $S^{\prime} \supsetneq S$ that satisfy $\Pi$ we have $\left|N_{G}\left(S^{\prime}\right)\right|>\left|N_{G}(S)\right|$.

Hence a seclusion-maximal set with property $\Pi$ is inclusion-maximal among all subsets with the same size neighborhood. Consequently, the number of inclusion-maximal $k$-secluded sets satisfying $\Pi$ is at most the number of seclusion-maximal $k$-secluded sets with that property.

Using the terminology of seclusion-maximal subgraphs, the bound on the number of important $(S, T)$-separators of size at most $k$ in a graph $G$ is equivalent to the following statement: in the graph $G^{\prime}$ obtained from $G$ by inserting a new source $r$ adjacent to $S$, the number of seclusion-maximal $k$-secluded connected subgraphs $C$ containing $r$ but no vertex of $T$ is bounded by $4^{k}$. The neighborhoods of such subgraphs $C$ correspond exactly to the important $(S, T)$-separators in $G$.

While a number of previously studied cut problems [30, 35] place further restrictions on the vertex set that forms the separator (for example, requiring it to induce a connected graph or independent set) our generalization instead targets the structure of the $k$-secluded connected subgraph $C$. We will show that, for any fixed finite family $\mathcal{F}$ of graphs, the number of $k$-secluded connected subgraphs $C$ as above which are seclusion-maximal with respect to satisfying the additional requirement that $G[C]$ contains no induced subgraph isomorphic to a member of $\mathcal{F}$ is still bounded by $2^{\mathcal{O}(k)}$. Observe that the case $\mathcal{F}=\emptyset$ corresponds to the original setting of important separators. Note that a priori, it is not even clear that the number of seclusion-maximal graphs of this form can be bounded by any function $f(k)$, let alone a single-exponential one.

## Our contribution

Having introduced the background of secluded subgraphs, we continue by stating our result exactly. This will be followed by a discussion on its applications.

For a finite set $\mathcal{F}$ of graphs we define $\|\mathcal{F}\|:=\max _{F \in \mathcal{F}}|V(F)|$, the maximum order of any graph in $\mathcal{F}$. We say that a graph is $\mathcal{F}$-free if it does not contain an induced subgraph isomorphic to a graph in $\mathcal{F}$. Our generalization of important separators is captured by the following theorem, in which we use $\mathcal{O}_{\mathcal{F}}(\ldots)$ to indicate that the hidden constant depends on $\mathcal{F}$.

- Theorem 2. Let $\mathcal{F}$ be a finite set of graphs. For any n-vertex graph $G$, non-empty vertex set $S \subseteq V(G)$, potentially empty $T \subseteq V(G) \backslash S$, and integer $k$, the number of $k$-secluded induced subgraphs $G[C]$ which are seclusion-maximal with respect to being connected, $\mathcal{F}$-free, and satisfying $S \subseteq C \subseteq V(G) \backslash T$, is bounded by $2^{\mathcal{O}_{\mathcal{F}}(k)}$. A superset of size $2^{\mathcal{O}_{\mathcal{F}}(k)}$ of these subgraphs can be enumerated in time $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n^{\|\mathcal{F}\|+\mathcal{O}(1)}$ and polynomial space.

The single-exponential bound given by the theorem is best-possible in several ways. Existing lower bounds on the number of important separators [9, Fig. 8.5] imply that even when $\mathcal{F}=\emptyset$ the bound cannot be improved to $2^{o(k)}$. The term $n^{\|\mathcal{F}\|}$ in the running time is unlikely to be avoidable, since even testing whether a single graph is $\mathcal{F}$-free is equivalent to Induced Subgraph Isomorphism and cannot be done in time $n^{o(\|\mathcal{F}\|)}$ [9, Thm. 14.21] assuming the Exponential Time Hypothesis (ETH) due to lower bounds for $k$-Clique.

The polynomial space bound applies to the internal space usage of the algorithm, as the output size may be exponential in $k$. More precisely, we consider polynomial-space algorithms equipped with a command that outputs an element and we require that for each element in the enumerated set, this command is called at least once. The algorithm could also enumerate just the set in question (rather than its superset) by postprocessing the output and comparing each pair of enumerated subgraphs. However, storing the entire output requires exponential space.

By executing the enumeration algorithm for every singleton set $S$ of the form $\{v\}$, $v \in V(G)$, and $T=\emptyset$, we immediately obtain the following.

- Corollary 3. Let $\mathcal{F}$ be a finite set of graphs. For any n-vertex graph $G$ and integer $k$, the number of $k$-secluded induced subgraphs $G[C]$ which are seclusion-maximal with respect to being connected and $\mathcal{F}$-free is $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n$. A superset of size $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n$ of these subgraphs can be enumerated in time $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n^{\|\mathcal{F}\|+\mathcal{O}(1)}$ and polynomial space.

Note that we require that the set $\mathcal{F}$ of forbidden induced subgraphs is finite. This is necessary in order to obtain a bound independent of $n$ in Theorem 2. For example, the number of seclusion-maximal $(k=1)$-secluded connected subgraphs $C$ containing a prescribed vertex $r$ for which $C$ induces an acyclic graph is already as large as $n-1$ in a graph consisting
of a single cycle, since each way of omitting a vertex other than $r$ gives such a subgraph. For this case, the forbidden induced subgraph characterization $\mathcal{F}$ consists of all cycles. Extending this example to a flower structure of $k$ cycles of length $n / k$ pairwise intersecting only in $r$ shows that the number of seclusion-maximal $k$-secluded $\mathcal{F}$-free connected subgraphs containing $r$ is $\Omega\left(n^{k} / k^{k}\right)$ and cannot be bounded by $f(k) \cdot n^{\mathcal{O}(1)}$ for any function $f$.

We give two applications of Theorem 2 to improve the running time of existing superexponential (or even triple-exponential) parameterized algorithms to single-exponential, which is optimal under ETH. For each application, we start by presenting some context.

## Application I: Optimization over connected $\boldsymbol{k}$-secluded $\mathcal{F}$-free subgraphs

The computation of secluded versions of graph-theoretic objects such as paths [2, 5, 32], trees [13], Steiner trees [14], or feedback vertex sets [1], has attracted significant attention over recent years. This task becomes hard already for detecting $k$-secluded disconnected sets satisfying very simple properties. In particular, detecting a $k$-secluded independent set of size $s$ is $\mathrm{W}[1]$-hard when parameterized by $k+s$ [1].

Golovach, Heggernes, Lima, and Montealegre [17] suggested then to focus on connected $k$-secluded subgraphs and studied the problem of finding one, which belongs to a graph class $\mathcal{H}$, of maximum total weight. They therefore studied the Connected $k$-SECLuded $\mathcal{F}$-free SUBGRAPH problem for a finite family $\mathcal{F}$ of forbidden induced subgraphs. Given an undirected graph $G$ in which each vertex $v$ has a positive integer weight $w(v)$, and an integer $k$, the problem is to find a maximum-weight connected $k$-secluded vertex set $C$ for which $G[C]$ is $\mathcal{F}$-free. They presented an algorithm based on recursive understanding to solve the problem


- Corollary 4. For each fixed finite family $\mathcal{F}$, Connected $k$-SECLuded $\mathcal{F}$-free subgraph can be solved in time $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n^{\|\mathcal{F}\|+\mathcal{O}(1)}$ and polynomial space.

This result follows directly from Corollary 3 since a maximum-weight $k$-secluded $\mathcal{F}$-free subgraph must be seclusion-maximal. Hence it suffices to check for each enumerated subgraph whether it is $\mathcal{F}$-free, and remember the heaviest one for which this is the case.

The parameter dependence of our algorithm for Connected $k$-SECLUDED $\mathcal{F}$-Free subgraph is optimal under ETH. This follows from an easy reduction from Maximum Independent Set, which cannot be solved in time $2^{o(n)}$ under ETH [9, Thm. 14.6]. Finding a maximum independent set in an $n$-vertex graph $G$ is equivalent to finding a maximumweight triangle-free connected induced $(k=n)$-secluded subgraph in the graph $G^{\prime}$ that is obtained from $G$ by inserting a universal vertex of weight $n$ and setting the weights of all other vertices to 1. Consequently, an algorithm with running time $2^{o(k)} \cdot n^{\mathcal{O}(1)}$ for Connected $k$-SECLUDED TRIANGLE-FREE INDUCED SUBGRAPH would violate ETH and our parameter dependence is already optimal for $\mathcal{F}=\left\{K_{3}\right\}$.

## Application II: Deletion to scattered graph classes

When there are several distinct graph classes (e.g., split graphs and claw-free graphs) on which a problem of interest (e.g. Vertex Cover) becomes tractable, it becomes relevant to compute a minimum vertex set whose removal ensures that each resulting component belongs to one such tractable class. This can lead to fixed-parameter tractable algorithms for solving the original problem on inputs which are close to such so-called islands of tractability [16]. The corresponding optimization problem has been coined the deletion problem to scattered graph classes [21, 23]. Jacob, Majumdar, and Raman [22] (later joined by de Kroon for the journal version [21]) consider the $\left(\Pi_{1}, \ldots, \Pi_{d}\right)$-DELETION problem; given hereditary graph
classes $\Pi_{1}, \ldots, \Pi_{d}$, find a set $X \subseteq V(G)$ of at most $k$ vertices such that each connected component of $G-X$ belongs to $\Pi_{i}$ for some $i \in[d]$. Here $d$ is seen as a constant. When the set of forbidden induced subgraphs $\mathcal{F}_{i}$ of $\Pi_{i}$ is finite for each $i \in[d]$, they show [21, Lem. 12] that the problem is solvable in time $2^{q(k)+1} \cdot n^{\mathcal{O}_{\Pi}(1)}$, where $q(k)=4 k^{10(p d)^{2}+4}+1$. Here $p$ is the maximum number of vertices of any forbidden induced subgraph.

Using Theorem 2 as a black box, we obtain a single-exponential algorithm for this problem.

- Theorem 5. $\left(\Pi_{1}, \ldots, \Pi_{d}\right)$-DELETION can be solved in time $2^{\mathcal{O}_{\Pi}(k)} \cdot n^{\mathcal{O}_{\Pi}(1)}$ and polynomial space when each graph class $\Pi_{i}$ is characterized by a finite set $\mathcal{F}_{i}$ of (not necessarily connected) forbidden induced subgraphs.

The main idea behind the algorithm is the following. For an arbitrary vertex $v$, either it belongs to the solution, or we may assume that in the graph that results by removing the solution, the vertex $v$ belongs to a connected component that forms a seclusion-maximal connected $k$-secluded $\mathcal{F}_{i}$-free induced subgraph of $G$ for some $i \in[d]$. Branching on each of the $2^{\mathcal{O}_{\Pi}(k)}$ options gives the desired running time by exploiting the fact that in most recursive calls, the parameter decreases by more than a constant (cf. [9, Thm. 8.19]). Prior to our work, single-exponential algorithms were only known for a handful of ad-hoc cases where $d=2$, such as deleting to a graph in which each component is a tree or a clique [21], or when one of the sets of forbidden induced subgraphs $\mathcal{F}_{i}$ contains a path.

Similarly as our first application, the resulting algorithm for $\left(\Pi_{1}, \ldots, \Pi_{d}\right)$-DELETION is ETH-tight: the problem is a strict generalization of $k$-VERTEX Cover, which is known not to admit an algorithm with running time $2^{o(k)} \cdot n^{\mathcal{O}(1)}$ unless ETH fails.

## Techniques

The proof of Theorem 2 is based on a bounded-depth search tree algorithm with a nontrivial progress measure. By adding vertices to $S$ or $T$ in branching steps of the enumeration algorithm, the sets grow and the size of a minimum $(S, T)$-separator increases accordingly. The size of a minimum $(S, T)$-separator disjoint from $S$ is an important progress measure for the algorithm: if it ever exceeds $k$, there can be no $k$-secluded set containing all of $S$ and none of $T$ and therefore the enumeration is finished.

The branching steps are informed by the farthest minimum $(S, T)$-separator (see Lemma 9 ), similarly as the enumeration algorithm for important separators, but are significantly more involved because we have to handle the forbidden induced subgraphs. A distinctive feature of our algorithm is that the decision made by branching can be to add certain vertices to the set $T$, while the important-separator enumeration only branches by enriching $S$. A key step is to use submodularity to infer that a certain vertex set is contained in all seclusion-maximal secluded subgraphs under consideration when other branching steps are inapplicable.

As an illustrative example consider the case $\mathcal{F}=\left\{K_{3}\right\}$, that is, we want to enumerate seclusion-maximal vertex sets $C \subseteq V(G) \backslash T, C \supseteq S$, which induce connected triangle-free subgraphs with at most $k$ neighbors. Let $\lambda^{\mathrm{L}}(S, T)$ denote the size of a minimum vertex set disjoint from $S$ that separates $T$ from $S$ - we will refer to such separators as leftrestricted. Then $\lambda^{\mathrm{L}}(S, T)$ corresponds to the minimum possible size of $N(C)$. Similarly to the enumeration algorithm for important separators, we keep track of two measures: (M1) the value of $k$, and (M2) the gap between $k$ and $\lambda^{\mathrm{L}}(S, T)$. We combine them into a single progress measure which is bounded by $2 k$ and decreases during branching.

The first branching scenario occurs when there is some triangle in the graph $G$ which intersects or is adjacent to $S$; then we guess which of its vertices should belong to $N(C)$, remove it from the graph, and decrease $k$ by one. Otherwise, let $\mathcal{U}=\left\{U_{1}, \ldots U_{d}\right\}$ be the collection of all vertex sets of triangles in $G$ (which are now disjoint from $S$ ). When there exists a triangle $U_{i}$ whose addition to $T$ increases the value $\lambda^{\mathrm{L}}(S, T)$, we branch into two


Figure 1 Illustration of the branching steps for enumerating triangle-free $k$-secluded subgraphs for $k=3$. Left: the green triangle intersects $S$; we branch to guess which vertex belongs to $N(C)$. Middle: setting where $2=\lambda^{\mathrm{L}}(S, T)<\lambda^{\mathrm{L}}(S, T \cup V(\mathcal{U}))=3$; adding the top triangle to $T$ increases $\lambda^{\mathrm{L}}$. The set $\mathcal{U}$ consists of the colored triangles. Right: setting where $\lambda^{\mathrm{L}}(S, T)=\lambda^{\mathrm{L}}(S, T \cup V(\mathcal{U}))=2$, with a corresponding farthest separator $P$. In this case every seclusion-maximal triangle-free set $C \supseteq S$ must be a superset of the reachability set of $S$ in $G-P$.
possibilities: either $U_{i}$ is disjoint from $N[C]$ - then we set $T \leftarrow T \cup U_{i}$ so the measure (M2) decreases - or $U_{i}$ intersects $N(C)$ - then we perform branching as above. We show that in the remaining case all the triangles are separated from $S$ by the minimum left-restricted $(S, T)$ separator closest to $S$; hence the value of $\lambda^{\mathrm{L}}(S, T)$ equals the value of $\lambda^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$. Next, let $P$ be the farthest minimum left-restricted $(S, T \cup V(\mathcal{U})$ )-separator; we use submodularity to justify that we can now safely add to $S$ all the vertices reachable from $S$ in $G-P$. This allows us to assume that when $u \in P$ then either $u \in N(C)$ or $u \in C$, which leads to the last branching strategy. We either delete $u$ (so $k$ drops) or add $u$ to $S$; note that in this case the progress measure may not change directly. The key observation is that adding $u$ to $S$ invalidates the farthest $(S, T \cup V(\mathcal{U})$ )-separator $P$ and now we are promised to make progress in the very next branching step. The different branching scenarios are illustrated in Figure 1.

The only property of $K_{3}$ that we have relied on is connectivity: if a triangle intersects a triangle-free set $C$ then it must intersect $N(C)$ as well. This is no longer true when $\mathcal{F}$ contains a disconnected graph. For example, the forbidden family for the class of split graphs includes $2 K_{2}$. A subgraph of $F \in \mathcal{F}$ that can be obtained by removing some components from $F$ is called a partial forbidden graph. We introduce a third measure to keep track of how many different partial forbidden graphs appear as induced subgraph in $G[S]$. The main difficulty in generalizing the previous approach lies in justification of the greedy argument: when $P$ is a farthest minimum separator between $S$ and a certain set then we want to replace $S$ with the set $S^{\prime}$ of vertices reachable from $S$ in $G-P$. In the setting of connected obstacles this fact could be proven easily because $S^{\prime}$ was disjoint from all the obstacles. The problem is now it may contain some partial forbidden subgraphs. We handle this issue by defining $P$ in such a way that the sets of partial forbidden graphs appearing in $G[S]$ and $G\left[S^{\prime}\right]$ are the same and giving a rearrangement argument about subgraph isomorphisms. This allows us to extend the analysis to any family $\mathcal{F}$ of forbidden subgraphs.

Organization. We begin with formal preliminaries in Section 2, including proofs of several properties of extremal separators. Next, we present the algorithm for enumerating secluded $\mathcal{F}$-free subgraphs in Section 3 and conclude in Section 4. The proofs of claims indicated with $(\star)$ can be found in the full version of the article [24]. The applications of the main theorem are discussed in the full version as well.

## 2 Preliminaries

## Graphs and separators

We consider finite, simple, undirected graphs. We denote the vertex and edge sets of a graph $G$ by $V(G)$ and $E(G)$ respectively, with $|V(G)|=n$ and $|E(G)|=m$. For a set of vertices $S \subseteq V(G)$, by $G[S]$ we denote the graph induced by $S$. We use shorthand $G-v$
and $G-S$ for $G[V(G) \backslash\{v\}]$ and $G[V(G) \backslash S]$, respectively. The open neighborhood $N_{G}(v)$ of $v \in V(G)$ is defined as $\{u \in V(G) \mid\{u, v\} \in E(G)\}$. The closed neighborhood of $v$ is $N_{G}[v]=N_{G}(v) \cup\{v\}$. For $S \subseteq V(G)$, we have $N_{G}[S]=\bigcup_{v \in S} N_{G}[v]$ and $N_{G}(S)=N_{G}[S] \backslash S$. The set $C$ is called connected if the graph $G[C]$ is connected.

We proceed by introducing notions concerning separators which are crucial for the branching steps of our algorithms. For two sets $S, T \subseteq V(G)$ in a graph $G$, a set $P \subseteq V(G)$ is an unrestricted $(S, T)$-separator if no connected component of $G-P$ contains a vertex from both $S \backslash P$ and $T \backslash P$. Note that such a separator may intersect $S \cup T$. Equivalently, $P$ is an $(S, T)$-separator if each $(S, T)$-path contains a vertex of $P$. A restricted $(S, T)$-separator is an unrestricted $(S, T)$-separator $P$ which satisfies $P \cap(S \cup T)=\emptyset$. A left-restricted $(S, T)$ separator is an unrestricted $(S, T)$-separator $P$ which satisfies $P \cap S=\emptyset$. Let $\lambda_{G}^{\mathrm{L}}(S, T)$ denote the minimum size of a left-restricted $(S, T)$-separator, or $+\infty$ if no such separator exists (which happens when $S \cap T \neq \emptyset$ ).

- Theorem 6 (Ford-Fulkerson). There is an algorithm that, given an n-vertex m-edge graph $G=(V, E)$, disjoint sets $S, T \subseteq V(G)$, and an integer $k$, runs in time $\mathcal{O}(k(n+m))$ and determines whether there exists a restricted $(S, T)$-separator of size at most $k$. If so, then the algorithm returns a separator of minimum size.

By the following observation we can translate properties of restricted separators into properties of left-restricted separators.

- Observation 7. Let $G$ be a graph and $S, T \subseteq V(G)$. Consider the graph $G^{\prime}$ obtained from $G$ by adding a new vertex $t$ adjacent to each $v \in T$. Then $P \subseteq V(G)$ is a left-restricted $(S, T)$-separator in $G$ if and only if $P$ is a restricted $(S, t)$-separator in $G^{\prime}$.


## Extremal separators and submodularity

The following submodularity property of the cardinality of the open neighborhood is well-known; cf. [40, §44.12] and [28, Fn. 3].

- Lemma 8 (Submodularity). Let $G$ be a graph and $A, B \subseteq V(G)$. Then the following holds:

$$
\left|N_{G}(A)\right|+\left|N_{G}(B)\right| \geq\left|N_{G}(A \cap B)\right|+\left|N_{G}(A \cup B)\right| .
$$

For a graph $G$ and vertex sets $S, P \subseteq V(G)$, we denote by $R_{G}(S, P)$ the set of vertices which can be reached in $G-P$ from at least one vertex in the set $S \backslash P$.

- Lemma 9. Let $G$ be a graph and $S, T \subseteq V(G)$ be two disjoint non-adjacent vertex sets. There exist minimum restricted $(S, T)$-separators $P^{-}$(closest) and $P^{+}$(farthest), such that for each minimum restricted $(S, T)$-separator $P$, it holds that $R_{G}\left(S, P^{-}\right) \subseteq R_{G}(S, P) \subseteq$ $R_{G}\left(S, P^{+}\right)$. Moreover, if a minimum restricted $(S, T)$-separator has size $k$, then $P^{-}$and $P^{+}$ can be identified in $\mathcal{O}(k(n+m))$ time.

Proof. It is well-known (cf. [9, Thm. 8.5] for the edge-based variant of this statement, or [28, $\S 3.2$ ] for the same concept with slightly different terminology) that the existence of these separators follows from submodularity (Lemma 8), while they can be computed by analyzing the residual network when applying the Ford-Fulkerson algorithm to compute a minimum separator. We sketch the main ideas for completeness.

By merging $S$ into a single vertex $s^{+}$and merging $T$ into a single vertex $t^{-}$, which is harmless because a restricted separator is disjoint from $S \cup T$, we may assume that $S$ and $T$ are singletons. Transform $G$ into an edge-capacitated directed flow network $D$ in which $s^{+}$ is the source and $t^{-}$is the sink. All remaining vertices $v \in V(G) \backslash(S \cup T)$ are split into two
representatives $v^{-}, v^{+}$connected by an arc $\left(v^{-}, v^{+}\right)$of capacity 1 . For each edge $u v \in E(G)$ with $u, v \in V(G) \backslash\left\{s^{+}, t^{-}\right\}$we add $\operatorname{arcs}\left(u^{+}, v^{-}\right),\left(u^{-}, v^{+}\right)$of capacity 2 . For edges of the form $s^{+} v$ we add an $\operatorname{arc}\left(s^{+}, v^{-}\right)$of capacity 2 to $D$. Similarly, for edges of the form $t^{-} v$ we add an arc $\left(v^{+}, t^{-}\right)$of capacity 2 . Then the minimum size $k$ of a restricted $(S, T)$-separator in $G$ equals the maximum flow value in the constructed network, which can be computed by $k$ rounds of the Ford-Fulkerson algorithm. Each round can be implemented to run in time $\mathcal{O}(n+m)$. From the state of the residual network when Ford-Fulkerson terminates we can extract $P^{-}$and $P^{+}$as follows: the set $P^{-}$contains all vertices $v \in V(G) \backslash(S \cup T)$ for which the source can reach $v^{-}$but not $v^{+}$in the final residual network. Similarly, $P^{+}$ contains all vertices $v \in V(G) \backslash(S \cup T)$ for which $v^{+}$can reach the sink but $v^{-}$cannot.

By Observation 7, we can apply the lemma above for left-restricted separators too; when the sets $S, T$ are disjoint, then $S$ is non-adjacent to $t$ in the graph obtained by adding a vertex $t$ adjacent to every vertex in $T$.

The extremal separators identified in Lemma 9 explain when adding a vertex to $S$ or $T$ increases the separator size. The following statement is not symmetric because we work with the non-symmetric notion of a left-restricted separator.

- Lemma 10. Let $G$ be a graph, let $S, T$ be disjoint vertex sets, and let $P^{-}$and $P^{+}$be the closest and farthest minimum left-restricted $(S, T)$-separators. Then for any vertex $v \in V(G)$, the following holds:

1. $\lambda_{G}^{\mathrm{L}}(S \cup\{v\}, T)>\lambda_{G}^{\mathrm{L}}(S, T)$ if and only if $v \in R_{G}\left(T, P^{+}\right) \cup P^{+}$.
2. $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})>\lambda_{G}^{\mathrm{L}}(S, T)$ if and only if $v \in R_{G}\left(S, P^{-}\right)$.

Proof. Adding a vertex to $S$ or $T$ can never decrease the separator size, so for both cases, the left-hand side is either equal to or strictly greater than the right-hand side.
(1). Observe that if $v \notin R_{G}\left(T, P^{+}\right) \cup P^{+}$, then $P^{+}$is also a left-restricted $(S \cup\{v\}, T)$ separator which implies $\lambda_{G}^{\mathrm{L}}(S \cup\{v\}, T)=\lambda_{G}^{\mathrm{L}}(S, T)$. If $v \in T$, then (1) holds as $\lambda_{G}^{\mathrm{L}}(S \cup$ $\{v\}, T)=+\infty$. Consider now $v \in\left(R_{G}\left(T, P^{+}\right) \cup P^{+}\right) \backslash T$; we argue that adding it to $S$ increases the separator size. Assume for a contradiction that there exists a minimum leftrestricted $(S \cup\{v\}, T)$-separator $P$ of size at most $\lambda_{G}^{\mathrm{L}}(S, T)=\left|P^{+}\right|$. Note that since $P$ is left-restricted, we have $v \notin P$. Observe that $P$ is also a left-restricted $(S, T)$-separator. By Lemma 9 we have $R_{G}(S, P) \subseteq R_{G}\left(S, P^{+}\right)$. Since $v \in\left(R_{G}\left(T, P^{+}\right) \cup P^{+}\right) \backslash T$, it follows that $v \notin R_{G}(S, P)$. We do a case distinction on $v$ to construct a path $Q$ from $v$ to $T$.

- In the case that $v \in P^{+} \backslash T$, then since $P^{+}$is a minimum separator it must be inclusionminimal. Therefore, since $P^{+} \backslash\{v\}$ is not an $(S, T)$-separator, it follows that $v$ has a neighbor in $R_{G}\left(T, P^{+}\right)$and so there is a path $Q$ from $v$ to $T$ in the graph induced by $R_{G}\left(T, P^{+}\right) \cup\{v\}$ such that $V(Q) \cap P^{+}=\{v\}$.
- In the case that $v \in R_{G}\left(T, P^{+}\right) \backslash T$, then by definition there is a path from $v$ to $T$ in the graph induced by $R_{G}\left(T, P^{+}\right)$.

Since $P$ is a left-restricted $(S \cup\{v\}, T)$-separator and therefore $v \notin P$, it follows that $P$ contains at least one vertex $u \in V(Q)$ that is not in $R_{G}\left(S, P^{+}\right) \cup P^{+}$. Let $P^{\prime}$ be the set of vertices adjacent to $R_{G}(S, P)$. Since all vertices of $P^{\prime}$ belong to $P$ while $u \notin P^{\prime}$, it follows that $P^{\prime}$ is a left-restricted $(S, T)$-separator that is strictly smaller than $P$, a contradiction to $|P| \leq \lambda_{G}^{\mathrm{L}}(S, T)$.
(2). If $v \notin R_{G}\left(S, P^{-}\right)$, then $P^{-}$is a left-restricted $(S, T \cup\{v\})$-separator as well which implies $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})=\lambda_{G}^{\mathrm{L}}(S, T)$. If $v \in R_{G}\left(S, P^{-}\right)$, suppose that there exists a minimum left-restricted $(S, T \cup\{v\})$-separator $P$ of size $\left|P^{-}\right|$. Note that $v \notin S$, as otherwise no such separator exists. Furthermore $P$ is also a left-restricted $(S, T)$-separator. By Lemma 9 we have $R_{G}\left(S, P^{-}\right) \subseteq R_{G}(S, P)$. But since $v \notin R_{G}(S, P)$ we reach a contradiction as $R_{G}(S, P) \nsupseteq R_{G}\left(S, P^{-}\right)$.

The following lemma captures the idea that if $\lambda_{G}^{\mathrm{L}}(S, T \cup Z)>\lambda_{G}^{\mathrm{L}}(S, T)$, then there is a single vertex from $Z$ whose addition to $T$ already increases the size of a minimum left-restricted $(S, T)$-separator. We will use it to argue that when it is cheaper to separate $S$ from $T$ than to separate $S$ from $T$ together with all obstacles of a certain form, then there is already a single vertex from one such obstacle which causes this increase.

- Lemma 11. Let $G$ be a graph, $S \subseteq V(G)$, and $T, Z \subseteq V(G) \backslash S$. If there is no vertex $v \in Z$ such that $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})>\lambda_{G}^{\mathrm{L}}(S, T)$, then $\lambda_{G}^{\mathrm{L}}(S, T)=\lambda_{G}^{\mathrm{L}}(S, T \cup Z)$. Furthermore if $\lambda_{G}^{\mathrm{L}}(S, T) \leq k$, then in $\mathcal{O}(k(n+m))$ time we can either find such a vertex $v$ or determine that no such vertex exists.

Proof. Let $P^{-}$be the minimum left-restricted $(S, T)$-separator which is closest to $S$. If for every $v \in Z$ the value of $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})$ equals $\lambda_{G}^{\mathrm{L}}(S, T)$ then Lemma 10 implies that each $v \in Z$ lies outside $R_{G}\left(S, P^{-}\right)$so $Z \cap R_{G}\left(S, P^{-}\right)=\emptyset$. Then $P^{-}$is a left-restricted $(S, T \cup Z)$-separator of size $\lambda_{G}^{\mathrm{L}}(S, T)$.

On the other hand, if there is a vertex $v \in Z$ for which $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})>\lambda_{G}^{\mathrm{L}}(S, T)$ then $v \in R_{G}\left(S, P^{-}\right)$. Hence, in order to detect such a vertex it suffices to compute the closest minimum left-restricted ( $S, T$ )-separator $P^{-}$, which can be done in time $\mathcal{O}(k(n+m)$ ) via Lemma 9.

Finally, the last lemma of this section uses submodularity to argue that the neighborhood size of a vertex set $C$ with $S \subseteq C \subseteq V(G) \backslash T$ does not increase when taking its union with the reachable set $R_{G}(S, P)$ with respect to a minimum left-restricted $(S, T)$-separator $P$.

- Lemma 12. If $P \subseteq V(G)$ is a minimum left-restricted ( $S, T$ )-separator in a graph $G$ and $S^{\prime}=R_{G}(S, P)$, then for any set $C$ with $S \subseteq C \subseteq V(G) \backslash T$ we have $\left|N_{G}\left(C \cup S^{\prime}\right)\right| \leq$ $\left|N_{G}(C)\right|$.

Proof. Observe that since $P$ is a minimum left-restricted $(S, T)$-separator, we have $|P|=$ $\lambda_{G}^{\mathrm{L}}(S, T)$ and $P=N_{G}\left(S^{\prime}\right)$. We apply the submodular inequality to the sets $C$ and $S^{\prime}$.

$$
\left|N_{G}(C)\right|+\left|N_{G}\left(S^{\prime}\right)\right| \geq\left|N_{G}\left(C \cup S^{\prime}\right)\right|+\left|N_{G}\left(C \cap S^{\prime}\right)\right| \geq\left|N_{G}\left(C \cup S^{\prime}\right)\right|+\lambda_{G}^{\mathrm{L}}(S, T)
$$

Here the last step comes from the fact that $S \subseteq S^{\prime} \subseteq V(G) \backslash T$ since it is the set reachable from $S$ with respect to a left-restricted $(S, T)$-separator, so that $C \cap S^{\prime}$ contains all of $S$ and is disjoint from $T$. This implies that $N_{G}\left(C \cap S^{\prime}\right)$ is a left-restricted $(S, T)$-separator, so that $\left|N_{G}\left(C \cap S^{\prime}\right)\right| \geq \lambda_{G}^{\mathrm{L}}(S, T)$.

As $\left|N_{G}\left(S^{\prime}\right)\right|=|P|=\lambda_{G}^{\mathrm{L}}(S, T)$, canceling these terms from both sides gives $\left|N_{G}(C)\right| \geq$ $\left|N_{G}\left(C \cup S^{\prime}\right)\right|$ which completes the proof.

## 3 The enumeration algorithm

We need the following concept to deal with forbidden subgraphs which may be disconnected.


Figure 2 Illustration of the idea of enrichment and the branching steps in the proof of Theorem 2. Here $F=C_{4} \uplus K_{4}$. Left: The graph $G[S]$ contains $C_{4}$ and $K_{4}$, but not $F$. The set $U$ enriches $S$ since $G[S \cup U]$ contains a new partial forbidden graph $F$. Every component of $G[U]$ is adjacent to $S$, so Step 3 applies. Right: The two top copies of $C_{4}$ do not enrich $S$. One of them intersects the only copy of $K_{4}$ in $G[S]$; the other one is adjacent to the only copy of $K_{4}$, while $F$ has to appear as an induced subgraph. However the connected set $U$ enriches $S$ and it gets detected in Step 4. In both cases the enrichments are tight.

- Definition 13. A partial forbidden graph $F^{\prime}$ is a graph obtained from some $F \in \mathcal{F}$ by deleting zero or more connected components. (So each $F \in \mathcal{F}$ itself is also considered a partial forbidden graph.)

We use the following notation to work with induced subgraph isomorphisms. An induced subgraph isomorphism from $H$ to $G$ is an injection $\phi: V(H) \rightarrow V(G)$ such that for all distinct $u, v \in V(H)$ we have $\{u, v\} \in E(H)$ if and only if $\{\phi(u), \phi(v)\} \in E(G)$. For a vertex set $U \subseteq V(H)$ we let $\phi(U):=\{\phi(u) \mid u \in U\}$. For a subgraph $H^{\prime}$ of $H$ we write $\phi\left(H^{\prime}\right)$ instead of $\phi\left(V\left(H^{\prime}\right)\right)$.

The following definition will be important to capture the progress of the recursive algorithm. See Figure 2 for an illustration.

- Definition 14. We say that a vertex set $U \subseteq V(G)$ enriches a vertex set $S \subseteq V(G)$ with respect to $\mathcal{F}$ if there exists a partial forbidden graph $F^{\prime}$ such that $G[S \cup U]$ contains an induced subgraph isomorphic to $F^{\prime}$ but $G[S]$ does not. We call such a set $U$ an enrichment.

An enrichment $U$ is called tight if $U=\phi\left(F^{\prime}\right) \backslash S$ for some induced subgraph isomorphism $\phi: V\left(F^{\prime}\right) \rightarrow V(G)$ from some partial forbidden graph $F^{\prime}$ for which $G[S]$ does not contain an induced subgraph isomorphic to $F^{\prime}$.

The following observation will be used to argue for the correctness of the recursive scheme. Note that we get an implication only in one way (being seclusion-maximal in $G$ implies being seclusion-maximal in $G-v$, not the other way around), which is the reason why we output a superset of the sought set in Theorem 2.

- Observation 15. Let $G$ be a graph containing disjoint sets $S, T \subseteq V(G)$ and let $C \subseteq V(G)$ be seclusion-maximal with respect to being connected, $\mathcal{F}$-free, $k$-secluded and satisfying $S \subseteq$ $C \subseteq V(G) \backslash T$. For each $v \in N_{G}(C)$ it holds that $C$ is seclusion-maximal in $G-v$ with respect to being connected, $\mathcal{F}$-free, $(k-1)$-secluded and satisfying $S \subseteq C \subseteq V(G-v) \backslash T$.

With these ingredients, we present the enumeration algorithm. Recall that $\|\mathcal{F}\|=$ $\max _{F \in \mathcal{F}}|V(F)|$ denotes the maximum order of any graph in $\mathcal{F}$.

- Theorem 2. Let $\mathcal{F}$ be a finite set of graphs. For any n-vertex graph $G$, non-empty vertex set $S \subseteq V(G)$, potentially empty $T \subseteq V(G) \backslash S$, and integer $k$, the number of $k$-secluded induced subgraphs $G[C]$ which are seclusion-maximal with respect to being connected, $\mathcal{F}$-free, and satisfying $S \subseteq C \subseteq V(G) \backslash T$, is bounded by $2^{\mathcal{O}_{\mathcal{F}}(k)}$. A superset of size $2^{\mathcal{O}_{\mathcal{F}}(k)}$ of these subgraphs can be enumerated in time $2^{\mathcal{O}_{\mathcal{F}}(k)} \cdot n^{\|\mathcal{F}\|+\mathcal{O}(1)}$ and polynomial space.

Proof. Algorithm $\operatorname{Enum}_{\mathcal{F}}(G, S, T, k)$ solves the enumeration task as follows.

1. Stop the algorithm if one of the following holds:
a. $\lambda_{G}^{\mathrm{L}}(S, T)>k$,
b. the vertices of $S$ are not contained in a single connected component of $G$, or
c. the graph $G[S]$ contains an induced subgraph isomorphic to some $F \in \mathcal{F}$.

There are no secluded subgraphs satisfying all imposed conditions.
2. If the connected component $C$ of $G$ which contains $S$ is $\mathcal{F}$-free and includes no vertex of $T$ : output $C$ and stop.
Component $C$ is the unique seclusion-maximal one satisfying the imposed conditions.
3. If there is a vertex set $U \subseteq V(G) \backslash(S \cup T)$ such that:

- each connected component of $G[U]$ is adjacent to a vertex of $S$, and
- the set $U$ is a tight enrichment of $S$ with respect to $\mathcal{F}$ (so $G[S \cup U]$ contains a new partial forbidden graph)
then execute the following calls and stop:
a. For each $u \in U$ call $\operatorname{Enum}_{\mathcal{F}}(G-u, S, T, k-1)$.
b. Call Enum $\mathcal{F}(G, S \cup U, T, k)$.

A tight enrichment can have at most $\|\mathcal{F}\|$ vertices which bounds the branching factor in Step 3a. Note that these are exhaustive even though we do not consider adding $U$ to $T$ : since each component of $G[U]$ is adjacent to a vertex of $S$, if a relevant secluded subgraph does not contain all of $U$ then it contains some vertex of $U$ in its neighborhood and we find it in Step 3a.
4. For the rest of the algorithm, let $\mathcal{U}$ denote the collection of all connected vertex sets $U \subseteq$ $V(G) \backslash(S \cup T)$ which form tight enrichments of $S$ with respect to $\mathcal{F}$. Let $V(\mathcal{U}):=\bigcup_{U \in \mathcal{U}} U$.
a. If $\lambda_{G}^{\mathrm{L}}(S, T)<\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$ : then (using Lemma 11) there exists $U \in \mathcal{U}$ such that $\lambda_{G}^{\mathrm{L}}(S, T \cup U)>\lambda_{G}^{\mathrm{L}}(S, T)$, execute the following calls and stop:
i. For each $u \in U$ call $\operatorname{Enum}_{\mathcal{F}}(G-u, S, T, k-1)$. (The value of $k$ decreases.)
ii. Call $\operatorname{Enum}_{\mathcal{F}}(G, S \cup U, T, k)$. (We absorb a new partial forbidden graph.)
iii. Call Enum $\mathcal{F}^{( }(G, S, T \cup U, k)$. (The separator size increases.)
b. If $\lambda_{G}^{\mathrm{L}}(S, T)=\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$, then let $P$ be the farthest left-restricted minimum $(S, T \cup$ $V(\mathcal{U})$ )-separator in $G$, and let $S^{\prime}=R_{G}(S, P) \supseteq S$. Pick an arbitrary $p \in P$ (which may be contained in $T$ but not in $S$ ).
i. Call Enum $\mathcal{F}^{( }\left(G-p, S^{\prime}, T \backslash\{p\}, k-1\right)$. (The value of $k$ decreases.)
ii. If $p \notin T$, then call $\operatorname{Enum}_{\mathcal{F}}\left(G, S^{\prime} \cup\{p\}, T, k\right)$.
(Either here or in the next iteration we will be able to make progress.)
It might happen that $\mathcal{U}$ is empty; in this case the algorithm will execute Step 4b. Also note that $P$ is non-empty because the algorithm did not stop in Step 2; hence it is always possible to choose a vertex $p \in P$.

Before providing an in-depth analysis of the algorithm, we establish that it always terminates. For each recursive call, either a vertex outside $S$ is deleted, or one of $S$ or $T$ grows in size while the two remain disjoint. Since $S$ and $T$ are vertex subsets of a finite graph, this process terminates. The key argument in the correctness of the algorithm is formalized in the following claim.
$\triangleright$ Claim 16. If the algorithm reaches Step 4b, then every seclusion-maximal $k$-secluded subgraph satisfying the conditions of the theorem statement contains $S^{\prime}$.

Proof. We prove the claim by showing that for an arbitrary $k$-secluded $\mathcal{F}$-free connected induced subgraph $G[C]$ satisfying $S \subseteq C \subseteq V(G) \backslash T$, the subgraph induced by $C \cup S^{\prime}$ also satisfies these properties while $\left|N_{G}\left(C \cup S^{\prime}\right)\right| \leq\left|N_{G}(C)\right|$. Hence any seclusion-maximal subgraph satisfying the conditions contains $S^{\prime}$.

Under the conditions of Step 4 b , we have $\lambda_{G}^{\mathrm{L}}(S, T)=\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$, so that the set $P$ is a left-restricted minimum $(S, T)$-separator. Next, we have $S^{\prime}=R_{G}(S, P)$. By exploiting submodularity of the size of the open neighborhood, we prove in Lemma 12 that $\left|N_{G}\left(C \cup S^{\prime}\right)\right| \leq\left|N_{G}(C)\right|$. The key part of the argument is to prove that $C \cup S^{\prime}$ induces an $\mathcal{F}$-free subgraph. Assume for a contradiction that $G\left[C \cup S^{\prime}\right]$ contains an induced subgraph isomorphic to $F \in \mathcal{F}$ and let $\phi: V(F) \rightarrow C \cup S^{\prime}$ denote an induced subgraph isomorphism. Out of all ways to choose $\phi$, fix a choice that minimizes the number of vertices $|\phi(F) \backslash S|$ the subgraph uses from outside $S$. We distinguish two cases.

## Neighborhood of $S$ intersects $\phi(F)$

If $\phi(F) \cap N_{G}(S) \neq \emptyset$, then we will use the assumption that Step 3 of the algorithm was not applicable to derive a contradiction. Let $F^{\prime}$ be the graph consisting of those connected components $F_{i}$ of $F$ for which $\phi\left(F_{i}\right) \cap N_{G}[S] \neq \emptyset$; let $U=\phi\left(F^{\prime}\right) \backslash S$. Observe that each connected component of $G[U]$ is adjacent to a vertex of $S$. By construction $U$ is disjoint from $S$, and $U$ is disjoint from $T$ since $\phi(F) \subseteq C \cup S^{\prime}$ while both these sets are disjoint from $T$. Hence $U$ satisfies all but one of the conditions for applying Step 3. Since the algorithm reached Step 4 b , it follows that $U$ failed the last criterion which means that the partial forbidden graph $F^{\prime}$ also exists as an induced subgraph in $G[S]$. Let $\phi_{F^{\prime}}: V\left(F^{\prime}\right) \rightarrow S$ be an induced subgraph isomorphism from $F^{\prime}$ to $G[S]$. Since all vertices $v \in V(F)$ for which $\phi(v) \in N_{G}[S]$ satisfy $v \in V\left(F^{\prime}\right)$, we can define a new subgraph isomorphism $\phi^{\prime}$ of $F$ in $G\left[C \cup S^{\prime}\right]$ as follows for each $v \in V(F)$ :

$$
\phi^{\prime}(v)= \begin{cases}\phi_{F^{\prime}}(v) & \text { if } v \in F^{\prime}  \tag{1}\\ \phi(v) & \text { otherwise }\end{cases}
$$

Observe that this is a valid induced subgraph isomorphism since $F^{\prime}$ consists of some connected components of $F$, and we effectively replace the model of $F^{\prime}$ by $\phi_{F^{\prime}}$. Since the model of the remaining graph $\overline{F^{\prime}}=F-F^{\prime}$ does not use any vertex of $N_{G}[S]$ by definition of $F^{\prime}$, there are no edges between vertices of $\phi_{F^{\prime}}\left(F^{\prime}\right)$ and vertices of $\phi\left(\overline{F^{\prime}}\right)$, which validates the induced subgraph isomorphism.

Since $\phi(F)$ contains at least one vertex from $N_{G}(S)$ while $\phi^{\prime}(F)$ does not, and the only vertices of $\phi^{\prime}(F) \backslash \phi(F)$ belong to $S$, we conclude that $\phi^{\prime}(F)$ contains strictly fewer vertices outside $S$ than $\phi(F)$; a contradiction to minimality of $\phi$.

## Neighborhood of $S$ does not intersect $\phi(F)$

Now suppose that $\phi(F) \cap N_{G}(S)=\emptyset$. If $\phi(F) \subseteq C$, then $\phi(F)$ is an induced $F$-subgraph in $G[C]$, a contradiction to the assumption that $C$ is $\mathcal{F}$-free. Hence $\phi(F)$ must contain a vertex $v \in S^{\prime} \backslash C \subseteq S^{\prime} \backslash S$. Since the previous case was not applicable, $v \notin N_{G}(S)$ and therefore $v \in S^{\prime} \backslash N_{G}[S]$.

Fix an arbitrary connected component $F_{i}$ of $F$ for which $\phi\left(F_{i}\right)$ contains a vertex of $S^{\prime} \backslash$ $N_{G}[S]$. We derive several properties of $\phi\left(F_{i}\right)$.

1. Since $F_{i}$ is a connected component of $F$, the graph $G\left[\phi\left(F_{i}\right)\right]$ is connected.
2. We claim that $\phi\left(F_{i}\right) \cap S=\emptyset$. Note that a connected subgraph cannot both contain a vertex from $S$ and a vertex outside $N_{G}[S]$ without intersecting $N_{G}(S)$. Since $\phi(F) \cap N_{G}(S)=\emptyset$ by the case distinction, the graph $G\left[\phi\left(F_{i}\right)\right]$ is connected since $F_{i}$ is connected, and $\phi\left(F_{i}\right)$ contains a vertex of $S^{\prime} \backslash N_{G}[S]$, we find $\phi\left(F_{i}\right) \cap S=\emptyset$.
3. $\phi\left(F_{i}\right) \cap T=\emptyset$, since $\phi(F) \subseteq C \cup S^{\prime}$ while both $C$ and $S^{\prime}$ are disjoint from $T$.
4. We claim that $\phi\left(F_{i}\right) \notin \mathcal{U}$. To see that, recall that $S^{\prime}=R_{G}(S, P)$ is the set of vertices reachable from $S$ when removing the $(S, T \cup V(\mathcal{U})$ )-separator $P$. The definition of separator therefore ensures that no vertex of $S^{\prime}$ belongs to $V(\mathcal{U})$. Since $\phi\left(F_{i}\right)$ contains a vertex of $S^{\prime} \backslash N_{G}[S]$ by construction, some vertex of $\phi\left(F_{i}\right)$ does not belong to $V(\mathcal{U})$ and therefore $\phi\left(F_{i}\right) \notin \mathcal{U}$.
Now note that $\phi\left(F_{i}\right)$ satisfies almost all requirements for being contained in the set $\mathcal{U}$ defined in Step 4: it induces a connected subgraph and it is disjoint from $S \cup T$. From the fact that $\phi\left(F_{i}\right) \notin \mathcal{U}$ we therefore conclude that it fails the last criterion: the set $\phi\left(F_{i}\right)$ is not a tight enrichment of $S$.

Let $F^{\prime}$ be the graph formed by $F_{i}$ together with all components $F_{j}$ of $F$ for which $\phi\left(F_{j}\right) \subseteq$ $S$; then $\phi\left(F_{i}\right)=\phi\left(F^{\prime}\right) \backslash S$. Since $\phi\left(F_{i}\right)$ is not a tight enrichment of $S$, the partial forbidden graph $F^{\prime}$ is also contained in $G[S]$. Let $\phi_{F^{\prime}}: F^{\prime} \rightarrow S$ denote an induced subgraph isomorphism of $F^{\prime}$ to $G[S]$. Since $\phi(F)$ contains no vertex of $N_{G}(S)$, we can define a new subgraph isomorphism $\phi^{\prime}$ of $F$ in $G\left[C \cup S^{\prime}\right]$ exactly as in (1).

Since the graph $F^{\prime}$ consists of some connected components of $F$, while $\phi_{F^{\prime}}\left(F^{\prime}\right) \subseteq S$ and $\phi\left(\overline{F^{\prime}}\right) \cap N_{G}[S]=\emptyset$, it follows that $\phi^{\prime}$ is an induced subgraph isomorphism of $F$ in $G\left[C \cup S^{\prime}\right]$. But $\left|\phi^{\prime}(F) \backslash S\right|$ is strictly smaller than $|\phi(F) \backslash S|$ since $\phi\left(F_{i}\right)$ intersects $S^{\prime} \backslash N_{G}[S]$ while $\phi^{\prime}\left(F_{i}\right) \subseteq \phi^{\prime}\left(F^{\prime}\right) \subseteq S$ and $\phi$ and $\phi^{\prime}$ coincide on $\overline{F^{\prime}}$. This contradicts the minimality of the choice of $\phi$.

Since the case distinction is exhaustive, this proves the claim.
Using the previous claim, we can establish the correctness of the algorithm.
$\triangleright$ Claim 17. If $G[C]$ is an induced subgraph of $G$ that is seclusion-maximal with respect to being connected, $\mathcal{F}$-free, $k$-secluded and satisfying $S \subseteq C \subseteq V(G) \backslash T$, then $C$ occurs in the output of $\operatorname{Enum}_{\mathcal{F}}(G, S, T, k)$.

Proof. We prove this claim by induction on the recursion depth of the Enum $\mathcal{F}$ algorithm, which is valid as we argued above it is finite. In the base case, the algorithm does not recurse. In other words, the algorithm either stopped in Step 1 or 2. If the algorithm stops in Step 1, then there can be no induced subgraph satisfying the conditions and so there is nothing to show. If the algorithm stops in Step 2, then the only seclusion-maximal induced subgraph is the $\mathcal{F}$-free connected component containing $S$. Note that this component is $k$-secluded since $k \geq 0$ as $\lambda_{G}^{\mathrm{L}}(S, T) \geq 0$ and the algorithm did not stop in Step 1a.

For the induction step, we may assume that each recursive call made by the algorithm correctly enumerates a superset of the seclusion-maximal subgraphs satisfying the conditions imposed by the parameters of the recursive call, as the recursion depth of the execution of those calls is strictly smaller than the recursion depth for the current arguments $(G, S, T, k)$. Consider a connected $\mathcal{F}$-free $k$-secluded induced subgraph $G[C]$ of $G$ with $S \subseteq C \subseteq V(G) \backslash T$ that is seclusion-maximal with respect to satisfying all these conditions. Suppose there is a vertex set $U \subseteq V(G) \backslash(S \cup T)$ that satisfies the conditions of Step 3. If $U \subseteq C$, then by induction $C$ is part of the enumerated output of Step 3b. Otherwise, since each connected component of $G[U]$ is adjacent to a vertex in $S$, there is at least one vertex $u \in U$ such that $u \in N_{G}(C)$. By Observation 15, the output of the corresponding call in Step 3a contains $C$. Note that since $U \cap T=\emptyset$, we have $T \subseteq V(G) \backslash(S \cup U)$ and therefore the recursive calls satisfy the input requirements.

Next we consider the correctness in case such a set $U$ does not exist so the algorithm reaches Step 4. Let $\mathcal{U}$ be the set of tight enrichments as defined in Step 4. First suppose that $\lambda_{G}^{\mathrm{L}}(S, T)<\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$. Then by the contrapositive of the first part of Lemma 11 with $Z=V(\mathcal{U})$, there is a vertex $v \in V(\mathcal{U}) \backslash T$ such that $\lambda_{G}^{\mathrm{L}}(S, T \cup\{v\})>\lambda_{G}^{\mathrm{L}}(S, T)$. By
picking an enrichment $U \in \mathcal{U}$ such that $v \in U$, this implies $\lambda_{G}^{\mathrm{L}}(S, T \cup U)>\lambda_{G}^{\mathrm{L}}(S, T)$. Now if there is a vertex $u \in U$ such that $u \in N_{G}(C)$, then by induction and Observation 15 we get that $C$ is output by the corresponding call in Step 4(a)i. Otherwise, either $U \subseteq C$ or $U \cap C=\emptyset$ (since $U$ is connected) and $C$ is found in Step 4(a)ii or Step 4(a)iii respectively. Again observe that these recursive calls satisfy the input requirements as $U \cap(S \cup T)=\emptyset$.

Finally suppose that $\lambda_{G}^{\mathrm{L}}(S, T)=\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))$. By Claim 16 we get that $S^{\prime} \subseteq C$. We first argue that $P=N_{G}\left(S^{\prime}\right)$ is non-empty. Note that since the algorithm did not stop in Step 1, the graph $G[S]$ is $\mathcal{F}$-free and $S$ is contained in a single connected component of $G$. Furthermore since it did not stop in Step 2, the connected component containing $S$ either has a vertex of $T$ or is not $\mathcal{F}$-free. Note that the former case already implies $\lambda_{G}^{\mathrm{L}}(S, T)>0$. If the component has no vertex of $T$ and is not $\mathcal{F}$-free, then it contains a vertex set $J$ for which $G[J]$ is isomorphic to some $F \in \mathcal{F}$. Observe that $J \backslash(S \cup T)=J \backslash S$ is a tight enrichment of $S$. We have established that it is possible to enrich $S$ but we need an enrichment that meets the conditions of Step 4. Let $U \subseteq V(G) \backslash(S \cup T)$ be a tight enrichment of minimum size and let $\phi: V\left(F^{\prime}\right) \rightarrow V(G)$ be the corresponding subgraph isomorphism from some partial forbidden graph $F^{\prime}$; we have $U=\phi\left(F^{\prime}\right) \backslash S$. We argue that $G[U]$ is connected. If each connected component of $G[U]$ is adjacent to a vertex of $S$, then Step 3 would have applied, contradicting the fact that the algorithm reaches Step 4 . Hence, there exists a connected component of $G[U]$ that is non-adjacent to $S$; let $U^{\prime}$ be the vertex set of such a component. Since $U$ is chosen to be minimum, we get that $U \backslash U^{\prime}$ is not a tight enrichment, and so there is an induced subgraph of $G[S]$ isomorphic to the partial forbidden graph $F^{\prime \prime}=G\left[\phi\left(F^{\prime}\right) \backslash U^{\prime}\right]$. This subgraph of $G[S]$ combines with the graph $G\left[U^{\prime}\right]$ to form an induced subgraph isomorphic to $F^{\prime}$ (we exploit that $U^{\prime}$ is not adjacent to $S$ ), which shows that $U^{\prime}$ is a tight enrichment. By minimality of $U$ we obtain $U=U^{\prime}$. Hence $U$ is not adjacent to $S$ and the graph $G[U]$ is connected so $U \in \mathcal{U}$. Since $U$ and $S$ are contained in the same connected component we get that $\lambda_{G}^{\mathrm{L}}(S, T \cup V(\mathcal{U}))>0$. This implies there exists some vertex $p \in P=N_{G}\left(S^{\prime}\right)$. Since $S^{\prime} \subseteq C$, we either get $p \in N_{G}(C)$, or (if $\left.p \notin T\right) p \in C$. By induction (and Observation 15) we conclude that $C$ is part of the output of Step $4(\mathrm{~b})$ i or Step $4(\mathrm{~b})$ ii. The condition $p \notin T$ ensures that the input requirements of the latter recursive call are satisfied.

As the previous claim shows that the algorithm enumerates a superset of the relevant seclusion-maximal induced subgraphs, to prove Theorem 2 it suffices to bound the size of the search tree generated by the algorithm, and thereby the running time and total number of induced subgraphs which are given as output. To that end, we argue that for any two successive recursive calls in the recursion tree, at least one of them makes strict progress on a relevant measure. Since no call can increase the measure, this will imply a bound on the depth of the recursion tree. Since it is easy to see that the branching factor is a constant depending on $\|\mathcal{F}\|$, this will lead to the desired bound.
$\triangleright$ Claim $18(\star)$. The search tree generated by the call $\operatorname{Enum}_{\mathcal{F}}(G, S, T, k)$ has depth $\mathcal{O}_{\mathcal{F}}(k)$ and $2^{\mathcal{O}_{\mathcal{F}}(k)}$ leaves.

The previous claim implies that the number of seclusion-maximal connected $\mathcal{F}$-free $k$ secluded induced subgraphs containing all of $S$ and none of $T$ is $2^{\mathcal{O}_{\mathcal{F}}(k)}$, since the algorithm outputs at most one subgraph per call and only does so in leaf nodes of the recursion tree. As Claim 18 bounds the size of the search tree generated by the algorithm, the desired bound on the total running time follows from the claim below.
$\triangleright$ Claim $19(\star)$. A single iteration of $\operatorname{Enum}_{\mathcal{F}}(G, S, T, k)$ can be implemented to run in time $|\mathcal{F}| \cdot 2^{\|\mathcal{F}\|} \cdot n^{\|\mathcal{F}\|+\mathcal{O}(1)}$ and polynomial space.

This concludes the proof of Theorem 2.

## 4 Conclusion

We have introduced a new algorithmic primitive based on secluded connected subgraphs which generalizes important separators. The high-level idea behind the algorithm is enumeration via separation: by introducing an artificial set $T$ and considering the more general problem of enumerating secluded subgraphs containing $S$ but disjoint from $T$, we can analyze the progress of the recursion in terms of the size of a minimum (left-restricted) ( $S, T$ )-separator. We expect this idea to be useful in scenarios beyond the one studied here.

We presented a single-exponential, polynomial-space FPT algorithm to enumerate the family of seclusion-maximal connected $\mathcal{F}$-free subgraphs for finite $\mathcal{F}$, making it potentially viable for practical use [38]. The combination of single-exponential running time and polynomial space usage sets our approach apart from others such as recursive understanding [8, $10,31]$ and treewidth reduction [36]. Algorithms exploiting half-integrality of the linearprogramming relaxation or other discrete relaxations also have these desirable properties, though [12, 18, 19, 20, 41]. Using this approach, Iwata, Yamaguchi, and Yoshida [20] even obtained a linear-time algorithm in terms of the number of vertices $n$, solving (vertex) Multiway Cut in time $2^{k} \cdot k \cdot(n+m)$. At a high level, there is some resemblance between their approach and ours. They work on a discrete relaxation of deletion problems in graphs which are not standard LP-relaxations, but are based on relaxations of a rooted problem in which only constraints involving a prescribed set $S$ are active. This is reminiscent of the fact that we enumerate secluded subgraphs containing a prescribed set $S$. Their branching algorithms are based on the notion of an extremal optimal solution to the LP relaxation, which resembles our use of the farthest minimum left-restricted $(S, T)$-separator. However, the two approaches diverge there. To handle problems via their approach, they should be expressible as a $0 / 1 /$ ALL CSP. Problems for which the validity of a solution can be verified by unit propagation (such as Node Unique Label Cover, Node Multiway Cut, Subset and Group Feedback Vertex Set) belong to this category, but it seems impossible to express the property of being $\mathcal{F}$-free for arbitrary finite sets $\mathcal{F}$ in this framework.

The branching steps underlying our algorithm were informed by the structure of the subgraphs induced by certain vertex sets. In the considered setting, where certain possibly disconnected structures are not allowed to appear inside $C$, it is necessary to characterize the forbidden sets in terms of the graph structure they induce. But when the forbidden sets are connected, we believe our proof technique can be used in a more general setting to establish the following. For any $n$-vertex graph $G$, non-empty vertex set $S \subseteq V(G)$, potentially empty $T \subseteq V(G) \backslash S$, integer $k$, and collection $F_{1}, \ldots, F_{m} \subseteq V(G)$ of vertex sets of size at most $\ell$ which are connected in $G$, the number of $k$-secluded induced subgraphs $G[C]$ which are seclusion-maximal with respect to being connected, not containing any set $F_{i}$, and satisfying $S \subseteq C \subseteq V(G) \backslash T$, is bounded by $(2+\ell)^{\mathcal{O}(k)}$, and a superset of them can be enumerated in time $(2+\ell)^{\mathcal{O}(k)} \cdot m \cdot n^{\mathcal{O}(1)}$ and polynomial space. The reason why dealing with general connected obstacles is feasible is that whenever $F_{i} \cap C \neq \emptyset$ then also $F_{i} \cap N(C) \neq \emptyset$; this allows us to always make progress using the simpler branching strategy without keeping track of partial forbidden graphs. The corresponding generalization for disconnected vertex sets $F_{i}$ is false, even for $\left|F_{i}\right|=2$. To see this, consider a graph consisting of a cycle on $2 m+1$ vertices consecutively labeled $s, a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}$ with $F_{i}=\left\{a_{i}, b_{i}\right\}$ for each $i \in[m]$, in which the number of relevant seclusion-maximal 2 -secluded sets containing $s$ is $\Omega(m)$.

We leave it to future work to consider generalizations of our ideas to directed graphs. Since important separators also apply in that setting, we expect the branching step in terms of left-restricted minimum separators to be applicable in directed graphs as well. However,
there are multiple ways to generalize the notion of a connected secluded induced subgraph to the directed setting: one can consider weak connectivity, strong connectivity, or a rooted variant where we consider all vertices reachable from a source vertex $x$. Similarly, one can define seclusion in terms of the number of in-neighbors, out-neighbors, or both.
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#### Abstract

We study the following $\mathrm{KS}_{2}(c)$ problem: let $c \in \mathbb{R}^{+}$be some constant, and $v_{1}, \ldots, v_{m} \in \mathbb{R}^{d}$ be vectors such that $\left\|v_{i}\right\|^{2} \leq \alpha$ for any $i \in[m]$ and $\sum_{i=1}^{m}\left\langle v_{i}, x\right\rangle^{2}=1$ for any $x \in \mathbb{R}^{d}$ with $\|x\|=1$. The $\mathrm{KS}_{2}(c)$ problem asks to find some $S \subset[m]$, such that it holds for all $x \in \mathbb{R}^{d}$ with $\|x\|=1$ that


$$
\left|\sum_{i \in S}\left\langle v_{i}, x\right\rangle^{2}-\frac{1}{2}\right| \leq c \cdot \sqrt{\alpha}
$$

or report no if such $S$ doesn't exist. Based on the work of Marcus et al. [15] and Weaver [20], the $\mathrm{KS}_{2}(c)$ problem can be seen as the algorithmic Kadison-Singer problem with parameter $c \in \mathbb{R}^{+}$.

Our first result is a randomised algorithm with one-sided error for the $\mathrm{KS}_{2}(c)$ problem such that (1) our algorithm finds a valid set $S \subset[m]$ with probability at least $1-2 / d$, if such $S$ exists, or (2) reports no with probability 1 , if no valid sets exist. The algorithm has running time

$$
O\left(\binom{m}{n} \cdot \operatorname{poly}(m, d)\right) \text { for } n=O\left(\frac{d}{\epsilon^{2}} \log (d) \log \left(\frac{1}{c \sqrt{\alpha}}\right)\right)
$$

where $\epsilon$ is a parameter which controls the error of the algorithm. This presents the first algorithm for the Kadison-Singer problem whose running time is quasi-polynomial in $m$ in a certain regime, although having exponential dependency on $d$. Moreover, it shows that the algorithmic KadisonSinger problem is easier to solve in low dimensions. Our second result is on the computational complexity of the $\mathrm{KS}_{2}(c)$ problem. We show that the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem is FNP-hard for general values of $d$, and solving the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem is as hard as solving the NAE-3SAT problem.
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## 1 Introduction

The Kadison-Singer problem [13] posed in 1959 asks whether every pure state on the (abelian) von Neumann algebra $\mathbb{D}$ of bounded diagonal operators on $\ell_{2}$ has a unique extension to a pure state on $B\left(\ell_{2}\right)$, the von Neumann algebra of all bounded linear operators on the Hilbert space $\ell_{2}$. The statement of the Kadison-Singer problem arises from work on the foundations of quantum mechanics done by Dirac in 1940s, and has been subsequently shown to be equivalent to numerous important problems in pure mathematics, applied mathematics, engineering and computer science [8]. Weaver [20] shows that the Kadison-Singer problem is equivalent to the following discrepancy question, which is originally posed as a conjecture.
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- Conjecture 1 (The $\mathrm{KS}_{2}$ Conjecture). There exist universal constants $\eta \geq 2$ and $\theta>0$ such that the following holds. Let $v_{1}, \ldots, v_{m} \in \mathbb{C}^{d}$ satisfy $\left\|v_{i}\right\| \leq 1$ for all $i \in[m]$, and suppose $\sum_{i=1}^{m}\left|\left\langle u, v_{i}\right\rangle\right|^{2}=\eta$ for every unit vector $u \in \mathbb{C}^{d}$. Then, there exists a partition $S_{1}, S_{2}$ of $[m]$ so that $\sum_{i \in S_{j}}\left|\left\langle u, v_{i}\right\rangle\right|^{2} \leq \eta-\theta$, for every unit vector $u \in \mathbb{C}^{d}$ and every $j=\{1,2\}$.

As a major breakthrough in mathematics, Marcus, Spielman and Srivastava [15] prove that the $\mathrm{KS}_{2}$ conjecture holds, and give an affirmative answer to the Kadison-Singer problem. Specifically, in this celebrated paper they show that, for any vectors $v_{1}, \ldots, v_{m} \in \mathbb{C}^{d}$ such that $\left\|v_{i}\right\|^{2} \leq \alpha$ for any $i \in[m]$ and $\sum_{i=1}^{m}\left\langle v_{i}, x\right\rangle^{2}=1$ for any $x \in \mathbb{C}^{d}$ with $\|x\|=1$, there is a partition $S_{1}, S_{2}$ of $[m]$ such that it holds for any $x \in \mathbb{C}^{d}$ with $\|x\|=1$ and $j=1,2$ that $\left|\sum_{i \in S_{j}}\left\langle v_{i}, x\right\rangle^{2}-1 / 2\right| \leq 3 \cdot \sqrt{\alpha}$. The proof of this result is based on studying interlacing families of polynomials [14]. While analysing interlacing families of polynomials suffices to answer the $\mathrm{KS}_{2}$ conjecture and, as a consequence, solve the Kadison-Singer problem, it is unclear if their existential proof on the partition guaranteed by the $\mathrm{KS}_{2}$ conjecture can be turned into an efficient algorithmic construction; designing efficient algorithms for the Kadison-Singer problem is listed as a natural open question in [15]. This question is particularly interesting in theoretical computer science, since it is directly linked to constructing unweighted spectral sparsifiers [5] and spectrally thin trees [1], among many other applications in approximation algorithms. However, there has been little work on the algorithmic Kadison-Singer problem, and the complexity status of this problem is an important open question.

To address this question, we study the following $\mathrm{KS}_{2}$ problem with some constant $c \in \mathbb{R}^{+}$:

- Problem 2 (The $\mathrm{KS}_{2}(c)$ problem). Given vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{d}$ such that $\left\|v_{i}\right\|^{2} \leq \alpha$ for any $i \in[m]$ and $\sum_{i=1}^{m}\left\langle v_{i}, x\right\rangle^{2}=1$ for any $x \in \mathbb{R}^{d}$ with $\|x\|=1$, the $\mathrm{KS}_{2}(c)$ problem asks to - find some $S \subset[m]$, such that it holds for all $x \in \mathbb{R}^{d}$ with $\|x\|=1$ that

$$
\begin{equation*}
\left|\sum_{i \in S}\left\langle v_{i}, x\right\rangle^{2}-\frac{1}{2}\right| \leq c \cdot \sqrt{\alpha}, \tag{1}
\end{equation*}
$$

- or report no if such $S$ doesn't exist.

Notice that the $\mathrm{KS}_{2}$ conjecture is equivalent to finding some subset $S \subset[m]$ as stated in Problem 2 for some constant $c$. Here we choose to formulate the discrepancy of any set $S \subset[m]$ in (1) as $c \cdot \sqrt{\alpha}$ for three reasons: first of all, Weaver [20] shows that the dependency on $O(\sqrt{\alpha})$ in (1) is tight, so the term $O(\sqrt{\alpha})$ is unavoidable when bounding the discrepancy; secondly, the $\mathrm{KS}_{2}$ conjecture shows that the existence of any universal constant $c$ in (1) suffices to prove the Kadison-Singer conjecture, and it is proven in [15] that the $\mathrm{KS}_{2}$ conjecture holds for $c=3$; however, studying the tightness of this constant remains an interesting open question on its own (Problem 8.1, [7]). Finally, as we will show shortly, the $\mathrm{KS}_{2}(c)$ problem belongs to different complexity classes with respect to different values of $c$, so introducing this parameter $c$ allows us to better understand the complexity of the algorithmic Kadison-Singer problem.

### 1.1 Our Results

Our first result is an algorithm called Randomised- $\operatorname{KS}\left(\left\{v_{i}\right\}, c, \epsilon\right)$ for approximately solving the $\mathrm{KS}_{2}(c)$ problem for general values of $c$. For any constant $c, \epsilon<1$, and any vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{d}$ such that $\left\|v_{i}\right\|^{2} \leq \alpha$ for all $i \in[m]$, we show that (i) if there exists an
$S$ which satisfies (1), then with probability at least $(1-2 / d)$ the algorithm returns a set $S^{\prime} \subset\left\{v_{i}\right\}_{i=1}^{m}$ that satisfies

$$
\begin{equation*}
(1-\epsilon)\left(\frac{1}{2}-c \sqrt{\alpha}\right) \leq \sum_{v \in S^{\prime}}\langle v, x\rangle^{2} \leq(1+\epsilon)\left(\frac{1}{2}+c \sqrt{\alpha}\right) \tag{2}
\end{equation*}
$$

for all unit vectors $x \in \mathbb{R}^{d}$, and (ii) if no set exists which satisfies (2), then with probability 1 the algorithm returns "no". Our result is summarised as follows:

- Theorem 3. There is an algorithm, RANDOMISED-KS(I, $c, \epsilon)$, such that for any instance $\mathcal{I} \triangleq\left\{v_{i}\right\}_{i=1}^{m}$ of the $\mathrm{KS}_{2}(c)$ problem with $v_{i} \in \mathbb{R}^{d}$ for $d \geq 3$, and for any $\epsilon \in(0,1)$, the following holds:
- if there exists a set $S \subset \mathcal{I}$ such that

$$
\left(\frac{1}{2}-c \sqrt{\alpha}\right) \leq \sum_{v \in S}\langle v, x\rangle^{2} \leq\left(\frac{1}{2}+c \sqrt{\alpha}\right)
$$

for all unit vectors $x \in \mathbb{R}^{d}$, then with probability at least $(1-2 / d)$, the RANDOMISED$K S(\mathcal{I}, c, \epsilon)$ algorithm returns a subset $S^{\prime} \subset \mathcal{I}$ which satisfies (2) for all unit vectors $x \in \mathbb{R}^{d}$.

- if there is no set $S \subset \mathcal{I}$ which satisfies (2), then with probability 1, the RANDOMISED$K S(\mathcal{I}, c, \epsilon)$ algorithm reports that no such set exists.
The algorithm has running time

$$
O\left(\binom{m}{n} \cdot \operatorname{poly}(m, d)\right) \text { for } n \triangleq O\left(\frac{d}{\epsilon^{2}} \log (d) \max \left(\log \left(\frac{1}{c \sqrt{\alpha}}\right), \log \left(\frac{1}{(1 / 2)-c \sqrt{\alpha}}\right)\right)\right) \text {. }
$$

- Remark 4. Since the most interesting instances of the $\mathrm{KS}_{2}(c)$ problem are the cases in which $1 / 2+c \sqrt{\alpha}$ is bounded away from 1 , we can assume that $c \sqrt{\alpha} \leq 1 / 2-\sigma$ for some constant $\sigma$ which implies that

$$
n=O\left(\frac{d}{\epsilon^{2}} \log (d) \log \left(\frac{1}{c \sqrt{\alpha}}\right)\right)
$$

Combining this with $d=\sum_{i=1}^{m}\left\|v_{i}\right\|^{2} \leq \alpha m$, a constraint due to the isotropic nature of the input, shows that our algorithm runs in quasi-polynomial time in $m$ when $d=O(\operatorname{poly} \log (m))$.

Compared with the state-of-the-art that runs in $d^{O\left(m^{1 / 3} \alpha^{-1 / 4}\right)}$ time [2], the most appealing fact of Theorem 3 is that it shows the $\mathrm{KS}_{2}(c)$ problem can be approximately solved in quasipolynomial time when $d=O($ poly $\log m)$. Moreover, for small values of $c$ where a subset $S \subset[m]$ satisfying (1) isn't guaranteed to exist, our algorithm, with the same time complexity, is still able to find an $S$ satisfying (2) with high probability if it exists, or report no with probability 1 otherwise. These two facts together show that both determining the existence of a valid subset $S$ and finding such $S$ are computationally much easier in low dimensions, regardless of the range of $c$. In addition, our result is much stronger than a random sampling based algorithm, which only works in the regime of $\alpha=O(1 / \log d)$ [19], while our algorithm works even when there are vectors with much larger norm, e.g., $\alpha=\Theta(1)$. On the other side, like many optimisation problems that involve the dimension of input items in their formulation (e.g., multi-dimensional packing [10], and vector scheduling [4]), Theorem 3 indicates that the order of $d$ might play a significant role in the hardness of the $\mathrm{KS}_{2}(c)$ problem, and the hard instances of the problem might be in the regime of $m=O(d)$.

Inspired by this, we study the computational complexity of the $\mathrm{KS}_{2}(c)$ problem for general values of $d$, where the number of input vectors satisfies $m=O(d)$. In order to study the "optimal" partitioning, for a given instance of the problem $\mathcal{I}=\left\{v_{1}, \ldots, v_{m}\right\}$, let

$$
\mathcal{W}(\mathcal{I}) \triangleq \min _{S \subset \mathcal{I}} \max _{\substack{x \in \mathbb{R}^{d} \\\|x\|=1}}\left|\sum_{v \in S}\langle v, x\rangle^{2}-\frac{1}{2}\right| .
$$

Then, we choose $c=1 /(4 \sqrt{2})$ and notice that, for any vectors that satisfy the conditions of the $\mathrm{KS}_{2}(c)$ problem, there could be no subset $S$ satisfying (1) for such $c$. As our second result, we prove that, for any $c \leq 1 /(4 \sqrt{2})$, distinguishing between instances for which $\mathcal{W}(\mathcal{I})=0$ and those for which $\mathcal{W}(\mathcal{I}) \geq c \cdot \sqrt{\alpha}$ is NP-hard. Our result is as follows:

- Theorem 5. The $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem is FNP-hard for general values of $d$. Moreover, it is NP-hard to distinguish between instances of the $\mathrm{KS}_{2}(c)$ problem with $\mathcal{W}(\mathcal{I})=0$ from instances with $\mathcal{W}(\mathcal{I}) \geq(1 / 4 \sqrt{2}) \cdot \sqrt{\alpha}$.
- Remark 6. It's important to note that, when $d$ is constant, the decision problem in Theorem 5 can be solved in polynomial time. For example, the 1-dimensional problem is equivalent to the PARTITION problem, in which we are given a set of real numbers $\mathcal{I}=\left\{x_{1}, \ldots, x_{m}\right\}$ such that $\sum_{i} x_{i}=1$ and need to determine whether there is a subset $S \subset \mathcal{I}$ such that $\sum_{x \in S} x=1 / 2$. In this setting,

$$
\mathcal{W}(\mathcal{I})=\min _{S \subset \mathcal{I}}\left|\left(\sum_{x \in S} x\right)-1 / 2\right| .
$$

There is a well-known FPTAS for PARTITION which can distinguish between instances for which $\mathcal{W}(\mathcal{I})=0$ and those for which $\mathcal{W}(\mathcal{I}) \geq \epsilon$, for any $\epsilon>0$. Theorem 5 implies that there is no such FPTAS for the optimisation version of the $\mathrm{KS}_{2}(c)$ problem for general $d$.

Theorem 5 shows that the isotropic structure of the $\mathrm{KS}_{2}(c)$ instance is not sufficient to make finding a partition easy when compared with similar problems. As such, the design of a potential polynomial-time algorithm for the Kadison-Singer problem would need to take some range of $c$ into account and cannot solve the optimisation version of the $\mathrm{KS}_{2}(c)$ problem, otherwise one would end up solving an NP-hard problem. We remark that Theorem 5 shares the same style as the one for Spencer's Discrepancy Problem: given any input on $N$ elements, Charikar et al. [9] shows that it is NP-hard to distinguish between the input with discrepancy zero and the one with discrepancy $\Omega(\sqrt{N})$, although it is known that a solution with $O(\sqrt{N})$ approximation can be computed efficiently [3].

### 1.2 Our Techniques

In this subsection we sketch our main techniques used in proving Theorems 3 and 5 .

Proof Sketch of Theorem 3. We start by sketching the ideas behind our algorithmic result. First of all, it is easy to see that we can solve the $\mathrm{KS}_{2}(c)$ problem for any $c \in \mathbb{R}^{+}$in $O\left(2^{m} \cdot \operatorname{poly}(m, d)\right)$ time, since we only need to enumerate all the $2^{m}$ subsets $S \subseteq \mathcal{I}$ of the input set $\mathcal{I}$ and check if every possible set $S$ satisfies the condition (1). To express all the subsets of $\mathcal{I}$, we inductively construct level sets $\left\{\mathcal{L}_{i}\right\}_{i=0}^{m}$ with $\mathcal{L}_{i} \subseteq 2^{\mathcal{I}}$ as follows:

- initially, level $i=0$ consists of a single set $\emptyset$, and we set $\mathcal{L}_{0}=\{\emptyset\}$;
- based on $\mathcal{L}_{i-1}$ for any $1 \leq i \leq m$, we define $\mathcal{L}_{i}$ by $\mathcal{L}_{i} \triangleq\left\{S, S \cup\left\{v_{i}\right\}: S \in \mathcal{L}_{i-1}\right\}$.

It is important to see that, although $\left|\mathcal{L}_{i}\right|$ could be as high as $2^{m}$, there are only $m$ such level sets $\mathcal{L}_{i}$, which are constructed inductively in an online manner, and it holds for any $S \subseteq \mathcal{I}$ that $S \in \mathcal{L}_{m}$.

The bottleneck for improving the efficiency of this simple enumeration algorithm is the number of sets in $\mathcal{L}_{m}$, which could be exponential in $m$. To overcome this bottleneck, we introduce the notion of spectral equivalence classes to reduce $\left|\mathcal{L}_{i}\right|$ for any $i \in[m]$. Informally speaking, if there are different $S_{1}, S_{2} \in \mathcal{L}_{i}$ for any $i \in[m]$ such that ${ }^{1}$

$$
(1-\epsilon) \sum_{j \in S_{2}} v_{j} v_{j}^{\top} \preceq \sum_{j \in S_{1}} v_{j} v_{j}^{\top} \preceq(1+\epsilon) \sum_{j \in S_{2}} v_{j} v_{j}^{\top}
$$

for some small $\epsilon$, then we view $S_{1}$ and $S_{2}$ to be "spectrally equivalent" to each other ${ }^{2}$. It suffices to use one set to represent all of its spectral equivalences; hence, we only need to store the subsets which aren't spectrally equivalent to each other ${ }^{3}$. Since there is a spectral sparsifier of any $S$ with $O\left(d \log (d) / \epsilon^{2}\right)$ vectors [11, 17], we can reduce the total number of stored subsets (i.e., the number of spectral equivalence classes) in $\mathcal{L}_{i}$ for any $i \in[m]$ to $\binom{m}{n}$ where $n=O\left(d \log (d) / \epsilon^{2}\right)$ which is no longer exponential in $m$.

Turning this idea into an algorithm design, we need be careful that the small approximation error introduced by every constructed spectral sparsifier does not compound as we construct sparsifiers from one level to another. In order to avoid this, we employ the online vector sparsification algorithm presented in [11]. This allows us to construct sparsifiers in $\mathcal{L}_{i}$ from the ones in $\mathcal{L}_{i-1}$ and the vector $v_{i}$. In addition, the construction in each level preserves the same approximation error as the previous one.

We highlight that the design of our algorithm for solving the $\mathrm{KS}_{2}(c)$ problem is entirely different from the previous work, which is based on analysing the properties of interlacing polynomials [2]. Moreover, one can view our use of online spectral sparsifiers in constructing spectral equivalence classes as an encoding strategy to reduce the enumeration space of the $\mathrm{KS}_{2}(c)$ problem. From this aspect, our work sheds light on potential applications of other tools well-studied in algorithmic spectral graph theory and numerical linear algebra, such as sparsification and sketching.

Proof Sketch of Theorem 5. Our proof of the FNP-hardness of the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem is based on a reduction from the well-known NAE-3SAT problem [12] to a decision version of the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem, which asks whether $\mathcal{W}(\mathcal{I})=0$ or $\mathcal{W}(\mathcal{I}) \geq(1 /(4 \sqrt{2})) \sqrt{\alpha}$. Our overall reduction consists of two steps: we first build a reduction from the NAE-3SAT problem to the so-called NAE-3SAT-KS problem, and then build a reduction from the NAE-3SAT-KS problem to the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem.

To sketch the first reduction, we examine the so-called NAE-3SAT-KS problem, which can be viewed as a restricted version of the NAE-3SAT problem, and used only as a tool to build the reduction from the NAE-3SAT problem to the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem. Informally, the NAE-3SAT-KS problem consists of the 3SAT Boolean formula $\psi$, in which the number of occurrences of both $u$ and $\bar{u}$ for every variable $u$ in any $\psi$ is limited with respect to some additional constraints and any two clauses of $\psi$ share at most one literal; the NAE-3SAT-KS problem asks if there is a satisfying assignment for $\psi$ such that every clause of $\psi$ has at

[^37]least one true literal and at least one false literal; we refer the reader to Problem 11 in Section 3 for the formal definition of the NAE-3SAT-KS problem. Based on a reduction from the NAE-3SAT problem, we show that the NAE-3SAT-KS problem is NP-complete.

For the second and main reduction of our analysis, we build a reduction from the NAE-3SAT-KS problem to the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem. Specifically, for an NAE-3SAT-KS instance $\psi$ of $n$ variables and $m$ clauses, we construct a set $A$ of $\Theta(n+m)$ vectors as a $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ instance, and each $v \in A$ has dimension $n+m$, such that the following properties hold:

- every vector $v$ has norm $\|v\|^{2} \leq 1 / 4$ and $\sum_{v \in A} v v^{\top}=I$;
- if $\psi$ is a satisfiable instance of NAE-3SAT-KS, then there is a subset $S \subset A$ such that $\sum_{v \in S} v v^{\top}=(1 / 2) \cdot I ;$
- if $\psi$ is not a satisfiable instance of NAE-3SAT-KS, then for any subset $S \subset A$ there is always some $y \in \mathbb{R}^{n}$ with $\|y\|=1$ such that $\left|\sum_{v \in S}\langle v, y\rangle^{2}-1 / 2\right| \geq 1 /(8 \sqrt{2})$.
The key to proving these properties is the construction of a KS instance $\mathcal{I}$ from any formula $\psi$, and an analysis of the properties of $\sum_{v \in S} v v^{\top}$ for any $S \subseteq \mathcal{I}$ if $\psi$ is an unsatisfiable instance of NAE-3SAT-KS. We think that such a reduction from any SAT instance to a KS instance is quite novel, and might be further employed to sharpen the constant $1 /(4 \sqrt{2})$.


### 1.3 Related Work

There has been little work on the algorithmic Kadison-Singer problem. Anari et al. [2] studies approximating the largest root of a real rooted polynomial and its applications to interlacing families, which are the main tool developed in [15] to prove the Kadison-Singer conjecture. They show that a valid partition promised by Weaver's $\mathrm{KS}_{2}$ conjecture can be found in $d^{O\left(m^{1 / 3} \alpha^{-1 / 4}\right)}$ time, suggesting that exhaustive search of all possibilities is not required for the algorithmic Kadison-Singer problem. Becchetti et al. [6] studies the algorithmic KadisonSinger problem for graphs under some restricted condition. Specifically, they show that, if $G=(V, E)$ is an $n$-vertex and $\Delta$-regular graph of $\Delta=\Omega(n)$ and the second eigenvalue of the adjacency matrix of $G$ is at most a sufficient small constant times $\Delta$, then an unweighted spectral sparsifier of $G$ can be constructed efficiently.

Weaver [21] shows that the BSS-framework for constructing linear-sized spectral sparsifiers [5] can be adapted for the one-sided Kadison-Singer problem, where the term "one-sided" refers to the fact that the discrepancy of the algorithm's output can be only upper bounded.

Finally, independent of our work, Spielman and Zhang [18] studies the same complexity problem as ours. Different from our approach, their analysis starts with the (3,2-2) Set Splitting problem, which is a variant of the 2-2 Set Splitting problem. They prove that the (3, 2-2) Set Splitting problem remains NP-hard even if no pair of sets intersects in more than one variable. Applying this, they show that the $\mathrm{KS}_{2}(c)$ problem is NP-hard for $c=1 / 4$. While their result is slightly tighter than ours with respect to the value of $c$, the conclusions of the two works are essentially the same.

### 1.4 Notation

Let $[m] \triangleq\{1, \ldots, m\}$. For any integer $j$, we define vector $\mathbf{1}_{j}$, in which $\mathbf{1}_{j}(j)=1$ and all of $\mathbf{1}_{j}$ 's other entries are 0 . For any integer $d \geq 1$, let $\mathbf{0}_{d \times d} \in \mathbb{R}^{d \times d}$ be the matrix in which every entry is equal to 0 . We call a matrix $A$ positive semi-definite (PSD) if $x^{\top} A x \geq 0$ holds for any $x \in \mathbb{R}^{d}$. For any two matrices $A$ and $B$, we write $A \preceq B$ if $B-A$ is PSD. The spectral norm of any matrix $A$ is expressed by $\|A\|$.


Figure 1 The construction of the sets $\mathcal{L}_{i}$ in Algorithm 1. Each $\mathcal{L}_{i-1}$ contains sparsifiers representing the spectral equivalence classes of the vectors $\left\{v_{1}, \ldots, v_{i-1}\right\}$. Then, $\mathcal{L}_{i}$ contains either one or two "children" of each sparsifier in $\mathcal{L}_{i-1}$, where the second child is added with some small probability which prevents $\left|\mathcal{L}_{m}\right|$ from growing exponentially with $m$. For a particular target subset $S \subseteq\left\{v_{1}, \ldots v_{m}\right\}$, there is some sequence of constructed sparsifiers which corresponds to the process of the online algorithm for constructing spectral sparsifiers [11], applied to $S$.

## 2 Algorithm Based on Spectral Equivalence Classes

This section discusses in detail the construction of spectral equivalence classes, and its application in designing a randomised algorithm for the $\mathrm{KS}_{2}(c)$ problem. We analyse the presented algorithm, and prove Theorem 3. All the proofs omitted from this section can be found in Appendix A.

### 2.1 Algorithm

Our algorithm consists of $m$ iterations: in iteration $i$, the algorithm constructs the set $\mathcal{L}_{i}$ of spectral equivalence classes for the subsets $S \subseteq\left\{v_{1}, \ldots, v_{i}\right\}$. For each equivalence class, $\mathcal{L}_{i}$ contains a pair $(S, B)$ where $S \subseteq\left\{v_{1}, \ldots v_{i}\right\}$ is a representative set in the equivalence class and $B \in \mathbb{R}^{d \times d}$ is a spectral sparsifier representing the equivalence class. Moreover, the algorithm constructs the representations of spectral equivalence classes in iteration $i$ based on the ones maintained in iteration $i-1$. That is, instead of constructing all the subsets of $\left\{v_{1}, \ldots, v_{i}\right\}$ and grouping them into different spectral equivalence classes, the algorithm directly constructs the representations of the spectral equivalence classes of $\left\{v_{1}, \ldots, v_{i}\right\}$ based on its constructed equivalence classes of $\left\{v_{1}, \ldots, v_{i-1}\right\}$. This can be achieved by applying an online algorithm for constructing spectral sparsifiers, since, if we assume that in iteration $i-1$ every subset $S \subseteq\left\{v_{1}, \ldots, v_{i-1}\right\}$ is spectrally equivalent to some $\left(S^{\prime}, B^{\prime}\right) \in \mathcal{L}_{i-1}$ maintained by the algorithm, then both of $S$ and $S \cup\left\{v_{i}\right\}$ are spectrally equivalent to $S^{\prime}$ and $S^{\prime} \cup\left\{v_{i}\right\}$ in iteration $i$ as well. As such, in iteration $i$ we only need to ensure that the sets $S^{\prime}$ and $S^{\prime} \cup\left\{v_{i}\right\}$ are still represented by some sparsifiers in $\mathcal{L}_{i}$.

Based on this, we can view all the vectors $v_{1}, \ldots, v_{m}$ as arriving online and, starting with the trivial spectral equivalence class defined by $\mathcal{L}_{0}=\left\{\left(\emptyset, \mathbf{0}_{d \times d}\right)\right\}$, the algorithm constructs the representations of spectral equivalence classes of $\left\{v_{1}, \ldots v_{i}\right\}$ in iteration $i$. Our algorithm applies the online algorithm for constructing spectral sparsifiers [11] (Lines 13-18 of Algorithm 1) to construct the representations of spectral equivalence classes of $\left\{v_{1}, \ldots, v_{i}\right\}$ based on those of $\left\{v_{1}, \ldots, v_{i-1}\right\}$. Since any subset of $\left\{v_{1}, \ldots v_{m}\right\}$ is spectrally equivalent to some set of vectors with size $n$ where $n$ is nearly linear in $d$ [11], the number of spectral equivalence classes in any set $\mathcal{L}_{i}$ will be at most $\binom{m}{n}$. See Figure 1 for an illustration of the construction of the sets $\mathcal{L}_{i}$ and Algorithm 1 for the formal description of the algorithm.

- Remark 7. The if-condition on Line 10 of Algorithm 1 can be checked in polynomial time while introducing an arbitrarily small error, by constructing the matrix $\sum_{v \in S^{\prime}} v v^{\top}$ and computing its eigenvalues.

Algorithm 1 Randomised- $\operatorname{KS}\left(\mathcal{I}=\left\{v_{i}\right\}_{i=1}^{m}, c, \epsilon\right)$, where $v_{i} \in \mathbb{R}^{d}$ and $\left\|v_{i}\right\|^{2} \leq \alpha$.

```
\(\mu \leftarrow \epsilon / 6\)
\(\lambda \leftarrow \min (c \sqrt{\alpha}, 1 / 2-c \sqrt{\alpha})\)
\(b \leftarrow 8 \log (d) / \mu^{2}\)
\(n \leftarrow O\left(d \log (d) \log (1 / \lambda) / \mu^{2}\right)\)
\(\mathcal{L}_{0} \leftarrow\left\{\left(\emptyset, \mathbf{0}_{d \times d}\right)\right\}\)
for \(i \leftarrow 1\) to \(m\) do
    \(\mathcal{L}_{i} \leftarrow \emptyset\)
    for \((S, B) \in \mathcal{L}_{i-1}\) and \(B\) constructed with at most \(n\) vectors do
        \(S^{\prime} \leftarrow S \cup\left\{v_{i}\right\}\)
        if \(S^{\prime}\) satisfies (2) then
                return \(S^{\prime}\)
            end
            \(p \leftarrow \min \left(b(1+\mu) v_{i}^{\top}(B+\lambda I)^{-1} v_{i}, 1\right)\)
            if \(X \leq p\) where \(X \sim \operatorname{Uniform}[0,1]\) then
                \(B^{\prime} \leftarrow B+\frac{1}{p} v_{i} v_{i}^{\top}\)
                \(\mathcal{L}_{i} \leftarrow \mathcal{L}_{i} \cup\left\{(S, B),\left(S^{\prime}, B^{\prime}\right)\right\}\)
            else
                \(\mathcal{L}_{i} \leftarrow \mathcal{L}_{i} \cup\left\{\left(S^{\prime}, B\right)\right\}\)
            end
        end
    end
    return FAILURE
```


### 2.2 Analysis

First of all, notice that sparsifying $\sum_{v \in S} v v^{\top}$ for any $S \subseteq \mathcal{I}$ is equivalent to sparsifying the $|S| \times d$ matrix whose rows are defined by all the $v \in S$. Based on this, our proof uses the result from the online matrix sparsification algorithm [11] as a black box. Specifically, we apply the following lemma in our analysis, which is a special case of Theorem 2.3 from [11]. Notice that the algorithm described in Lemma 8 below corresponds to the sampling scheme used in Algorithm 1.

- Lemma 8 ([11], Theorem 2.3). Let $S$ be a set of vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{d}$, and let $A=$ $\sum_{v \in S} v v^{\top}$. With $\mu, \delta \in[0,1], b \triangleq 8 \log (d) / \mu^{2}$ and $B_{0}=\mathbf{0}_{d \times d}$, construct $B_{i}$ inductively for $i \in[m]$ such that with probability

$$
p_{i}=\min \left(b(1+\mu) v_{i}^{\top}\left(B_{i-1}+\frac{\delta}{\mu} I\right)^{-1} v_{i}, 1\right)
$$

we have

$$
B_{i}=B_{i-1}+\frac{1}{p_{i}} v_{i} v_{i}^{\top},
$$

and with probability $1-p_{i}$, we have $B_{i}=B_{i-1}$. Then, it holds with probability $(1-1 / d)$ that

$$
(1-\mu) A-\delta I \preceq B_{m} \preceq(1+\mu) A+\delta I,
$$

and the number of vectors added to $B_{m}$ is $O\left(d \log d \log \left(\mu\|A\|^{2} / \delta\right) / \mu^{2}\right)$.

Now, we analyse Algorithm 1. We begin by showing that, for each pair $(S, B)$ constructed by Algorithm $1, B$ is a spectral sparsifier of $S$ with high probability.

Lemma 9. Let $\mathcal{L}_{i}$ be the set constructed by Algorithm 1 at iteration $i$. Then, for any $\left(S^{\star}, B^{\star}\right) \in \mathcal{L}_{i}$, it holds with probability $(1-1 / d)$ that

$$
(1-\mu) A_{S^{\star}}-\delta I \preceq B^{\star} \preceq(1+\mu) A_{S^{\star}}+\delta I
$$

where $A_{S^{\star}}=\sum_{v \in S^{\star}} v v^{\boldsymbol{\top}}$, and the parameters are set in Algorithm 1 to be $\mu=\epsilon / 6$ and $\delta=\mu \min (c \sqrt{\alpha}, 1 / 2-c \sqrt{\alpha})$.

Next we show that any set $S \subset\left\{v_{1}, \ldots, v_{m}\right\}$ is well approximated by one of the sparsifiers constructed in Algorithm 1.

- Lemma 10. Let $\mathcal{I}=\left\{v_{i}\right\}_{i=1}^{m}$ be the input to Algorithm 1. Let $S \subseteq \mathcal{I}$ be any fixed set, and $A=\sum_{v \in S} v v^{\top}$. Then, with probability $(1-1 / d)$, there is a matrix $B$ constructed by Algorithm 1 such that

$$
(1-\mu) A-\delta I \preceq B \preceq(1+\mu) A+\delta I,
$$

where $\mu=\epsilon / 6$ and $\delta=\mu \min (c \sqrt{\alpha}, 1 / 2-c \sqrt{\alpha})$.
Finally, to prove Theorem 3, we need only apply Lemma 10 for the target set $S \subset \mathcal{I}$, and Lemma 9 for one of the pairs $\left(S^{\prime}, B\right)$ constructed by the algorithm. In particular, we do not need to take the union bound over all sparsifiers constructed by the algorithm; rather, it is sufficient that an accurate sparsifier is constructed for one specific target set.

Proof of Theorem 3. We first look at the case in which there is some $S \subset \mathcal{I}$, such that for $A_{S}=\sum_{i \in S} v_{i} v_{i}^{\top}$ it holds that $1 / 2-c \sqrt{\alpha} \leq x^{\top} A_{S} x \leq 1 / 2+c \sqrt{\alpha}$, for all unit vectors $x \in \mathbb{R}^{d}$. By Lemma 10, with probability greater than or equal to $1-1 / d$, there exists some pair $\left(S^{\prime}, B\right) \in \mathcal{L}_{m}$ such that

$$
\begin{equation*}
(1-\mu) A_{S}-\delta I \preceq B \preceq(1+\mu) A_{S}+\delta I, \tag{3}
\end{equation*}
$$

where $\mu=\epsilon / 6$ and $\delta=\mu \min (c \sqrt{\alpha}, 1 / 2-c \sqrt{\alpha}) \leq \mu$. By Lemma 9 , with probability $1-1 / d$, we have $(1-\mu) A_{S^{\prime}}-\delta I \preceq B \preceq(1+\mu) A_{S^{\prime}}+\delta I$, where $S^{\prime}$ is the set constructed alongside $B$. Taking the union bound, with probability at least $1-2 / d$, we have for any unit vector $x \in \mathbb{R}^{d}$ that

$$
\begin{array}{rlrl}
x^{\top} A_{S^{\prime}} x & \leq \frac{1+\mu}{1-\mu}\left(\frac{1}{2}+c \sqrt{\alpha}\right)+\frac{2 \delta}{1-\mu} & x^{\top} A_{S^{\prime}} x & \geq \frac{1-\mu}{1+\mu}\left(\frac{1}{2}-c \sqrt{\alpha}\right)-\frac{2 \delta}{1-\mu} \\
& \leq \frac{1+3 \mu}{1-\mu}\left(\frac{1}{2}+c \sqrt{\alpha}\right) & & \text { and } \\
& & \geq \frac{1-3 \mu}{1-\mu}\left(\frac{1}{2}-c \sqrt{\alpha}\right) \\
& \leq(1+\epsilon)\left(\frac{1}{2}+c \sqrt{\alpha}\right) & & \geq(1-\epsilon)\left(\frac{1}{2}-c \sqrt{\alpha}\right),
\end{array}
$$

where we use the definition of $\delta$ and the fact that $\epsilon=6 \mu \leq 1$. Therefore, the set $S^{\prime}$ satisfies (2) and will be returned by Algorithm 1.

On the other side, notice that, by the condition on Line 10 of Algorithm 1, any set returned by the algorithm satisfies (2). Therefore, with probability 1 the algorithm will correctly report that there is no set $S \subset \mathcal{I}$ satisfying (2) if it is the case.

Finally, we analyse the running time of the algorithm. By Lemma 8 , it holds that $B$ is constructed from $O(n)$ vectors with probability at least $1-1 / d$. For this reason, on Line 8 of Algorithm 1 we consider only the sparsifiers of size $O(n)$. The remaining part of the algorithm contributes only polynomial factors to its running time, so the total running time of the algorithm is $O\left(\binom{m}{n} \cdot \operatorname{poly}(m, d)\right)$.

## 3 FNP-Hardness of $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$

This section studies the computational complexity of the $\mathrm{KS}_{2}(c)$ problem, and is organised as follows. In Section 3.1 we introduce the FNP complexity class. We formally define the NAE-3SAT-KS problem in Section 3.2, and prove that this problem is NP-hard. In Section 3.3, we build a reduction from the NAE-3SAT-KS problem to the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem.

### 3.1 The FNP Complexity Class

In contrast with the complexity classes $P$ and NP, the class FNP is used to study problems with output which is more complex than simply "yes" or "no". Formally, given a binary relation $R$ and an input $X$, the corresponding function problem is to find $Y$ such that $R(X, Y)$ holds or report "no" if no such $Y$ exists. For example, we can take $X$ to be an instance $\mathcal{I}=\left\{v_{i}\right\}_{i=1}^{m}$ of the $\mathrm{KS}_{2}(c)$ problem, and $Y \subseteq \mathcal{I}$ to be a candidate solution. Then, the relation $R_{\mathrm{KS}_{2}(c)}(\mathcal{I}, Y)$ holds if and only if $Y$ satisfies (1). Any given binary relation $R$ is in the class FNP iff there is a deterministic polynomial-time algorithm which can determine whether $R(X, Y)$ holds for a given pair $(X, Y)[16]$. Notice that every function problem has a natural corresponding decision problem. Specifically, given a binary relation $R$ and a value of $X$, the decision problem asks whether there exists some $Y$ such that $R(X, Y)$ holds. A function problem $F$ is FNP-hard if there is a polynomial-time reduction from all problems in FNP to $F$. It is known that if the decision problem corresponding to $F$ is NP-hard, then $F$ is FNP-hard [16], and we will use this fact in our proof of Theorem 5 .

### 3.2 NP-Completeness of NAE-3SAT-KS

In this subsection, we study the following NAE-3SAT-KS problem, and prove that the problem is NP-complete. We remark that we restrict ourselves to study SAT instances of a specific form here, as these SAT instances will be employed to prove the NP-hardness of the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem.

- Problem 11 (NAE-3SAT-KS). Given a 3SAT instance $\psi$ consisting of a collection $C$ of clauses over the set $U$ of variables such that

1. every $c \in C$ has 3 literals,
2. for every $u \in U$, both of $u$ and $\bar{u}$ appear in at most 2 clauses of $C$,
3. for every $u \in U$, at least one of $u$ or $\bar{u}$ appears in exactly 2 clauses of $C$, and
4. any two clauses share at most one literal and no variable appears twice in the same clause, the NAE-3SAT-KS problem asks if there is a satisfying assignment for $\psi$ such that every clause of $\psi$ has at least one true literal and at least one false literal.

Our reduction is from the following well-known NP-complete problem.

- Problem 12 (NAE-3SAT, [12]). Given a 3SAT instance $\psi$ that consists of a collection $C$ of clauses over the set $U$ of variables such that every clause $c \in C$ has 3 literals, the NAE-3SAT problem asks if there is a satisfying assignment for $\psi$ such that every clause of $\psi$ has at least one true literal and at least one false literal.
- Theorem 13. The NAE-3SAT-KS problem is NP-complete.

Proof. Given any NAE-3SAT-KS instance $\psi$ and an assignment to $\psi$ 's variables, it's straightforward to check in polynomial time if this is a satisfying assignment, and every clause of $\psi$ has at least one true literal and at least one false literal. Hence, the NAE-3SAT-KS problem is in NP.

To prove that the NAE-3SAT-KS problem is NP-complete, we build a reduction from the NAE-3SAT problem to the NAE-3SAT-KS problem. Specifically, for any NAE-3SAT instance $(U, C)$, where $U$ is the set of variables and $C$ is a collection of clauses, we construct an NAE-3SAT-KS instance $\left(U^{\prime}, C^{\prime}\right)$ such that $(U, C)$ is satisfiable in NAE-3SAT if and only if $\left(U^{\prime}, C^{\prime}\right)$ is satisfiable in NAE-3SAT-KS. Our construction of $\left(U^{\prime}, C^{\prime}\right)$ is as follows. Initially, we set $U^{\prime}=U$ and $C^{\prime}=C$. Then, for any variable $x$ which appears only once in $C$, we remove $x$ from $U^{\prime}$ and the corresponding clause from $C^{\prime}$ since the clause can always be satisfied by setting $x$ appropriately and so removing the clause does not change the satisfiability of $\left(U^{\prime}, C^{\prime}\right)$. Then, for every remaining variable $x$, we replace the instances of $x$ and $\bar{x}$ with new variables and add additional clauses to ensure that the satisfiability is unchanged. Specifically, for each $x$ left in $U^{\prime}$ let $n_{1}=|\{c \in C: x \in c\}|, n_{2}=|\{c \in C: \bar{x} \in c\}|$, and set $n=n_{1}+n_{2}$. Then, we introduce new variables $x_{1}, \ldots, x_{n}$ and replace the instances of $x$ in $C^{\prime}$ with $x_{1}, \ldots, x_{n_{1}}$. Similarly, we replace the instances of $\bar{x}$ with $\bar{x}_{n_{1}+1}, \ldots, \bar{x}_{n}$.

Now, in order to ensure that $\left(U^{\prime}, C^{\prime}\right)$ is satisfiable if and only if $(U, C)$ is satisfiable, we introduce new clauses to $C^{\prime}$ which have the effect of constraining the variables $x_{1}, \ldots, x_{n}$ to have the same truth value in any satisfying assignment. To achieve this, let $n^{\prime} \geq n$ be an odd number, and we introduce additional new variables $y_{1}, \ldots, y_{n^{\prime}}$ and clauses

$$
\begin{equation*}
\left(\bar{y}_{i} \vee \bar{y}_{i+1} \vee y_{i+2}\right) \quad \text { for any } i \in\left[1, n^{\prime}\right] \tag{4}
\end{equation*}
$$

where the indices are taken modulo $n^{\prime}$. We will see that these clauses ensure that the $y_{i}$ variables must all have the same value in a satisfying assignment. We see this by a simple case distinction.

- Case 1: $y_{1}=y_{2}$ in a satisfying assignment. Then, by the first clause in (4) it must be that $y_{2}=y_{3}$ since there must be at least one true literal and one false literal in each satisfied clause. Proceeding inductively through the clauses in (4), we establish that $y_{1}=y_{2}=\ldots=y_{n^{\prime}}$.
- Case 2: $y_{1} \neq y_{2}$ in a satisfying assignment. We will show that this leads to a contradiction. By the last clause in (4), $y_{n^{\prime}} \neq y_{1}$ since there must be at least one true literal and one false literal. Again, we proceed inductively from the $\left(n^{\prime}-1\right)$ th clause in (4) down to establish that $y_{1} \neq y_{2}, y_{2} \neq y_{3}, \ldots, y_{n^{\prime}-1} \neq y_{n^{\prime}}$. As such, we have $y_{1}=y_{3}=\ldots=y_{2 i+1}$ which is a contradition since $n^{\prime}$ is odd and we have already established that $y_{1} \neq y_{n^{\prime}}$.
As such, we can use the variables $y_{1}, \ldots, y_{n^{\prime}}$ with the assumption that they have the same value in any satisfying assignment of $\left(U^{\prime}, C^{\prime}\right)$. It remains to construct clauses to guarantee that the variables $x_{1}, \ldots, x_{n}$ have the same value in any satisfying assignment. We add the clauses

$$
\begin{equation*}
\left(x_{i} \vee \bar{x}_{i+1} \vee y_{i}\right) \quad \text { for any } i \in[1, n], \tag{5}
\end{equation*}
$$

where the indices are taken modulo $n$. We will show that $x_{1}=x_{2}=\ldots=x_{n}$ in a satisfying assignment by case distinction.

- Case 1: $x_{1}=y_{i}$ for all $i$. By the first clause in (5), it must be that $x_{1}=x_{2}$ since we cannot have $x_{1}=\bar{x}_{2}=y_{i}$ in a satisfying assignment. Then, proceeding inductively using each clause in turn we establish that $x_{1}=x_{2}=\ldots=x_{n}$.
- Case 2: $\bar{x}_{1}=y_{i}$ for all $i$. By the last clause in (5), it must be that $\bar{x}_{n}=\bar{x}_{1}$ since we cannot have $x_{n}=\bar{x}_{1}=y_{n}$ in a satisfying assignment. Then, proceeding inductively from the $(n-1)$ th clause down, we establish that $\bar{x}_{1}=\bar{x}_{2}=\ldots=\bar{x}_{n}$.
Notice that by this construction, each literal $x_{i}, \bar{x}_{i}, y_{i}$, and $\bar{y}_{i}$ now appears at most twice in $C^{\prime}$, no two clauses share more than one literal and no literal appears twice in the same clause. Additionally, every $x_{i}$ and $\bar{x}_{i}$ appears exactly once in the clauses added by (5).

Since the variable $x_{i}$ also appears exactly once in the clauses corresponding directly to $C$, requirement (3) of the NAE-3SAT-KS problem is satisfied. Moreover, we have that ( $U^{\prime}, C^{\prime}$ ) has a satisfying assignment if $(U, C)$ has a satisfying assignment; this follows by setting the values of $x_{1}, \ldots, x_{n}$ in $U^{\prime}$ to the value of their corresponding $x \in U$. On the other hand, any satisfying assignment of $\left(U^{\prime}, C^{\prime}\right)$ corresponds to a satisfying assignment of $(U, C)$, since we must have that $x_{1}=\ldots=x_{n}$ and can set the value of $x \in U$ to be the same value to get a satisfying assignment of $(U, C)$. Finally, notice that our new instance $\left(U^{\prime}, C^{\prime}\right)$ of NAE-3SAT-KS can be constructed in polynomial time in the size of the instance $(U, C)$ of NAE-3SAT. This completes the proof.

### 3.3 FNP-Hardness of $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$

We now show that the $\mathrm{KS}_{2}(c)$ problem is FNP-hard for any $c \leq 1 /(4 \sqrt{2})$, i.e., Theorem 5. At a high level, our proof is by reduction from the NAE-3SAT-KS problem. Given an instance of the NAE-3SAT-KS problem, we will construct an instance $\mathcal{I}$ of $\mathrm{KS}_{2}(c)$ such that

1. if the NAE-3SAT-KS instance is satisfiable, then there is a set $S \subset \mathcal{I}$ with $\sum_{v \in S} v v^{\top}=$ $(1 / 2) \cdot I$, and
2. if the NAE-3SAT-KS instance is not satisfiable, then for all sets $S \subset \mathcal{I}$ we have

$$
\left\|\sum_{v \in S} v v^{\top}-\frac{1}{2} I\right\| \geq \frac{1}{4 \sqrt{2}} \cdot \sqrt{\alpha} .
$$

This will establish that the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem is FNP-complete, and that it is NP-hard to distinguish between instances of $\mathrm{KS}_{2}(c)$ with $\mathcal{W}(\mathcal{I})=0$ and those for which $\mathcal{W}(\mathcal{I}) \geq$ $(1 / 4 \sqrt{2}) \sqrt{\alpha}$.

Proof of Theorem 5. We prove that $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ is NP-hard by a reduction from the NAE-3SAT-KS problem to the decision version of the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem. We are given an instance $(U, C)$ of the NAE-3SAT-KS problem, and construct an instance of $\mathrm{KS}_{2}(c)$. Let us refer to

- the clauses in $C$ as $c_{1}, \ldots c_{m}$;
- the variables in $U$ as $x_{1}, \ldots, x_{n}$; we sometimes write $x_{i}$ and $\bar{x}_{i}$ for the un-negated and negated literals.
Our constructed $\mathrm{KS}_{2}(c)$ instance has $O(n+m)$ dimensions. Specifically, there is one dimension for each clause in $C$ and one dimension for each variable in $U$ which appears both negated and un-negated in $C$. We use $d_{j}^{c}$ to refer to the dimension corresponding to clause $c_{j}$, and $d_{j}^{x}$ to refer to the dimension corresponding to variable $x_{j}$. We add $O(m+n)$ vectors to our $\mathrm{KS}_{2}(c)$ instance. Conceptually, we add one vector for each clause and 4 vectors for each literal. We use $v_{j}^{c}$ to refer to the vector corresponding to clause $c_{j}$, and $v_{j, 1}^{x}$ to $v_{j, 4}^{x}$ or $v_{j, 1}^{\bar{x}}$ to $v_{j, 4}^{\bar{x}}$ to refer to the vectors corresponding to the literal $x_{j}$ or $\bar{x}_{j}$. For each clause $c_{j}$, we set $v_{j}^{c}\left(d_{j}^{c}\right)=1 / 2$, and set the other entries of $v_{j}^{c}$ to be 0 . Table 1 completes the definition of the vectors corresponding to literals. For each literal, we define only the value on the dimensions corresponding to the variable and the clauses containing the literal; all other entries in the vector are 0 . Let $A$ be the set of vectors defined above. Notice that the squared norms of the vectors in $A$ are bounded above by $1 / 4$ and so $\alpha=1 / 4$ in the constructed $\mathrm{KS}_{2}(c)$ instance.

To complete the reduction, we'll show the following:

1. It holds that $\sum_{v \in A} v v^{\top}=I$.
2. If the original NAE-3SAT-KS instance has a satisfying assignment, then there's a set $S \subset A$ such that $\sum_{v \in S} v v^{\top}=\frac{1}{2} \cdot I$.

Table 1 The construction of the vectors in the $\mathrm{KS}_{2}(c)$ instance for a literal $x_{i}$ appearing in clause $c_{j}$ and possibly also in $c_{k}$. If a literal appears in only one clause, $c_{j}$, we ignore the middle column corresponding to $c_{k}$; i.e., the vectors corresponding to $x_{i}$ are non-zero only on dimensions $d_{j}^{c}$ and $d_{i}^{x}$.

| Vector | Value on $d_{j}^{c}$ | Value on $d_{k}^{c}$ | Value on $d_{i}^{x}$ |
| :---: | :---: | :---: | :---: |
| $v_{i, 1}^{x}$ | $1 / 4$ | $1 / 4$ | $1 / \sqrt{8}$ |
| $v_{i, 2}^{x}$ | $1 / 4$ | $1 / 4$ | $-1 / \sqrt{8}$ |
| $v_{i, 3}^{x}$ | $1 / 4$ | $-1 / 4$ | $1 / \sqrt{8}$ |
| $v_{i, 4}^{x}$ | $1 / 4$ | $-1 / 4$ | $-1 / \sqrt{8}$ |

3. Any set $S \subset A$ with

$$
\left\|\sum_{v \in S} v v^{\top}-\frac{1}{2} I\right\|<\frac{1}{8 \sqrt{2}}=\frac{1}{4 \sqrt{2}} \sqrt{\alpha}
$$

corresponds to a satisfying assignment of the original NAE-3SAT-KS instance.
Vectors in $\boldsymbol{A}$ are isotropic. Let $B=\sum_{v \in A} v v^{\boldsymbol{\top}}$. Then, for any variable $x_{i}$, we have that

$$
B\left(d_{i}^{x}, d_{i}^{x}\right)=\sum_{v \in A} v\left(d_{i}^{x}\right)^{2}=\sum_{j=1}^{4} v_{i, j}^{x}\left(d_{i}^{x}\right)^{2}+\sum_{j=1}^{4} v_{i, j}^{\bar{x}}\left(d_{i}^{x}\right)^{2}=1 .
$$

Additionally, for any clause $c_{i}$ we have that

$$
B\left(d_{i}^{c}, d_{i}^{c}\right)=\sum_{v \in A} v\left(d_{i}^{c}\right)^{2}=v_{i}^{c}\left(d_{i}^{c}\right)^{2}+\sum_{x_{j} \in c} \sum_{k=1}^{4} v_{j, k}^{x}\left(d_{i}^{c}\right)^{2}=\frac{1}{4}+3 \cdot \frac{1}{4}=1
$$

This demonstrates that the diagonal entries of $B$ are all 1 . We now see that the off-diagonal entries are all 0 . First, notice that for any two dimensions relating to variables, $d_{i}^{x}$ and $d_{j}^{x}$, we have

$$
B\left(d_{i}^{x}, d_{j}^{x}\right)=\sum_{v \in A} v\left(d_{i}^{x}\right) v\left(d_{j}^{x}\right)=0
$$

since there is no vector in $A$ with a non-zero contribution to more than one dimension corresponding to a variable. Now, let us consider two dimensions corresponding to different clauses $c_{i}$ and $c_{j}$. We have

$$
B\left(d_{i}^{c}, d_{j}^{c}\right)=\sum_{v \in A} v\left(d_{i}^{c}\right) v\left(d_{j}^{c}\right)=\sum_{x_{k} \in c_{i} \cap c_{j}} \sum_{\ell=1}^{4} v_{k, \ell}^{x}\left(d_{i}^{c}\right) \cdot v_{k, \ell}^{x}\left(d_{j}^{c}\right)=0
$$

where we use the fact that $c_{i}$ and $c_{j}$ share at most one literal. Finally, consider the case when one dimension corresponds to the clause $c_{i}$ and the other dimension corresponds to the variable $x_{j}$. If the variable $x_{j}$ does not appear in $c_{i}$, then there are no vectors with a non-zero contribution to the two dimensions and so the entry is 0 . Otherwise, we have

$$
B\left(d_{i}^{c}, d_{j}^{x}\right)=\sum_{v \in A} v\left(d_{i}^{c}\right) v\left(d_{j}^{x}\right)=\sum_{k=1}^{4} v_{i, k}^{x}\left(d_{i}^{c}\right) v_{i, k}^{x}\left(d_{j}^{x}\right)=\frac{1}{4 \sqrt{8}}+\frac{1}{4 \sqrt{8}}-\frac{1}{4 \sqrt{8}}-\frac{1}{4 \sqrt{8}}=0
$$

where we use the fact that no variable appears twice in the same clause. This completes the proof that $\sum_{v \in A} v v^{\top}=I$.

If the NAE-3SAT-KS instance is satisfiable, then there is a solution to $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$. Given a satisfying assignment to NAE-3SAT-KS, let $T \subset U$ be the set of variables which are set to be True and let $F \subset U$ be the set of variables which are set to be False. Recall that in a satisfying assignment, each clause in $C$ contains either 1 or 2 true literals. Let $C^{\prime} \subset C$ be the set of clauses with exactly 1 true literal in the satisfying assignment. Then, we define $S$ to be

$$
S \triangleq\left\{v_{i, 1}^{x}, v_{i, 2}^{x}, v_{i, 3}^{x}, v_{i, 4}^{x}: x_{i} \in T\right\} \cup\left\{v_{i, 1}^{\bar{x}}, v_{i, 2}^{\bar{x}}, v_{i, 3}^{\bar{x}}, v_{i, 4}^{\bar{x}}: x_{i} \in F\right\} \cup\left\{v_{i}^{c}: c_{i} \in C^{\prime}\right\},
$$

and we show that $\sum_{v \in S} v v^{\boldsymbol{\top}}=\frac{1}{2} I$. We can repeat the previous calculations, this time setting $B=\sum_{v \in S} v v^{\top}$ to show that $B=(1 / 2) I$. Specifically, for any variable $x_{i}$, it holds that $B\left(d_{i}^{x}, d_{i}^{x}\right)=\frac{1}{2}$ since only the vectors corresponding to the negated or un-negated variable are included. For any clause $c_{i} \in C^{\prime}$, we have

$$
B\left(d_{i}^{c}, d_{i}^{c}\right)=v_{i}^{c}\left(d_{i}^{c}\right)^{2}+\sum_{k=1}^{4} v_{j, k}^{x}\left(d_{i}^{c}\right)^{2}=1 / 4+1 / 4=1 / 2,
$$

where $x_{j}$ is the literal which is set to be true in the clause $c_{i}$. Similarly, for any clause in $c_{i} \in C \backslash C^{\prime}$, we have

$$
B\left(d_{i}^{c}, d_{i}^{c}\right)=\sum_{k=1}^{4} v_{j, k}^{x}\left(d_{i}^{c}\right)^{2}+\sum_{k=1}^{4} v_{\ell, k}^{x}\left(d_{i}^{c}\right)^{2}=1 / 4+1 / 4=1 / 2
$$

where the literals $x_{j}$ and $x_{\ell}$ are set to be true in the clause $c_{i}$. Then, notice that the calculations for the off-diagonal entries follow in the same way as before. This completes the proof that a satisfying assignment for NAE-3SAT-KS implies a solution to the $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ problem.

If there is a solution to $\mathrm{KS}_{2}(\boldsymbol{c})$, then the NAE-3SAT-KS instance is satisfiable. We prove this by a contrapositive argument. That is, we show that for any set $S^{\prime}$ which does not correspond to a satisfying assignment of the NAE-3SAT-KS problem, there must be some vector $y$ with $\|y\|=1$ such that

$$
\begin{equation*}
\left|y^{\top}\left(\sum_{v \in S^{\prime}} v v^{\top}\right) y-\frac{1}{2}\right| \geq \epsilon \tag{6}
\end{equation*}
$$

for $\epsilon=\frac{1}{8 \sqrt{2}}$. Specifically, we will analyse three cases, and show that

1. if there is some variable $x_{i}$ such that $S^{\prime}$ does not contain exactly 4 of the vectors

$$
\left\{v_{i, 1}^{x}, v_{i, 2}^{x}, v_{i, 3}^{x}, v_{i, 4}^{x}, v_{i, 1}^{\bar{x}}, v_{i, 2}^{\bar{x}}, v_{i, 3}^{\bar{x}}, v_{i, 4}^{\bar{x}}\right\},
$$

then there is a vector $y$ satisfying (6) for $\epsilon=1 / 8$;
2. if Case (1) does not apply, then if there is some literal $x_{i}$ such that $S^{\prime}$ contains 1,2 , or 3 of the vectors $\left\{v_{i, 1}^{x}, v_{i, 2}^{x}, v_{i, 3}^{x}, v_{i, 4}^{x}\right\}$, then there is a vector $y$ satisfying (6) for $\epsilon=1 /(8 \sqrt{2})$;
3. if neither Case (1) nor (2) applies, then if $S^{\prime}$ does not correspond to a satisfying assignment of the original NAE-3SAT-KS instance, there must be a vector $y$ satisfying (6) for $\epsilon=1 / 4$.

For the first case, suppose that there is some variable $x_{i}$ such that $S^{\prime}$ does not contain exactly 4 vectors corresponding to the variable $x_{i}$. Let $k \neq 4$ be the number of such vectors, and let $y$ be the vector with all zeros except for $y\left(d_{i}^{x}\right)=1$. Notice that

$$
\left|y^{\top}\left(\sum_{v \in S^{\prime}} v v^{\top}\right) y-\frac{1}{2}\right|=\left|\sum_{v \in S^{\prime}} v\left(d_{i}^{x}\right)^{2}-\frac{1}{2}\right|=\left|\frac{k}{8}-\frac{1}{2}\right| \geq \frac{1}{8} .
$$

Table 2 The absolute values of off-diagonal entries in $B=\sum_{v \in S^{\prime}} v v^{\top}$, based on which vectors corresponding to the literal $x_{i}$ are included in $S^{\prime}$. We assume $x_{i}$ appears in the clauses $c_{j}$ and $c_{k}$.

| Vectors in $S^{\prime}$ | $\left\|B\left(d_{i}^{x}, d_{j}^{c}\right)\right\|$ | $\left\|B\left(d_{i}^{x}, d_{k}^{c}\right)\right\|$ | $\left\|B\left(d_{j}^{c}, d_{k}^{c}\right)\right\|$ |
| :---: | :---: | :---: | :---: |
| One vector $v_{i, \ell}^{x}$ | $1 /(8 \sqrt{2})$ | $1 /(8 \sqrt{2})$ | $1 / 16$ |
| Vectors $v_{i, 1}^{x}$ and $v_{i, 2}^{x}$ | 0 | 0 | $1 / 8$ |
| Vectors $v_{i, 1}^{x}$ and $v_{i, 3}^{x}$ | $1 /(4 \sqrt{2})$ | 0 | 0 |
| Vectors $v_{i, 1}^{x}$ and $v_{i, 4}^{x}$ | 0 | $1 /(4 \sqrt{2})$ | 0 |
| Vectors $v_{i, 2}^{x}$ and $v_{i, 3}^{x}$ | 0 | $1 /(4 \sqrt{2})$ | 0 |
| Vectors $v_{i, 2}^{x}$ and $v_{i, 4}^{x}$ | $1 /(4 \sqrt{2})$ | 0 | 0 |
| Vectors $v_{i, 3}^{x}$ and $v_{i, 4}^{x}$ | 0 | 0 | $1 / 8$ |
| Three vectors $v_{i, \ell}^{x}$ | $1 /(8 \sqrt{2})$ | $1 /(8 \sqrt{2})$ | $1 / 16$ |

For the second case, suppose that the set $S^{\prime}$ contains 4 vectors for each variable, but there is some literal $x_{i}$ such that $S^{\prime}$ contains some but not all of the vectors corresponding to $x_{i}$. By Condition 3 of the NAE-3SAT-KS problem (Problem 11) we can assume that $x_{i}$ appears in two clauses $c_{j}$ and $c_{k}$. Otherwise, this is the case for $\bar{x}_{i}$ and $S^{\prime}$ contains some, but not all, of the vectors corresponding to $\bar{x}_{i}$ since it contains exactly 4 vectors corresponding to the variable $x_{i}$. Now, we define $B=\sum_{v \in S^{\prime}} v v^{\top}$ and we consider the absolute values of certain off-diagonal entries in $B$, which are summarised in Table 2. Notice that, regardless of which vectors corresponding to $x_{i}$ are included, there are two indices $\hat{d}_{1}$ and $\hat{d}_{2}$ such that $\left|B\left(\hat{d}_{1}, \hat{d}_{2}\right)\right| \geq \frac{1}{8 \sqrt{2}}$. Using the indices $\hat{d}_{1}$ and $\hat{d}_{2}$, define the unit vector

$$
y= \begin{cases}\frac{1}{\sqrt{2}}\left(\mathbf{1}_{\hat{d}_{1}}+\mathbf{1}_{\hat{d}_{2}}\right) & \text { if } \operatorname{sgn}\left(B\left(\hat{d}_{1}, \hat{d_{1}}\right)+B\left(\hat{d}_{2}, \hat{d}_{2}\right)-1\right)=\operatorname{sgn}\left(B\left(\hat{d}_{1}, \hat{d}_{2}\right)\right) \\ \frac{1}{\sqrt{2}}\left(\mathbf{1}_{\hat{d}_{1}}-\mathbf{1}_{\hat{d}_{2}}\right) & \text { otherwise }\end{cases}
$$

where $\operatorname{sgn}(\cdot)$ is the sign function. Then we have

$$
\begin{aligned}
\left|y^{\top} B y-\frac{1}{2}\right| & =\left|\frac{1}{2}\left(B\left(\hat{d}_{1}, \hat{d}_{1}\right)+B\left(\hat{d}_{2}, \hat{d}_{2}\right) \pm B\left(\hat{d}_{1}, \hat{d}_{2}\right) \pm B\left(\hat{d}_{2}, \hat{d}_{1}\right)\right)-\frac{1}{2}\right| \\
& =\frac{1}{2}\left|B\left(\hat{d}_{1}, \hat{d}_{1}\right)+B\left(\hat{d}_{2}, \hat{d}_{2}\right)-1 \pm 2 B\left(\hat{d}_{1}, \hat{d}_{2}\right)\right| \\
& =\frac{1}{2}\left(\left|B\left(\hat{d}_{1}, \hat{d}_{1}\right)+B\left(\hat{d}_{2}, \hat{d}_{2}\right)-1\right|+2\left|B\left(\hat{d}_{1}, \hat{d_{2}}\right)\right|\right) \\
& \geq\left|B\left(\hat{d}_{1}, \hat{d}_{2}\right)\right| \\
& \geq \frac{1}{8 \sqrt{2}}
\end{aligned}
$$

where the third equality follows by the construction of $y$.
Finally, we consider the third case, in which there are 4 vectors in $S^{\prime}$ for each variable, and all 4 vectors correspond to the same literal. It is clear that such a set $S^{\prime}$ corresponds unambiguously to an assignment for the original variables in the NAE-3SAT-KS instance: specifically, one can set a variable $x_{i}$ to be True if $S^{\prime}$ contains $\left\{v_{i, 1}^{x}, v_{i, 2}^{x}, v_{i, 3}^{x}, v_{i, 4}^{x}\right\}$, and set $x_{i}$ to be FALSE if $S^{\prime}$ contains $\left\{v_{i, 1}^{\bar{x}}, v_{i, 2}^{\bar{x}}, v_{i, 3}^{\bar{x}}, v_{i, 4}^{\bar{x}}\right\}$. Then, suppose that there is some clause $c_{j} \in C$ which is not satisfied by this assignment. This implies that either all 12 of the vectors corresponding to literals in $c_{j}$ are included in $S^{\prime}$, or none of the vectors corresponding to literals in $c_{j}$ are included in $S^{\prime}$. In either case, we can set $y$ to be the indicator vector of the dimension $d_{j}^{c}$, and have that

$$
\left|y^{\top} B y-1 / 2\right|=\left|\sum_{v \in S^{\prime}} v\left(d_{j}^{c}\right)^{2}-1 / 2\right| \geq 1 / 4
$$

since we can either include $v_{j}^{c}$ or not in order to set $\sum_{v \in S^{\prime}} v\left(d_{j}^{c}\right)^{2}$ equal to either $1 / 4$ or $3 / 4$.
This completes the reduction from the NAE-3SAT-KS problem to the decision version of the $\mathrm{KS}_{2}(c)$ problem for $c \leq 1 /(4 \sqrt{2})$, which implies that $\mathrm{KS}_{2}(1 /(4 \sqrt{2}))$ is FNP-hard. Furthermore, notice that by the reduction in this proof,

- if the NAE-3SAT-KS instance is satisfiable, then the constructed instance $\mathcal{I}$ of the $\mathrm{KS}_{2}(c)$ problem satisfies $\mathcal{W}(\mathcal{I})=0$, and
- if the NAE-3SAT-KS instance is not satisfiable, then the constructed instance $\mathcal{I}$ of the $\mathrm{KS}_{2}(c)$ problem satisfies $\mathcal{W}(\mathcal{I}) \geq 1 /(4 \sqrt{2}) \cdot \sqrt{\alpha}$.
This shows that distinguishing between instances with $\mathcal{W}(\mathcal{I})=0$ and $\mathcal{W}(\mathcal{I}) \geq 1 /(4 \sqrt{2}) \cdot \sqrt{\alpha}$ is NP-hard, and completes the proof.


## 4 Conclusion

This paper studies the algorithms and complexity of the Kadison-Singer problem through the $\mathrm{KS}_{2}(c)$ problem, and presents two results. On one side, we prove that the $\mathrm{KS}_{2}(c)$ problem for any $c \in \mathbb{R}^{+}$can be solved in quasi-polynomial time when $d=O(\log m)$, which suggests that the problem is much easier to solve in low dimensions. The key to our algorithm design is a novel application of online spectral sparsification subroutines, with which we are able to efficiently construct representations of all spectral equivalence classes over time and reduce the enumeration space of the candidate solutions. We expect that our work could motivate more research on the applications of spectral sparsification and related problems in numerical linear algebra to the algorithmic Kadison-Singer problem.

On the other side, our NP-hardness result shows that the Kadison-Singer type problem for arbitrary dimensions can be as hard as solving the SAT problem, and the $\mathrm{KS}_{2}(c)$ problem belongs to different complexity classes for different values of $c$. Hence, more refined studies on the classification of its computational complexity would help us better understand the complexity of the algorithmic Kadison-Singer problem. In our point of view, both directions left from the paper are very interesting, and we leave these for future work.
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## A Omitted Proofs from Section 2

In this section we present the proofs omitted from Section 2.

Proof of Lemma 9. We will show that for any pair $\left(S^{\star}, B^{\star}\right)$ constructed by Algorithm $1, B^{\star}$ is equivalent to the output of the algorithm described in Lemma 8 when applied to $S^{\star}$. We prove this by induction on $i$. The base case $i=0$ follows immediately from the initialisation of $\mathcal{L}_{0}=\left\{\left(\emptyset, \mathbf{0}_{d \times d}\right)\right\}$. For the inductive step we show that the conclusion holds for every pair in $\mathcal{L}_{i}$, assuming it holds for every pair in $\mathcal{L}_{i-1}$. For each pair $\left(S^{\star}, B^{\star}\right) \in \mathcal{L}_{i}$, the proof proceeds by a case distinction.
Case 1: $\left(S^{\star}, B^{\star}\right) \in \mathcal{L}_{i-1}$. This case corresponds to the pairs $(S, B)$ added on Line 16 of Algorithm 1. Accordingly, by the inductive hypothesis, we have that $B^{\star}$ is equivalent to the output of the algorithm described in Lemma 8 applied to $S^{\star}$.

Case 2: $\left(S^{\star}, B^{\star}\right) \notin \mathcal{L}_{i-1}$. This case covers the pairs involving $S^{\prime}$ added on Lines 16 and 18 of Algorithm 1. Let ( $S, B_{i-1}$ ) be the pair in $\mathcal{L}_{i-1}$ from which $\left(S^{\star}, B^{\star}\right)$ is constructed. Notice that $S^{\star}=S \cup\left\{v_{i}\right\}$. Then, by the construction of Algorithm 1, with probability $p_{i}$, we have

$$
B^{\star}=B_{i-1}+\frac{1}{p_{i}} v_{i} v_{i}^{\top}
$$

and with probability $1-p_{i}$, we have $B^{\star}=B_{i-1}$, where $p_{i}$ is the probability defined in Lemma 8. As such, $B^{\star}$ is the result of applying an iteration of the algorithm defined in Lemma 8 , for the new vector $v_{i}$. This maintains that $B^{\star}$ is equivalent to the output of the Lemma 8 algorithm applied to $S^{\star}$ and completes the inductive argument.

Proof of Lemma 10. We prove that one of the matrices $B$ constructed by Algorithm 1 is equivalent to the output of the algorithm defined in Lemma 8 applied to the set $S$. Although the matrices constructed in Algorithm 1 are always part of a pair $\left(S^{\prime}, B\right)$, in this proof we consider only the matrices $B$, and ignore the sets $S^{\prime}$ which are constructed alongside them.

We now inductively define a sequence $B_{0}, B_{1}, \ldots, B_{m}$, such that $B_{i}$ is a matrix constructed by the algorithm in iteration $i$ and $B_{i} \in \mathcal{L}_{i}$ corresponds to the output of the Lemma 8 algorithm applied to $S \cap\left\{v_{1}, \ldots, v_{i}\right\}$. Firstly, let $B_{0}=\mathbf{0}_{d \times d}$, which is the initial condition for the algorithm in Lemma 8 and is constructed by Algorithm 1 on Line 5. Then, for the inductive step, we assume that $B_{i-1}$ is the output of the Lemma 8 algorithm applied to $S \cap\left\{v_{1}, \ldots, v_{i-1}\right\}$ and we define $B_{i}$ by case distinction.
Case 1: $v_{i} \notin S$. In this case, we set $B_{i}=B_{i-1}$, and notice that if $B_{i-1}$ is in the set $\mathcal{L}_{i-1}$ constructed by Algorithm 1 , then $B_{i}$ must be in the set $\mathcal{L}_{i}$ since every matrix $B$ in $\mathcal{L}_{i-1}$ is included in $\mathcal{L}_{i}$ on either Line 16 or Line 18. Since $S \cap\left\{v_{1}, \ldots, v_{i-1}\right\}=S \cap\left\{v_{1}, \ldots, v_{i}\right\}$, we have that $B_{i}$ is the output of the algorithm defined in Lemma 8 applied to $S \cap\left\{v_{1}, \ldots, v_{i}\right\}$ by the inductive hypothesis.
Case 2: $v_{i} \in S$. In this case, we set $B_{i}$ to be either $B_{i-1}$ or $B_{i-1}+(1 / p) v_{i} v_{i}^{\top}$, according to the result of the condition on Line 14 of Algorithm 1. Notice that, since the definition of $p$ in Algorithm 1 is the same as the definition in Lemma $8, B_{i}$ corresponds to the result of applying an iteration of the algorithm in Lemma 8 with $B_{i-i}$ and $v_{i}$. Therefore, by the induction hypothesis, $B_{i}$ is equivalent to the output of the Lemma 8 algorithm applied to $S \cap\left\{v_{1}, \ldots, v_{i}\right\}$, which completes the inductive construction of $B_{1}, \ldots, B_{m}$.

Finally, since our defined $B_{m}$ corresponds to the output of the algorithm in Lemma 8 applied to $S$, we can apply Lemma 8 to $S$ and $B_{m}$ which completes the proof.
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#### Abstract

Let $G$ be an unlabeled planar and simple $n$-vertex graph. Unlabeled graphs are graphs where the label-information is either not given or lost during the construction of data-structures. We present a succinct encoding of $G$ that provides induced-minor operations, i.e., edge contractions and vertex deletions. Any sequence of such operations is processed in $O(n)$ time in the word-RAM model. At all times the encoding provides constant time (per element output) neighborhood access and degree queries. Optional hash tables extend the encoding with constant expected time adjacency queries and edge-deletion (thus, all minor operations are supported) such that any number of edge deletions are computed in $O(n)$ expected time. Constructing the encoding requires $O(n)$ bits and $O(n)$ time. The encoding requires $\mathcal{H}(n)+o(n)$ bits of space with $\mathcal{H}(n)$ being the entropy of encoding a planar graph with $n$ vertices. Our data structure is based on the recent result of Holm et al. [ESA 2017] who presented a linear time contraction data structure that allows to maintain parallel edges and works for labeled graphs, but uses $\Theta(n \log n)$ bits of space. We combine the techniques used by Holm et al. with novel ideas and the succinct encoding of Blelloch and Farzan [CPM 2010] for arbitrary separable graphs. Our result partially answers the question raised by Blelloch and Farzan whether their encoding can be modified to allow modifications of the graph.
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## 1 Introduction

Graphs are used to model systems as entities and relationships between these entities. Many graphs that arise in real-world application are very large. This has given rise to an area of research with the aim of reducing the required space [1, 7, $8,12,14,19]$. Practical examples include large road-networks [26] or social-network graphs [10]. This has spawned research inquiries into compact representation of graphs, especially those that posses certain structural properties. The arguably most well-known such structural property is planarity. A graph is planar if it can be drawn in the plane without crossings. In this work we consider the problem of maintaining a succinct encoding of a given graph under edge contractions and vertex deletions, referred to as induced-minor operations. An edge contraction in a graph $G=(V, E)$ consists of removing an edge $\{u, v\} \in E$ from the graph and merging its endpoints to a new vertex $x$. Edge contractions are a vital technique in a multitude of algorithms, prominent examples include computing minimum cuts [20], practical treewidth computations [27] and maximum matchings [6]. At the end of the paper we extend our result from induced-minor operations to support all minor operations, which in addition to edge contractions and vertex deletions includes edge deletions. We work on unlabeled graphs, meaning that labels are either not given or lost when constructing our data structure.
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Related Work. For encoding planar graphs without regards to providing fast access operations, Keeler et al. [21] showed an $O(n)$ bits representation. For a compression within the information theoretic lower bound refer to He et al. [13]. Due to Munro and Raman [24] there exists an encoding using $O(n)$ bits that allows constant-time queries which has subsequently been improved by Chiang et al. [5]. We build on the succinct representation due to Blelloch and Farzan, which allows encoding arbitrary separable graphs and subsequently allows constant-time queries [3], which builds on the work of Blanford et al. [2]. Recently it was shown that the encoding of Blelloch and Farzan can be constructed using $O(n)$ bits in $O(n)$ time [17]. Our work can be thought of as extending the encoding of Blelloch and Farzan to allow contraction operations. For edge contractions in planar graphs without regard to space-usage, Klein and Mozes [22] presented an algorithm that runs in $O(\log n)$ time per contraction. Their work is based on techniques by Brodal and Fagerberg [4]. For edge and vertex deletions Holm and Rotenberg showed a data structure that provides any number of such deletions in $O(n)$ time [16]. The state-of-the-art by Holm et al. [15] provides edge contractions in $O(n)$ time total. Their data structure allows constant time (per element output) neighborhood and degree queries and maintains parallel edges that occur due to merges, while also allowing to view the graph as "simple", i.e., skipping parallel edges when querying the neighborhoods. Using optional hashing techniques they provide expected constant time adjacency queries. Their data structure is based on the well-known notion of $r$-divisions [9, 11, 23], a technique we use as well. The data structure of Holm et al. uses $\Theta(n \log n)$ bits to store mappings and initially applies graph transformations that increase the number of vertices by a constant factor, making it not succinct, neither for unlabeled nor labeled graphs. Even assuming these steps could trivially be adapted to use $o(n)$ bits when encoding unlabeled graphs, they additionally construct a lookup table for storing small graphs such that each index encoding a graph with $k$ vertices uses $\mathcal{H}(k)+\Theta(\mathcal{H}(k))$ bits of space, with $\mathcal{H}(k)$ the entropy of encoding planar graphs with $k$ vertices. They then encode graphs of at least $n$ total vertices using such indices, i.e., they use $\mathcal{H}(n)+\Theta(\mathcal{H}(n))$ bits for storing all such small graph, i.e., their data structure is not succinct.

Our result. Let $G$ be an unlabeled planar and simple graph with $n$ vertices. We present a succinct encoding of $G$ that is able to process edge contractions and vertex deletions in $O(n)$ time for any number of such modifications. At all times, the data structure allows constant time (per element output) neighborhood and degree queries. Using optional hashing techniques, we provide constant expected time adjacency queries and can process any number of edge deletions in $O(n)$ expected time. This partially answers a question posed by Blelloch and Farzan if their encoding for arbitrary separable graphs can be extended to allow graph modifications [3]. Our data structure maintains the running time of the state-of-the-art solution by Holm et al. [15] for labeled planar graphs, while using significantly less space. The data structure of Holm et al. requires the input graph to be transformed by replacing each vertex with degree larger than a constant by a cycle-gadget, which increases the number of vertices by a linear factor ${ }^{1}$. Such a transformation is not necessary using our techniques, but our data structure only works for unlabeled graphs, and we are not able to maintain parallel edges that occur due to contractions, i.e., our graph is at all times simple. In the next section we present our main result in an intuitive fashion. Our new result is based on several previous data structures (Section 3) and on a table-lookup technique (Section 4). In Section 5, we describe and extend a succinct encoding technique due to Blelloch and

[^38]Farzan [3]. One of our challenges was to extend mappings used by Blelloch and Farzan to be semi-dynamic. Interestingly, for this we repurpose a graph data structure of Holm et al. [15] and use it to construct dynamic mappings between vertex labels. The dynamic mappings are described in Section 6, which we use in Section 7 to combine the results of all the previous sections to achieve our dynamic encoding. We end this publication by extending our encoding to provide vertex and edge deletions as well as adjacency and degree queries. All proofs can be found in the full version of this paper.

## 2 A succinct graph encoding for edge contractions

We now give an overview of our new data structure for succinctly encoding a simple unlabeled planar graph $G=(V, E)$ with $n$ vertices and maintaining this encoding under edge contractions while allowing neighborhood and degree queries in constant time per element output. Vertex deletions and edge deletions are discussed in Section 7. Note that while we work with unlabeled graphs, internally we assume vertices are labeled as consecutive integers from 1 to $n$. The intuitive idea is to construct a set $X \subset V$ of boundary vertices such that $G[V \backslash X]$ (the vertex-induced graph on $V \backslash X$ ) contains multiple connected components $C_{1}, \ldots, C_{k}$ of "small" size at most $r$ (which is defined later) with $k=O(n / r)$, and $X$ of size $O(n / \sqrt{r})$. Based on this, we distinguish edges of three types: edges between vertices of $X$ (called boundary edges) edges between vertices of one $C_{i}$ (called simple edges) and edges between a vertex of $X$ and a vertex of some $C_{i}$ (called mixed edges). For each $C_{i}$ denote with $P_{i}$ the graph induced by all simple edges between vertices of $C_{i}$ and all mixed edges with one endpoint in $C_{i}$. The set of all these $P_{i}$ is known as an $r$-division, and each $P_{i}$ is called a piece. Note that an $r$-division has some additional characteristics which are defined more precisely later, one such key characteristics that each $P_{i}$ contains only $O(\sqrt{r})$ boundary vertices, and therefore is of size $O\left(\left|C_{i}\right|+\sqrt{r}\right)=O(r)$. Note that each boundary vertex is contained in multiple pieces. Assume that there is a data structure that is able to easily contract any number of edges in graphs of size $O(r)$ in time $O(r)$. As long as contractions are only carried out between simple edges, we would be able to easily construct a data structure that results in $O(n)$ runtime for any number of contractions by simply constructing this data structure for each piece individually. Problems occur when contracting boundary or mixed edges because contractions are no longer able to be carried out locally in a single piece as they affect vertices in multiple pieces. For example, when contracting a boundary edge $\{u, v\}$ this affects every $P_{i}$ with $i \in\{1, \ldots, k\}$ that contains at least one of $u$ and $v$. To provide such contractions we construct a data structure sketched in the following. Note that we distinguish between vertex merges of two vertices $u, v$ and edge contractions between an edge $\{u, v\}$, with the latter being analogous to the first with the distinction that $u$ must be adjacent to $v$.

For edges between vertices of the boundary $X$ we construct a boundary graph $F=G[X]$, which at all times contains all boundary edges, including edges that occur due to contractions. A key invariant that we uphold is that the "status" of a vertex, i.e., if it is a boundary or a non-boundary vertex, never changes due to contractions. If a vertex is a boundary vertex initially, it will be handled internally as a boundary vertex even when it no longer is incident to boundary edges due to contractions. For non-boundary vertices we ensure that these vertices are never incident to boundary edges. For each $u \in X$ we maintain a mapping containing all $i$ with $u \in V\left(P_{i}\right)$, i.e., the pieces that contains $u$. Now, when we contract a boundary edge $\{u, v\}$ we firstly merge $v$ to $u$ in all $P_{i}$ that contain both $u$ and $v$. For any $u \in V$ we denote with $N(u)$ the neighborhood of $u$. We process the aforementioned merge by
setting $N(u):=(N(u) \cup N(v)) \backslash\{u, v\}$ in $P_{i}$ and removing $v$ from $P_{i}$. In all $P_{i}$ that contain only $v$, we simply relabel $v$ to be $u$. In all $P_{i}$ that do not contain $v$ (but can contain $u$ ) we do not have to make modifications. Finally, $\{u, v\}$ is contracted in the boundary graph $F$ as well. To maintain $F$ we can use a "slow" data structure, as $F$ is small.

To contract a mixed edge $\{u, v\}$ with $u \in X$ we know there is only one $P_{i}$ that contains $v$, where we execute the contraction. This might result in $u$ now being adjacent to some $x \in X \cap V\left(P_{i}\right)$, for which we add the respective edge $\{u, x\}$ to $F$. It helps to achieve our runtime goal of $O(n)$ for processing any number of edge contractions if we do not add this edge $\{u, x\}$ to all other pieces that contain both $u$ and $x$. We therefore maintain a second invariant: that edges between boundary vertices are only contained in the boundary graph (for now ignoring the specifics of how this is maintained).

To handle contractions inside pieces, intuitively we build the same data structure we outlined here to one more time, splitting each piece in tiny pieces of size at most $r^{\prime}$, specified later. We can categorize all graphs of size at most $r^{\prime}$ by a lookup table, which allows us to encode every such tiny piece as an index into the lookup table (Section 4). For each graph of the lookup table we pre-compute all possible vertex merges. We then contract edges in constant time by simply retrieving (the index of) the contracted graph from the lookup table. Such a framework was previously used by Holm et al. [15] to maintain a planar graph under contractions, but with a space usage of $\Theta(n \log n)$ bits.

To output the neighborhood of a vertex we distinguish between two cases. First, to output the neighborhood of a vertex $u$ that is not a boundary vertex, we can simply output the neighborhood in the only $P_{i}$ that contains $u$. For a boundary vertex $u$ we first output the neighborhood of $u$ in $F$, which are all neighbors being boundary vertices, and then do the same for each piece $P_{i}$ that contains neighbors of $u$.

To achieve a succinct data structure we build on a succinct encoding due to Blelloch and Farzan [3], outlined in Section 5. They construct an $r$-division for the input graph, and for each piece $P_{i}$ of the $r$-division construct another $r^{\prime}$-division. Each piece $P_{i, j}$ of this $r^{\prime}$-division is categorized by a succinct index in a lookup table. They use succinct dictionaries to translate information between the two levels. These translation data structures and the lookup table can be realized with $o(n)$ bits. We use the encoding of Blelloch and Farzan, but enhance it with dynamic qualities (Section 5 and Section 6). This (partially) answers the question posed by Blelloch and Farzan [3], if modifications of the succinctly encoded graph are possible. A key notion is that most of the novel "building blocks" handle the small number of boundary vertices, so non-space efficient data structures are used.

- Theorem 1. Let $\mathcal{H}(n)$ be the entropy of encoding a planar graph with $n$ vertices and $G$ an unlabeled simple $n$-vertex planar graph. There exists an encoding of $G$ that provides induced-minor operations (i.e., vertex deletions and edge contractions) with these properties: The encoding requires $O(n)$ time to execute any number of induced-minor operations and provides neighborhood and degree operations in constant time (per element output). The encoding requires $\mathcal{H}(n)+o(n)$ bits can be initialized in $O(n)$ time and $O(n)$ bits.

Using optional hashing techniques adapted from the data structure of Holm et al. [15, Lemma 5.15] we provide edge deletion and adjacency queries.

- Corollary 2. The encoding of Theorem 1 can be extended to provide expected $O(1)$ time adjacency queries and process any number of minor operations in expected $O(n)$ time.


## 3 Preliminaries

We denote by $[k]=\{1, \ldots, k\}$, with $k$ any integer. Our model of computation is the wordRAM with a word length of $w=\Omega(\log n)$ bits. We work with simple unlabeled graphs. In the following let $G=(V, E)$. We use $G\left[V^{\prime}\right]$ with $V^{\prime} \subseteq V$ to denote the vertex induced subgraph on $V^{\prime}$ of $G$. We also write $V(G)$ for the vertices $V$ of $G$ and $E(G)$ for $E$. A merge of a pair of two vertices $u, v \in V$ means replacing both vertices $u, v$ with a vertex $x$ with $N(x)=N(u) \cup N(v) \backslash\{u, v\}$. In our data structures we merge $u$ and $v$ by setting $N(u):=N(u) \cup N(v) \backslash\{u, v\}$ and removing $v$ from $V$, i.e., $x$ is either $u$ or $v$. We then say that $v$ is merged to $u$. Note that merging $u$ to $v$ is a different operation. Merging two adjacent vertices $u, v$ is called contracting the edge $\{u, v\}$. We denote by $n$ the number of vertices of the graph $G$ under consideration. In this work we use $n_{G}$ to denote the number of vertices of a given graph $G$. If the graph is clear from the context we simply write $n$.

Planar graph. A graph is planar exactly if it can be drawn in the plane such that no two edges cross. The family of planar graphs is closed under taking minors. Any simple planar graph $G$ has $O(n)$ edges. We only work with simple graphs and from this point onward assume all (planar) graphs are simple. An operation that modifies a planar graph under consideration is planarity preserving if afterwards the graph is still planar. For brevity's sake, we assume all merges discussed in our work are planarity preserving unless stated otherwise. We denote with $\mathcal{H}(\cdot)$ the entropy to encode a planar graph, a function dependent on the number of vertices of the graph under consideration. It is known that $\mathcal{H}(n)=\Theta(n)$ [28].

We assume w.l.o.g. that all input graphs for our data structure are connected. If this is not the case, we add a dummy vertex and connect it to an arbitrary vertex in each connected component. After our encoding of Theorem 1 is constructed, we can simply ignore the dummy vertex and all its incident edges during any output of the provided operations. As we require this modification to be space-efficient, concretely that it only uses $O(n)$ bits of additional space during the construction and runs in $O(n)$ time, we provide an explicit lemma for this modification. Note that a succinct encoding of a planar graph with this additional dummy vertex requires only a constant number of additional bits, as $\mathcal{H}(n+1)=\mathcal{H}(n)+O(1)$.

- Lemma 3. Let $G$ be a simple planar graph. We can add a dummy vertex $v_{d}$ to $V$ and all edges $\left\{v_{d}, u\right\}$ to $E$ with $u$ being one vertex in each connected component of $G$ using $O(n)$ bits in $O(n)$ time.

Graph divisions. Let $G=(V, E)$ be a planar graph and $r$ some integer. An $r$-division $\mathcal{R}=\left\{P_{1}, \ldots, P_{k}\right\}$ of $G$ is a division of $G$ into $k=O(n / r)$ edge-disjoint connected subgraphs called pieces. Each piece has $O(r)$ vertices. For each $P \in \mathcal{R}$ there exists a set of boundary vertices $\delta P \subset V(P)$ such that $u \in \delta P$ if and only if $u$ is incident to an edge $\{u, v\} \in E$ with $v \notin V(P)$. For each $P$ it holds that $|\delta P|=O(\sqrt{r})$. We denote with $\delta \mathcal{R}=\bigcup_{P \in \mathcal{R}} \delta P$ the set of boundary vertices of $\mathcal{R}$. For any $r$-division $\mathcal{R}$ we denote by $k$ the number of pieces, and assume they are numbered from $[k]$ as $\mathcal{R}=P_{1}, \ldots, P_{k}$. We use a subscript numbering to distinguish between multiple $r$-divisions as follows: we use the same subscript numbering to refer to the number of parts of the $r$-division, i.e., we use $k_{i}$ when talking about an $r$-division $\mathcal{R}_{i}$ for some integer $i$. Linear time algorithms for computing $r$-divisions exists [11, 23]. Note that an $r$-division requires each piece to be connected, and our encoding in some sense maintains a dynamic $r$-division. Due to modifications, pieces may become disconnected. We do not require each piece to be connected once the encoding is constructed, this abuses the definition of $r$-divisions without consequence.

Forbidden-vertex graph data structure. We use a so-called forbidden-vertex graph data structure that is initialized for a simple planar graph $G=(V, E)$ and any set $B \subseteq V$ of forbidden vertices. It allows modifications of $G$ in the form of edge insertions and deletions, and in the form of vertex merges while maintaining two invariants: no edges between vertices of $B$ exist and $G$ is simple and planar. This data structure was described by Holm et al. [15] as a building block for their contraction data structure. We slightly modify their data structure and change some notation to match our use-cases. We use this data structure (among other things) for maintaining edges between so-called boundary vertices, as sketched in Section 2. We refer to this data structure as forbidden-vertex graph data structure.

For each vertex and edge managed by the data structure we can access and modify auxiliary data, which takes constant time per word written or read, if a reference to the vertex or edge is given. When merging two vertices $u, v$ some edge $\{u, x\}$ might be removed and inserted again as $\{v, x\}$. We view this as the same edge, but with different endpoints. Meaning, auxiliary data of $\{u, x\}$ is now stored at $\{v, x\}$. If $\{v, x\}$ already existed before the merge, we can decide what to do with the data of the discarded parallel edge. Self-loops and forbidden edges that would occur due to a merge are output during the merge operation. All operations are only permitted if they preserve planarity. In the following we more precisely define the available modifications:

- Merge. Given are two vertices $u, v$ with $u \neq v$. Merge $v$ to $u$ by setting $N(u):=$ $N(u) \cup N(v) \backslash\{u, v\}$ and removing $v$ and all incident edges from $V$. Returns a reference to $u$ and reports and discards all parallel edges during the merge, and reports all non-parallel edges inserted to $N(u)$ during the merge. Edges that would occur between vertices of $B$ are discarded.
- Insert. Given are two vertices $u, v$ with $u \neq v$ and $\{u, v\} \notin E$. Insert the edge $e=\{u, v\}$ into $E$, unless both $u, v \in B$.
- Delete. Let $\{u, v\}$ be a given edge. Remove the edge $\{u, v\}$ from $E$.
- Lemma 4 ([15]). Let $G=(V, E)$ be a simple planar graph and $B \subseteq V$. A forbidden vertex graph data structure can be initialized for $G$ and $B$ in $O(n \log n)$ time. It provides constant time (per element output) neighborhood and adjacency queries and access to the label mappings. Edge insertion/deletion takes $O(\log n)$ time. Any number of free-assignment vertex merges are executed in $O\left(n \log ^{2} n\right)$ time. The data structure uses $O(n \log n)$ bits.

To achieve the runtime outlined in Lemma 4 for vertex merges, each merge of two vertices $u, v \in V$ is processed by merging the vertex with the lowest degree to the vertex with the highest degree, i.e., we can not freely choose which vertex is merged. A simple mapping using standard data structures allows us to label the vertex $x \in\{u, v\}$ that remains after the merge either $u$ or $v$. The details of this are found in full version of our paper. We refer to a merge of two vertices where we are able to freely decide the labeling of the remaining vertex after the merge as free-assignment merge. We henceforth assume that all merges of the data structure are free assignment merges. The following lemma summarizes this.

- Lemma 5. Let $G=(V, E)$ be a simple planar graph and $B \subseteq V$ managed by the forbiddenvertex graph data structure of Lemma 4. Using $O(n)$ additional time for initialization and $O(n \log n)$ bits we are able to process any number of free-assignment merges in $O\left(n \log ^{2} n\right)$ time on $G$.

Indexable dictionaries. We use a data structure called indexable dictionary (ID), initialized for a universe $U$ of consecutive integers and a set $S \subseteq U$ and supports membership, rank and select queries. A rank query for some $x \in U$ returns $|\{y \in S: y<x\}|$. A select query for some integer $i$ returns the value of $x \in U$ such that $x$ is stored at rank $i$.

Lemma 6 ([25]). Let $s \leq u$ be two integers. Given a set $S$ of size $s$, which is a subset of a universe $U=[u]$, there is a succinct indexable dictionary (ID) on $S$ that requires $\log \binom{u}{s}+o(s)+O(\log \log u)$ bits and supports rank/select on elements of $S$ in constant time.

We use IDs with $u=n$ and $s=O(n / \Lambda(n))$ for some function $\Lambda(n)=\omega(1)$, then each ID requires $o(n)$ bits. IDs can be can be constructed in $O(u)$ time using $O(u)$ bits [25].

## 4 Table lookup for small planar graphs

In this section we present our table lookup data structure for small graphs. Given an integer $\ell$ the table lists for every positive integer $\ell^{\prime} \leq \ell$ every possible planar graph with at most $\ell^{\prime}$ vertices. Such a lookup table was used by Blelloch and Farzan [3] as a building block for succinctly encoding planar and other separable graphs, which we outline Section 5. For every graph $G$ encoded by the table, they provide adjacency queries and neighborhood iteration in constant time (per element). The table can be realized using $O\left(2^{\text {poly }(\ell)}\right)$ bits and time, including the data structures needed to provide the queries. To distinguish between all planar graphs with $\ell^{\prime}$ vertices we requires $\mathcal{H}\left(\ell^{\prime}\right)+O(1)$ bits. This corresponds to an index into the computed table. The table contains $2^{\mathcal{H}(\ell)}$ entries. Everything mentioned so far was shown by Blelloch and Farzan. In the following we introduce additional operations and extensions of this lookup table. These modifications increase the size of the table by a negligible amount of bits while maintaining the same (asymptotical) runtime for constructing the table. We show that our modifications increase the size of each index encoding a graph with $\ell^{\prime}$ vertices by $o\left(\ell^{\prime}\right)$ bits, which is negligible for our use case.

- Range filtered neighborhood iteration: Takes as input an index $i$ into the lookup table, three vertices $u, a, b \in V$, with $G=(V, E)$ being the graph encoded at index $i$ and $u \neq a \neq b$. Provides an iterator over all neighbors $v$ of $u$ with $a \leq v \leq b$.
- Batch edge deletion: Takes as input an index $i$ into the lookup table, three vertices $u, a, b \in V$ with $G=(V, E)$ the graph encoded at index $i$. Returns the index $j$ encoding the graph $G^{\prime}=(V, E \backslash X)$ with $X=\{\{u, v\}: v \in N(u)$ and $a \leq v \leq b\}$.
- Label-preserving merge: Takes as input an index $i$ into the lookup table and two vertices $u, v \in V$, with $G=(V, E)$ being the graph encoded at index $i$. Returns the index $j$ encoding the graph $G^{\prime}$ obtained from $G$ by setting $N(u):=N(u) \cup N(v) \backslash\{u, v\}$ and deleting $v$. Only allowed when preserving planarity.

All these operations can easily be pre-computed for one entry of the table in time $O($ poly $(\ell))$ using the same amount of bits. The sum of computations over every entry of the table is $O\left(2^{\text {poly }(\ell)}\right)$. As a note on the label-preserving merge operation, vis-à-vis keeping the vertex $v$, but marking it deleted, consider the following example. We want to merge the vertices $u$ and $v$ in some graph $G=(V, E)$ encoded by the table with $\ell^{\prime}$ vertices. If we would simply merge them, the vertex $v$ no longer exists. In particular, the vertex set after the merge is $V^{\prime}=V \backslash\{v\}$. As the vertex set for each graph encoded by the table is consecutively numbered from [ $\ell^{\prime}$ ], graphs with vertex set $V^{\prime}$ are possibly not encoded by the table. To remedy this, we simply keep the vertex $v$ in the graph but mark it deleted. It remains to show how to handle 'mark $v$ as deleted'. To each graph encoded by the table we add a dummy vertex called deleted. The table lists every possible planar graph with at most $\ell+1$ vertices, where the vertex with the largest label is our dummy vertex deleted. To mark $v$ as deleted during the label preserving merge, we set $N$ (deleted) $:=N$ (deleted) $\cup\{v\}$ (and $N(v):=\{$ deleted $\})$. We are now able to check if a vertex is deleted, by checking if it is adjacent to deleted. When we later encode a graph $G=(V, E)$ via an index into this lookup table, we encode it as the graph $G^{\prime}=(V \cup\{$ deleted $\}, E)$, i.e., with no vertices marked as deleted initially.

It remains to observe how one additional extra vertex increases the size of the table. The size of each entry encoded by the table stays asymptotically the same, and is thus of no concern to us. The number of entries in the table is $O\left(2^{\mathcal{H}(\ell+1)}\right)$, and therefore each index into the lookup table encoding a graph with $\ell^{\prime}$ vertices requires $\mathcal{H}\left(\ell^{\prime}+1\right)+O(1)$ bits to be stored. As $\mathcal{H}\left(\ell^{\prime}+1\right)=\Theta\left(\ell^{\prime}+1\right)[28]$ it holds that $\mathcal{H}\left(\ell^{\prime}+1\right)=\mathcal{H}\left(\ell^{\prime}\right)+O(1)$, which is negligible for our purpose. Therefore, our table uses $2^{\text {poly }(\ell)}$ bits, which is asymptotically the same as the original table of Blelloch and Farzan. Each index of the table uses only a constant number of additional bits over the theoretical lower bound. Note that indices into the original unmodified table of Blelloch and Farzan also require this additional $O(1)$ bits. We introduce some further modifications that increase the additional space per index storing a graph with $r^{\prime}$ vertices by $o\left(r^{\prime}\right)$ bits, which is fine for our use-case.

When we later use the table lookup to contract edges, we do so by effectively replacing an unlabeled graph with a different unlabeled one. Without care, this can break internal labeling structures, e.g., a vertex in a graph encoded by the lookup table has an internal label of 5 , and after replacing the graph it now has a label of 7. Section 6 and Section 7 show how additionally maintain a dynamic label mapping structure for "important" vertices, i.e., boundary vertices as described in Section 2. For this we require the graph encoded by the table to be partially labeled. Concretely this means that the labels remain correct for boundary vertices when replacing one graph with a different one. We store all possible labels for boundary vertices, of which there are $b=O(\sqrt{\ell})$ many. In detail, when encoding a single graph $G$ with $\ell$ vertices, we do not store a single unlabeled representative of $G$ in the table (i.e., a graph isomorphic to all labeled versions of $G$ ), but all graphs such that $\ell-b$ vertices are unlabeled, e.g., have an arbitrary internal label, and $b$ vertices have all possible labelings in the range $0, \ldots, \ell$. This increases the size of the table by a negligible factor, outined now. Due to the partial labeling we require, the number of bits needed to store an index into the table increases by $O\left(\log \left(\binom{\ell}{b}\right)\right)=O\left(\log \left(\binom{\ell}{\sqrt{\ell}}\right)\right)=o(\ell)$, and thus is negligible for our use-case. Later, when we modify a graph $G_{i}$ encoded as an index $i$ of lookup table (e.g., contract edges), we replace the index $i$ with the index $j$ such that the graph $G_{j}$ encoded by $j$ represents the modified graph with the additional characteristic that all boundary vertices of $G_{j}$ have the same label in $G_{i}$. the labeling for the non-boundary vertices changes due to this, but what we maintain is that a non-boundary vertex remains mapped to non-boundary vertex, and that all boundary vertices maintain their same labeling, which is all that we require for our data-structure. This is expressed via a set of invariants defined in Section 6 and Section 7.

- Lemma 7. Let $\ell$ be a positive integer. There exists a table that encodes all planar graphs with vertex set $\left\{1, \ldots, \ell^{\prime}\right\}$ for all integers $\ell^{\prime} \leq \ell$ with the following properties. For every graph encoded by the table, (range filtered) neighborhood iteration, adjacency queries and label-preserving merge operations and batch edge deletion are provided in constant time (per element). The table can be constructed in $O\left(2^{\text {poly }(\ell)}\right)$ time using $O\left(2^{\text {poly }(\ell)}\right)$ bits. Every index of the table referencing a graph with $\ell^{\prime}$ vertices requires $\mathcal{H}\left(\ell^{\prime}\right)+o\left(\ell^{\prime}\right)$ bits.


## 5 Succinct encoding of planar graphs

We now describe the succinct encoding of unlabeled planar (and other separable) graphs due to Blelloch and Farzan [3]. We use their data structure as a basis for our encoding. Our result effectively extend their encoding with (induced-) minor operations. For this we need to give a technical overview of their encoding. Let $G=(V, E)$ be an unlabeled planar graph, $\mathcal{R}=\left\{P_{1}, \ldots, P_{k}\right\}$ an $r$-division with $r=\log ^{4} n$, and for each $P_{i}$ with $i \in[k]$,
let $\mathcal{R}_{i}=\left\{P_{i, 1}, \ldots, P_{i, k}\right\}$ be an $r^{\prime}$-division of $P_{i}$ with $r^{\prime}=\log ^{4} \log ^{4} n .{ }^{2}$ The encoding assigns three integer labels to each vertex $u \in V$. A label in the entire graph (called global label) a label in each piece $P_{i} \in \mathcal{R}$ (called a mini label) and a label in each piece $P_{i, j} \in \mathcal{R}_{i}$ (called a micro label). We refer to $G$ with the newly assigned labels as the global graph, each labeled $P_{i} \in \mathcal{R}$ as a mini graph, and each labeled $P_{i, j} \in \mathcal{R}_{i}$ as a micro graph. Note that boundary vertices of $\delta \mathcal{R}$ receive multiple mini labels, and analogous boundary vertices of $\delta \mathcal{R}_{i}$ receive multiple micro labels. We refer to the boundary vertices of $\delta \mathcal{R}$ with their assigned global labels as $\delta G$, and the set of boundary vertices of $\delta \mathcal{R}_{i}$ with their assigned mini labels in $P_{i}$ as $\delta P_{i}$. For a given boundary vertex $u$ identified by its global label, we refer to all occurrences $u^{\prime}$ (as a mini label) of $u$ in a mini graph $P_{i}$ as duplicates, and the same for boundary vertices of mini graphs $P_{i}$ in regard to their occurrences in micro graphs. We refer to the set of (mini labels of) duplicate vertices in a mini graph $P_{i}$ as $\Delta P_{i}$, and analogous the set of (micro labels of) duplicate vertices in a micro graph $P_{i, j}$ as $\Delta P_{i, j}$. Global labels are consecutive integers assigned first to all non-boundary vertices and then to boundary vertices, i.e., all boundary vertices have larger labels than non-boundary vertices. Analogous for mini labels in mini graphs. Micro labels are assigned arbitrarily. For operations vertices are identified by their respective label. E.g., a neighborhood query of a vertex $u \in V$ takes the global label of $u$ as an input and outputs the global labels of all $v \in N(u)$, analogous for queries in a mini or micro graph. Micro graphs are encoded as an index into a lookup table $\mathcal{T}$, listing all planar graphs of at most $r^{\prime}$ vertices. Technically this is realized by an array with one entry for each micro graph, which can be indexed by $(i, j)$ when retrieving the entry for micro graph $P_{i, j}$. For our use case we replace the table of Blelloch and Farzan with the table described in Section 4, which provides additional operations. We now describe operations that the encoding provides, which are used by Blelloch and Farzan in their original publication, but are not defined outside of 1 . All mappings are implemented using IDs (Lemma 6) over the universe $[n]$ combined with standard data structures such as lists and pointers. Let $u \in V$ be a vertex identified by its global label. For each such $u$, the encoding provides a mapping to access a list $\phi(u)$ that contains tuples $\left(i, u^{\prime}\right)$ with $i$ the index of a mini graph $P_{i}$ that contains mini label $u^{\prime}$ of $u$. The lists are sorted in increasing order by $i$. Note that if $u$ is a non-boundary vertex the mapping contains only a single tuple. For each such tuple $\left(i, u^{\prime}\right)$ we can access a mapping $\phi_{i}^{-1}\left(u^{\prime}\right)=u$. For vertices $u^{\prime}$ in each mini graph $P_{i}$ (identified by their mini label) analogous mappings $\phi_{i}\left(u^{\prime}\right)$ containing tuples $\left(j, u^{\prime \prime}\right)$ with $j$ the index of a micro graph $P_{i, j}$ that contains micro label $u^{\prime \prime}$ of $u^{\prime}$, and the analogous mappings $\phi_{i, j}^{-1}\left(u^{\prime \prime}\right)=u^{\prime}$ are provided. We refer to all these mappings as static translation mappings.

Recall that Blelloch and Farzan assign micro labels in an arbitrary fashion. We instead assign the labels according to a coloring we define in the following. Let $P_{i, j}$ be the micro graph we want to label. We first assign labels to vertices that are neither a boundary vertex of $\delta \mathcal{R}$ nor of $\delta \mathcal{R}_{i}$, which we assign the color simple. Then we assign labels to vertices that are in the boundary $\delta \mathcal{R}$, but not in $\delta \mathcal{R}_{i}$, which we assign the color global-boundary. Then to vertices that are not in the boundary $\delta \mathcal{R}$, but in the boundary $\delta \mathcal{R}_{i}$, colored mini-boundary, and finally to vertices in both the boundary $\delta \mathcal{R}$ and in $\delta \mathcal{R}_{i}$, colored double-boundary. Consequently, for any four vertices of $P_{i, j}$ it holds that $a<b<c<d$ if $a$ is colored simple, $b$ is colored global-boundary, $c$ is colored mini-boundary and $d$ is colored double-boundary. For each mini graph we store the lowest labeled vertex of each color, which uses negligible space of $O\left(\left(n / \log ^{4} \log ^{4} n\right) \log \log ^{4} \log ^{4} n\right)=o(n)$ bits overall.

[^39]Combined with our novel way of assigning micro labels to vertices of micro graphs, the range-filtered neighborhood operation provided by our table allows us to implement the color-filtered neighborhood operation that outputs all neighbors $x$ of a vertex $u$ (in a micro graph $P_{i, j}$ ) such that all $x$ are colored with $c \in\{$ simple, global-boundary, mini-boundary, double-boundary $\}$. The operation runs in constant time (per element output). Using the label preserving merge operation of the lookup table we can easily provide such merges for every micro graph. Analogous for the vertex and edge deletion operation.

For a given unlabeled planar graph $G$ we refer to the encoding described in this section as basic encoding of $G$. Kammer and Meintrup [17] have shown that the encoding can be constructed in $O(n)$ time using $O(n)$ bits. Our modifications have negligible impact on the runtime and space usage of the construction. This results in the following theorem.

- Theorem 8. Let $G$ be an unlabeled planar graph and $\mathcal{H}(n)$ the entropy of encoding a planar graph with $n$ vertices. There exists a basic encoding of $G$ into a global graph, mini graphs and micro graphs that uses $\mathcal{H}(n)+o(n)$ bits total. The basic encoding provides static translation mappings for the global graph, each mini graph and each micro graph. For each micro graph the encoding provides degree, adjacency, (color-filtered) neighborhood, (batch) edge/vertex deletion and label-preserving merge operations in $O(1)$ time. The basic encoding can be constructed in $O(n)$ time using $O(n)$ bits.


## 6 Dynamic mapping data structures

For this section assume a planar graph $G$ is given via the basic encoding of Theorem 8. We now describe a set of dynamic mapping structures, for which we outline the use-case in the following. We already mentioned in Section 2 that a vertex that is initially a boundary vertex (globally or/and in mini graphs) will never become a non-boundary vertex, and a non-boundary vertex will never become a boundary vertex due to any of our edge contractions. We construct dynamic variants of the static translation mappings for boundary vertices (in the global or in mini graphs). We ensure that the static translation mappings remain valid for all non-boundary vertices. Later these mappings are concretely constructed for the vertices of the initial graph (i.e., before any contractions are processed) and are maintained for all of these vertices throughout. Concretely this means that the sets for which we define mappings and data structures never change after initialization. Recall from Section 2 that when contracting an edge $\{u, v\} \in E$ we effectively forward the contraction operation to mini graphs that contain mini labels $u^{\prime}$ and $v^{\prime}$ of $u$ and $v$ respectively, and then forward the contraction to micro graphs in an analogous way. For our solution we require that these cascading merge operations are handled independently without interfering with each other.

Consider for example the case where we contract an edge $\{u, v\} \in E$ with $u$ being a boundary vertex and $v$ a non-boundary vertex. In this case we want to contract $v$ to $u$ (technical reasons for this are outlined in the next section). To fulfill this contraction, we forward a request to the mini graph $P_{i}$ to merge the vertices $u^{\prime}$ and $v^{\prime}$, the respective mini labels of $u$ and $v$ in $P_{i}$. In the case that $v^{\prime}$ is a boundary vertex in $P_{i}$, but $u^{\prime}$ is a non-boundary vertex in $P_{i}$, we want to merge $u^{\prime}$ to $v^{\prime}$, which is in conflict with our desire to merge $v$ to $u$ in the global graph. The idea is to support free-assignment merges, whose realization is described in the next paragraph. This sort of conflict only pertains to vertices $u$ that are part of the boundary $\delta G$ (thus, a duplicate $\Delta P_{i}$ in $P_{i}$ ) and/or have a mini label $u^{\prime}$ in some $P_{i}$ that is part of the boundary $\delta P_{i}$, i.e., we need to provide free-assignment merges for vertices of $\delta P_{i} \cup \Delta P_{i}$. We construct a dynamic mapping that allows us to decide, when merging two vertices $u^{\prime}, v^{\prime} \in \delta P_{i} \cup \Delta P_{i}$, if the vertex that remains after the merge is
labeled $u^{\prime}$ or $v^{\prime}$. This is realized by assigning each such vertex an external mini label and an internal mini label. Effectively we have no free choice on which internal mini label the vertex has after a merge, but we are free to assign a new external label. We construct a mapping internal ${ }_{i}: \delta P_{i} \cup \Delta P_{i} \rightarrow \delta P_{i} \cup \Delta P_{i}$ that maps a given external label of a vertex of $\delta P_{i} \cup \Delta P_{i}$ to its internal label, and a mapping external ${ }_{i}: \delta P_{i} \cup \Delta P_{i} \rightarrow \delta P_{i} \cup \Delta P_{i}$ that maps a given internal label of a vertex $\delta P_{i} \cup \Delta P_{i}$ to its external label. For all other vertices of $P_{i}$ we ensure that the external and internal mini labels are identical, and therefore do not need to construct any mapping. This is explicitly defined in Invariant 2 later in this section.

- Lemma 9. All mappings internal $l_{i}$ and external $l_{i}$ can be constructed in $O(n)$ time using $o(n)$ bits of space. They provide read/write access in $O(1)$ time.

We also have the need for a dynamic version of the static translation mappings $\phi$ and $\phi_{i}$ for boundary vertices $\delta G$ in the global graph and boundary vertices $\delta P_{i}$ in mini graphs, and the mappings $\phi_{i}^{-1}$ and $\phi_{i, j}^{-1}$ for the duplicate vertices $\Delta P_{i}$ in mini graphs and $\Delta P_{i, j}$ micro graphs, outlined in the following paragraphs. Initially these are equal to the static mappings. We first describe the dynamic versions of the mappings $\phi_{i}^{-1}$ and $\phi_{i, j}^{-1}$, which we refer to as $\Phi_{i}^{-1}$ and $\Phi_{i, j}^{-1}$ respectively. Afterwards we describe the dynamic versions of the mappings $\phi$ and $\phi_{i}$, referred to as $\Phi$ and $\Phi_{i}$. To give an intuition for the use-case of these mappings, consider a contraction of an edge $e=\{u, v\} \in E$ with $u, v \in \delta G$. We contract this edge by first merging all $u^{\prime}$ and $v^{\prime}$ in the mini graphs $P_{i}$ that contain both the duplicate $u^{\prime}$ of $u$ and $v^{\prime}$ of $v$. In all $P_{i}$ that contain only a duplicate of $v^{\prime}$ of $v$ we need to know that the global label of $v^{\prime}$ is now (i.e., after the contraction) $u$ instead of $v$, for which we use the described mappings. In all other mini graphs no changes need to be made.

- Lemma 10. All mappings $\Phi_{i}^{-1}: \Delta P_{i} \rightarrow \delta G$ and $\Phi_{i, j}^{-1}: \Delta P_{i, j} \rightarrow \delta P_{i}$ can be constructed in $O(n)$ time using o(n) bits of space. They provide read/write access in $O(1)$ time.

We now describe the dynamic mappings $\Phi$ and $\Phi_{i}$. As mentioned, we initially require all mappings $\Phi(u)$ to be equal to $\phi(u)$ for $u \in \delta G$ and analogously all mappings $\Phi_{i}\left(u^{\prime}\right)$ to be initially equal to $\phi_{i}\left(u^{\prime}\right)$ for $u^{\prime} \in \delta P_{i}$ for all mini graphs $P_{i}$. To represent these mappings we construct a graph $H$ that contains all boundary vertices $u \in \delta G$ and, for each mini graph $P_{i}$, a vertex $p_{i}$, with edges $\left\{u, p_{i}\right\}$ added to $H$ exactly if $u$ has a duplicate $u^{\prime}$ in $P_{i}$. Note that the existance of a duplicate $u^{\prime}$ in $P_{i}$ means that $u^{\prime}$ has a non-boundary neighbor in $P_{i}$ (initially). At each such edge we store the tuple $\left(i, u^{\prime}\right)$. We construct $H$ using the forbidden vertex graph data structure of Lemma 4. The tuples stored at the incident edges of a vertex $u \in \delta G$ in $H$ are exactly the set $\phi(u)$. Note that $H$ is a minor of $G$ and therefore planar. We can provide for all $u \in \delta G$ : iteration over all elements $\Phi(u)$ (by iterating over $N(u)$ in $H$ ), insertion and removal of elements in $\Phi_{i}(u)$ (by inserting or removing edges in $H$ ), the merge of two sets $\Phi(u)$ and $\Phi(v)$ for some $v \in \delta G$ (by merging $u$ to $v$ or $v$ to $u$ in $H$ ). Some other similar operations are provided, outlined in detail in the next section where we concretely describe our edge contraction algorithm. For each mini graph $P_{i}$ the analogous graph $H_{i}$ is constructed, which manages the mappings $\Phi_{i}$. An important note is that for each tuple $\left(i, u^{\prime}\right) \in \Phi(u)$ for $u \in \delta G$ the vertex $u^{\prime}$ is the external mini label of some vertex in $P_{i}$. As no external or internal micro labels are defined for micro graphs, each tuple $\left(j, u^{\prime \prime}\right) \in \Phi_{i}\left(u^{\prime}\right)$ for all mini graphs $P_{i}$ contains the concrete micro label $u^{\prime \prime}$ in $P_{i, j}$. In the next section we describe our neighborhood operation, for which we require a special version of the mappings $\Phi$, which we first motivate with an intuition. To output the neighborhood of a vertex $u \in \delta G$ we (intuitively) iterate over all $\left(i, u^{\prime}\right) \in \Phi(u)$ and, for each such $\left(i, u^{\prime}\right)$, iterate (and translate to global labels) over all neighbors of $u^{\prime}$ in $P_{i}$. To achieve a runtime of $O(|N(u)|)$ for this
operation, we require that each tuple $\left(i, u^{\prime}\right)$ "contributes" at least one such neighbor. While this is true initially, due to edge contractions (and other modifications) the degree of each such $u^{\prime}$ can become 0 . To remedy this, we store a special version of the mappings $\Phi(u)$ which we refer to as $\Phi^{>0}$, containing only tuples $\left(i, u^{\prime}\right) \in \Phi(u)$ such that the degree of $u^{\prime}$ is $>0$. We construct the analogous mappings $\Phi_{i}^{>0}$ for all $P_{i}$. During contractions, we update the mappings $\Phi^{>0}$ and $\Phi_{i}^{>0}$ to uphold the aforementioned characteristic, which is formalized in Invariant 1. How this invariant is upheld, is discussed in the next section. We realize these mappings exactly as $\Phi$ and $\Phi_{i}$, respectively, i.e., as graphs $H^{>0}$ and $H_{i}^{>0}$. Initially $H^{>0}=H$ and all $H_{i}^{>0}=H_{i}$, by the definition of boundary vertices in $r$-divisions (Section 3).

- Invariant 1 (non-zero-degree invariant). For all $u \in \delta G$, each entry $\left(i, u^{\prime}\right) \in \Phi^{>0}(u)$ guarantees that $u^{\prime}$ has degree $>0$ in mini graph $P_{i}$. For all $u^{\prime} \in \delta P_{i}$ over all mini graphs $P_{i}$, each entry $\left(j, u^{\prime \prime}\right) \in \Phi_{i}^{>0}\left(u^{\prime}\right)$ guarantees that $u^{\prime \prime}$ has degree $>0$ in micro graph $P_{i, j}$.
- Lemma 11. Graphs $H, H^{>0}$ and $H_{i}, H_{i}^{>0}$ can be constructed in $O(n)$ time and o(n) bits.

Using all data structures described in this section we uphold invariants below while running contractions on $G$ - the details on this are described in the next section. For better readability we slightly abuse the definition of our internal (external) mappings of by assuming they return the identity function for $u^{\prime} \notin \delta P_{i} \cup \Delta P_{i}$.

- Invariant 2 (label-translation invariants).


## a. Global to external mini label and vice-versa:

I. For each $u \in V \backslash \delta G$ and $\left(i, u^{\prime}\right)=\phi(u)$ it holds that $u^{\prime}$ is the external mini label of $u$ in $P_{i}$ and $\phi^{-1}\left(u^{\prime}\right)=u$.
II. For each $u \in \delta G$ and $\left(i, u^{\prime}\right) \in \Phi(u)$ ( $\Phi$ is the dynamic version of $\phi$ ) it holds that $u^{\prime}$ is the external mini label of $u$ in $P_{i}$ and $\Phi^{-1}\left(u^{\prime}\right)=u$.
b. Internal to external mini label and vice-versa:

For each vertex $u^{\prime} \in V\left(P_{i}\right)$ identified by its external mini label, it holds that $u^{*}=$ internal $\left(u^{\prime}\right)$ is the internal mini label of $u^{\prime}$ and external $\left(u^{*}\right)=u^{\prime}$.
c. Mini to micro label and vice-versa:
I. For each $u^{\prime} \in V\left(P_{i}\right) \backslash \delta P_{i}$ (identified by its internal mini label) and $\left(j, u^{\prime \prime}\right)=\phi_{i}\left(u^{\prime}\right)$ it holds that $u^{\prime \prime}$ is the micro label of $u^{\prime}$ in $P_{i, j}$ and $\phi_{i, j}^{-1}=u^{\prime}$.
II. For each $u^{*} \in \delta P_{i}$ (identified by its internal mini label) and for each $\left(j, u^{\prime \prime}\right) \in \Phi_{i}\left(u^{*}\right)$ it holds that $u^{\prime \prime}$ is the micro label of $u^{*}$ in $P_{i, j}$ and $\Phi_{i, j}^{-1}\left(u^{\prime \prime}\right)=u^{*}$.

## 7 Towards a succinct dynamic encoding

For this section let $G=(V, E)$ be a graph encoded by the basic encoding of Theorem 8. Also, assume that the mappings of Lemma 9, 10 and 11 are constructed and available. In this section we describe our solution to support modifications of $G$. We denote by $\bar{G}=(\bar{V}, \bar{E})$ the graph $G$ before any modifications are processed, e.g., contractions of edges. Analogously we define by $\bar{P}_{i}, \bar{P}_{i, j}$ the initial mini and micro graphs, respectively, with its initial vertices (as mini/micro labels). As sketched in Section 2 we handle contractions between so-called boundary edges with a boundary graph $F=G[\delta G]$ and analogously a mini boundary graph $F_{i}=P_{i}\left[\delta P_{i}\right]$ for each mini graph $P_{i}$. These graphs are realized via the forbidden vertex graph data structure (Lemma 4). For $F$ we use as the set of forbidden vertices the empty set. For each $F_{i}$ we use the duplicate vertices $\Delta P_{i}$ of $P_{i}$ as the set of forbidden vertices. During initialization edges between forbidden vertices are removed. The forbidden-vertex graph data structure makes sure that this remains true after initialization. Let $\{u, v\} \in E$
be an edge. We say $\{u, v\}$ is managed by $F$ if $\{u, v\} \in E(F),\{u, v\}$ is managed by $F_{i}$ if $\left\{u^{\prime}, v^{\prime}\right\} \in E\left(F_{i}\right)$ with $u^{\prime}$ and $v^{\prime}$ the mini labels of $u$ and $v$ respectively, and finally we say $\{u, v\}$ is managed by $P_{i, j}$ if it contains the edge $\left\{u^{\prime \prime}, v^{\prime \prime}\right\}$ with $u^{\prime \prime}, v^{\prime \prime}$ being the micro labels of $u$ and $v$, respectively. We uphold the following invariant:

## - Invariant 3 (edge-singleton invariant).

a. An edge $\{u, v\}$ is managed by $F$ exactly if $u, v \in \delta G$.
b. An edge $\{u, v\}$ is managed by $F_{i}$ exactly if $u^{\prime}, v^{\prime} \in \delta P_{i} \backslash \Delta P_{i}$, with $u^{\prime}, v^{\prime}$ the respective mini labels of $u$ and $v$ in $P_{i}$. In this case, no other $F_{j}(j \neq i)$ also manages $\{u, v\}$.
c. All edges $\{u, v\}$ not managed by $F$ or some $F_{i}$ are managed by one micro graph $P_{i, j}$.

Our construction of $F$ and each $F_{i}$ is the first step to achieve this invariant. We now give an intuition why this invariant is useful. Due to some edge contractions new edges $\{u, v\}$ might occur in $G$ between boundary vertices (either global boundary vertices or vertices that are boundary vertices in a mini graph). We can not afford to add this edge to all mini and micro graphs that contain mini and micro labels of both $u$ and $v$, respectively. Instead, we only add this edge to $F$ or some $F_{i}$. Moreover, if edges $e \in E$ are managed multiple times, the runtime of the neighborhood operation can increase.

An important note is that the basic encoding of $G$ does not adhere to the edge-singleton invariant from the get-go, i.e., edges managed by some $F$ or $F_{i}$ might be contained in one or more micro graphs initially. Using the batch edge deletion operation provided for micro graphs (Theorem 8) we can delete all edges that would initially violate our invariant. If this violates Invariant 1, we remove the respective entries from $\Phi^{>0}\left(\Phi_{i}^{>0}\right)$. This uses $O(n)$ time.

We refer to the combination of the basic encoding of $G$, the mappings of Lemma 9, Lemma 10 and Lemma 11, the boundary graph $F$ and each mini boundary graph $F_{i}$ as succinct dynamic encoding of $G$, summarized in the following corollary.

- Corollary 12. The succinct dynamic encoding of $G$ can be constructed in $O(n)$ time using $O(n)$ bits. After construction the encoding requires $\mathcal{H}(n)+o(n)$ bits. The encoding upholds the label-translation, edge-singleton and non-zero degree invariant.

We now give an intuition how we implement the neighborhood operation for a vertex $u \in V$ identified by its global label. We first output all neighbors of $u$ in $F$ (which is $\emptyset$ if $u$ is not a boundary vertex) and then, for all $P_{i}$ that contain a mini label $u^{\prime}$ of $u$, compute all neighbors $v^{\prime}$ of $u^{\prime}$ in $F_{i}$ (which is again $\emptyset$ if $u^{\prime}$ is not a boundary vertex) and output the respective global label $v$ of $v^{\prime}$. We then go to all micro graphs $P_{i, j}$ that contain a mini label $u^{\prime \prime}$ of $u^{\prime}$, compute all neighbors $v^{\prime \prime}$ of $u^{\prime \prime}$ in $P_{i, j}$ and output the respective global label $v$ of $v^{\prime \prime}$. By the edge singleton invariant it is easy to see that each neighbor $v$ of $u$ in $G$ is output exactly once by this algorithm. Invariant 2 provides the necessary translation operations. The missing details are discussed in the proof of the following lemma.

- Lemma 13. For any $u \in V$ the neighborhood operation runs in time $O(|N(u)|)$.

We now focus on our edge-contraction algorithm. For this we introduce one last invariant, which we call the status invariant. As sketched in Section 2 we require that for every vertex being a boundary vertex (either globally or in a mini graph) to remain a boundary vertex, and for every non-boundary vertex to remain a non-boundary vertex. For this we slightly abuse the definition of boundary vertices. By definition of $r$-divisions (Section 3) a boundary vertex $u \in \delta G$ has neighbors in more than one mini graph. Due to contractions (or other modifications) this might at some point no longer be true. Nonetheless, we still consider such a vertex to be a boundary vertex. We require that a boundary vertex remains a boundary vertex, and a non-boundary vertex remains a non-boundary vertex. For this we maintain the following invariant that depends on our slight abuse of the boundary vertex definition.

- Invariant 4 (status invariant). For every $u \in V$ and every $u^{\prime} \in V\left(P_{i}\right)$ over all mini graphs $P_{i}$, it holds $u \in \delta G$ if and only if $u \in \delta \bar{G}$ as well as $u^{\prime} \in \delta P_{i}$ if and only if $u^{\prime} \in \delta \bar{P}_{i}$.

We now give an overview of our edge-contraction algorithm, which we describe in three levels: vertex merges in micro graphs, vertex merges in mini graphs and edge contractions in the global graph. We guarantee the four invariants (Invariants 1, 2, 3 and 4) before and after each edge contraction. Technically, merges are executed in (mini) boundary graph(s) and micro graphs. Everything else is to maintain the mappings of Section 6. An edge $\{u, v\} \in E$ is contracted by determining all micro graphs $P_{i, j}$ that contain (micro labels of) $u$ and $v$, all mini boundary graphs $F$ that contain (mini labels of) $u$ and $v$ and check if $F$ contains $u$ and $v$. In all structures that contain $u$ and $v$ we merge $v$ to $u$ and update the mappings of Section 6. To guarantee the invariants we split the responsibilities among the three levels:

- Global Graph-Responsibility. Contractions in the global graph maintain Invariant 1 regarding $\Phi^{>0}$, Invariant 2.a., Invariant 3.a and Invariant 4 for all $u \in V$.
- Mini Graph-Responsibility. Vertex merges in a mini graph $P_{i}$ maintain Invariant 1 regarding $\Phi_{i}^{>0}$, Invariant 2.b-c, Invariant 3.b, and Invariant 4 for all $u^{\prime} \in V\left(P_{i}\right)$.
- Micro Graph-Responsibility. Vertex merges in a micro graph maintain Invariant 3.c.

Our contraction algorithm is built up from bottom-to-top, i.e., we first describe merges in micro graphs, then mini graphs (and mini boundary graphs) and edge contractions in $G$ (and merges in $F$ ). To uphold the responsibilities of micro graphs we implement a variant of the forbidden-vertex graph data structure (Lemma 4) for micro graphs, summed up in the following lemma. To uphold Invariant 4 we are not allowed to merge a vertex $v^{\prime \prime}$ to a vertex $u^{\prime \prime}$ in a micro graph $P_{i, j}$ if $v^{\prime \prime} \in \Delta P_{i, j}$ and $u^{\prime \prime} \notin \Delta P_{i, j}$, which we formulate explicitly.

- Lemma 14. For all micro graphs $P_{i, j}$ we can provide free assignment merges for each $P_{i, j}$ such that no edges $\left\{u^{\prime \prime}, v^{\prime \prime}\right\}$ exists that should be managed by $F$ or $F_{i}$. If such an edge would occur due to the merge, it is not inserted to $P_{i, j}$ and instead returned. Computing any number of such merges among all micro graphs can be done in $O(n)$ total time. The operation upholds the micro graph-responsibility. Merging a vertex $v^{\prime \prime}$ to a vertex $u^{\prime \prime}$ is not allowed if $v^{\prime \prime} \notin \Delta P_{i, j}$ and $u^{\prime \prime} \in \Delta P_{i, j}$. All other (planar preserving) merges are allowed.

We first note, whenever we call the merge operation of Lemma 14 for a micro graph $P_{i, j}$ in the next paragraphs, the operation returns edges $\left\{u^{\prime \prime}, v^{\prime \prime}\right\}$ that should be managed by $F_{i}$ or $F$, but not $P_{i, j}$. We then translate $\left\{u^{\prime \prime}, v^{\prime \prime}\right\}$ to $\left\{u^{\prime}, v^{\prime}\right\}$ with $u^{\prime}$ and $v^{\prime}$ the respective mini labels of $u^{\prime \prime}$ and $v^{\prime \prime}$. If the edge $\left\{u^{\prime}, v^{\prime}\right\}$ should be managed by $F_{i}$, we insert it to $F_{i}$. Returned edges that should not be managed by $F_{i}$ are instead returned after the merge operation in $P_{i}$ is executed. This upholds Invariant 3 (restricted to micro and mini graphs). To uphold Invariant 1 (for mini graphs) we check, after any call to a merge of a vertex $v^{\prime \prime}$ to $u^{\prime \prime}$ in a micro graph $P_{i, j}$ if the degree of $u^{\prime \prime}$ changed from 0 to non-zero or vice-versa. If it does, we must possibly update the mapping $\Phi_{i}^{>0}\left(u^{\prime}\right)$ to either include the tuple ( $j, u^{\prime \prime}$ ) or remove it, with $u^{\prime}$ the mini label of $u^{\prime \prime}$. Note that this is only done in the case that $u^{\prime}$ is a boundary vertex, as otherwise no mapping $\Phi_{i}^{>0}\left(u^{\prime}\right)$ exists.

Let $u^{\prime}, v^{\prime} \in V\left(P_{i}\right)$ be two vertices identified by their external mini label. To provide a merge of $u^{\prime}$ and $v^{\prime}$ we distinguish between three cases: (M1) $u^{\prime}, v^{\prime} \notin \delta P_{i}$, (M2) $u^{\prime} \in \delta P_{i}$ and $v^{\prime} \notin \delta P_{i}$ and (M3) $u^{\prime}, v^{\prime} \in \delta P_{i}$. In Case M1 we determine the micro graph $P_{i, j}$ that contains micro labels $u^{\prime \prime}$ and $v^{\prime \prime}$ of $u^{\prime}$ and $v^{\prime}$, respectively, via the static mappings $\phi_{i}\left(u^{\prime}\right)=\left(j, u^{\prime \prime}\right)$ and $\phi_{i}\left(v^{\prime}\right)=\left(j, v^{\prime \prime}\right)$ as per Invariant 2. In $P_{i, j}$ we merge $v^{\prime \prime}$ to $u^{\prime \prime}$ exactly if $v^{\prime}$ should be merged to $u^{\prime}$, and otherwise merge $u^{\prime \prime}$ to $v^{\prime \prime}$ (Lemma 14). By this congruent choice of merge we uphold Invariant 2.c without having to modify any mappings. Since the merged vertex
remains a non-boundary vertex, Invariant 4 is guaranteed. This concludes all responsibilities of merges in mini graphs. All operations take constant time. Note that all merges of Case M1 are free-assignment merges.

Denote with $u^{*}=\operatorname{internal}\left[u^{\prime}\right]$ and $v^{*}=\operatorname{internal}\left[v^{\prime}\right]$ the internal mini labels of $v^{\prime}$ and $u^{\prime}$ respectively. For Case M2 we are forced to merge $v^{*}$ to $u^{*}$ to uphold Invariant 4, i.e., internally this merge is not a free-assignment merge. To execute the merge we determine the micro graph $P_{i, j}$ containing the micro label $v^{\prime \prime}$ of $v^{*}$ via $\phi_{i}\left(v^{*}\right)=\left(j, v^{\prime \prime}\right)$. In $P_{i, j}$ we merge $v^{\prime \prime}$ to $u^{\prime \prime}$ (Lemma 14) with $u^{\prime \prime}$ the micro label of $u^{*}$ in $P_{i, j}$.

Note that merging $u^{\prime \prime}$ to $v^{\prime \prime}$ is not allowed. We determine $u^{\prime \prime}$ via an operation we call micro-label search procedure, which searches for $u^{\prime \prime}$ by iterating over all $x^{\prime \prime} \in N\left(v^{\prime \prime}\right) \cap \Delta P_{i, j}$ (the neighbors of $v^{\prime \prime}$ that are duplicates) and testing if $\Phi_{i, j}^{-1}\left(x^{\prime \prime}\right)=u^{*}$. If this is the case, we have found the duplicate $u^{\prime \prime}:=x^{\prime \prime}$ of $u^{*}$. Note that this operation can fail, as $u^{\prime \prime}$ and $v^{\prime \prime}$ are not guaranteed to be adjacent. In this special case, we instead iterate over all $x^{\prime \prime} \in \Delta P_{i, j}$. A key characteristic to get a good runtime is that the special case only occurs if the edges $\{u, v\}$ exists in $F$, with $u$ and $v$ the global labels of $u^{\prime}$ and $v^{\prime}$, respectively, which allows us to upper bound the number of encountered special cases by $|E(F)|=O\left(n / \log ^{2} n\right)$ times.

Once the merge is executed in $P_{i, j}$ we must possibly update the mappings that translate between the internal and external mini labels. Recall that the mappings internal and external are only available for vertices of $\delta P_{i} \cup \Delta P_{i}$. In the case that $v^{\prime} \in \delta P_{i} \cup \Delta P_{i}$ we are able to provide a free assignment merge as follows: if the request was to merge $u^{\prime}$ to $v^{\prime}$, we set internal $\left[v^{\prime}\right]=u^{*}$ and external $\left[u^{*}\right]=v^{\prime}$. Otherwise, no update is necessary. If $v^{\prime} \notin \delta P_{i} \cup \Delta P_{i}$ we are not able to provide a free assignment merge, instead we are forced to merge $v^{\prime}$ to $u^{\prime}$. We refer to this situation as the M2 special case. If the merge was called with the request to merge $u^{\prime}$ to $v^{\prime}$, and we are in this M2 special case, the operation is not allowed. In our use case this case never arises. Intuitively, constraints (e.g., Invariant 4) that force us to contract $\{u, v\}$ by merging $v$ to $u$ either "line up" with being able (or forced) to merge of $v^{\prime}$ to $u^{\prime}$ in $P_{i}$, with $v^{\prime}$ and $u^{\prime}$ the mini labels of $v$ and $u$ in $P_{i}$, respectively, or if they do not line up, we make use of the internal/external mappings.

Finally, we consider Case M3. In this case both $u^{\prime}$ and $v^{\prime}$ are boundary vertices with $u^{*}=$ internal $\left[u^{\prime}\right]$ and $v^{*}=$ internal $\left[v^{\prime}\right]$ being the internal mini labels of $v^{\prime}$ and $u^{\prime}$ respectively. As sketched in Section 2, our intuition for merging $v^{\prime}$ to $u^{\prime}$ is that we first merge all $v^{\prime \prime}$ to $u^{\prime \prime}$ in all micro graphs $P_{i, j}$ that contain both a duplicate $u^{\prime \prime}$ of $u^{*}$ and $v^{\prime \prime}$ of $v^{*}$. Secondly, for all micro graphs $P_{i, j}$ that contain only a duplicate $v^{\prime \prime}$ of $v^{*}$, but not of $u^{*}$, we update the mappings $\Phi_{i, j}^{-1}\left(v^{\prime \prime}\right):=u^{*}$ and insert $\left(i, v^{\prime \prime}\right)$ to $\Phi_{i}\left(u^{*}\right)$. Finally, we merge $v^{*}$ to $u^{*}$ in $F_{i}$. To describe the realization technically we introduce some additional notation. Denote with $Z_{i}^{u^{*} \cap v^{*}}$ the set of all triples $\left(j, u^{\prime \prime}, v^{\prime \prime}\right)$ with $\left(j, u^{\prime \prime}\right) \in \Phi_{i}\left(u^{*}\right)$ and $\left(j, v^{\prime \prime}\right) \in \Phi_{i}\left(v^{*}\right)$, with $Z_{i}^{u^{*} \backslash v^{*}}$ the set of all tuples $\left(j, u^{\prime \prime}\right)$ with $\left(j, u^{\prime \prime}\right) \in \Phi_{i}\left(u^{*}\right)$ such that no tuple $(j, \cdot)$ is contained in $\Phi_{i}\left(v^{*}\right)$, and with $Z_{i}^{u^{*} \oplus v^{*}}$ all tuples $\left(j, u^{\prime \prime}\right) \in \Phi_{i}\left(u^{*}\right)$ together with all tuples $\left(j^{\prime}, v^{\prime \prime}\right) \in \Phi_{i}\left(v^{*}\right)$ for which it holds that no tuple $\left(j^{\prime}, \cdot\right)$ exists in $\Phi_{i}\left(u^{*}\right)$. To execute a merge of $v^{*}$ to $u^{*}$ in $P_{i}$, first iterate over all triples $\left(j, u^{\prime \prime}, v^{\prime \prime}\right) \in Z_{i}^{u^{*} \cap v^{*}}$ and merge $v^{\prime \prime}$ to $u^{\prime \prime}$ in $P_{i, j}$, then iterate over all tuples $\left(j, v^{\prime \prime}\right) \in Z_{i}^{v^{*} \backslash u^{*}}$ and update all mappings $\Phi_{i, j}^{-1}\left(v^{\prime \prime}\right):=u^{*}$. Finally, set $\Phi_{i}\left(u^{*}\right):=Z_{i}^{u^{*} \oplus v^{*}}$ and merge $v^{*}$ to $u^{*}$ in $F_{i}$. In the proof we show how these sets occur (intuitively) "naturally" via merges in the graph $H_{i}$, which manages $\Phi_{i}$.

Combining Cases M1, M2 and M3 we show the following lemma.

- Lemma 15. All vertex merges in all mini graphs $P_{i}$ are processed in $O(n)$ time and uphold their responsibilities. Edges that would occur due to a merge in $P_{i}$, but should be managed by $F$ are returned. All merges excluding the M2 special case are free assignment merges.

Contracting edges $\{u, v\}$ in $G$ effectively works exactly as the vertex merges in mini graphs $P_{i}$ with the exception that we do not need to maintain the translation between internal and external labels, and we do not need to provide free assignment merges for any case. We again distinguish between three cases: (G1) $u, v \notin \delta G$, (G2) $u \in \delta G$ and $v \notin \delta G$ and (G3) $u, v \in \delta G$. For Case G2 we employ a procedure we call mini-label search procedure, analogous to the micro-label search procedure for Case M2.

- Lemma 16. After $O(n)$ initialization time, any number of edge contractions in $G$ can be computed in $O(n)$ time and uphold the graph responsibility.

We additionally provide constant time degree queries. Intuitively, we store the degree for boundary vertices (in $G$ and each $P_{i}$ ) concretely, while for all other vertices Theorem 8 provides us with a degree query.

- Lemma 17. After $O(n)$ initialization time the degree of any $u \in V$ can be queried in constant time.

Using the same data structures we use for edge contractions, we can process any number of vertex deletions in $O(n)$ time. To delete a vertex $u$ we delete all mini labels $u^{\prime}$ of $u$ and all micro labels $u^{\prime \prime}$ of all $u^{\prime}$. This mostly works analogously to the contraction algorithm.

- Lemma 18. Any number of vertex deletions in $G$ can be processed in $O(n)$ time and uphold the graph responsibility.

We are now able to proof Theorem 1.

- Theorem 1. Let $\mathcal{H}(n)$ be the entropy of encoding a planar graph with $n$ vertices and $G$ an unlabeled simple n-vertex planar graph. There exists an encoding of $G$ that provides induced-minor operations (i.e., vertex deletions and edge contractions) with these properties: The encoding requires $O(n)$ time to execute any number of induced-minor operations and provides neighborhood and degree operations in constant time (per element output). The encoding requires $\mathcal{H}(n)+o(n)$ bits can be initialized in $O(n)$ time and $O(n)$ bits.

Proof. Construct the dynamic encoding due to Corollary 12. Lemma 13 gives us the desired neighborhood operation and Lemma 17 the desired degree operation, Lemma 16 the desired contraction operation and Lemma 18 the desired vertex deletions.

Using hash tables to implement the mappings $\Phi, \Phi^{>0}, \Phi_{i}$ and $\Phi_{i}^{>0}$ we are able to provide expected constant time adjacency queries and is able to process any number of edge deletions in $O(n)$ expected time. Holm et al. used the same argument of replacing a mapping data structure with a hash table to show Lemma 5.15 in their work [15].

- Corollary 2. The encoding of Theorem 1 can be extended to provide expected $O(1)$ time adjacency queries and process any number of minor operations in expected $O(n)$ time.
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#### Abstract

We consider the hard-capacitated facility location problem with uniform facility cost (CFL-UFC). This problem arises as an indicator variation between the general CFL problem and the uncapacitated facility location (UFL) problem, and is related to the profound capacitated $k$-median problem (CKM).

In this work, we present a rounding-based 4 -approximation algorithm for this problem, built on a two-staged rounding scheme that incorporates a set of novel ideas and also techniques developed in the past for both facility location and capacitated covering problems. Our result improves the decades-old LP-based ratio of 5 for this problem due to Levi et al. since 2004. We believe that the techniques developed in this work are of independent interests and may further lead to insights and implications for related problems.
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## 1 Introduction

We consider the facility location problem with hard capacities and uniform facility cost (CFL-UFC). In this problem, we are given a set $\mathcal{F}$ of facilities, a set $\mathcal{D}$ of clients, and a distance metric $c$ defined over $\mathcal{F} \cup \mathcal{D}$. Each facility $i \in \mathcal{F}$ is associated with a uniform open cost $w$ and a capacity $u_{i}$, which is the number of clients facility $i$ can serve when opened up. The cost of assigning a client to a facility is equal to the distance between them. The goal of this problem is to compute a set of facilities $A \subseteq \mathcal{F}$ to open up and an assignment function $h: \mathcal{D} \rightarrow A$ that respects the capacity limits of the facilities in $A$ such that, the total facility open cost plus the assignment cost, $w \cdot|A|+\sum_{j \in \mathcal{D}} c_{j, h(j)}$, is minimized.

The CFL-UFC problem originates as an important variation of the classic capacitated facility location problem (CFL), in which the open cost of each facility can be non-uniform, and is deeply related to the profound capacitated $k$-median problem (CKM). To better illustrate the literature of CFL-UFC, in the following we start with the introduction for the CFL problem. Then we describe the implicit connection of CFL-UFC to CKM.

The classic problem of CFL was first addressed by Shmoys, Tardos, and Aardal [15]. Since then, almost all results for this problem were based on local search heuristics, e.g., $[3,13,14,18]$, and the best ratio known for this problem is 5, due to Bansal et al. [3].

In contrast to the rich LP-based toolsets developed for the uncapacitated facility location problem (UFL), the fact that no LP-based algorithm with constant approximation guarantee for CFL was known for a long time was intriguing. In fact, devising an LP-based approximation with $O(1)$ guarantee for CFL was listed as one of ten open problems in the textbook due to Williamson and Shmoys [17]. This problem was resolved by the notable work of An
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et al. [2], in which a novel multi-commodity flow network (MFN) relaxation was presented. In a follow-up work, Kao [10] presented an iterative rounding approach and showed that, the integrality gap of the MFN relaxation is at most $(10+\sqrt{67}) / 2 \approx 9.0927$.

In the pursuit of settling down the approximability of the CFL problem, an important variation between the general CFL problem and the UFL problem is when we have uniform facility cost, i.e., CFL-UFC. This was studied by Levi et al. [11], in which a 5 -approximation via LP-rounding was presented. On the other hand, Aardal et al. [1] presented a 4.562approximation based on local search technique. Interestingly, the ratio of 5 due to Levi et al. [11] also remains the best LP-based guarantee for CFL-UFC for a surprisingly long period of time since 2004.

Comparing to local search algorithms, which often has the characteristics of being simple and elegant, LP-based methods have the irreplaceable advantage of being applicable to related problems to yield new results. One of such examples is the celebrating successful story of LMP-algorithms for UFL to be combined with bi-point rounding algorithms to yield state-of-the-art results for the uncapacitated $k$-median problem, see, e.g., $[4-8,12,16]$.

So far, the phenomenon is very different for the capacitated version of facility location and $k$-median problems. One primary reason is that, very little is known regarding LP-based results for both CFL and CFL-UFC.

### 1.1 Our Contribution

In this work, we present an LP-based 4-approximation algorithm for CFL-UFC. Our main result is the following theorem.

- Theorem 1. There is a rounding-based algorithm for CFL-UFC that produces a 4approximation in polynomial-time.

Theorem 1 improves the decades-old LP-based guarantee of 5 due to Levi et al. [11] since 2004 and shows that the integrality gap of natural LP for this problem is at most 4. The algorithm we present is built on a two-staged rounding scheme that incorporates a set of novel ideas together with results and techniques developed in the past for both facility location and capacitated covering problems [9,11].

In the following, we describe the ideas we use to obtain the 4 -approximation guarantee. We believe that, the techniques developed in this work are of independent interests and may lead to further insights and progress for further related problems.

## Overview of our Algorithm and Techniques

The core part of our result can be seen as a delicate orchestration of rounding procedures for the large and small instances incurred in the LP solution. In our procedure, we aim at fractionally serving the clients while making sure that the rounded facilities of interests are sufficiently sparsely-loaded so that a reasonable round-up of the assignments can be made to fully-serve the clients. Intuitively, this is possible for small facilities as they are sparsely-loaded by default. The large facilities, however, do not allow such a round-up in general since they can be tightly-loaded by assignments made in the LP solution.

To overcome this issue, we introduce the concept of client redistribution: When the residue demand of a client drops below a target threshold, we discard the client and redistribute part of it to the large facilities in the vicinity, defined by the LP solution, to form the so-called "outlier clients." The outlier clients participate in the rounding process after created and act as normal clients except for that, there is no threshold for them to be discarded, and
we guarantee that they will be fully-assigned for the final feasibility. Moreover, the way the outlier clients are created also guarantees that, the resulting assignment cost does not increase too much.

The concept of client redistribution resolves the assignment of the clients. However, when an outlier client is selected to form a cluster, we are no longer able to guarantee the overall rounding cost of the facilities, since the total facility value in that cluster can be arbitrarily small, rendering the rounding error unbounded. To prevent this undesirable situation, we introduce a matching-yielding LP technique and leave the rounding decisions for the outlier clusters as a global optimization problem to be resolved in the second stage of the algorithm.

In the second stage of the algorithm, we formulate the rounding problem of the remaining outlier clusters as a carefully designed assignment LP. We deploy a technique, that was originally developed for the capacitated covering problems [9], to show that, basic feasible solutions of this simple LP corresponds naturally to a matching from the non-integral facilities to the large facilities at which the outlier clients reside, and hence the rounding cost of these facilities can be bounded. Together this yields a bound for our final unconditional rounding.

## Organization of this paper

This paper is organized as follows. In Section 2, we formally define CFL-UFC and describe preliminaries necessary to present our approximation algorithms. We present our approximation algorithm for CFL-UFC in Section 3 and the analysis in Section 4. Due to space limit, technical details and proofs omitted from the main content will be provided in the full version of this paper.

## 2 Preliminaries

In the CFL-UFC problem, we are given a set $\mathcal{F}$ of facilities, a set $\mathcal{D}$ of clients, and a distance metric $c$ defined over $\mathcal{F} \cup \mathcal{D}$. Each $i \in \mathcal{F}$ is associated with a uniform open cost $w$ and a capacity $u_{i}$, which is the number of clients facility $i$ can serve when opened up. A feasible solution for CFL-UFC consists of a multiplicity function $y: \mathcal{F} \rightarrow\{0,1\}$ and an assignment function $x: \mathcal{F} \times \mathcal{D} \rightarrow\{0,1\}$ such that the following conditions are met:

- $\sum_{i \in \mathcal{F}} x_{i, j} \geq 1$, for any $j \in \mathcal{D}$, i.e., each client is assigned to some facility.
- $\quad \sum_{j \in \mathcal{D}} x_{i, j} \leq u_{i} \cdot y_{i}$, for any $i \in \mathcal{F}$, i.e., the capacity limit of any facility is not violated.
- $x_{i, j} \leq y_{i}$, for any $i \in \mathcal{F}, j \in \mathcal{D}$, i.e., assignments can only be made to opened facilities.

The cost of the solution $(x, y)$ is defined to be $\psi(x, y):=\sum_{i \in \mathcal{F}} w \cdot y_{i}+\sum_{i \in \mathcal{F}, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}$. Note that, by properly rescaling the distance metric $c$, we may assume that $w=1$. Given an instance $\Psi=(\mathcal{F}, \mathcal{D}, \mathbf{c}, \mathbf{u})$ of CFL-UFC, the goal of this problem is to compute a feasible solution $(x, y)$ such that $\psi(x, y)$ is minimized.

## LP relaxation and the definition of Vicinity

A natural LP relaxation for CFL-UFC and its dual LP is given below in Figure 1. It follows that, for optimal solutions $(x, y)$ and $(\alpha, \beta, \Gamma, \eta)$ for LP-(N) and LP-(DN), $\alpha_{j} \geq c_{i, j}$ holds for any $i \in \mathcal{F}, j \in \mathcal{D}$ with $x_{i, j}>0$. We will use the fact that $\alpha_{j}$ is a valid estimation on the assignment radius for any $j \in \mathcal{D}$ in $x$.

For the ease of presentation, in our algorithm, we use the following notion of vicinity that is defined with respect to any given assignment function $x$. For any $A \subseteq \mathcal{F}$ and any $j \in \mathcal{D}$, we use $N_{(A, x)}(j):=\left\{i \in A: x_{i, j}>0\right\}$ to denote the set of facilities in $A$ to which $j$ is assigned to in $x$. Similarly, for any $B \subseteq \mathcal{D}$ and any $i \in \mathcal{F}$, we use $N_{(B, x)}(i):=\left\{j \in B: x_{i, j}>0\right\}$ to denote the set of clients in $B$ that is assigned to $i$ in $x$.


Figure 1 LP relaxations for CFL-UFC.

## 3 4-Approximation for CFL-UFC

In the following, we describe our approximation algorithm $\mathcal{A}$ for CFL-UFC and prove Theorem 1. Let $\Psi=(\mathcal{F}, \mathcal{D}, \mathbf{c}, \mathbf{u})$ be an instance of CFL-UFC, and let $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right),(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\Gamma}, \boldsymbol{\eta})$ be optimal solutions for LP-(N) and its dual LP-(DN) on $\Psi$.

Let $I:=\left\{i \in \mathcal{F}: 0<y_{i}^{\prime}<\frac{1}{2}\right\}$ and $U:=\left\{i \in \mathcal{F}: y_{i}^{\prime} \geq \frac{1}{2}\right\}$ be the sets of small and large facilities. Let $J^{(I)}$ and $J^{(\leftrightarrow)}$ be the clients that are served merely by $I$ and the clients that are served jointly by $I$ and $U$, respectively. We round up the facilities in $U$ directly and keep the assignments made to them unchanged. What remains is the rounding problem for $I$ and $J^{(I)} \cup J^{(\leftrightarrow)}$.

Our rounding process for $I$ and $J^{(I)} \cup J^{(\leftrightarrow)}$ consists of two stages. In the first stage, it proceeds in iterations to select clients and form clusters. Depending on the status of the client selected, the rounding decision for the cluster may be postponed. In the second stage, our rounding process formulates the rounding decisions of the postponed clusters as a global optimization problem and makes an overall rounding decision. In the following, we describe the two stages in details.

### 3.1 The First Stage of the Rounding Process

In this stage, the algorithm proceeds in iterations to form clusters. Let $F^{\prime}$ and $D^{\prime}$ be the set of facilities and the set of clients remained to be processed. Initially, $F^{\prime}:=I$ and $D^{\prime}:=J^{(I)} \cup J^{(\leftrightarrow)}$. The algorithm will maintain a rounded assignment function $x^{*}$ during this stage. Initially $x^{*}:=0$.

In each iteration, the algorithm first checks if $\sum_{i \in F^{\prime}} x_{i, j}^{\prime} \geq 1 / 2$ holds for all $j \in D^{\prime}$. Intuitively, from the LP constraints, this condition guarantees that

$$
\sum_{i \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)} y_{i}^{\prime} \geq \sum_{i \in F^{\prime}} x_{i, j}^{\prime} \geq \frac{1}{2}
$$

and there will be a decent amount of facility values to be aggregated in the vicinity of client $j$ in $F^{\prime}$ for any $j \in D^{\prime}$. If not, the algorithm makes it so by repeating the following steps:

1. Pick an arbitrary $j \in D^{\prime}$ with $\sum_{i \in F^{\prime}} x_{i, j}^{\prime}<1 / 2$.
2. Apply the procedure CREATE_OUTLIER $(j)$,
which we later describe, to create a set of outlier clients for $j$.
3. Remove the client $j$ from $D^{\prime}$.

Intuitively, each client $j$ that is picked here will belong to the set $J^{(\leftrightarrow)}$, and via replacing $j$ with its outlier copies created by the procedure Create_outlier $(j)$, the rounding cost for the remaining part of $j$ will be charged to the large facilities to which $j$ is assigned to, i.e., $N_{\left(U, x^{\prime}\right)}(j)$.

The algorithm additionally maintains two sets $H$ and $H^{\prime}$, where $H$ denotes the set of outlier clients created in this step and $H^{\prime} \subseteq H$ denotes those that have been created but not yet processed by the rounding process. Initially $H:=\emptyset$ and $H^{\prime}:=\emptyset$.

When the condition $\sum_{i \in F^{\prime}} x_{i, j}^{\prime} \geq 1 / 2$ holds for all $j \in D^{\prime}$, the algorithm applies another procedure FORM_CLUSTER, which we will later describe, to select a client from $D^{\prime} \cup H^{\prime}$ and form a cluster centered at that client. Depending on whether or not the selected client is outlier, the rounding decision for the cluster created may be postponed to the second stage. The procedure then removes the corresponding parts of the cluster from the residual instance ( $F^{\prime}, H^{\prime}, \boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}$ ).

When the procedure FORM_CLUSTER is done, for each client $j \in D^{\prime} \cap J^{(I)}$ with $\sum_{i \in F^{\prime}} x_{i, j}^{\prime}<1 / 2$, the algorithm removes $j$ from $D^{\prime}$ and sets $x_{i, j}^{\prime}$ to be zero for all $i \in F^{\prime}$. Intuitively, for each client $j$ that is picked in this step, the algorithm guarantees that, more than half of its demand has already been assigned to a rounded facility. Hence the remaining part can be discarded.

Then the algorithm iterates to the next iteration until $D^{\prime} \cup H^{\prime}$ becomes empty. The following high-level pseudo-code summarizes the first stage of our rounding process.

- Repeat until $D^{\prime} \cup H^{\prime}=\emptyset$, do

1. Repeat until $\sum_{i \in F^{\prime}} x_{i, j}^{\prime} \geq 1 / 2$ for all $j \in D^{\prime}$, do

- Pick an arbitrary $j \in D^{\prime}$ with $\sum_{i \in F^{\prime}} x_{i, j}^{\prime}<1 / 2$.
- Apply CREATE_outlier $(j)$ and remove $j$ from $D^{\prime}$.

2. Apply the procedure FORM_CLUSTER().
3. For all $j \in D^{\prime} \cap J^{(I)}$ with $\sum_{i \in F^{\prime}} x_{i, j}^{\prime}<1 / 2$,
remove $j$ from $D^{\prime}$ and set $x_{i, j}^{\prime}$ to be zero for all $i \in F^{\prime}$.
Note that, the algorithm guarantees the invariant that, the client picked in step 1 must belong to the set $D^{\prime} \cap J^{(\leftrightarrow)}$. In the following we describe the two procedures CREATE_OUTLIER and FORM_CLUSTER in details.

The procedure CREATE_outlier $(j)$.
When this procedure is called, it relocates part of the remaining demand of $j$ to facilities in $N_{\left(U, x^{\prime}\right)}(j)$, i.e., the large facilities in $U$ for which $j$ is assigned to in $\boldsymbol{x}^{\prime}$, to form outlier clients in a way as if the demand were originated from these facilities. Then it updates the assignment function $\boldsymbol{x}^{\prime}$ and the dual variables $\boldsymbol{\alpha}$ accordingly.

Before describing the detail of this procedure, we describe the intuitions in the following. The outlier clients created by this procedure will be used to replace the remaining part of $j$, and the construction will serve for two purposes.

- First, since $\sum_{i \in F^{\prime}} x_{i, j}^{\prime}<1 / 2$ when this procedure is called, $\sum_{i \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)} y_{i}^{\prime}$ can be less than $1 / 2$. Therefore, when the outlier clients of $j$ are selected to form clusters in later iterations of the rounding algorithm, we will use the facility values in $N_{\left(U, x^{\prime}\right)}(j)$ to amend the short deficits of $\sum_{i \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)} y_{i}^{\prime}$ compared to $1 / 2$.
- Second, via the construction scheme of outlier clients, we will charge part of the assignment costs of the outlier clients to the assignment costs of $j$ to the large facilities in $N_{\left(U, x^{\prime}\right)}(j)$. We note that, this is reflected in the setting of the dual values of the outlier clients.

In the following, we describe the procedure in details.
Let $r_{j}^{\prime}:=\min \left\{\sum_{i \in F^{\prime}} x_{i, j}^{\prime}, \sum_{i \in U} x_{i, j}^{\prime}\right\}$ be the amount of residue demand of $j$ to be redistributed. For each $w \in N_{\left(U, x^{\prime}\right)}(j)$, we create a client $j_{w}$ at the facility $w$ with demand

$$
d_{j_{w}}:=\frac{r_{j}^{\prime}}{\sum_{i \in U} x_{i, j}^{\prime}} \cdot x_{w, j}^{\prime} \text { and set } x_{i, j_{w}}^{\prime}:=\frac{d_{j_{w}}}{\sum_{k \in F^{\prime}} x_{k, j}^{\prime}} \cdot x_{i, j}^{\prime}
$$

for each $i \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)$. We add $j_{w}$ to both $H$ and $H^{\prime}$ and set $\alpha_{j_{w}}:=\alpha_{j}+c_{w, j}$ to reflect the relocation of $j_{w}$ from $j$ to $w$. Note that, this ensures that $\alpha_{j_{w}}$ is still a valid estimation on the assignment radius of $j_{w}$.

Note that, by construction, we have

$$
\sum_{w \in N_{\left(U, x^{\prime}\right)}(j)} d_{j_{w}}=r_{j}^{\prime} \quad \text { and } \sum_{k \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)} x_{k, j_{w}}^{\prime}=d_{j_{w}}
$$

i.e., the designated residue demand $r_{j}^{\prime}$ of $j$ is fully redistributed as outlier clients and each $j_{w}$ is fully-assigned to facilities in $F^{\prime}$.

After the outlier client $j_{w}$ is created for each $w \in N_{\left(U, x^{\prime}\right)}(j)$, the procedure removes $j$ from $D^{\prime}$ and set $x_{i, j}^{\prime}$ to be zero for all $i \in F^{\prime}$. It is clear that, the above updates on $\boldsymbol{x}^{\prime}$ does not violate the capacity constraints of the facilities in $F^{\prime}$.

The procedure FORM_CLUSTER().
When this procedure is called, it selects a client $j \in D^{\prime} \cup H^{\prime}$ with the minimum $\alpha_{j}$ to form a cluster. Depending on the set to which $j$ belongs, the procedure proceeds differently.

- If $j \in H^{\prime}$, then a cluster centered at $j$ with satellite facilities in $N_{\left(F^{\prime}, x^{\prime}\right)}(j)$ is formed. We use $B(j):=N_{\left(F^{\prime}, x^{\prime}\right)}(j)$ to denote the set of satellite facilities at this moment. The procedure removes $j$ from $H^{\prime}$ and $B(j)$ from $F^{\prime}$. The rounding decision for this cluster is postponed to the second stage of the algorithm.
- If $j \in D^{\prime}$, the procedure selects a facility $i \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)$ with the maximum capacity $u_{i}$. Since

$$
\sum_{k \in N_{\left(F^{\prime}, x^{\prime}\right)}(j)} y_{k}^{\prime} \geq \sum_{k \in F^{\prime}} x_{k, j}^{\prime} \geq \frac{1}{2}
$$

holds when this procedure is called, we will fractionally round $y_{i}^{\prime}$ to $1 / 2$ by aggregating both the facility values and the assignments from facilities in $N_{\left(F^{\prime}, x^{\prime}\right)}(j)$ to the selected facility $i$. This is done as follows.
Let

$$
\delta_{i}:=\left(\frac{1}{2}-y_{i}^{\prime}\right) \cdot \frac{1}{\sum_{k \in N_{\left(F^{\prime}, x^{\prime}\right)}(j) \backslash\{i\}} y_{k}^{\prime}}
$$

be the factor to relocate for each facility in $N_{\left(F^{\prime}, x^{\prime}\right)}(j) \backslash\{i\}$. For each facility $\ell \in$ $N_{\left(F^{\prime}, x^{\prime}\right)}(j) \backslash\{i\}$, scale down $y_{\ell}^{\prime}$ by $\left(1-\delta_{i}\right)$. For each $k \in N_{\left(D^{\prime} \cup H^{\prime}, x^{\prime}\right)}(\ell)$, further scale down $x_{\ell, k}^{\prime}$ by $\left(1-\delta_{i}\right)$ and increase $x_{i, k}^{*}$ by the same amount $x_{\ell, k}^{\prime}$ is decreased in this step. Then the procedure increases $x_{i, k}^{*}$ by $x_{i, k}^{\prime}$ for each $k \in D^{\prime}$ and then removes $i$ from $F^{\prime}$. Intuitively, for each facility $\ell \in N_{\left(F^{\prime}, x^{\prime}\right)}(j) \backslash\{i\}$, we move $\delta_{i}$ fraction of its facility value and assignments to the facility $i$, and the assignment function $x_{i, k}^{*}$ records the rounded assignment of any $k \in D^{\prime}$ to the selected facility $i$.

## Properties Guaranteed in the $1^{s t}$-stage

To better illustrate how our rounding algorithm works, we summarize in the following the important properties guaranteed by the rounding procedure in the first stage. To be precise with notations, in the following, let $\boldsymbol{x}^{\prime(0)}$ denote the initial assignment, i.e., the initial $\boldsymbol{x}^{\prime}$. For each outlier client $j \in H$, we extend the definition of $\boldsymbol{x}^{(0)}$ to be the initial assignment of $j$ when it was created. Let $\left(\boldsymbol{x}^{\prime(\mathrm{II})}, \boldsymbol{y}^{\prime(\mathrm{II})}\right)$ denote the pair $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ the algorithm has when it is about to enter the second stage, i.e., the pair $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ when the first stage ends.

Let $G:=\bigcup_{j \in H} B(j)$ be the set of satellite facilities whose rounding decisions are to be postponed in the second stage and $F_{D^{\prime}}^{*}$ denote the set of facilities that are selected and rounded up to $1 / 2$ by the procedure FORM_CLUSTER(). We have the following lemma.

Lemma 2. When first stage of the rounding algorithm ends, the following holds.

- For any $i \in G, \quad \sum_{j \in \mathcal{D} \cup H} x_{i, j}^{\prime(I I)} \leq u_{i} \cdot y_{i}^{\prime(I I)}$.
- For any $j \in J^{(I)}, \quad \sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(I I)}>1 / 2$.
- For any $j \in J^{(\leftrightarrow)}, \quad \sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(I I)}+\sum_{i \in U} x_{i, j}^{\prime(0)}>1 / 2$.
- For any outlier $j \in H, \quad \sum_{i \in F_{D^{\prime}}^{*}} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(I I)}=\sum_{i \in I} x_{i, j}^{\prime(0)}$.

Intuitively, Lemma 2 says that, in order to guarantee the feasibility of the final assignment, for any $j \in J^{(I)}$, it suffices to scale up $\sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(\text { II })}$ by a factor at most two. Similar argument applies to any $j \in J^{(\leftrightarrow)}$, too. However, as scaling up $\sum_{i \in U} x_{i, j}^{\prime(0)}$ may not always be possible, we will instead guarantee that all the outlier clients are fully-assigned in the second stage. Note that this will provide extra amount of assignment needed to ensure the feasibility of $j$.

To be precise, for any $j \in \mathcal{D} \cup H$, define the scaling factor $t_{j}^{\prime}$ as follows. If $j \in \mathcal{D}$, i.e., $j$ is a normal client, and $\sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(\mathrm{II})}>0$, then

$$
t_{j}^{\prime}:=\frac{1}{\sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(\mathrm{II})}} \cdot\left(1-\sum_{i \in U}{x_{i, j}^{\prime(0)}}^{(0)} r_{j}^{\prime}\right),
$$

where we recall that $r_{j}^{\prime}$ is the amount of demand of $j$ that is redistributed as outlier clients for any $j \in J^{(\leftrightarrow)}$. In the remaining cases, we define $t_{\ell}^{\prime}:=1$.

Intuitively, $t_{j}^{\prime}$ is the factor for which $\sum_{i \in I} x_{i, j}^{*}+\sum_{i \in G} x_{i, j}^{\prime(\text { II })}$ should be scaled up in order for the client $j$ to be fully-assigned. By the definition of $t_{j}^{\prime}$ and Lemma 2, we obtain the following corollary.

- Corollary 3. $0 \leq t_{j}^{\prime} \leq 2$ for all $j \in \mathcal{D}$.


### 3.2 The Second Stage of the Rounding Process

In the second stage, the algorithm formulates the rounding decisions left for the outlier clusters, i.e., clusters centered at outlier clients in $H$, as a global optimization problem.

In particular, we formulate the rounding problem as a new instance of CFL-UFC with facility set $G:=\bigcup_{j \in H} B(j)$ and client set $U$. Each $w \in U$ is associated with a demand $d_{w}$, defined as

$$
d_{w}:=\sum_{\substack{k \in H, k \text { located at } w}} \sum_{\substack{i \in B(k), \ell \in \mathcal{D} \cup H}} t_{\ell}^{\prime} \cdot x_{i, \ell}^{\prime(\mathrm{II})} .
$$

Intuitively, in the above definition, for each large facility $w \in U$, we consider all the outlier clusters that are centered at some outlier client located at $w$, and collect all the assignments within these clusters to be the demand of $w$. As described in the previous section, we scale up these assignment accordingly by the factor $t_{\ell}^{\prime}$ for each client $\ell$ to meet the final feasibility.

We formulate the above instance as a carefully designed assignment LP, denoted LP-(O) and listed below. Our algorithm solves LP-(O) for a basic optimal solution $\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$.

LP-(O)

$$
\begin{array}{ll}
\min \sum_{i \in G} y_{i}+\sum_{i \in G, j \in U} c_{i, j} \cdot x_{i, j} & \\
\sum_{i \in G} x_{i, j}=d_{j}, & \forall j \in U, \\
\sum_{j \in U} x_{i, j} \leq u_{i} \cdot y_{i}, & \forall i \in G, \\
y_{i} \leq 1, & \forall i \in G, \\
x_{i, j}, y_{i} \geq 0, & \forall i \in G, j \in U
\end{array}
$$

## Properties Guaranteed in the $2^{n d}$-stage

First we show that the feasible region of LP-(O) is nonempty, and the basic optimal solution $\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$ can be computed. For any $w \in U$, let $H(w)$ denote the set of outlier clients located at $w$.

For any $w \in U$ and $i \in G$ such that $i \in B(k)$ for some $k \in H(w)$, i.e., $i$ belongs to the clusters centered at some $k \in H(w)$, consider the bundled assignment $g_{i, w}$, defined as

$$
g_{i, w}:=\sum_{\ell \in \mathcal{D} \cup H} t_{\ell}^{\prime} \cdot x_{i, \ell}^{\prime(\mathrm{II})} .
$$

The following lemma is straightforward to verify.

- Lemma 4. ( $\left.\boldsymbol{g}, 2 \boldsymbol{y}^{(I I)}\right)$ is a feasible solution for $L P-(O)$.

One of the key properties LP-(O) provides is that, basic feasible solutions of this LP provide a matching from the set of non-extremal facilities, i.e., $i \in G$ with $0<y_{i}^{\prime \prime}<1$, to the set of facilities in $U$, and hence an unconditional roundup can be performed on $\boldsymbol{y}^{\prime \prime}$ to obtain an integral solution. The following lemma is proved by explicitly considering the rank of the coefficient matrix.

## - Lemma 5.

$$
|L| \leq|U|, \quad \text { where } L:=\left\{i \in G: 0<y_{i}^{\prime \prime}<1\right\}
$$

### 3.3 Final Output

When the rounding process ends, the algorithm defines the integral multiplicity function $\boldsymbol{y}^{*}$ as

$$
y_{i}^{*}:= \begin{cases}1, & \text { if } i \in U \text { or } i \in F_{D^{\prime}}^{*} \\ \left\lceil y_{i}^{\prime \prime}\right\rceil, & \text { if } i \in G \\ 0, & \text { otherwise }\end{cases}
$$

In particular, in addition to the large facilities in $U$ and the facilities rounded up during the first stage of the process, the algorithm also performs an unconditional roundup on $\boldsymbol{y}^{\prime \prime}$ for the facilities in $G$. Then it solves the min-cost assignment problem on $\mathcal{D}$ and $\mathcal{F}^{*}:=\left\{i \in \mathcal{F}: y_{i}^{*}=1\right\}$ for an optimal integral assignment $\boldsymbol{x}^{\dagger}$, and outputs $\left(\boldsymbol{x}^{\dagger}, \boldsymbol{y}^{*}\right)$ as the approximation solution.

## 4 The Analysis

Let $\mathcal{A}$ denote the rounding algorithm in Section 3. We prove the following theorem.
Theorem 6. Let $\Psi$ be an instance of CFL-UFC and $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ be optimal for $L P-(N)$ on $\Psi$. The rounding algorithm $\mathcal{A}$ computes in polynomial time a feasible integral solution $\left(x^{\dagger}, y^{*}\right)$ for $\Psi$ with $\psi\left(x^{\dagger}, y^{*}\right) \leq 4 \cdot \psi\left(x^{\prime}, y^{\prime}\right)$.

The proof is outlined as follows. In Section 4.1, We define an assignment function $\boldsymbol{x}^{\circ}$ and shows that $\left(\boldsymbol{x}^{\circ}, y^{*}\right)$ is feasible for LP-(N) on $\Psi$. This shows that the feasible region of the min-cost assignment problem for $\left(\mathcal{D}, \mathcal{F}^{*}\right)$ is nonempty, and hence the integral assignment $\boldsymbol{x}^{\dagger}$ can be computed. In Section 4.2, we establish the 4 -approximation guarantee for ( $\boldsymbol{x}^{\circ}, y^{*}$ ). This completes the proof for Theorem 6 since $\boldsymbol{x}^{\dagger}$ is the optimal solution for $\left(\mathcal{D}, \mathcal{F}^{*}\right)$.

## Notations used in the analysis

In the following, we define notations and notions to describe our rounding process precisely in the analysis.

Consider the cluster-forming procedure. Let $\mathcal{C}_{D^{\prime}}$ and $\mathcal{C}_{H^{\prime}}$ denote the sets of clusters centered at the non-outlier clients and outlier clients, respectively. Recall that $F_{D^{\prime}}^{*}$ denotes the set of facilities that are selected and rounded up for the clusters in $\mathcal{C}_{D^{\prime}}$. Note that, $F_{D^{\prime}}^{*} \cap G=\emptyset$, and the set of satellite facilities $B(j)$ for each $j \in H$ forms a partition of $G$.

For each outlier client $j \in H$, we use $w(j)$ to denote the facility in $U$ at which $j$ is located. We use $p(j)$ to denote the specific parent client in $J^{(\leftrightarrow)}$ from which $j$ is created. On the contrary, for any $j \in J^{(\leftrightarrow)}$, we use $H(j)$ to denote the set of outlier clients that are created from $j$. For each $w \in U$, we use $H(w)$ to denote the set of outlier clients located at $w$.

Recall that, we use $\left(\boldsymbol{x}^{\prime(0)}, \boldsymbol{y}^{\prime(0)}\right)$ to denote the initial solution the algorithm has for $\Psi$. For outlier clients $j \in H$ and any $i \in \mathcal{F}$, we use $\boldsymbol{x}_{i, j}^{(0)}$ to denote the assignment made for $j$ to $i$ at the moment when $j$ is created. We use $\left(\boldsymbol{x}^{\prime(\mathrm{II})}, \boldsymbol{y}^{\prime(\mathrm{II})}\right)$ to denote the pair $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ the algorithm maintains when it enters the second stage.

### 4.1 Feasibility of the Algorithm

In this section we define an intermediate assignment $\boldsymbol{x}^{\circ}$ and show that $\left(\boldsymbol{x}^{\circ}, \boldsymbol{y}^{*}\right)$ is a feasible solution for LP-(N) on the input instance $\Psi$.

Recall that, for any $w \in U$ and $i \in G$ such that $i \in B(k)$ for some $k \in H(w)$, we define the bundled assignment $g_{i, w}$ as $g_{i, w}:=\sum_{\ell \in \mathcal{D} \cup H} t_{\ell}^{\prime} \cdot x_{i, \ell}^{\prime(\mathrm{II})}$. Consider the basic optimal solution $\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$ for LP-(O). For each $i \in G$ and $j \in \mathcal{D} \cup H$, we define the unbundled assignment $h$ for the original clients $j$ as

$$
h_{i, j}:=\sum_{w \in U} x_{i, w}^{\prime \prime} \cdot \frac{1}{d_{w}} \cdot \sum_{k \in H(w), i^{\prime} \in B(k)} t_{j}^{\prime} \cdot x_{i^{\prime}, j}^{\prime(\mathrm{II})} .
$$

Intuitively, in $h$ we redistribute the assignment $\boldsymbol{x}^{\prime \prime}$ back for the original clients in $\mathcal{D} \cup H$ in a proportional way. It follows that for any $j \in \mathcal{D} \cup H$,

$$
\begin{align*}
\sum_{i \in G} h_{i, j} & =\sum_{i \in G, w \in U} x_{i, w}^{\prime \prime} \cdot \frac{1}{d_{w}} \cdot \sum_{k \in H(w), i^{\prime} \in B(k)} t_{j}^{\prime} \cdot x_{i^{\prime}, j}^{\prime(\mathrm{II})} \\
& =\sum_{w \in U} \sum_{k \in H(w), i^{\prime} \in B(k)} t_{j}^{\prime} \cdot x_{i^{\prime}, j}^{\prime(\mathrm{II})}=\sum_{i \in G} t_{j}^{\prime} \cdot x_{i, j}^{\prime(\mathrm{II})}, \tag{1}
\end{align*}
$$

where in the second equality we apply the first constraint of LP-(O) and in the last equality we use the fact that the set of satellite facilities for each $j \in H$ forms a partition of $G$.

## The Assignment $\boldsymbol{x}^{\circ}$

Provided the above, the assignment $\boldsymbol{x}^{\circ}$ for each $j \in \mathcal{D}$ is defined as

$$
x_{i, j}^{\circ}:= \begin{cases}x_{i, j}^{\prime(0)}, & \text { if } i \in U, \\ t_{j}^{\prime} \cdot x_{i, j}^{*}+\sum_{k \in H(j)} x_{i, k}^{*}, & \text { if } i \in F_{D^{\prime}}^{*}, \\ h_{i, j}+\sum_{k \in H(j)} h_{i, k}, & \text { if } i \in G, \\ 0, & \text { otherwise } .\end{cases}
$$

Intuitively, the assignment of each $j \in \mathcal{D}$ in $\boldsymbol{x}^{\circ}$ consists of its original assignments to $U$ and the rounded assignments for clients in $\{j\} \cup H(j)$ to facilities in $F_{D^{\prime}}^{*} \cup G$.

The following lemma is straightforward to verify.

- Lemma 7. $\left(\boldsymbol{x}^{\circ}, \boldsymbol{y}^{*}\right)$ is feasible for $L P-(N)$ on the input instance $\Psi$.


### 4.2 Approximation Guarantee

In this section we establish the 4-approximation guarantee for $\left(\boldsymbol{x}^{\circ}, \boldsymbol{y}^{*}\right)$. First, we consider the cost incurred by clusters in $\mathcal{C}_{H^{\prime}}$ and $\mathcal{C}_{D^{\prime}}$ separately. Then we establish the overall guarantee.

Recall that, we use $p(j)$ for $j \in H$ to denote the client in $\mathcal{D}$ from which $j$ is created. We extend the definition and define $p(k):=k$ for any $k \in \mathcal{D}$ for notational convenience.

Moreover, for any assignment $\boldsymbol{x}$ of interest, we will use $\left.\boldsymbol{x}\right|_{A, B}$ to denote the assignments made in $\boldsymbol{x}$ between $A \subseteq \mathcal{F}$ and $B \subseteq \mathcal{D} \cup H$. Similarly, for any multiplicity function $\boldsymbol{y}$ of interest, we will use $\left.\boldsymbol{y}\right|_{A}$ to denote the multiplicity of facilities in $A \subseteq \mathcal{F}$ in $\boldsymbol{y}$.

### 4.2.1 The clusters in $\mathcal{C}_{H^{\prime}}$

The following lemma, which regards the assignment radius of the outlier clients in $H$, follows directly from the construction and triangle inequality.

- Lemma 8. For any $j \in H$ and $i \in G$ such that ${x_{i, j}^{\prime(I I)}}_{>0}$, we have $c_{i, j} \leq \alpha_{j}$.

In the following, we first bound the overall assignment cost in $\left.\boldsymbol{x}^{\circ}\right|_{G, \mathcal{D}}$ in terms of that in $\boldsymbol{x}^{\prime \prime}$ and $\left.\boldsymbol{x}^{\boldsymbol{\prime}(\mathrm{II})}\right|_{G, \mathcal{D} \cup H}$. To this end, for any client $j \in \mathcal{D} \cup H$ and any $i \in G$, we need to bound the distance between $i$ and $p(j)$. Let $w \in U, k \in H(w)$, and $i^{\prime} \in B(k)$ is a satellite facility of $k$ such that $x_{i^{\prime}, j}^{\prime(\text { II })}>0$. By the triangle inequality, we have

$$
\begin{equation*}
c_{i, p(j)} \leq c_{i, w}+c_{i^{\prime}, w}+c_{i^{\prime}, p(j)} \leq c_{i, w}+\alpha_{k}+c_{i^{\prime}, p(j)} \tag{2}
\end{equation*}
$$

where in the last inequality we apply Lemma 8. Also see Figure 2 for an illustration.


Figure 2 An illustration on the bundled assignment from $w \in U$ to $i \in G$ and unbundled assignments for $k \in H(w), i^{\prime} \in B(k)$ such that $x_{i^{\prime}, j}^{\prime(\mathrm{II})}>0$.

By (2), we obtain the following lemma, which bounds the overall assignment cost in $\left.\boldsymbol{x}^{\circ}\right|_{G, \mathcal{D}}$ in terms of that in $\boldsymbol{x}^{\prime \prime}$ and $\left.\boldsymbol{x}^{\prime(\mathrm{II})}\right|_{G, \mathcal{D} \cup H}$.

## - Lemma 9.

$$
\sum_{i \in G, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\circ} \leq \sum_{i \in G, j \in U} c_{i, j} \cdot x_{i, j}^{\prime \prime}+\sum_{i \in G} \sum_{j \in \mathcal{D} \cup H} t_{j}^{\prime} \cdot\left(c_{i, p(j)}+\alpha_{j}\right) \cdot x_{i, j}^{\prime(I I)} .
$$

In the following lemma, we expand $\boldsymbol{x}^{\prime \prime}$ and bound the overall cost incurred by $\left.\boldsymbol{y}^{*}\right|_{G}$ and $\boldsymbol{x}^{\prime \prime}$ by the cost of $\left.\boldsymbol{y}^{\prime(\mathrm{II})}\right|_{G},\left.\boldsymbol{y}^{\prime(0)}\right|_{U}$, and $\left.\boldsymbol{x}^{\prime(\mathrm{II})}\right|_{G, \mathcal{D} \cup H}$.

- Lemma 10. We have

$$
\sum_{i \in G}\left\lceil y_{i}^{\prime \prime}\right\rceil+\sum_{i \in G, j \in U} c_{i, j} \cdot x_{i, j}^{\prime \prime} \leq 2 \cdot \sum_{i \in G} y_{i}^{\prime(I I)}+|L|+\sum_{i \in G} \sum_{j \in \mathcal{D} \cup H} t_{j}^{\prime} \cdot \alpha_{j} \cdot x_{i, j}^{\prime(I I)},
$$

where $L:=\left\{i \in G: 0<y_{i}^{\prime \prime}<1\right\}$.
Applying Lemma 9, Lemma 10, Lemma 5, and the fact that $y_{i}^{\prime(0)} \geq 1 / 2$ for all $i \in U$, we obtain the following bound for the cost incurred by $\left(\left.\boldsymbol{x}^{\circ}\right|_{G, \mathcal{D}},\left.\boldsymbol{y}^{*}\right|_{G}\right)$.

$$
\begin{align*}
& \sum_{i \in G} y_{i}^{*}+\sum_{i \in G, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\circ} \leq 2 \cdot \sum_{i \in G} y_{i}^{\prime(\mathrm{II})}+\sum_{i \in G, j \in H} t_{j}^{\prime} \cdot\left(c_{i, p(j)}+2 \cdot \alpha_{j}\right) \cdot x_{i, j}^{\prime(\mathrm{II})} \\
&+2 \cdot \sum_{i \in U} y_{i}^{\prime(0)}+\sum_{i \in G, j \in \mathcal{D}} t_{j}^{\prime} \cdot\left(c_{i, j}+2 \cdot \alpha_{j}\right) \cdot x_{i, j}^{\prime(\mathrm{II})} \\
& \leq \quad 2 \cdot \sum_{i \in G} y_{i}^{\prime(\mathrm{II})}+\sum_{i \in G, j \in H}\left(c_{i, p(j)}+2 \cdot \alpha_{j}\right) \cdot x_{i, j}^{\prime(\mathrm{II})} \\
&+2 \cdot \sum_{i \in U} y_{i}^{\prime(0)}+\sum_{i \in G, j \in \mathcal{D}}\left(2 \cdot c_{i, j}+2 \cdot t_{j}^{\prime} \cdot \alpha_{j}\right) \cdot x_{i, j}^{\prime(\mathrm{II})}, \tag{3}
\end{align*}
$$

where in the last inequality we apply Corollary 3 the fact that $t_{j}^{\prime} \leq 2$ for all $j \in \mathcal{D}$ and the definition that $t_{j}^{\prime}=1$ for all $j \in H$.

### 4.2.2 The clusters in $\mathcal{C}_{D^{\prime}}$

Consider the cost incurred by the clusters in $\mathcal{C}_{D^{\prime}}$. The following lemma, which bounds the total cost incurred by $\left.\boldsymbol{x}^{\circ}\right|_{F_{D^{\prime}}^{*}, \mathcal{D}}$ and $\left.\boldsymbol{y}^{*}\right|_{F_{D^{\prime}}^{*}}$, is obtained by considering the cost of each cluster in $\mathcal{C}_{D^{\prime}}$.

## - Lemma 11.

(i)

$$
\begin{equation*}
\sum_{i \in F_{D^{\prime}}^{*}} y_{i}^{*} \leq 2 \cdot \sum_{i \in I \backslash G} y_{i}^{\prime(0)}+2 \cdot \sum_{i \in G}\left(y_{i}^{\prime(0)}-y_{i}^{\prime(I I)}\right) \tag{4}
\end{equation*}
$$

(ii)

$$
\begin{align*}
& \sum_{i \in F_{D^{\prime}}^{*}, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\circ} \leq \sum_{i \in F_{D^{\prime}}^{*}, j \in \mathcal{D}} 2 \cdot t_{j}^{\prime} \cdot \alpha_{j} \cdot x_{i, j}^{*}+\sum_{i \in F_{D^{\prime}}^{*}, j \in H} 2 \cdot \alpha_{j} \cdot x_{i, j}^{*} \\
& +\sum_{i \in G, j \in \mathcal{D}} 2 \cdot c_{i, j} \cdot\left(x_{i, j}^{\prime(0)}-\sum_{\ell \in H(j)} x_{i, \ell}^{\prime(0)}-x_{i, j}^{\prime(I I)}\right)+\sum_{i \in G, j \in H} c_{i, p(j)} \cdot\left(x_{i, j}^{\prime(0)}-x_{i, j}^{\prime(I I)}\right) \\
& \quad+\sum_{i \in I \backslash G, j \in \mathcal{D}} 2 \cdot c_{i, j} \cdot\left(x_{i, j}^{\prime(0)}-\sum_{\ell \in H(j)} x_{i, \ell}^{\prime(0)}\right)+\sum_{i \in I \backslash G, j \in H} c_{i, p(j)} \cdot x_{i, j}^{\prime(0)} . \tag{5}
\end{align*}
$$

### 4.2.3 The overall guarantee

Combining Inequality (3), Inequality (4), and Inequality (5), and the construction scheme of outlier clients, we obtain the following lemma.

## - Lemma 12.

$$
\begin{aligned}
\psi\left(\boldsymbol{x}^{\circ}, \boldsymbol{y}^{*}\right) & \leq 4 \cdot \sum_{i \in U} y_{i}^{\prime(0)}+3 \cdot \sum_{i \in U, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\prime(0)} \\
& +2 \cdot \sum_{i \in I} y_{i}^{\prime(0)}+2 \cdot \sum_{i \in I, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\prime(0)}+\sum_{j \in \mathcal{D}} 2 \cdot\left(1-\sum_{i \in U} x_{i, j}^{\prime(0)}\right) \cdot \alpha_{j}
\end{aligned}
$$

The following lemma follows from complementary slackness between $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ and ( $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\Gamma}, \boldsymbol{\eta}$ ), and the fact that $0<y_{i}^{\prime(0)}<1$ for all $i \in I$.

- Lemma 13.

$$
\sum_{j \in \mathcal{D}}\left(1-\sum_{i \in U} x_{i, j}^{\prime(0)}\right) \cdot \alpha_{j} \leq \sum_{i \in I} y_{i}^{\prime(0)}+\sum_{i \in I, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\prime(0)}
$$

Applying Lemma 13 on Lemma 12, we obtain

$$
\psi\left(\boldsymbol{x}^{\circ}, \boldsymbol{y}^{*}\right) \leq 4 \cdot \sum_{i \in \mathcal{F}} y_{i}^{\prime(0)}+4 \cdot \sum_{i \in \mathcal{F}, j \in \mathcal{D}} c_{i, j} \cdot x_{i, j}^{\prime(0)}
$$

and Theorem 6 is proved.
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#### Abstract

The problem of deciding whether a biconnected planar digraph $G=(V, E)$ can be augmented to become an st-planar graph by adding a set of oriented edges $E^{\prime} \subseteq V \times V$ is known to be NP-complete. We show that the problem is fixed-parameter tractable when parameterized by the size of the set $E^{\prime}$.
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## 1 Introduction

Edge modification problems have long been a subject of investigation in graph algorithms, resulting in a vast body of literature dedicated to exploring their computational complexity (refer, for instance, to Burzyn et al. [4] and to Natanzon et al. [17] for comprehensive surveys). One specific category within this realm is the family of edge completion problems, which can be succinctly described as follows: Given a graph $G=(V, E)$ and a graph family $\mathcal{G}$, the objective is to determine whether it is possible to augment $G$ with a set $E^{\prime} \subseteq V \times V$ of edges such that $G^{\prime}=\left(V, E \cup E^{\prime}\right) \in \mathcal{G}$. In such cases, we say that $G$ becomes a member of $\mathcal{G}$ by adding the edges in $E^{\prime}$. Edge completion problems are frequently known to be NP-hard, thereby inspiring numerous studies focusing on parameterized complexity. For a comprehensive examination of parameterized algorithms addressing edge completion problems, we point the reader to the exhaustive survey by Crespelle et al. [7].
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Figure 1 (a) A digraph $G$ with $2 k+1=7$ sources and 1 sink; $G$ has a unique planar embedding up to the choice of the external face; (b) A completion of $G$ to an st-planar graph obtained by adding $2 k=6$ edges; (c) An upward planar drawing of the completion of $G$.

This paper focuses on the investigation of an edge completion problem specifically applied to directed graphs (digraphs for short). More precisely, let $G=(V, E)$ be a digraph. A vertex of $G$ with no incoming edges is a source of $G$, while a vertex without outgoing edges is a sink of $G$. A digraph $G$ is an st-planar graph if it admits a planar embedding such that: (1) it contains no directed cycle; (2) it contains a single source vertex $s$ and a single sink vertex $t$; (3) $s$ and $t$ both belong to the external face of the planar embedding.

Upward planarity is a rather natural and well-studied notion of planarity for directed graphs (see, e.g., $[5,6,8,10,13,18]$ ). In particular, a planar digraph is upward if it admits a planar drawing where all edges are oriented upward. A well-known result in graph drawing states that a digraph $G$ is upward if and only if $G$ is a subgraph of an st-planar graph $[8,10]^{1}$. However, since testing for upward planarity is an NP-complete problem already for biconnected graphs [13], determining whether a biconnected graph is a subgraph of an st-planar graph is also computationally challenging. On the other hand, checking whether a digraph is st-planar can be done efficiently in polynomial time. This observation motivates for the investigation of the following problem.

```
st-Planar Edge Completion (st-PEC)
```

Input: A biconnected digraph $G$
Parameter: $k \in \mathbb{N}$
Question: Is it possible to add at most $k$ edges to $G$ such that the resulting graph is an st-planar graph?

In this paper, we present a fixed-parameter tractable algorithm for the st-Planar Edge Completion problem. To help understanding the combinatorial and algorithmic challenges behind the problem, we make the observation that the parameter $k$ provides an upper bound on the number of sources and sinks in the input digraph $G$. Since an edge can remove the presence of at most one source and one sink, if the total number of sources and sinks in $G$ exceeds $2 k+2$, we can promptly reject the instance. Conversely, a positive answer to $s t$-Planar Edge Completion implies that $G$ is upward planar. In this respect, it is worth

[^40]

Figure 2 (a) A biconnected digraph $G$ with 4 sources and 4 sinks; (b) With the given embedding, 6 edges have to be added to complete $G$ to an st-planar graph; (c) With a different embedding, adding 3 edges is sufficient.
mentioning that Chaplick et al. [5] have previously demonstrated that testing a digraph for upward planarity is fixed-parameter tractable when parameterized by the number of its sources. However, for every $k \geq 1$, there are upward planar digraphs with at most $2 k+1$ sources that cannot be augmented to an $s t$-planar graph by adding $k$ edges; refer to Figure 1 for an illustration. Furthermore, while an upward planarity test halts upon finding an upward planar embedding, not all upward planar embeddings of the same digraph can lead to an $s t$-planar graph after the addition of $k$ edges. Figure 2 demonstrates an upward planar digraph along with two of its upward planar embeddings: the embedding in Figure 2a requires 6 edges to be augmented into an st-planar digraph, whereas the embedding in Figure 2c can be augmented with 3 edges.

In order to overcome the above technical challenges, our result is based on a structural decomposition of the digraph into its triconnected components using SPQR-trees (similarly as done in [5]), as well as on novel insights regarding the combinatorial properties of upward planar digraphs. Since the proof is rather technical, after giving preliminaries and basic notation in Section 2, we present an overview of the approach in Section 3. Next, the FPT algorithm is described in full detail in Section 4. We conclude in Section 5. For space reasons, the proof of statements marked with a " $\star$ " are omitted and can be found in the full version of the paper [16].

## 2 Preliminaries

In this section, we provide basic definitions and tools that will be used throughout the paper.

Planar drawings and embeddings. A planar drawing of a graph $G$ maps the vertices of $G$ to points of the plane and the edges of $G$ to Jordan arcs such that no two arcs share a point except at common end-vertices. A planar drawing partitions the plane into topologically connected regions called faces, one of which is unbounded and called the external face, in contrast with all other faces which are inner faces. For a digraph $G$, a planar drawing is called upward if each edge oriented from a vertex $u$ to a vertex $v$ is represented by a Jordan arc monotonically increasing from the point representing $u$ to the point representing $v$. A graph (digraph) is planar (upward planar) if it admits a planar drawing (upward planar drawing). A planar embedding (upward planar embedding) $\mathcal{E}(G)$ of a planar graph (upward planar digraph) $G$ represents an equivalence class of planar drawings (upward planar drawings) with the same inner faces and the same external face, up to a homeomorphism of the plane. Graph $G$ is plane if it comes with a fixed planar embedding $\mathcal{E}(G)$.

SPQR-trees. We recall the definition of $S P Q R$-tree, introduced in [8], which represents the decomposition of a biconnected graph $G$ into its triconnected components [15]. Each triconnected component corresponds to a non-leaf node $\nu$ of $T$; the triconnected component itself is called the skeleton of $\nu$ and is denoted as $\operatorname{skel}(\nu)$. Node $\nu$ can be: $(i)$ an $R$-node, if $\operatorname{skel}(\nu)$ is a triconnected graph; $(i i)$ an $S$-node, if $\operatorname{skel}(\nu)$ is a simple cycle of length at least three; (iii) a $P$-node, if $\operatorname{skel}(\nu)$ is a bundle of at least three parallel edges. A degree-1 node of $T$ is a $Q$-node and represents a single edge of $G$. A real edge (resp. virtual edge) in skel $(\nu)$ corresponds to a Q-node (resp., to an S-, P-, or R-node) adjacent to $\nu$ in $T$. Neither two Snor two P-nodes are adjacent in $T$. The SPQR-tree of a biconnected graph can be computed in linear time $[8,14]$. Let $e$ be a designated edge of $G$, called the reference edge of $G$, let $\rho$ be the Q-node of $T$ corresponding to $e$, and let $T$ be rooted at $\rho$. For any P-, S-, or R-node $\nu$ of $T, \operatorname{skel}(\nu)$ has a virtual edge, called reference edge of $\nu$ and denoted as $e_{\nu}$, associated with a virtual edge in the skeleton of its parent. The end-vertices of the reference edge of $\nu$ are called the poles of $\nu$. For every node $\nu \neq \rho$, the pertinent graph $G_{\nu}$ of $\nu$ is the subgraph of $G$ whose edges correspond to the Q-nodes in the subtree of $T$ rooted at $\nu$. Without loss of generality, we shall consider SQPR-trees where every S-node has exactly two children (see, e.g., $[5,9,12])$; this lifts the condition that two S-nodes cannot be adjacent in $T$.

Angles in upward drawings. Let $G=(V, E)$ be a digraph. For each edge $(u, v) \in E$, we write $u v$ if $(u, v)$ is oriented from $u$ to $v$ in $G$, and we write $v u$ otherwise. A vertex $v$ is a switch of $G$, if it is either a source or a sink, and it is a non-switch otherwise. Recall that a digraph is upward planar if and only if it is a subgraph of an st-planar graph [8]. Hence, being upward planar is a necessary condition for YES-instances of $s t$-Planar Edge Completion. Consider now a biconnected plane digraph $G$. An angle is an incidence between a vertex $v$ and a face $f$ of $G$. Let $\alpha$ be one such angle, and consider the two edges incident to $v$ that belong to the boundary of $f$. If such edges are one incoming and one outgoing, $\alpha$ is a non-switch angle, while if the edges are both incoming or both outgoing, $\alpha$ is a switch angle. Note that a switch angle in a face $f$ can be made by two edges that are incident to a non-switch vertex $v$ : it is enough that the edges of $f$ incident to $v$ are both incoming or both outgoing. In this case, $v$ is a local switch for face $f$. An angle assignment is a labeling $\lambda$ of the angles of $G$ with labels $\{-1,0,+1\}$ (see, e.g., $[1,2,3,11]$ ). In particular, non-switch angles can only receive the label 0 , while switch angles can be labeled as either -1 or +1 . The planar embedding of $G$ can be realized as an upward drawing if and only if there is an angle assignment such that: (i) each switch vertex has exactly one angle labeled +1 ; (ii) each non-switch vertex has exactly two angles labeled as 0 , while all the others are switch angles labeled -1 ; (iii) the difference between the number of angles labeled +1 and the number of angles labeled -1 along the boundary of each inner face is -2 ; (iv) the difference between the number of angles labeled +1 and the number of angles labeled -1 along the boundary of the external face is +2 . Observe that property (ii) implies that each non-switch vertex forms exactly two non-switch angles. An angle assignment satisfying the above properties is called upward. The restriction of an upward angle assignment to the angles of a single face $f$ is an upward angle assignment for $f$.

## 3 Overview of the Approach

Let $G$ be a biconnected digraph. Since testing for planarity can be done in linear time, we shall assume that $G$ is planar. We begin by explaining two key ingredients for our algorithm, namely, the use of SPQR-trees to encode all the planar embeddings of $G$, and the use of
upward angle assignments to incrementally saturate $G$. The main crux of our algorithm lies in blending these two ingredients together to design a dynamic program that solves the problem in FPT time.

Let $T$ be a rooted SPQR-tree of a planar graph $G$ with reference edge $e$. The planar embeddings of $G$ in which the edge $e$ lies on the boundary of the external face can be obtained as follows (see, e.g., [8]). For a P - or R -node $\nu$, denote by $\operatorname{skel}^{-}(\nu)$ the skeleton of $\nu$ without its reference edge. If $\nu$ is a P-node, the embeddings of $\operatorname{skel}(\nu)$ are the different permutations of the edges of $\operatorname{skel}^{-}(\nu)$. If $\nu$ is an R-node, $\operatorname{skel}(\nu)$ has two possible embeddings, obtained by flipping $\operatorname{skel}^{-}(\nu)$ at its poles. No operations are needed at S- and Q-nodes.

Consider now an upward planar drawing $\Gamma$ of $G$ and hence assume that $G$ is plane. Let $\lambda$ be the upward angle assignment induced by $\Gamma$. Precisely, the switch angles that are larger (smaller) than $\pi$ in $\Gamma$ are labeled as $+1(-1)$, while the non-switch angles are labeled as 0 . Let $v$ be a source (sink) of $G$ and let $f$ be the face of $G$ in which $v$ makes its +1 angle. Let $u$ be a vertex of $f$ different from $v$. We say that adding $u v(v u)$ to $G$ saturates $v$, and that $u v(v u)$ is a saturating edge. Namely, $v$ becomes a non-switch vertex in $G^{\prime}=(V, E \cup\{u v\})$. Notably, $f$ is the only face in which an edge saturating $v$ can be added: one easily verifies that choosing any other face would lead to a non-upward angle assignment.

Based on the previous reasoning, at high-level, the algorithm will exploit a bottom-up traversal of the SPQR-tree $T$ to explore the planar embeddings of $G$. For each visited node, it will keep track of the information related to the minimum number of edges required to saturate all switches that lie in the inner faces of the corresponding pertinent graph. The interface of a candidate solution is encoded in terms of "signatures" which, informally, are strings containing all switches along the boundary of the external face of the pertinent graph that do not yet have any angle labeled as +1 and all vertices that must instead contribute with a -1 angle along the boundary. A running time bounded by a function of the budget $k$ is obtained by several crucial insights about how a bounded number of switches in the graph affects the possible signatures and limits the relevant embeddings to be considered.

## 4 An FPT Algorithm for st-Planar Edge Completion

In this section, we describe our FPT algorithm, which leads to the following theorem.

- Theorem 1. Let $G$ be an n-vertex biconnected plane digraph. There is an algorithm that solves st-Planar Edge Completion in $2^{O\left(k^{2}\right)} \cdot n^{2}$ time.

We begin by describing the records used by our dynamic program (Section 4.1), which are used to encode the angles along the boundary of the external face of a pertinent graph. Next, we describe the algorithm (Section 4.2), which constructs such records while traversing bottom-up the SPQR-tree of the input graph.

### 4.1 Setting up the Records for Dynamic Programming

Signatures. We begin with some notation and definitions. Let $G$ be a plane digraph. Let $\Pi_{u v}$ be a simple undirected path of $G$ from a vertex $u$ to a vertex $v$. The signature of $\Pi_{u v}$ is a string $\Sigma_{u v}$ computed as follows. Consider a walk along $\Pi_{u v}$ from $u$ to $v$. For each encountered vertex $w$ distinct from $u$ and $v$, look at the two edges incident to $w$ in $\Pi_{u v}$. If the two edges are one incoming and one outgoing, we do not append any symbol to $\Sigma_{u v}$. If the two edges are both outgoing (incoming) and $w$ is a switch of $G$, we append the symbol $\sigma(\tau)$. If the two edges are both outgoing (incoming) and $w$ is not a switch of $G$ - hence, it is a local switch for some face $f$-, we append the symbol $\sigma_{\ell}\left(\tau_{\ell}\right)$. Observe that, if $\Pi_{u v}$ is a single


Figure 3 The signatures of two paths $\Pi_{u v}$ (brown background) and $\Pi_{v u}$ (purple background).
edge connecting $u$ to $v$, then $\Sigma_{u v}=\emptyset$. At high level, the idea is that when walking along a piece of the boundary of some face $f$ of $G$, non-switch angles are ignored as their only possible value in an angle assignment is 0 . On the other hand, the symbols $\sigma_{\ell}$ and $\tau_{\ell}$ will encode switch-angles whose only possible value is -1 (else the corresponding vertex would be a switch of $G$ ). Finally, the symbols $\sigma$ and $\tau$ will point to switch angles that may be assigned either -1 or +1 . Refer to Figure 3 for an illustration.

A signature is short if it contains at most $4 k+2$ symbols. Let $\Sigma^{*}$ be the set of short signatures; we observe the following.

- Observation 2. The cardinality of $\Sigma^{*}$ is $2^{O(k)}$.

Half-boundaries. Let $G$ be a biconnected planar digraph, and let $T$ be the SPQR-tree of $G$ rooted at a Q-node representing an arbitrary edge $e$ of $G$. For each node $\nu$ of $T$, we recall that $G_{\nu}$ is the pertinent graph, and we denote by $u, v$ the poles of $\nu$ (omitting the dependency on $\nu$ for simplicity). Assuming that $G_{\nu}$ comes with a fixed planar embedding, let $f$ be the external face of $G_{\nu}$. The half-boundary $B_{u v}$ of $\nu$ is the path containing the vertices of $f$ encountered in a clockwise walk of the face from $u$ to $v$. The half-boundary $B_{v u}$ of $\nu$ is defined analogously walking from $v$ to $u$. A vertex $w$ on the boundary of $f$ is bifacial if it belongs to both $B_{u v}$ and $B_{v u}$ (which implies that $w$ is a cutvertex of $G_{\nu}$ and hence $\nu$ is an S-node). For each of the two half-boundaries we can define the two corresponding signatures $\Sigma_{u v}$ and $\Sigma_{v u}$. We will assume that for each symbol of $\Sigma_{u v}$ and $\Sigma_{v u}$ we have a pointer to the corresponding vertex. Let $B$ be one of the two half-boundaries of $\nu$ and let $\Sigma$ be its signature. Let $B^{\prime}$ be a path contained in $B$ (possibly $B=B^{\prime}$ ). The restriction of $\Sigma$ to $B^{\prime}$, denoted as $\Sigma\left[B^{\prime}\right]$, is the substring of $\Sigma$ containing the symbols whose corresponding vertices belong to $B^{\prime}$. The next lemma shows that working with short signatures is not restrictive.

- Lemma 3. Let $G$ be a biconnected upward planar digraph with a fixed upward planar embedding $\mathcal{E}(G)$. Let $T$ be the $S P Q R$-tree of $G$ rooted at a $Q$-node representing an arbitrary edge e of $G$. Let $\nu$ be a node of $T$. For any fixed $k$, if $G$ can be augmented to an st-planar graph by adding at most $k$ saturating edges, then the signatures $\Sigma_{u v}$ and $\Sigma_{v u}$ of the two half-boundaries $B_{u v}$ and $B_{v u}$ of $\nu$ are both short.
Proof. Let $\Gamma$ be an upward planar drawing of $G$ whose corresponding upward planar embedding is $\mathcal{E}(G)$, and consider the subdrawing $\Gamma^{\prime}$ induced by $G_{\nu}$. Let $\lambda$ be the upward angle assignment induced by $\Gamma^{\prime}$, and let $f$ be the external face of $G_{\nu}$. We know that $f$ contains at most $2 k+2$ switches, otherwise $k$ saturating edges would not suffice to turn $G$ into an st-planar graph. Hence, $\lambda$ can label +1 at most $2 k+2$ angles along the boundary of $f$. Also, since $\lambda$ obeys to property (iv) of an upward angle assignment, it labels -1 at most $2 k$ angles. Therefore, $\Sigma_{u v}$ and $\Sigma_{v u}$ can each contain at most $4 k+2$ symbols.

Internal assignments. An angle of $G_{\nu}$ is internal if it is defined in an inner face of $G_{\nu}$. An internal assignment of $G_{\nu}$ is an angle assignment $\lambda$ that labels all the internal angles of $G_{\nu}$ and that respects properties (i)-(iii) for upward angle assignments (but ignoring property (iv)). A switch vertex of $G$ is called active with respect to $\lambda$ if none if its internal angles (if any) received value +1 . The cost of an internal assignment $\lambda$ of $G_{\nu}$ is the minimum number of saturating edges needed to saturate all switches of $G_{\nu}$ that are not active with respect to $\lambda$.

Partial solutions. We are now ready to define the table used by our dynamic program. A tuple $\left\langle\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right\rangle$, such that $\Sigma_{1}, \Sigma_{2}$ is a pair of short signatures and $b_{1}, b_{2}$ is a pair of flags, is called a candidate tuple in the following. Given a node $\nu$ and a candidate tuple $\left\langle\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right\rangle$, the function $X\left(\nu, \Sigma_{1}, \Sigma_{2}, b_{u}, b_{v}\right)$ returns the minimum cost of an internal assignment $\lambda$ of $G_{\nu}$ such that: (1) $\Sigma_{1}$ and $\Sigma_{2}$ are the signatures of its two half-boundaries $B_{u v}$ and $B_{v u}$, respectively, (2) the flag $b_{u}$ is true if and only if $u$ is an active switch with respect to $\lambda$, (3) the flag $b_{v}$ is true if and only if $v$ is an active switch with respect to $\lambda$. The set of partial solutions for $\nu$ is given by the restriction of $X$ to the single node $\nu$. Also, a pair of signatures is empty if both its signatures are empty (i.e., they do not contain any symbol).

### 4.2 Description of the Algorithm

The function $X$ is computed by traversing $T$ bottom-up. For each node $\nu$ of $T$, we initialize $X\left(\nu, \Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right)=+\infty$ for each candidate tuple $\left\langle\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right\rangle$. We only ensure that $X\left(\nu, \Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right)$ is computed precisely if the value is at most $k$; for any value larger than $k$ we assume that $X\left(\nu, \Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right)=+\infty$ is the correct setting, since we are only interested in the solutions that add at most $k$ edges.

If $\nu$ is a leaf node, then it is a Q-node and $G_{\nu}$ is a single edge. In this case, either $u$ is the source and $v$ is the sink of $G_{\nu}$, or vice-versa. Then we set $X(\nu, \emptyset, \emptyset$, true, true $)=0$.

The lemma below deals with the case in which $\nu$ is an S-node. Since S-nodes have exactly two children and are not used to describe the planar embeddings of $G$, the routine of the algorithm at S-nodes is relatively simple. Next, we will consider P-nodes and R-nodes, which require more involved arguments.

- Lemma 4. Let $\nu$ be an $S$-node of $T$. The set of partial solutions of $\nu$ can computed in $2^{O(k)}$ time.

Proof. Let $\mu_{1}$ and $\mu_{2}$ be the two children of $\nu$. In order to compute the partial solutions for $\nu$, we check whether pairs of internal assignments of $G_{\mu_{1}}$ and $G_{\mu_{2}}$ can be combined together. Let $\left\langle\Sigma_{1,1}, \Sigma_{1,2}, b_{1,1}, b_{1,2}\right\rangle$ and $\left\langle\Sigma_{2,1}, \Sigma_{2,2}, b_{2,1}, b_{2,2}\right\rangle$ be a pair of candidate tuples. Also, let $C=X\left(\mu_{1}, \Sigma_{1,1}, \Sigma_{1,2}, b_{1,1}, b_{1,2}\right)+X\left(\mu_{2}, \Sigma_{2,1}, \Sigma_{2,2}, b_{2,1}, b_{2,2}\right)$.

We first verify that $C \leq k$, and that $b_{1,2} \vee b_{2,1}=$ true. The first condition guarantees that we have not exceeded our budget $k$ of saturating edges, while the second condition guarantees that the pole shared by $\mu_{1}$ and $\mu_{2}$ does not receive the value +1 twice in the final internal assignment of $G_{\nu}$. If both conditions are satisfied, then we proceed as detailed below, otherwise, we discard the pair of candidate tuples.

Denote by $u$ and $w$ the poles of $\mu_{1}$, and by $w$ and $v$ the poles of $\mu_{2}$. Observe that $B_{u v}$ corresponds to the union of $B_{u w}$ and $B_{w v}$ (vertex $w$ is hence bifacial). Based on this observation, we show how to compute $\Sigma_{1}$ for $B_{u v}$, the computation of $\Sigma_{2}$ can be performed analogously. We initially set $\Sigma_{1}=\Sigma_{1,1}$. Consider the two edges incident to $w$ along $B_{u v}$. If one edge is incoming and the other is outgoing, then we do not append any symbol. If both edges are incoming or both outgoing, we check whether one of $b_{1,2}$ and $b_{2,1}$ is false. If so, we append the symbol $\sigma_{\ell}$ if $w$ is a source of $G$, or the symbol $\tau_{\ell}$ otherwise. If none of $b_{1,2}$ and


Figure 4 Illustration for Lemma 5.
$b_{2,1}$ is false, we append the symbol $\sigma$ if $w$ is a source of $G$, or the symbol $\tau$ otherwise. Next, we concatenate the signature $\Sigma_{2,1}$. Once both $\Sigma_{1}$ and $\Sigma_{2}$ have been computed, we verify that each of them is short (a necessary condition by Lemma 3), otherwise we discard the candidate tuples. Finally, we set $X\left(\nu, \Sigma_{1}, \Sigma_{2}, b_{1,1}, b_{2,2}\right)=C$.

By Observation 2, we have $2^{O(k)}$ possible pairs of signatures to consider, and performing the above operations takes $O(k)$ time for each pair.

The next tools will be useful for the remaining lemmas. The next result is based on the fact that face boundaries containing long sequences of non-switch vertices are irrelevant for the sake of computing the least number of saturating edges; see Figure 4 for an illustration.

- Lemma $5(\star)$. Let $f$ be an inner face of $G$ with $n_{f}$ vertices, and let $\lambda_{f}$ be an upward angle assignment for $f$ with $h$ switch-angles. The minimum number of edges that saturate all switch vertices of $G$ forming an angle labeled +1 in $f$ can be computed in $O\left(2^{O\left(h^{2}\right)}+n_{f}\right)$ time.
- Lemma 6. Let $\nu$ be a node of $T$ and let $\mu$ be a child of $\nu$. Suppose that $G_{\nu}$ is plane and a half-boundary $B$ of $\nu$ contains a half-boundary $B^{\prime}$ of $\mu$ ( $B$ and $B^{\prime}$ may possibly coincide). Given an internal assignment $\lambda$ of $G_{\nu}$ and the signature of $B^{\prime}$, the restriction of the signature of $B$ to $B^{\prime}$ can be computed in $O(k)$ time.

Proof. Let $\Sigma^{\prime}$ be the signature of $B^{\prime}$, we compute the desired signature $\Sigma$ as follows. If $\Sigma^{\prime}$ does not contain any symbol in $\{\sigma, \tau\}$ whose corresponding vertex is bifacial, then $\Sigma=\Sigma^{\prime}$. Otherwise we initialize $\Sigma=\Sigma^{\prime}$ and proceed as follows. For each $\sigma$ or $\tau$ whose corresponding vertex $w$ is bifacial and incident to an inner face $f$ of $G_{\nu}$, we verify whether $\lambda$ has labeled +1 the angle that $w$ makes in $f$. If so, we replace the symbol $\sigma$ or $\tau$ with $\sigma_{\ell}$ or $\tau_{\ell}$, respectively. By construction, $\Sigma$ is the restriction of the signature of $B$ to $B^{\prime}$.

The next result will be used to bound the number of interesting children of a P-node.

- Lemma 7 ( $\star$ ). Let $\nu$ be a P-node of $T$ with poles $u$, v. Suppose that $G_{\nu}$ is plane, and let $\mu$ and $\mu^{\prime}$ be two children of $\nu$ none of which is a $Q$-node, and whose corresponding edges of $\operatorname{skel}(\nu)^{-}$are consecutive in the permutation fixed by the planar embedding of $G_{\nu}$. Also, suppose that for both $\mu$ and $\mu^{\prime}$ it holds that the pair of signatures of its two half-boundaries is empty. Let $G^{\prime}$ be the digraph obtained from $G$ by removing all vertices of $G_{\mu^{\prime}}$ except the poles $u$, v. Then $G$ is a YES-instance of st-PEC if and only if $G^{\prime}$ is a YES-instance.

We are now ready to deal with P - and R -nodes.

- Lemma 8. Let $\nu$ be a P-node of $T$. The set of partial solutions of $\nu$ can be computed in $2^{O\left(k^{2}\right)} \cdot n$ time.


Figure 5 Illustration for the proof of (a) Lemma 8 and (b) Lemma 9.

Proof. Let $u$ and $v$ be the poles of $\nu$, and let $\mu_{1}, \mu_{2}, \ldots, \mu_{h}$ be the $h \geq 2$ children of $\nu$. In order to compute the partial solutions for $\nu$, similarly as for S-nodes, we check whether sets of internal assignments of $G_{\mu_{1}}, G_{\mu_{2}}, \ldots, G_{\mu_{h}}$ can be combined together. For each child $\mu_{i}$, let $\left\langle\Sigma_{1, i}, \Sigma_{2, i}, b_{1, i}, b_{2, i}\right\rangle$ be a candidate tuple. Let $C=\sum_{i=1}^{h} X\left(\mu_{i}, \Sigma_{1, i}, \Sigma_{2, i}, b_{1, i}, b_{2, i}\right)$.

We first verify that $C \leq k$, and that at most one flag $b_{1, i}$ is true, as well as at most one flag $b_{2, i}$ is true. The first condition guarantees that we have not exceeded our budget $k$, while the second condition guarantees that the poles $u, v$ shared by the children of $\nu$ do not receive the value +1 twice in the final internal assignment. If both conditions are satisfied, then we proceed as detailed below, otherwise we discard the set of candidate tuples.

Observe that $h$ might be unbounded with respect to $k$, thus we cannot afford to enumerate all possible permutations of the edges of $\operatorname{skel}^{-}(\nu)$. To overcome this issue, we make the following crucial observations. First, we know that $G$ contains at most $2 k+2$ switches, otherwise we can safely reject the instance. Consequently, at most $2 k+2$ children of $\nu$ may contain switches different from $u$ and $v$ in their pertinent graphs. Second, consider now a permutation of the edges of $\operatorname{skel}^{-}(\nu)$ and the corresponding planar embedding of $G_{\nu}$. Up to a relabeling of the children, we shall assume that the half-boundary $B_{v u}$ of $\mu_{i}$ and the half-boundary $B_{u v}$ of $\mu_{i+1}$ form a face $f_{i}$ of $G_{\nu}$, for $i=1, \ldots, h-1$, and that the external face $f_{0}$ of $G_{\nu}$ consists of $B_{u v}$ of $\mu_{1}$ and $B_{v u}$ of $\mu_{h}$; see Figure 5a. Observe now that each of $u$ and $v$ can contribute at most one angle labeled +1 and at most two angles labeled 0 ; all other angles at $u$ and $v$ must be labeled -1 . Hence, besides the at most six faces in which $u$ or $v$ contribute an angle labeled +1 or 0 , all other faces are such that they either contain an angle labeled +1 , or all their angles (except those formed by $u$ and $v$ ) are labeled 0 . Therefore, the number of faces whose half-boundaries have non-empty signatures is at most $t=2(2 k+2)+6=4 k+10$ (a switch vertex may be bifacial and hence belong to two half-boundaries). Putting all together, if there exist more than $t$ pairs that are not empty, then we can safely discard the set of candidate tuples.

Based on the previous observations, we will now assume to have at least $h-t$ empty pairs. Furthermore, if $h>2 t+2$, at least two children are such that Lemma 7 holds for them. Consequently, removing all empty pairs except $t+1$ preserves the existence of a solution (if any). Therefore, we shall further assume that we have $h \in O(t) \in O(k)$ pairs of signatures, and we can now enumerate all possible permutations of such pairs, and hence all possible putative planar embeddings described by $\operatorname{skel}^{-}(\nu)$.

Consider now a fixed permutation. Following the same notation as before, assume that the half-boundary $B_{v u}$ of $\mu_{i}$ and the half-boundary $B_{u v}$ of $\mu_{i+1}$ form a face $f_{i}$ of $G_{\nu}$, for $i=1, \ldots, h$. We call such faces active. If all values $b_{1, i}$ are true and $u$ is a switch, we guess
whether $u$ has an angle labeled +1 in some active face $f_{i}$ or not. In the former case, we set flag $b_{1}$ to false and also guess which active face the angle belongs to, in the latter case we set $b_{1}$ to true. We do the same for $v$ and flag $b_{2}$.

Next, consider a non-empty signature containing a symbol $\sigma$ or $\tau$. Let $w$ be the vertex corresponding to that symbol. If $w$ is not bifacial, the active face in which it forms the +1 angle is unique, otherwise we must guess in which of the two active faces sharing $w$ the +1 angle is assigned to. After doing this procedure for all such symbols, we have exhaustively branched over the $2^{O(k)}$ angle assignments for the active faces. For each such angle assignment we can check, in $O(k)$ time, whether it is an upward assignment for each active face. If not, we discard the angle assignment, otherwise we now have an internal assignment $\lambda$ of $G_{\nu}$.

Next, for each active face $f_{i}$, we can apply Lemma 5 to compute the minimum number $c_{i}$ of saturating edges needed to saturate all switches in $f_{i}$. Let $C+\sum_{i=1}^{h} c_{i}$ be the cost of the internal assignment $\lambda$. If it is larger than $k$, the angle assignment is discarded.

We are now ready to construct the signatures $\Sigma_{1}$ and $\Sigma_{2}$ of the half-boundaries $B_{u v}$ and $B_{v u}$ of $\nu$. Since the half-boundary $B_{u v}$ of $\nu$ coincides with $B_{u v}$ of $\mu_{1}$ (as fixed by the permutation at hand), we can invoke Lemma 6 by using $\lambda$ and $\Sigma_{1,1}$ as arguments. Similarly, the signature $\Sigma_{2}$ is computed invoking Lemma 6 with arguments $\lambda$ and $\Sigma_{2, h}$. Observe that both $\Sigma_{1}$ and $\Sigma_{2}$ are short, because $\Sigma_{1,1}$ and $\Sigma_{2, h}$ are short. Then we set $X\left(\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right)=\min \left\{X\left(\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right), C+\sum_{i=1}^{h} c_{i}\right\} ;$ taking the minimum is needed because different permutations, as well as different angle assignments of the same permutation, may yield the same pair of signatures and flags but different costs.

Putting all together, it suffices to first branch over sets of candidate tuples of size $h \in O(k)$, for each set we branch over $k^{O(k)}$ permutations, and for each permutation we further branch over the $2^{O(k)}$ possible angle assignments of the active faces. Computing the cost of an internal assignment takes $2^{O\left(k^{2}\right)} \cdot n$ time by using Lemma 5 .

- Lemma 9. Let $\nu$ be an $R$-node of $T$. The set of partial solutions of $\nu$ can be computed in $2^{O\left(k^{2}\right)} \cdot n$ time.

Proof. Let $u$ and $v$ be the poles of $\nu$, and let $\mu_{1}, \mu_{2}, \ldots, \mu_{h}$ be the $h \geq 2$ children of $\nu$. For each child $\mu_{i}$, let $\left\langle\Sigma_{1, i}, \Sigma_{2, i}, b_{1, i}, b_{2, i}\right\rangle$ be a candidate tuple. Let $C=\sum_{i=1}^{h} X\left(\mu_{i}, \Sigma_{1, i}, \Sigma_{2, i}, b_{1, i}, b_{2, i}\right)$.

We first verify that $C \leq k$, in order to avoid exceeding the budget. Next, we check the consistency of the flags. Recall that the vertices of $\operatorname{skel}(\nu)$ are the poles of the children of $\nu$. Namely, for each vertex $w$ of $\operatorname{skel}(\nu)$, we verify that at most one flag corresponding to it is false. If these conditions are met we proceed as detailed below, otherwise we discard the set of candidate tuples.

We now make important observations concerning the number of interesting children of $\nu$. As in the proof of Lemma 8, we can observe that at most $2 k+2$ children of $\nu$ may contain switches different from $u$ and $v$ in their pertinent graphs. Now consider a child $\mu$ of $\nu$ that does not contain switches in its pertinent graph $G_{\mu}$, and let $u_{\mu}$ and $v_{\mu}$ be its poles. If $G$ admits a solution, one immediately verifies that $G_{\mu}$ is $s t$-planar and its two switches are $u_{\mu}$ and $v_{\mu}$. Consequently, in any solution, the two signatures $\Sigma_{u_{\mu} v_{\mu}}$ and $\Sigma_{v_{\mu} u_{\mu}}$ must be empty. Based on this property, it suffices to consider sets of pairs of signatures in which at most $2 k+2$ pairs are not empty.

Next, following the lines of the proof of Lemma 8, consider a non-empty signature containing a symbol $\sigma$ or $\tau$. Let $w$ be the vertex corresponding to that symbol. If $w$ is not bifacial, the face in which it forms the +1 angle is unique, otherwise we must guess in which of the two faces sharing $w$ the +1 angle is assigned to. This is however not enough for R-nodes. Namely, observe that each face $f^{*}$ of $\operatorname{skel}(\nu)^{-}$corresponds to a face $f$ of $G_{\nu}$
whose boundary is formed by one half-boundary for each child of $\nu$ represented by an edge of $f^{*}$ (which can be a real edge or a virtual edge); see Figure 5 b. We call such faces active in the following. Moreover, the only angles that are not yet defined are those made by the vertices of $\operatorname{skel}(\nu)$ that are switches and whose corresponding flags are all true. For these vertices we shall guess in which active face they make their +1 angle. Clearly, any such a vertex $w$ belongs to multiple active faces (possibly including the external face). On the other hand, for an active face to be able to absorb a +1 angle, it must contain at least three angles labeled -1 . Since we have at most $2 k+2$ non-empty pairs, there are at most $4 k+4$ active faces formed by non-empty signatures. For the other active faces, the only source of -1 angles are the vertices of $\operatorname{skel}(\nu)$. Consequently, if $w$ is incident to more than $4 k+5$ active faces in which the number of angles labeled -1 is larger than 2 , we can safely discard the set of candidate tuples. Putting all together, for each vertex $w$ we can branch over its $O(k)$ interesting active faces to decide in which of them it will make its +1 angle. This procedure leads to $2^{O(k)}$ angle assignments for the active faces. For each such angle assignment we can check, in $O(k)$ time, whether it is an upward assignment for each of the active faces. If not, we discard the angle assignment, otherwise we now have an internal assignment $\lambda$ of $G_{\nu}$.

Next, for each active face $f_{i}$, we can apply Lemma 5 to compute the minimum number $c_{i}$ of saturating edges needed to saturate all switches in $f_{i}$. Let $C+\sum_{i=1}^{h} c_{i}$ be the cost of the internal assignment. If it is larger than $k$, the angle assignment is discarded.

We are now ready to construct the signatures $\Sigma_{1}$ and $\Sigma_{2}$ of the half-boundaries $B_{u v}$ and $B_{v u}$ of $\nu$. Observe that the embedding of $\operatorname{skel}(\nu)$ if fixed up to a flipping operation, which corresponds to inverting the two signatures. Therefore, we construct $\Sigma_{1}$ and $\Sigma_{2}$ as follows. Let $\Sigma_{i}^{\prime}$, for $i=1, \ldots, r$ be the $r \geq 1$ signatures of the half-boundaries of the children of $\nu$ that form the half-boundary $B_{u v}$ of $\nu$, in the order they are encountered from $u$ to $v$. Also let $w_{i}, i=1, \ldots, r-1$ be the vertices of $\operatorname{skel}(\nu)$ that belong to $B_{u v}$. We initialize $\Sigma_{1}$ with the signature obtained by invoking Lemma 6 with arguments $\lambda$ and $\Sigma_{1}^{\prime}$. For vertex $w_{1}$, we distinguish whether it is a switch of $G$ or not. In the former case, we concatenate the symbol $\sigma(\tau)$ if none of its angles in $G_{\nu}$ is labeled as +1 , otherwise we concatenate $\sigma_{\ell}\left(\tau_{\ell}\right)$. In the latter case, consider the two edges incident to $w_{1}$ along $B_{u v}$. If one edge is incoming and the other is outgoing, then we do not append any symbol. If both edges are outgoing (incoming), we append $\sigma_{\ell}\left(\tau_{\ell}\right)$. We then repeat the procedure for the remaining signatures and vertices. The signature $\Sigma_{2}$ is computed analogously. Once both $\Sigma_{1}$ and $\Sigma_{2}$ have been computed, we verify that each of them is short (a necessary condition by Lemma 3), otherwise we reject the set of candidate tuples. Concerning the flags, $b_{1}\left(b_{2}\right)$ is true if and only if all flags corresponding to $u(v)$ are true and none of its angles in the active faces is labeled +1 according to $\lambda$. Finally we set $X\left(\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right)=\min \left\{X\left(\Sigma_{1}, \Sigma_{2}, b_{1}, b_{2}\right), C+\sum_{i=1}^{h} c_{i}\right\}$, as well as $X\left(\Sigma_{2}, \Sigma_{1}, b_{2}, b_{1}\right)=\min \left\{X\left(\Sigma_{2}, \Sigma_{1}, b_{2}, b_{1}\right), C+\sum_{i=1}^{h} c_{i}\right\}$.

Putting all together, it suffices to first branch over sets of candidate tuples of size $h \in O(k)$, for each set we branch over the $2^{O(k)}$ possible angle assignments of the active faces. Computing the cost of an internal assignment takes $2^{O\left(k^{2}\right)} \cdot n$ time by using Lemma 5 .

It remains to deal with the root $\rho$ of $T$. Recall that $G_{\rho}=G$, and that $\rho$ is a Q-node.

- Lemma 10 ( $\star$ ). Let $G$ be an n-vertex biconnected digraph, let e be an edge of $G$, and let $k \in \mathrm{~N}$. There exists an algorithm that decides, in $O\left(2^{O\left(k^{2}\right)} \cdot n\right)$ time, whether $G$ can be augmented to an st-planar graph with $e$ on its external face by adding at most $k$ edges.

Proof sketch. By using Lemmas 4, 8, and 9 we can traverse $T$ bottom up until reaching the root $\rho$, which is the Q-node of $T$ representing $e$. Following a similar procedure as for P and R-nodes, we examine the two faces containing edge $e$ on their boundaries and branch
over possible angle assignments. This eventually leads to an upward angle assignment of the whole graph $G$ such that all switches, except one source and one sink in the external face, can be saturated with at most $k$ edges (which implies that $G$ is a positive instance), otherwise $G$ is rejected.

The proof of Theorem 1 follows by applying Lemma 10 for each of the $O(n)$ edges of $G$.

## 5 Discussion and Open Problems

We showed that st-PEC can be solved in $2^{O\left(k^{2}\right)} \cdot n^{2}$ time for biconnected digraphs. It is worth remarking that, while in principle the $s t$-PEC problem needs not to be restricted to biconnected digraphs (for which it is already NP-hard), considering simply connected graphs would make the proof of our result more technical but not more interesting. In fact, one can simply decompose the graph into its biconnected components through a block-cutvertex tree and work with similar boundary conditions as those we already considered. More interestingly, we ask whether st-PEC belongs to the FPL (fixed parameter linear) class. On a similar note, improving the exponential function (or proving that it is asymptotically optimal under standard assumptions) would also be interesting. Lastly, it remains open whether st-PEC admits a kernel of polynomial size.
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#### Abstract

Linear programming (LP) problems with gainfree Leontief substitution systems have been intensively studied in economics and operations research, and include the feasibility problem of a class of Horn systems, which arises in, e.g., polyhedral combinatorics and logic. This subclass of LP problems admits a strongly polynomial time algorithm, where devising such an algorithm for general LP problems is one of the major theoretical open questions in mathematical optimization and computer science. Recently, much attention has been paid to devising certifying algorithms in software engineering, since those algorithms enable one to confirm the correctness of outputs of programs with simple computations. Devising a combinatorial certifying algorithm for the feasibility of the fundamental class of Horn systems remains open for almost a decade. In this paper, we provide the first combinatorial (and strongly polynomial time) certifying algorithm for LP problems with gainfree Leontief substitution systems. As a by-product, we resolve the open question on the feasibility of the class of Horn systems.
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## 1 Introduction

In this paper, we focus on linear programming (LP) problems with Leontief substitution systems. A matrix $A$ is called Leontief if each column of $A$ has at most one positive element. ${ }^{1}$ A linear system of the form

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{b} \text { and } \boldsymbol{x} \geq \mathbf{0} \tag{1}
\end{equation*}
$$

is called a Leontief substitution system if $A$ is Leontief and $\boldsymbol{b}$ is nonnegative. Leontief matrices and systems were first studied in 1950s within the context of input-output analysis in economics (for which Wassily Leontief was awarded the Nobel Prize in economics in 1973; see, e.g., Leontief [21] and Dantzig [9]), and have attracted much attention in economics and operations research. There exists a line of research on algorithms for LP problems with

[^41]

Leontief substitution systems; an $\mathrm{O}\left(m^{3} n \log n\right)$ strongly polynomial algorithm for a special case where $A$ has no more than two nonzero elements in any column [1], an $\mathrm{O}\left(m^{2} n\right)$ strongly polynomial algorithm for a special case of gainfree Leontief substitution systems [16], and a simplex algorithm [4], where $m$ and $n$ respectively denote the number of equations and variables in (1). The gainfree property will be defined in Section 2; it intuitively says that the corresponding network, which will also be defined later, has no gain of flow.

We also remark that Leontief substitution systems play an important role in polyhedral combinatorics and logic. For example, Horn systems are related to Leontief substitution systems. A matrix $A$ is called Horn if each row of $A$ has at most one positive element, and a linear system $A \boldsymbol{y} \leq \boldsymbol{c}$ with Horn matrix $A$ is called Horn. Thus, Horn matrices are exactly transposed Leontief matrices, and the feasibility for Horn systems coincides with that of the dual of LP problems with Leontief substitution systems. The feasibility for Horn systems was inspired by the Horn Boolean satisfiability (SAT) problem, a well-studied subclass of SAT in logic and computer science. Horn systems have been intensively studied in the literature $[8,13,32]$ because they have applications in diverse areas such as logic programs, econometrics, program verification, and lattice optimization. Subclasses of Horn systems called difference constraint (DC), unit Horn, and unit-positive Horn systems are also extensively investigated, where a matrix $A$ is difference if it is a $\{0, \pm 1\}$-matrix having one +1 and one -1 in each row $[2,11,14,26]$, unit Horn if it is a Horn $\{0, \pm 1\}$-matrix $[5,30]$, and unit-positive Horn if it is an integral Horn matrix with the positive elements being one $[30,31]^{2}$. We note that unit and unit-positive Horn systems are sometimes called Horn constraint and extended Horn, respectively. By definition, difference matrices are unit Horn, and unit Horn matrices are unit-positive Horn. All these matrices are transposed gainfree Leontief matrices, which will be discussed in the next section. The feasibility problem is combinatorially solvable in $\mathrm{O}(m n)$ for DC systems [2,11] and $\mathrm{O}\left(m^{2} n\right)$ for unit and unit-positive Horn systems [5], where $m$ and $n$ respectively denote the number of variables and inequalities in the system.

In this paper, we study certifying algorithms for LP problems with gainfree Leontief substitution systems. Recently, much attention has been paid to certifying algorithms in software engineering; see [22] for a survey. Intuitively, an algorithm is called certifying if it produces not only an answer but also a certificate with which we can easily confirm that the answer is correct. For the shortest $s-t$ path problem with positive edge length, the potential of vertices (i.e., distances from $s$ ) is a certificate of a shortest $s$ - $t$ path. Certifying algorithms have great advantages in practice because many commercial programs are reported to contain bugs [22]. Certifying algorithms have been proposed for various problems in mathematical optimization and computer science $[3,6,7,10,12,17,20,23,24,27,29]$ in the past few decades.

Let us briefly summarize certifying algorithms related to gainfree Leontief substitution systems. Standard LP solvers output a certificate of the optimality of an optimal solution; however, no combinatorial and strongly polynomial time algorithm for general LP problems is known and algorithms that work for special types of LP problems have been extensively studied. We first note that the well-known Bellman-Ford algorithm for the shortest path problem allowing negative edge length can be regarded as a certifying algorithm for the feasibility of DC systems. In fact, the algorithm computes a feasible solution which correspond to the potential of the associated graph $G$ if it is feasible, and a minimal infeasible subsystem that corresponds to a negative cycle in $G$ if it is infeasible. This result was extended to the unit-two-variable-per-inequality (UTVPI) systems, where a system is called unit-two-variable-

[^42]per-inequality if each inequality is of the form $\pm x_{i} \pm x_{j} \leq c$ for some integer $c$. Miné [25] proposed a certifying algorithm for the feasibility for UTVPI systems by transforming such systems to DC systems. Therefore, the feasibility for the systems admits combinatorial $\mathrm{O}(m n)$ certifying algorithms. Gupta [15] reported that a combinatorial certifying algorithm exists for the feasibility for unit Horn systems with nonpositivity constraints on variables, and mentioned that it is open whether the feasibility problem admits combinatorial certifying algorithms when the systems are unit Horn (without nonpositivity constraints) and unitpositive Horn [15]. For LP problems with gainfree Leontief substitution systems, Jeroslow et al. proposed a combinatorial $\mathrm{O}\left(m^{2} n\right)$-time certifying algorithm when it has an optimal solution [16].

In this paper, we propose a combinatorial $\mathrm{O}\left(m^{3} n\right)$-time certifying algorithm for LP problems with gainfree Leontief substitution systems when the LP problems have no optimal solution, i.e., when they are unbounded or infeasible. This together with the algorithm by Jeroslow et al. provides a combinatorial $\mathrm{O}\left(m^{3} n\right)$-time fully certifying algorithm for LP problems with gainfree substitution systems. As a corollary of our result, we resolve the open problem for the feasibility for unit-positive Horn systems.

Certifying infeasibility draws much attention in, e.g., the field of logic and it was open how to make existing successive-approximation type combinatorial algorithms (e.g., $[5,13,16]$ ) certifying for a fundamental class of unit Horn systems. In those algorithms, the values of variables are iteratively updated according to the constraints and for DC systems, it is sufficient to store the previous edge (or constraint) that causes the value update of a variable to obtain a certificate of infeasibility (i.e., a negative cycle). However, in unit Horn systems, this is not enough; we have to store all the history of the value updates of the variables to certify infeasibility. Our algorithm stores in which iteration the values of variables are updated and how the values can be derived by the given constraints and utilizes these data to compute a certificate of infeasibility when the system is infeasible.

Our algorithm is based on the directed hypergraph representation of Leontief substitution systems introduced by Jeroslow et al. [16], and computes a certificate of infeasibility based on Farkas' lemma, called a Farkas' certificate, which was also used by Gupta [15] for unit Horn systems with nonpositivity constraints. Moreover, our algorithm for the dual feasibility can be seen as an extension of the Bellman-Ford algorithm for the feasibility for DC systems. In fact, if a DC system is given, then our algorithm finds a feasible solution if it is feasible, and a minimal infeasible subsystem that corresponds to a negative cycle in the associated graph if it is infeasible, which is the same as the Bellman-Ford algorithm.

The rest of the paper is organized as follows. Section 2 formally defines our problem and introduces the same directed hypergraph representation of Leontief substitution systems as in [16]. Section 3 provides our main algorithm, i.e., a combinatorial certifying algorithm for LP problems with gainfree Leontief substitution systems. Section 4 concludes the paper.

## 2 Preliminaries

Let $\mathbb{R}, \mathbb{R}_{+}$, and $\mathbb{R}_{++}$denote the sets of reals, nonnegative reals, and positive reals, respectively. For positive integers $m$ and $n$, a matrix $A \in \mathbb{R}^{m \times n}$ is called Leontief if each column contains at most one positive entry. In this paper, it is always assumed that the positive elements of $A$ are all ones unless otherwise stated, since it is sufficient for our purpose as stated below. Let $A \in \mathbb{R}^{m \times n}$ be an $m \times n$ matrix, and let $\boldsymbol{b} \in \mathbb{R}^{m}$ be a vector of dimension $m$. A linear system of the form

$$
A \boldsymbol{x}=\boldsymbol{b} \text { and } \boldsymbol{x} \in \mathbb{R}_{+}^{n}
$$

is called a Leontief substitution system if $A$ is Leontief and $\boldsymbol{b} \in \mathbb{R}_{+}^{m}$.

In this paper, we consider the following linear programming (LP) problem:

$$
\begin{array}{ll}
\operatorname{minimize} & \boldsymbol{c}^{T} \boldsymbol{x} \\
\text { subject to } & A \boldsymbol{x}=\boldsymbol{b}  \tag{2}\\
& \boldsymbol{x} \in \mathbb{R}_{+}^{n}
\end{array}
$$

where the constraint is a Leontief substitution system and $\boldsymbol{c} \in \mathbb{R}^{n}$. As stated above, we assume throughout the paper that the positive elements of $A$ are all ones unless otherwise stated, since otherwise it can be obtained by scaling the variables in the LP problem (2).

We particularly focus on the subclass of LP with Leontief substitution systems satisfying the gainfree property. To define gainfreeness, it is convenient to introduce a directed hypergraph representation [16] of Leontief substitution systems. This representation is also used to state our algorithms.

A directed hypergraph $\mathcal{H}$ is an ordered pair $\mathcal{H}=(V, \mathcal{E})$, where $V$ is a finite set called a vertex set and $\mathcal{E}$ is a set of hyperarcs. A hyperarc $E \in \mathcal{E}$ is an ordered pair $(H(E), T(E))$ of its head and tail sets, where $H(E), T(E) \subseteq V$ and $H(E) \cap T(E)=\emptyset$. In our use, $|H(E)|$ is always at most one, i.e., $|H(E)| \leq 1$. Hence, we denote $H(E)$ by $h(E)$, and when $|h(E)|=1$, we identify $h(E)$ with the unique element in $h(E)$, e.g., if $v \in h(E)$, then we write $h(E)=v$.

Now, we explain how to define an associated directed hypergraph $\mathcal{H}=(V, \mathcal{E})$ from a given LP problem with a Leontief substitution system (2). For a positive integer $k$, let $[k]=\{1, \ldots, k\}$. Let $V=\left\{v_{i} \mid i \in[m]\right\}$, where $v_{i}$ corresponds to the $i$ th row of $A$ in (2) for $i \in[m]$, and let $\mathcal{E}=\left\{E_{j} \mid j \in[n]\right\}$, where for each $j \in[n]$ a hyperarc $E_{j}$ is defined as $h\left(E_{j}\right)=v_{i}$ if $A_{i j}=1$ for some $i \in[m]$ and $h\left(E_{j}\right)=\emptyset$ otherwise (i.e., $A_{i j} \leq 0$ for all $i \in[m]$ ), and $T\left(E_{j}\right)=\left\{v_{i} \in V \mid A_{i j}<0\right\}$. Note that for each $j \in[n]$ hyperarc $E_{j}$ corresponds to variable $x_{j}$ in (2). We also associate a length function $\ell: \mathcal{E} \rightarrow \mathbb{R}$ to the hyperarc set $\mathcal{E}$, where $\ell\left(E_{j}\right)=c_{j}$ for each $E_{j} \in \mathcal{E}$. Moreover, we associate a positive value to each element of the tails of the hyperarcs in $\mathcal{E}$, namely, $\gamma: \bigcup_{j \in[n]}\left(\left\{E_{j}\right\} \times T\left(E_{j}\right)\right) \rightarrow \mathbb{R}_{++}$defined as $\gamma\left(E_{j}, v_{i}\right)=-A_{i j}(>0)$ for each $E_{j} \in \mathcal{E}$ and $v_{i} \in T\left(E_{j}\right)$. Note that the directed hypergraph is defined by matrix $A$ and vector $\boldsymbol{c}$ (and $\boldsymbol{b}$ is irrelevant).

- Example 1. For the following input data, the associated directed hypergraph is drawn in Figure 1.

$$
A=\left(\begin{array}{ccccc}
-(1 / 2) & 0 & 1 & 1 & 0  \tag{3}\\
1 & -(1 / 3) & 0 & 0 & 0 \\
0 & 1 & -9 & 0 & 1 \\
-(1 / 3) & -3 & -1 & 0 & 0
\end{array}\right) \text { and } c=\left(\begin{array}{c}
-6 \\
5 \\
3 \\
-4 \\
2
\end{array}\right)
$$

A directed path in directed hypergraph $\mathcal{H}$ from vertex $v_{1}$ to $v_{k+1}$ is defined by a nonempty sequence $v_{1} E_{1} v_{2} E_{2} v_{3} \cdots E_{k} v_{k+1}$, with no intermediate vertex or hyperarc repeated, such that $v_{i+1}=h\left(E_{i}\right)$ and $v_{i} \in T\left(E_{i}\right)$ for $i=1, \ldots, k$. A directed path from vertex $v_{1}$ to $v_{k+1}$ is a directed cycle if $v_{1}=v_{k+1}$.

Now, we are ready to define gainfreeness.
Definition 2 (Gainfreeness). Let $v_{1} E_{1} v_{2} E_{2} v_{3} \cdots E_{k} v_{k+1}$ be a directed cycle, where $v_{1}=v_{k+1}$. The gain of this directed cycle is defined by $1 / \prod_{i=1}^{k} \gamma\left(E_{i}, v_{i}\right)$. We term a Leontief substitution system (and its defining matrix) gainfree if the gain of every directed cycle in the associated directed hypergraph is at most one.


Figure 1 The directed hypergraph representation corresponding to the input (3).

From definition, unit and unit-positive Horn matrices are transpose of gainfree Leontief matrices.

- Example 3. In Example 1, the unique directed cycle of the directed hypergraph representation is $v_{1} E_{1} v_{2} E_{2} v_{3} E_{3} v_{1}$, where each $E_{i}$ corresponds to the $i$ th column of $A$. The gain of this cycle is $1 /(1 / 2 \cdot 1 / 3 \cdot 9)=2 / 3 \leq 1$. Hence, matrix $A$ in $(3)$ is gainfree.

Now, we recall some notion from LP theory. A vector $\boldsymbol{x} \in \mathbb{R}_{+}^{n}$ is called a feasible solution of (2) if it satisfies the constraints in (2). An LP problem is feasible if it has a feasible solution, and infeasible otherwise. A vector $\boldsymbol{x} \in \mathbb{R}_{+}^{n}$ is called an optimal solution of (2) if it is feasible and $\boldsymbol{c}^{T} \boldsymbol{x} \leq \boldsymbol{c}^{T} \boldsymbol{x}^{\prime}$ for any feasible solution $\boldsymbol{x}^{\prime}$. When an LP problem has an optimal solution $\boldsymbol{x}$, the objective value $\boldsymbol{c}^{T} \boldsymbol{x}$ is called an optimal value. An LP problem is either feasible or infeasible, and when it is feasible either it has an optimal solution or it is unbounded (i.e., its optimal value is not bounded below). Since we consider certifying algorithms, we have to produce a certificate in each case. To state what constitutes a certificate in each case, we recall the dual LP problem of (2):

$$
\begin{array}{ll}
\operatorname{maximize} & \boldsymbol{y}^{T} \boldsymbol{b} \\
\text { subject to } & \boldsymbol{y}^{T} A \leq \boldsymbol{c}^{T}  \tag{4}\\
& \boldsymbol{y} \in \mathbb{R}^{m} .
\end{array}
$$

To contrast, the LP problem (2) is sometimes called the primal LP problem in what follows. The following duality theorem of LP is well-known.

- Theorem 4 (E.g., [28]). For the LP problem (2) and its dual problem (4), exactly one of the following holds:
(i) both (2) and (4) have feasible solutions whose objective values are the same,
(ii) (2) is infeasible, and (4) feasible and unbounded,
(iii) (2) is feasible and unbounded, and (4) is infeasible;
(iv) both (2) and (4) are infeasible.

We regard a feasible solution as a certificate of feasibility of an LP problem. For infeasibility we use the following lemma.

- Lemma 5 (E.g., [28]). The LP problem (2) is infeasible if and only if
$\boldsymbol{z}^{T} A \leq \mathbf{0}, \boldsymbol{z}^{T} \boldsymbol{b}>0$, and $\boldsymbol{z} \in \mathbb{R}^{m}$
is feasible. Moreover, the dual LP problem (4) is infeasible if and only if

$$
\begin{equation*}
A \boldsymbol{r}=\mathbf{0}, \boldsymbol{c}^{T} \boldsymbol{r}<0, \text { and } \boldsymbol{r} \in \mathbb{R}_{+}^{n} \tag{6}
\end{equation*}
$$

is feasible.

Now, we define what constitute certificates for the four possible cases in Theorem 4.
(i) Feasible solutions of (2) and (4) whose objective values are the same,
(ii) a feasible solution of (5) (called a Farkas' certificate of infeasibility of (2)) and a feasible solution of (4),
(iii) a feasible solution of (2) and a feasible solution of (6) (called a Farkas' certificate of infeasibility of (4)),
(iv) a feasible solution of (5) and a feasible solution of (6).

With those certificates, we can confirm the correctness of the output of our certifying algorithm for solving the LP problem (2) by checking if given vectors satisfy the corresponding linear systems. We note that for case (ii) (resp., (iii)) a feasible solution of (5) (resp., (6)) is a direction of unboundedness.

## 3 Main algorithms

In this section, we provide a combinatorial certifying algorithm for LP problems with gainfree Leontief substitution systems (2) and show the following theorem. Here, a combinatorial algorithm consists only of additions, subtractions, multiplications, and comparisons. Recall that $m$ is the number of constraints and $n$ is the number of variables in (2).

- Theorem 6 (Main). The LP problems with gainfree Leontief substitution systems (2) admit a combinatorial strongly polynomial time certifying algorithm that runs in $\mathrm{O}\left(m^{3} n\right)$ time.

Our algorithm extends the non-certifying algorithm in [16]. Let us first summarize the algorithm in [16], which consists of ValueIteration and PrimalRetrieval. ValueIterATION determines feasibility of the dual LP problem (4). It starts from a sufficiently large vector and iteratively compute an upper bound of the value of each variable derived from the constraints in (4). For an LP problem with a gainfree Leontief substitution system, $m$ iterations are shown to be sufficient to obtain a feasible solution if the dual LP problem is feasible. Then, feasibility of the primal LP problem (2) can be determined using the data computed in ValueIteration, and when both primal and dual LP problems are feasible, PrimalRetrieval computes a feasible solution of the primal LP problem. This algorithm outputs feasible solutions of the primal and dual LP problems with the same objective values as a certificate of primal and dual feasibility for case (i) in Theorem 4 in Section 2.

To make the algorithm in [16] also certifying for primal and dual infeasibility (i.e., for cases (ii-iv) in Theorem 4), we modify the algorithm and add several subroutines to it. We first modify ValueIteration to DualFeasibility (Algorithm 2). In DualFeasibility, when the upper bound $\boldsymbol{y}^{(k)}$ for the dual variables is updated in the $k$ th iteration of the for-loop starting from line 2 , we store (i) variables changed in the iteration in array change ${ }^{(k)}$ and (ii) vectors $\boldsymbol{r}^{(k)}$ that represents how an upper bound $\boldsymbol{y}^{(k)}$ is derived from the constraint in (4). This enables us to compute a Farkas' certificate of dual infeasibility in FarkasCertiFICATEOFDUALInFEASIBILITY (Algorithm 4) when the dual LP problem is infeasible. This modification also makes our algorithm different from the one in [15]. Since the upper bound $\boldsymbol{y}^{(m)}$ computed in DualFeasibility contains symbol $M$ as described below, we compute in Dualsolution (Algorithm 3) a feasible solution of the dual LP problem from $\boldsymbol{y}^{(m)}$ when the dual LP problem is feasible. Intuitively, if we substitute sufficiently large value for $M$, then $\boldsymbol{y}^{(m)}$ becomes a feasible solution. Then PrimalFeasibility (Algorithm 6) determines the feasibility of the primal LP problem (2) using the same criterion as in (ii) of Theorem 3.6 in [16]. PrimalSolution is almost the same as PrimalRetrieval in [16], however,
the former computes a primal feasible solution even when the dual LP problem is infeasible by running DualFeasibility for a feasible dual LP problem where $\boldsymbol{c}$ is set to $\mathbf{0}$. Finally, in Dualfeasibility we treat $M$ as a symbol representing an "arbitrary large" number so that we can compute a Farkas' certificate of primal infeasibility in FarkasCertificateOfPrimalInfeasibility (Algorithm 8) by just taking the coefficient of $M$ in $\boldsymbol{y}^{(m)}$. More precisely, for any real numbers $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathbb{R}$, we define $\alpha_{1} M+\beta_{1}>\alpha_{2} M+\beta_{2}$ if and only if $\alpha_{1}>\alpha_{2}$ or $\left(\alpha_{1}=\alpha_{2} \text { and } \beta_{1}>\beta_{2}\right)^{3}$. In what follows, we denote by $e_{i}$ (resp., $e_{E}$ ) an unit vector of appropriate size, where its $i$ th element (resp., its element indexed by hyperarc $E$ ) is 1 and all other elements are 0 .

For the readability, we first describe a certifying algorithm for the feasibility for the dual of the LP problems (with gainfree Leontief substitution systems) in Subsection 3.1 and one for the feasibility for the primal LP problems in Subsection 3.2. A proof of Theorem 6 will be given in Subsection 3.3. Due to the space limitation, we omit proofs of most results.

### 3.1 A certifying algorithm for the feasibility for the dual LP problem

In this subsection, we provide a certifying algorithm for the feasibility for the dual (4) of the LP problem with a gainfree Leontief substitution system. The main algorithm (Algorithm 1) first calls subroutine DualFeasibility (Algorithm 2), which determines the feasibility of the dual LP problem (4). If it is feasible, then subroutine DualSolution (Algorithm 3) is called to compute a feasible solution of the dual LP problem; otherwise, subroutine FarkasCertificateOfDualInfeasibility (Algorithm 4) is called to compute a Farkas' certificate of dual infeasibility.

Algorithm 1 A combinatorial certifying algorithm for the feasibility for the dual of the LP problems with gainfree Leontief substitution systems.

Input: A matrix $A$ and a vector $\boldsymbol{c}$ for the constraint of the dual LP problem (4).
$\left(\boldsymbol{y}^{(m)}, \boldsymbol{r}^{(k)}(k=0, \ldots, m)\right.$, change ${ }^{(k)}(k=0, \ldots, m), p^{(k)}(k=$
$0, \ldots, m)$, nontriv $\left.{ }^{(m)}, \boldsymbol{q}, \operatorname{VALUE}\right) \leftarrow \operatorname{DUALFeasibility}(A, \boldsymbol{c})$.
if VALUE = true then
$\boldsymbol{y}^{*} \leftarrow \operatorname{DualSolution}\left(A, \boldsymbol{c}, \boldsymbol{y}^{(m)}\right)$.
print "dual-feasible" and return $\boldsymbol{y}^{*}$.
else
$\boldsymbol{r}^{*} \leftarrow \operatorname{FARKASCertificateOFDUALInFEASIBILIty}\left(A, \boldsymbol{c}, \boldsymbol{y}^{(m)}, \boldsymbol{r}^{(k)}(k=\right.$
$0, \ldots, m)$, change $\left.^{(k)}(k=0, \ldots, m), p^{(k)}(k=0, \ldots, m)\right)$.
print "dual-infeasible" and return $\boldsymbol{r}^{*}$.
end

Before going into proofs of correctness of these algorithms, we show an example how these algorithms work. We only describe how upper bound $\boldsymbol{y}^{(k)}$ and vector $\boldsymbol{r}_{v}^{(k)}$ are updated in each iteration of the for-loop starting from line 2 in DualFeasibility in the example for readability. Also, we omit the input vector $\boldsymbol{b}$ in the example, since $\boldsymbol{b}$ is irrelevant to feasibility of the dual LP problem (4).

[^43]Algorithm 2 DualFeasibility.
Input: A matrix $A$ and a vector $\boldsymbol{c}$ for the constraint of the dual LP problem (4).
1 For each $v \in V, y^{(0)}(v) \leftarrow M, \boldsymbol{r}_{v}^{(0)} \leftarrow \mathbf{0}$, change ${ }^{(0)}(v) \leftarrow$ false, $p^{(0)}(v) \leftarrow \emptyset$,
nontriv ${ }^{(0)}(v) \leftarrow$ false, and $q(v) \leftarrow 0$.
for $k=1, \ldots, m$ do for $v \in V$ do
if $y^{(k-1)}(v)>\min \left\{\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(k-1)}(u) \mid E \in \mathcal{E}, h(E)=v\right\}$
then
Choose an arbitrary
$E \in \operatorname{argmin}\left\{\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(k-1)}(u) \mid E \in \mathcal{E}, h(E)=v\right\}$.
$y^{(k)}(v) \leftarrow \ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(k-1)}(u)$.
$p^{(k)}(v) \leftarrow E$.
$\boldsymbol{r}_{v}^{(k)} \leftarrow e_{E}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{r}_{u}^{(k-1)}$.
change ${ }^{(k)}(v) \leftarrow$ true.
if for every $u \in T(E)$ nontriv ${ }^{(k-1)}(u)=$ true (this includes the case that $T(E)=\emptyset)$ then nontriv ${ }^{(k)}(v) \leftarrow$ true and $q(v) \leftarrow k$.
else
$\operatorname{nontriv}^{(k)}(v) \leftarrow$ nontriv $^{(k-1)}(v)$.
end
else
$y^{(k)}(v) \leftarrow y^{(k-1)}(v), p^{(k)}(v) \leftarrow \emptyset, \boldsymbol{r}_{v}^{(k)} \leftarrow \boldsymbol{r}_{v}^{(k-1)}$, change ${ }^{(k)}(v) \leftarrow$ false, and nontriv ${ }^{(k)}(v) \leftarrow$ nontriv $^{(k-1)}(v)$.
end
end
end
if $y^{(m)}(v)>\min \left\{\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u) \mid E \in \mathcal{E}, h(E)=v\right\}$ for some $v \in V$ then
VALUE $\leftarrow$ false.
else if $0>\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)$ for some $E \in \mathcal{E}$ with $h(E)=\emptyset$ then VALUE $\leftarrow$ false.
else
VALUE $\leftarrow$ true.
end
return $\left(\boldsymbol{y}^{(m)}, \boldsymbol{r}^{(k)}(k=0, \ldots, m)\right.$, change $^{(k)}(k=0, \ldots, m), p^{(k)}(k=$
$0, \ldots, m)$, nontriv ${ }^{(m)}, \boldsymbol{q}$, VALUE).

Example 7. For the following matrix $A$ (whose transpose is unit Horn) and vector $\boldsymbol{c}$

$$
A=\left(\begin{array}{ccccccc}
-1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 1 & 0 \\
-1 & -1 & -1 & 0 & 0 & 0 & 1
\end{array}\right) \text { and } \boldsymbol{c}=\left(\begin{array}{c}
-1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

Algorithm 3 DualSolution.
Input: A matrix $A$ and a vector $\boldsymbol{c}$ for the constraint of the dual LP problem (4), and an $n$-dimensional vector $\boldsymbol{y}^{(m)}$ with each entry being a linear function of $M$.

## for each $E \in \mathcal{E}$ do

Define two integers $\alpha(E)$ and $\beta(E)$ such that
$\alpha(E) M+\beta(E)=y^{(m)}(h(E))-\ell(E)-\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)$, if where we define $y^{(m)}(\emptyset)=0$.
end
if all $E \in \mathcal{E}$ satisfy $\alpha(E) \geq 0$ then
$\lambda \leftarrow 0$.
else
$\lambda \leftarrow \max \left\{\left.\frac{\beta(E)}{-\alpha(E)} \right\rvert\, E \in \mathcal{E}, \alpha(E)<0\right\}$.
end
Let $\boldsymbol{y}^{*}$ be the vector obtained from $\boldsymbol{y}^{(m)}$ by substituting $\lambda$ for $M$.
return $y^{*}$.
$\boldsymbol{y}^{(0)}=(M, M, M, M)^{T}$ and $\boldsymbol{r}_{v_{i}}^{(0)}=\mathbf{0}$ for $i=1,2,3,4$.
Iteration 1: $\boldsymbol{y}^{(1)}=(0,0,0,0)^{T}$ and $\boldsymbol{r}_{v_{i}}^{(1)}=e_{i+3}(i=1,2,3,4)$.
Iteration 2: $\boldsymbol{y}^{(2)}=(0,-1,0,0)^{T}$ and $\boldsymbol{r}_{v_{2}}^{(2)}=e_{1}+e_{4}+e_{7}$.
Iteration 3: $\boldsymbol{y}^{(3)}=(0,-1,-1,0)^{T}$ and $\boldsymbol{r}_{v_{3}}^{(3)}=e_{1}+e_{2}+e_{4}+2 e_{7}$.
Iteration 4: $\boldsymbol{y}^{(4)}=(-1,-1,-1,0)^{T}$ and $\boldsymbol{r}_{v_{1}}^{(4)}=e_{1}+e_{2}+e_{3}+e_{4}+3 e_{7}$.
Now, the first inequality is violated by $\boldsymbol{y}^{(4)}$ as $(-1,0,1,-1) \boldsymbol{y}^{(4)}=0>-1$. Then, by running FARKASCERTIFICATEOFDUALINFEASIBILITY, we have $\boldsymbol{r}^{*}=\boldsymbol{r}_{v_{2}}^{(5)}-\boldsymbol{r}_{v_{2}}^{(2)}=e_{1}+e_{2}+e_{3}+3 e_{7}$. Here, $A \boldsymbol{r}^{*}=(0,0,0,0)^{T}$ and $c^{T} \boldsymbol{r}^{*}=-1$. Hence, $\boldsymbol{r}^{*}$ is a Farkas' certificate of infeasibility of the dual LP problem (4).

In the remainder of this subsection, we will prove correctness of Algorithm 1. We show correctness of subroutines DualFeasibility, DualSolution ${ }^{4}$, and FarkasCertificateOfDualinfeasibility, and show the following proposition.

- Proposition 8. Algorithm 1 is a combinatorial strongly polynomial time certifying algorithm that runs in $\mathrm{O}\left(m^{3} n\right)$ time for the feasibility for the dual (4) of the LP problem with a gainfree Leontief substitution system.

To show Proposition 8, we first deal with the case where Algorithm 1 prints "dual-feasible" (or, equivalently, DualFeasibility returns true) in Lemma 9 below. Then, we deal with the case where Algorithm 1 prints "dual-infeasible" (or, equivalently, DualFeasibility returns false) in Lemma 10 below.

Lemma 9. If DualFeasibility returns true, then the dual LP problem (4) is feasible and DualSolution outputs a feasible solution to it.

Proof. We show that the output $\boldsymbol{y}^{*}$ of DualSolution is a feasible solution of the dual LP problem (4). We divide the proof into cases according to the conditions in the definition of $\lambda$ in DualSolution.

[^44]Algorithm 4 FarkasCertificateofodualinfeasibility.
Input: A matrix $A$ and a vector $\boldsymbol{c}$ for the constraint of the dual LP problem (2), $\boldsymbol{y}^{(m)}$, and $\boldsymbol{r}^{(k)}$, change ${ }^{(k)}$, and $p^{(k)}$ for $k=0, \ldots, m$.
if $y^{(m)}(v)>\min \left\{\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u) \mid E \in \mathcal{E}, h(E)=v\right\}$ for some $v \in V$ then
$2 \quad$ Choose one $v \in V$ such that $y^{(m)}(v)>\min \left\{\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u) \mid E \in \mathcal{E}, h(E)=v\right\}$.
Choose an arbitrary $E \in \mathcal{E}$ with $h(E)=v$ that minimizes $\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)$.
$w_{m+1} \leftarrow v$.
$\boldsymbol{r}_{w_{m+1}}^{(m+1)} \leftarrow e_{E}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{r}_{u}^{(m)}$.
$E^{(m+1)} \leftarrow E$.
/* Find a cycle */
for $k=m+1, \ldots, 2$ do
Choose an arbitrary $u \in T\left(E^{(k)}\right)$ such that change ${ }^{(k-1)}(u)=$ true.
$w_{k-1} \leftarrow u$.
$E^{(k-1)} \leftarrow p^{(k-1)}\left(w_{k-1}\right)$.
if $w_{k-1}=w_{q}$ for some $q \geq k$ then
$t \leftarrow q$.
$s \leftarrow k-1$.
Break.
end
end
$\boldsymbol{r}^{*} \leftarrow \boldsymbol{r}_{w_{t}}^{(t)}-\boldsymbol{r}_{w_{s}}^{(s)}$. return $r^{*}$.
else
Choose one $E \in \mathcal{E}$ with $h(E)=\emptyset$ such that $0>\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)$.
$\boldsymbol{r}^{*} \leftarrow \boldsymbol{e}_{E}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{r}_{u}^{(m)}$.
return $r^{*}$.
end

Fix $E \in \mathcal{E}$. Note that we have
$y^{(m)}(h(E)) \leq \ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)$,
since the conditions of "if " and "else if" in lines 20 and 22 , respectively, are false in Dualfeasibility, where we define $y^{(m)}(\emptyset)=0$. Hence, we have $\alpha(E) M+\beta(E) \leq 0$. It follows that $\alpha(E) \leq 0$. If $\alpha(E)=0$, then $\beta(E) \leq 0$ and $\boldsymbol{y}^{*}$ satisfy the constraint in the dual LP problem (4) corresponding to $E$. If $\alpha(E)<0$, then $\boldsymbol{y}^{*}$ also satisfies the inequality in the dual LP problem (4) corresponding to $E$, since $\lambda \geq \frac{\beta(E)}{-\alpha(E)}$ by definition. This completes the proof.

Next, we treat the case where DualFeasibility returns false and show the following.

- Lemma 10. If Dualfeasibility returns false, then the dual LP problem (4) is infeasible and FarkasCertificateOfDualInfeasibility returns a Farkas' certificate of dual infeasibility.

The proof of Lemma 10 is the most technical part of our results. Intuitively, when DuALFeasibility returns false, we can find a "negative cycle" as in the case of difference constraint (DC) systems. Here, the gainfree property ensures that such a negative cycle, together with paths to the tails of hyperarcs in the cycle, corresponds to an infeasible subsystem of (4). The vectors $\boldsymbol{r}_{v}^{(k)}$ store how the negative cycle is derived from constraints in (4) and help to compute such a subsystem (with multiplicity) in FarkasCertificateOfDualInfeasibility.

We first treat the case where the "if "condition in line 20 is false and the "else if " condition in line 22 is true in DualFeasibility.

- Lemma 11. If Dualfeasibility returns false as the "if" condition in line 20 is false and the "else if" condition in line 22 is true, then the dual LP problem (4) is infeasible and FarkasCertificateOfDualInfeasibility returns a Farkas' certificate of dual infeasibility.

To show this lemma, we need some auxiliary claims, which can be shown by mathematical induction on $k$.
$\triangleright$ Claim 12. In the end of DualFeasibility, for all $k \in\{1, \ldots, m\}$ and $v \in V, y^{(k)}(v)$ contains $M$ if and only if nontriv ${ }^{(k)}(v)=$ false. Moreover, if $y^{(k)}(v)$ contains $M$, the coefficient of $M$ is positive for all $k=1, \ldots, m$ and $v \in V$.
$\triangleright$ Claim 13. In the end of DualFeasibility, for all $k \in\{1, \ldots, m\}$ and $v \in V$, we have $A \boldsymbol{r}_{v}^{(k)} \leq \boldsymbol{e}_{v}, \boldsymbol{r}_{v}^{(k)} \geq \mathbf{0}$, and $\boldsymbol{c}^{T} \boldsymbol{r}_{v}^{(k)}$ equals the constant term of $y^{(k)}(v)$. If nontriv ${ }^{(k)}(v)=$ true, then $A \boldsymbol{r}_{v}^{(k)}=\boldsymbol{e}_{v}$ and $\boldsymbol{c}^{T} \boldsymbol{r}_{v}^{(k)}=y^{(k)}(v)$.

Proof of Lemma 11. We show that $\boldsymbol{r}^{*}$ returned by FarkasCertificateOfDualinfeasibility is actually a Farkas' certificate of dual infeasibility, i.e., (i) $\boldsymbol{r}^{*} \geq \mathbf{0}$, (ii) $A \boldsymbol{r}^{*}=\mathbf{0}$, and (iii) $\boldsymbol{c}^{T} \boldsymbol{r}^{*}<0$ (see Lemma 5).

For (i), from Claim 13, we have that $\boldsymbol{r}^{*}\left(=\boldsymbol{e}_{E}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{r}_{u}^{(m)}\right)$ is a sum of nonnegative vectors. Hence, $\boldsymbol{r}^{*} \geq \mathbf{0}$.

For (ii), observe that to satisfy $0>\ell(E)+\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u), y^{(m)}(u)$ must not contain $M$ for each $u \in T(E)$, since otherwise the right-hand side of the inequality contains $M$ with a positive coefficient from Claim 12 and thus greater than zero. Hence, for each $u \in T(E)$ nontriv ${ }^{(m)}(u)=$ true from Claim 12, implying that $A \boldsymbol{r}_{u}^{(m)}=\boldsymbol{e}_{u}$ from Claim 13. Therefore, we have

$$
A \boldsymbol{r}^{*}=A \boldsymbol{e}_{E}+\sum_{u \in T(E)} \gamma(E, u) A \boldsymbol{r}_{u}^{(m)}=-\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{e}_{u}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{e}_{u}=0 .
$$

For (iii), for each $u \in T(E)$ we have $\boldsymbol{c}^{T} \boldsymbol{r}_{u}^{(m)}=y^{(m)}(u)$ from Claim 13 since nontriv ${ }^{(m)}(u)=$ true as shown above. Hence, we have $\boldsymbol{c}^{T} \boldsymbol{r}^{*}=\boldsymbol{c}^{T} \boldsymbol{e}_{E}+\sum_{u \in T(E)} \gamma(E, u) \boldsymbol{c}^{T} \boldsymbol{r}_{u}^{(m)}=\ell(E)+$ $\sum_{u \in T(E)} \gamma(E, u) y^{(m)}(u)<0$.

Therefore, $\boldsymbol{r}^{*}$ is a Farkas' certificate of dual infeasibility and by Lemma 5 the dual LP problem (4) is infeasible.

We then deal with the case where the "if " condition in line 20 is true in DualFeasibility.

- Lemma 14. If Dualfeasibility returns false as the "if" condition in line 20 is true, then the dual LP problem (4) is infeasible and FarkasCertificateOfDualinfeasibility returns a Farkas' certificate of the dual infeasibility.

To show Lemma 14, we need further auxiliary claims.
$\triangleright$ Claim 15. In FarkasCertificateOfDualInfeasibility, for each $k=m+1, m, \ldots, s+1$, there exists $u \in T\left(E^{(k)}\right)$ such that change ${ }^{(k-1)}(u)=$ true.

Claim 15 implies the following claim.
$\triangleright$ Claim 16. In FarkasCertificateOfDualinfeasibility, we can always obtain a cycle.
The following claim uses the gainfree property of the LP problem (2).
$\triangleright$ Claim 17. In the end of FarkasCertificateOfDualInfeasibility, for any $s+1 \leq k \leq t$ and any $u \in T\left(E^{(k)}\right) \backslash\left\{w_{k-1}\right\}$, we have nontriv ${ }^{(k-1)}(u)=$ true.

Now, we are ready to prove Lemma 14.

Proof of Lemma 14. We show that $\boldsymbol{r}^{*}$ is actually a Farkas' certificate of dual infeasibility, i.e., (i) $\boldsymbol{r}^{*} \geq \mathbf{0}$, (ii) $\boldsymbol{A} \boldsymbol{r}^{*}=\mathbf{0}$, and (iii) $\boldsymbol{c}^{T} \boldsymbol{r}^{*}<0$. Due to page limitation, we only prove (ii). For (ii), recall that for any $s+1 \leq k \leq t$ and any $u \in T\left(E^{(k)}\right) \backslash\left\{w_{k-1}\right\}$, we have $A \boldsymbol{r}_{u}^{(k-1)}=\boldsymbol{e}_{u}$ from Claims 13 and 17. Moreover, we have $\boldsymbol{A} \boldsymbol{e}_{E^{(k)}}=\boldsymbol{e}_{h\left(E^{(k)}\right)}-\sum_{u \in T\left(E^{(k)}\right)} \gamma\left(E^{(k)}, u\right) \boldsymbol{e}_{u}$. Hence, for each $s+1 \leq k \leq t$,

$$
\begin{aligned}
A \boldsymbol{r}_{w_{k}}^{(k)}= & A\left(e_{E^{(k)}}+\sum_{u \in T\left(E^{(k)}\right)} \gamma\left(E^{(k)}, u\right) \boldsymbol{r}_{u}^{(k-1)}\right) \\
= & \boldsymbol{e}_{h\left(E^{(k)}\right)}-\sum_{u \in T\left(E^{(k)}\right)} \gamma\left(E^{(k)}, u\right) \boldsymbol{e}_{u}+A\left(\sum_{u \in T\left(E^{(k)}\right)} \gamma\left(E^{(k)}, u\right) \boldsymbol{r}_{u}^{(k-1)}\right) \\
= & \boldsymbol{e}_{w_{k}}+\sum_{u \in T\left(E^{(k)}\right)} \gamma\left(E^{(k)}, u\right)\left(A \boldsymbol{r}_{u}^{(k-1)}-\boldsymbol{e}_{u}\right) \\
= & \boldsymbol{e}_{w_{k}}+\sum_{u \in T\left(E^{(k)}\right) \backslash\left\{w_{k-1}\right\}} \gamma\left(E^{(k)}, u\right)\left(A \boldsymbol{r}_{u}^{(k-1)}-\boldsymbol{e}_{u}\right) \\
& +\gamma\left(E^{(k)}, w_{k-1}\right)\left(A \boldsymbol{r}_{k-1}^{\left(w_{k-1}\right)}-\boldsymbol{e}_{w_{k}-1}\right) \\
= & \boldsymbol{e}_{w_{k}}+\gamma\left(E^{(k)}, w_{k-1}\right)\left(A \boldsymbol{r}_{k-1}^{\left(w_{k-1}\right)}-\boldsymbol{e}_{w_{k}-1}\right) .
\end{aligned}
$$

Namely, we have $A \boldsymbol{r}_{w_{k}}^{(k)}-\boldsymbol{e}_{w_{k}}=\gamma\left(E^{(k)}, w_{k-1}\right)\left(A \boldsymbol{r}_{k-1}^{\left(w_{k-1}\right)}-\boldsymbol{e}_{w_{k}-1}\right)$. Therefore, we have

$$
A \boldsymbol{r}_{w_{t}}^{(t)}-\boldsymbol{e}_{w_{t}}=\gamma\left(E^{(t)}, w_{t-1}\right)\left(A \boldsymbol{r}_{w_{t-1}}^{(t-1)}-\boldsymbol{e}_{w_{t}-1}\right)=\cdots=\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)\left(A \boldsymbol{r}_{w_{s}}^{(s)}-\boldsymbol{e}_{w_{s}}\right)
$$

Hence, we have

$$
\begin{aligned}
A \boldsymbol{r}^{*} & =A\left(\boldsymbol{r}_{w_{t}}^{(t)}-\boldsymbol{r}_{w_{s}}^{(s)}\right) \\
& =\boldsymbol{e}_{w_{t}}+\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)\left(A \boldsymbol{r}_{w_{s}}^{(s)}-\boldsymbol{e}_{w_{s}}\right)-A \boldsymbol{r}_{w_{s}}^{(s)} \\
& =\boldsymbol{e}_{w_{t}}+\left(\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)-1\right) A \boldsymbol{r}_{w_{s}}^{(s)}-\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right) \boldsymbol{e}_{w_{s}} .
\end{aligned}
$$

Now, if nontriv ${ }^{(t)}\left(w_{t}\right)=$ true, we can show that nontriv ${ }^{(s)}\left(w_{s}\right)=$ true. Hence, $A \boldsymbol{r}_{w_{s}}^{(s)}=\boldsymbol{e}_{w_{s}}$ by Claim 13. Therefore, we have

$$
\begin{aligned}
& \boldsymbol{e}_{w_{t}}+\left(\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)-1\right) A \boldsymbol{r}_{w_{s}}^{(s)}-\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right) \boldsymbol{e}_{w_{s}} \\
& =\boldsymbol{e}_{w_{t}}+\left(\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)-1\right) \boldsymbol{e}_{w_{s}}-\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right) \boldsymbol{e}_{w_{s}} \\
& =\boldsymbol{e}_{w_{t}}-\boldsymbol{e}_{w_{s}}=\mathbf{0}
\end{aligned}
$$

where the last equality holds since $w_{t}=w_{s}$. If nontriv ${ }^{(t)}\left(w_{t}\right)=$ false, we can show that $\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)=1$. Therefore, we have

$$
\begin{aligned}
& \boldsymbol{e}_{w_{t}}+\left(\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right)-1\right) A \boldsymbol{r}_{w_{s}}^{(s)}-\prod_{k=s+1}^{t} \gamma\left(E^{(k)}, w_{k-1}\right) \boldsymbol{e}_{w_{s}} \\
& =\boldsymbol{e}_{w_{t}}-\boldsymbol{e}_{w_{s}}=\mathbf{0}
\end{aligned}
$$

In either case, we have $A \boldsymbol{r}^{*}=\mathbf{0}$.
Combining Lemma 11 and Lemma 14, we obtain Lemma 10.
Now, we are ready to show Proposition 8.
Proof of Proposition 8. Note that subroutines DualFeasibility, DualSolution, and FarkasCertificateOfDualInfeasibility constitute a certifying algorithm for the feasibility for the dual LP problem (4) (Algorithm 1). The correctness of this algorithm follows from Lemmas 9, 11, and 14.

Now, we analyze the running time of the algorithm. The most time-consuming part of the algorithm is the for-loop from line 2 to 19 in DualFeasibility. This for-loop has $m$ iterations, and $\mathrm{O}(m n)$ operations for computing $\boldsymbol{r}_{v}^{(k)}$ each $v \in V$ in each iteration. Hence, it takes $\mathrm{O}\left(m^{3} n\right)$ time. Moreover, since in each of the $m$ iterations the numbers glow $\mathrm{O}\left(\max \left(\max _{i, j}\left(A_{i j}\right), \max _{i}\left(b_{i}\right), \max _{j}\left(c_{j}\right)\right) \cdot n\right)$ time, the bit-lengths of the numbers appearing during the algorithm can be bounded by a polynomial in the size of the input. Hence, the algorithm is a strongly polynomial time one.

### 3.2 A certifying algorithm for the feasibility for the primal LP problem

In this subsection, we provide a certifying algorithm for the feasibility for the primal LP problem (2) with a gainfree Leontief substitution system, using the data computed in DualFeasibility. More precisely, we show that subroutines PrimalFeasibility (Algorithm 6), PrimalSolution (Algorithm 7), and FarkasCertificateOfPrimalInfeasibility (Algorithm 8), together with DualFeasibility, constitute a certifying algorithm for the feasibility for the primal LP problem (2) (Algorithm 5). PrimalFeasibility determines feasibility of the primal LP problem (2) using the same criterion as in (ii) of Theorem 3.6 in [16]. PrimalSolution is similar to PrimalRetrieval in [16]; however, PrimalSolution also computes a primal feasible solution when the dual LP problem is infeasible. FarkasCertificateOfPrimalInfeasibility returns a Farkas' certificate of the primal infeasibility, where the gainfree property is again crucial for the correctness.

The following example shows how these algorithms work.

- Example 18. Recall Example 7 in Subsection 3.1. In this example, we have nontriv ${ }^{(m)}(v)=$ true for each $v \in V$ and $\operatorname{PrimalFeasibility}\left(\boldsymbol{b}\right.$, nontriv $\left.{ }^{(m)}\right)=$ true for any $\boldsymbol{b}(\geq \mathbf{0})$. Hence, PrimalSolution is called in Algorithm 5. As the dual LP problem is infeasible, DualFeas$\operatorname{Ibility}(A, \mathbf{0})$ is called in PrimalSolution and in particular $\boldsymbol{q}=(1,1,1,1)^{T}$ is obtained.

Algorithm 5 Combinatorial certifying algorithm for the feasibility for the primal LP problems with gainfree Leontief substitution systems.

```
Input: A matrix \(A\) and vectors \(\boldsymbol{b}\) and \(\boldsymbol{c}\) for the primal LP problem (2).
\(\left(\boldsymbol{y}^{(m)}, \boldsymbol{r}^{(k)}(k=0, \ldots, m)\right.\), change \({ }^{(k)}(k=0, \ldots, m), p^{(k)}(k=\)
    \(0, \ldots, m)\), nontriv \(\left.{ }^{(m)}, \boldsymbol{q}, \operatorname{VALUE}\right) \leftarrow \operatorname{DUaLFeasibility}(A, \boldsymbol{c})\).
    if \(\operatorname{Primal} \operatorname{FeaSibility}\left(\boldsymbol{b}\right.\), nontriv \(\left.{ }^{(m)}\right)=\) true then
        \(\boldsymbol{x}^{*} \leftarrow \operatorname{PrimalSolution}\left(A, \boldsymbol{b}\right.\), nontriv \({ }^{(m)}, p^{(k)}(k=0, \ldots, m), \boldsymbol{q}\), VALUE \()\).
        print "primal-feasible" and return \(\boldsymbol{x}^{*}\).
    else
        \(\boldsymbol{z}^{*} \leftarrow\) FARKASCERTIFICATEOFPRIMALINFEASIBILITY \(\left(\boldsymbol{y}^{(m)}\right.\), nontriv \(\left.{ }^{(m)}\right)\).
        print "primal-infeasible" and return \(\boldsymbol{z}^{*}\).
    end
```

Then in the while-loop in PrimalSolution variables $\boldsymbol{x}^{*}$ and $\boldsymbol{f}$ are updated as follows. Initially, $\boldsymbol{x}^{*}=\mathbf{0}$ and $\boldsymbol{f}=\left(b_{1}, b_{2}, b_{3}, b_{4}\right)^{T}$. First, we may choose $v_{1}$ according to $\boldsymbol{q}$ and since $p^{(1)}\left(v_{1}\right)=E_{4}, x^{*}\left(E_{4}\right)=b_{1}$ and $\boldsymbol{f}$ remains unchanged. Then we may choose $v_{2}$ and since $p^{(1)}\left(v_{2}\right)=E_{5}, x^{*}\left(E_{5}\right)=b_{2}$ and $\boldsymbol{f}$ remains unchanged. Then we may choose $v_{3}$ and since $p^{(1)}\left(v_{3}\right)=E_{6}, x^{*}\left(E_{6}\right)=b_{3}$ and $\boldsymbol{f}$ remains unchanged. Finally, we choose $v_{4}$ and since $p^{(1)}\left(v_{4}\right)=E_{7}, x^{*}\left(E_{7}\right)=b_{4}$. Then we obtain a feasible solution $\boldsymbol{x}^{*}=\left(0,0,0, b_{1}, b_{2}, b_{3}, b_{4}\right)^{T}$ of the primal LP problem (2).

Algorithm 6 PrimalFeasibility.

```
Input: A vector \(\boldsymbol{b}\) and nontriv \({ }^{(m)}\).
if \(b(v)=0\) for all \(v\) with nontriv \({ }^{(m)}(v)=\) false then
        return true.
    else
        return false.
    end
```

Now, we show correctness of subroutines PrimalFeasibility, PrimalSolution, and FarkasCertificateOfPrimalInfeasibility, and show the following proposition.

Proposition 19. Algorithm 5 is a combinatorial strongly polynomial time certifying algorithm that runs in $\mathrm{O}\left(m^{3} n\right)$ time for the feasibility for the primal LP problem (2) with a gainfree Leontief substitution system.

To show Proposition 19, we use the following lemmas.

- Lemma 20. If PrimalFeasibility returns true, then the primal LP problem (2) is feasible and PrimalSolution returns a feasible solution of (2).
- Lemma 21. If PrimalFeasibility returns false, then the primal LP problem (2) is infeasible and FarkasCertificateOfPrimalInfeasibility returns a Farkas' certificate of the primal infeasibility.

Proof of Proposition 19. Note that subroutines PrimalFeasibility, PrimalSolution, and FarkasCertificateOfPrimalinfeasibility, together with DualFeasibility, constitute a certifying algorithm for the feasibility for the primal LP problem (2) (Algorithm 5). Correctness of this algorithm follows from Lemmas 20 and 21.

Algorithm 7 PrimalSolution.
Input: A matrix $A$ and a vector $\boldsymbol{b}$ for the constraint of the primal LP problem (2), and nontriv ${ }^{(m)}, p^{(k)}(k=0, \ldots, m), \boldsymbol{q}$, VALUE.
if $\mathrm{VALUE}=$ false then
$\left(\boldsymbol{y}^{(m)}, \boldsymbol{r}^{(k)}(k=0, \ldots, m)\right.$, change ${ }^{(k)}(k=0, \ldots, m), p^{(k)}(k=$ $0, \ldots, m), \boldsymbol{q}, \operatorname{VALUE}) \leftarrow \operatorname{DUALFEASIbILIty}(A, \mathbf{0})$.
end
For each $E \in \mathcal{E}, x^{*}(E) \leftarrow 0, \tilde{V} \leftarrow\left\{i \in V \mid\right.$ nontriv $^{(m)}(i)=$ true $\}$, and for each $v \in V$, $f(v) \leftarrow b(v)$.
while $\tilde{V} \neq \emptyset$ do
Choose an arbitrary $v \in \tilde{V}$ with maximum $q(v)$.
$E \leftarrow p^{(q(v))}(v)$.
$x^{*}(E) \leftarrow f(v)$.
$f(u) \leftarrow f(u)+\gamma(E, u) x(E)$ for each $u \in T(E)$.
$\tilde{V} \leftarrow \tilde{V} \backslash\{v\}$.
end
return $x^{*}$.

Algorithm 8 FarkasCertificateOfPrimalInfeasibility.
Input: A vector $\boldsymbol{y}^{(m)}$ and nontriv ${ }^{(m)}$.
for each $v \in V$ do
if nontriv ${ }^{(m)}(v)=$ true then
$z^{*}(v) \leftarrow 0$.
else
$z^{*}(v) \leftarrow$ the coefficient of $M$ in $y^{(m)}(v)$. end
end
return $z^{*}$.

Now, we analyze the running time of the above algorithm. The most time-consuming part of is DualFeasibility, which runs in $\mathrm{O}\left(m^{3} n\right)$ time as shown in the proof of Proposition 8. This completes the proof.

### 3.3 Proof of the main theorem (Theorem 6)

Combining the results in Subsections 3.1 and 3.2, we can show our main theorem.

Proof of Theorem 6. From Theorem 4, Algorithms 1 and 5 constitute a certifying algorithm for solving the LP problem. Correctness and the running time of the algorithm follow from Propositions 8 and 19.

Finally, the following example shows that gainfreeness is necessary for convergence of the for-loop from line 2 to 19 in DualFeasibility for a feasible dual LP problem of an LP problem with a Leontief substitution system.

- Example 22. For the following matrix $A$ (which is Leontief but not gainfree) and vector $\boldsymbol{c}$

$$
A=\left(\begin{array}{cc}
1 & -1 \\
-(1 / 2) & 1
\end{array}\right) \text { and } \boldsymbol{c}=\binom{0}{0}
$$

it is clear that $(0,0)^{T}$ is a feasible solution of the dual LP problem (4). However, one can see that $\boldsymbol{y}^{(0)}=(M, M)^{T}, \boldsymbol{y}^{(1)}=((1 / 2) M, M)^{T}, \boldsymbol{y}^{(2)}=((1 / 2) M,(1 / 2) M)^{T}, \boldsymbol{y}^{(3)}=$ $((1 / 4) M,(1 / 2) M)^{T}, \boldsymbol{y}^{(3)}=((1 / 4) M,(1 / 4) M)^{T}$, and so on, and the for-loop from line 2 to 19 in DualFeasibility does not converge in a finite number of iterations.

## 4 Conclusion

We proposed a combinatorial strongly polynomial time certifying algorithm for the LP problems with gainfree Leontief substitution systems. Since the dual LP problems with gainfree Leontief substitution systems contains the feasibility for unit-positive Horn systems, we resolved the open questions raised in [15].

An interesting future direction would be to make other non-certifying algorithms certifying. A candidate would be to extend our result on unit Horn systems to unit $q$-Horn systems, introduced in [18]. Unit q-Horn systems include not only unit Horn systems but also unit-two-variable-per-inequality (UTVPI) systems, and the feasibility for unit q-Horn systems is solvable in polynomial time [18]. Furthermore, a certifying algorithm for the feasibility for UTVPI systems is known [25]. Therefore, giving a certifying algorithm for the feasibility for unit q-Horn systems would be an interesting future work.
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#### Abstract

An arborescence in a digraph is an acyclic arc subset in which every vertex except a root has exactly one incoming arc. In this paper, we show the reconfigurability of the union of $k$ arborescences for fixed $k$ in the following sense: for any pair of arc subsets that can be partitioned into $k$ arborescences, one can be transformed into the other by exchanging arcs one by one so that every intermediate arc subset can also be partitioned into $k$ arborescences. This generalizes the result by Ito et al. (2023), who showed the case with $k=1$. Since the union of $k$ arborescences can be represented as a common matroid basis of two matroids, our result gives a new non-trivial example of matroid pairs for which two common bases are always reconfigurable to each other.
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## 1 Introduction

### 1.1 Reconfigurability of Common Bases of Matroids

Exchanging a pair of elements, i.e., adding one element to a set and removing another element from it, is a fundamental operation in matroid theory. The basis exchange axiom for matroids implies that, for any pair of bases of a matroid, one can be transformed into the other by repeatedly exchanging pairs of elements so that all the intermediate sets are also bases. That is, the basis family of a matroid is connected with respect to element exchanges. This is an important property of matroid basis families that is used in various contexts, e.g., it is a key to show the validity of a local search algorithm for finding a maximum weight basis.
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In contrast to matroid basis families, a family of common bases of two matroids does not necessarily enjoy this property. More precisely, for two matroids $M_{1}$ and $M_{2}$ over a common ground set, the following condition, which we call Reconfigurability of Common Bases (RCB), does not necessarily hold.
(RCB) For any pair of common bases $B$ and $B^{\prime}$ of two matroids $M_{1}$ and $M_{2}$, there exists a sequence of common bases $B_{0}, B_{1}, \ldots, B_{\ell}$ such that $B_{0}=B, B_{\ell}=B^{\prime}, B_{i}$ is a common basis, and $\left|B_{i-1} \backslash B_{i}\right|=\left|B_{i} \backslash B_{i-1}\right|=1$ for each $i \in\{1,2, \ldots, \ell\}$.

As an example, suppose that $G$ is a cycle of length four, which has exactly two perfect matchings. Since $G$ is a bipartite graph, the family of all the perfect matchings in $G$ can be represented as a family of common bases of two matroids, and we see that ( RCB ) does not hold in this setting.

On the other hand, there are some special cases satisfying (RCB). When $M_{1}$ is a graphic matroid and $M_{2}$ is the dual matroid of $M_{1}$, it is known that (RCB) holds [10]. A conjecture by White [28] that (RCB) holds when $M_{1}$ is an arbitrary matroid and $M_{2}$ is its dual has been open for more than 40 years. The conjecture was verified for strongly base orderable matroids [21] and for sparse paving matroids [4]. Recently, the conjecture was settled for split matroids [3], a large class containing paving matroids as well.

Another special case with property ( RCB ) is the family of all arborescences in a digraph. For a digraph $D=(V, A)$ with a specified vertex $r \in V$ called a root, an $r$-arborescence is an acyclic arc subset of $A$ in which every vertex in $V \backslash\{r\}$ has exactly one incoming arc. When the root vertex is not specified, it is simply called an arborescence. We see that an $r$-arborescence (or an arborescence) is represented as a common basis of the graphic matroid corresponding to the acyclic constraint and the partition matroid corresponding to the indegree constraint. It is shown by Ito et al. [17] that the family of all arborescences (or $r$-arborescences) in a digraph satisfies (RCB).

### 1.2 Our Results

In this paper, we study the union of $k$ arc-disjoint $r$-arborescences, where $k$ is a fixed positive integer. For a digraph $D=(V, A)$ and a root $r \in V$, let $\mathcal{F}_{k, r} \subseteq 2^{A}$ denote the set of all arc subsets that can be partitioned into $k$ arc-disjoint $r$-arborescences. It is known that $\mathcal{F}_{k, r}$ is represented as the common bases of two matroids $M_{1}$ and $M_{2}$, where $M_{1}$ is the union of $k$ graphic matroids and $M_{2}$ is the direct sum of uniform matroids corresponding to the indegree constraint; see [26, Corollary 53.1c]. The main contribution of this paper is to show that such a pair of $M_{1}$ and $M_{2}$ satisfies property (RCB). Formally, our main result is stated as follows.

- Theorem 1. Let $D=(V, A)$ be a digraph with a root $r \in V$ and let $k$ be a positive integer. Let $\mathcal{F}_{k, r} \subseteq 2^{A}$ denote the family of all arc subsets that can be partitioned into $k$ arc-disjoint $r$-arborescences. For any $S, T \in \mathcal{F}_{k, r}$, there exists a sequence $T_{0}, T_{1}, \ldots, T_{\ell}$ such that $T_{0}=S$, $T_{\ell}=T, T_{i} \in \mathcal{F}_{k, r}$ for $i \in\{0,1, \ldots, \ell\}$, and $\left|T_{i-1} \backslash T_{i}\right|=\left|T_{i} \backslash T_{i-1}\right|=1$ for $i \in\{1,2, \ldots, \ell\}$. Furthermore, such a sequence can be found in polynomial time.

We also prove the analogue of Theorem 1 in the case when a feasible arc set is the union of $k$ arc-disjoint arborescences that may have distinct roots. Formally, our result is stated as follows and will be discussed in Section 4.

$D=(V, A)$

$S$

$T_{1}$

$T_{2}$

$T$

Figure 1 The leftmost figure represents a digraph $D=(V, A)$ with a root $r \in V$. In each figure, the union of thick black and gray arc subsets is in $\mathcal{F}_{k, r}$, where $k=2$. The sequence $T_{0}=S, T_{1}, T_{2}, T_{3}=T$ is a shortest reconfiguration sequence from $S$ to $T$.

- Theorem 2. Let $D=(V, A)$ be a digraph and let $k$ be a positive integer. Let $\mathcal{F}_{k} \subseteq 2^{A}$ denote the family of all arc subsets that can be partitioned into $k$ arc-disjoint arborescences. For any $S, T \in \mathcal{F}_{k}$, there exists a sequence $T_{0}, T_{1}, \ldots, T_{\ell}$ such that $T_{0}=S, T_{\ell}=T, T_{i} \in \mathcal{F}_{k}$ for $i \in\{0,1, \ldots, \ell\}$, and $\left|T_{i-1} \backslash T_{i}\right|=\left|T_{i} \backslash T_{i-1}\right|=1$ for $i \in\{1,2, \ldots, \ell\}$. Furthermore, such a sequence can be found in polynomial time.

When $k=1$, Theorem 1 amounts to the reconfigurability of $r$-arborescences, which is an easy result; see e.g. [1, 17]. In this special case, we can update an $r$-arborescence $S$ so that $|S \backslash T|$ decreases monotonically, which immediately leads to the existence of a reconfiguration sequence of length $|S \backslash T|$. Here, the length of a reconfiguration sequence is defined as the number of exchange operations in it. Meanwhile, such an update of $S$ is not always possible when $k \geq 2$, that is, there exists an example in which more than $|S \backslash T|$ steps are required to transform $S$ into $T$; see Example 3. This suggests that the case with $k \geq 2$ is much more complicated than the case with $k=1$.

- Example 3. Let $k=2$, let $D=(V, A)$ be a digraph with a root $r \in V$, and let $S, T \in \mathcal{F}_{k, r}$ be as in Figure 1. Then, the shortest reconfiguration sequence between $S$ and $T$ has length 3, while $|S \backslash T|=|T \backslash S|=2$.

We here give another remark on the relationship between the case of $k \geq 2$ and the case of $k=1$. We have already mentioned that an $r$-arborescence is represented as a common basis of the graphic matroid $M_{1}$ and the partition matroid $M_{2}$ corresponding to the indegree constraint. Then, $\mathcal{F}_{k, r}$ is represented as a family of common bases of $k M_{1}$ and $k M_{2}$, where $k M_{i}$ is the matroid whose bases are the unions of $k$ disjoint bases of $M_{i}$. Since the matroids representing $\mathcal{F}_{k, r}$ have these special forms, to prove Theorem 1, it will be natural to expect that the case of $k \geq 2$ is reduced to the case of $k=1$. However, the following theorem suggests that such an approach does not work naively; see Section 5 for the proof.

- Theorem 4. There exist matroids $M_{1}=\left(E, \mathcal{B}_{1}\right)$ and $M_{2}=\left(E, \mathcal{B}_{2}\right)$ such that the pair of matroids $\left(M_{1}, M_{2}\right)$ satisfies ( $R C B$ ), while $\left(2 M_{1}, 2 M_{2}\right)$ does not satisfy it.


### 1.3 Related Work

The study of packing arborescences was initiated by Edmonds [9], who showed that a digraph $D=(V, A)$ contains $k$ arc-disjoint $r$-arborescences if and only if every non-empty subset of $V \backslash\{r\}$ has at least $k$ entering arcs; see Theorem 5. Lovász [22] gave a simpler proof for this theorem. There are several directions of extension of Edmonds' theorem. The first one by Frank [12] is to extend directed graphs to mixed graphs. Second, Frank, Király, and

Király [13] extended directed graphs to directed hypergraphs. Third, Kamiyama, Katoh, and Takizawa [19] and Fujishige [14] extended the problem to the packing of rooted-trees that cover only reachable vertex set. Lastly, de Gevigney, Nguyen, and Szigeti [8] considered the packing of rooted-trees with matroid constraints. By combining these extensions, we can consider further generalizations, which have been actively studied in [2, 11, 15, 20, 23].

Combinatorial reconfiguration is an emerging field in discrete mathematics and theoretical computer science. One of the central problems in combinatorial reconfiguration is the following algorithmic question; for two given discrete structures, determine whether one can be transformed into the other by a sequence of local changes. See surveys of Nishimura [24] and van den Heuvel [27], and see also solvers for combinatorial reconfiguration [18].

In this framework, if we focus on common bases of two matroids, then we can consider the following reconfiguration problem.

- Matroid Intersection Reconfiguration.

Input. Two matroids $M_{1}$ and $M_{2}$ and their common bases $B$ and $B^{\prime}$.
Question. Determine whether $B$ can be transformed into $B^{\prime}$ by exchanging a pair of elements repeatedly so that all the intermediate sets are common bases of $M_{1}$ and $M_{2}$.
Although this problem seems to be a fundamental problem, its polynomial solvability is still open. If the pair of input matroids $M_{1}$ and $M_{2}$ satisfies (RCB), then Matroid Intersection Reconfiguration is trivial, i.e., the transformation is always possible. If each common basis corresponds to a maximum matching in a bipartite graph, then the pair of $M_{1}$ and $M_{2}$ does not necessarily satisfy (RCB), but Matroid Intersection Reconfiguration can be solved in polynomial time [16]. Actually, it is shown in [16] that the reconfiguration problem of maximum matchings in non-bipartite graphs is also solvable in polynomial time.

Since the spanning trees in a graph form a matroid basis family, the reconfiguration problem on spanning trees is trivial, i.e., the transformation is always possible. However, the problem becomes non-trivial if we add some constraints. Reconfiguration problems on spanning trees with additional constraints were studied in $[5,6]$.

### 1.4 Overview

We now describe an outline of the proof of Theorem 1. For feasible arc subsets $S$ and $T$, in order to show that $S$ can be transformed into $T$, it suffices to show that $S$ can be transformed into another feasible arc subset $S^{\prime}$ such that $\left|S^{\prime} \backslash T\right|=|S \backslash T|-1$. When $k=1$, such $S^{\prime}$ can be easily obtained from $S$ by exchanging only one pair of arcs; see [1, 17]. However, this is not indeed the case when $k \geq 2$ as shown in Example 3, that is, several steps may be required to obtain $S^{\prime}$. This is the main technical difficulty of the problem.

To overcome this difficulty, we introduce and use minimal tight sets and an auxiliary digraph. Let $T \backslash S=\left\{f_{1}, \ldots, f_{p}\right\}$. For each arc $f_{i} \in T \backslash S$, we consider the inclusionwise minimal vertex set $X_{i}$ subject to $X_{i}$ contains $f_{i}$ and exactly $k$ arcs in $S$ enter $X_{i}$ (i.e., $X_{i}$ is tight). Then, $X_{i}$ gives a characterization of arcs $e \in S$ that can be replaced with $f_{i}$; see Lemma 9. By using $X_{1}, \ldots, X_{p}$, we construct an auxiliary digraph $H$, whose definition is given in Section 3.2. Roughly speaking, $H$ is similar to the exchangeability digraph when $\mathcal{F}_{k, r}$ is represented as the common bases of two matroids. Then, we can show that $H$ has a dicycle; see Lemma 12. If $H$ has a self-loop, then we can obtain a desired arc subset $S^{\prime}$ by exchanging only one pair of arcs. Otherwise, we update the arc set $S$ so that the length of the shortest dicycle in $H$ becomes shorter, which is discussed in Section 3.3. By repeating this procedure, we obtain a desired arc subset $S^{\prime}$ in finite steps.

The rest of the paper is organized as follows. In Section 2, we introduce some notation and show basic results on arborescence packing. In Section 3, we give a proof of Theorem 1,
which is the main part of the paper. In Section 4, we show the analogue of Theorem 1 in the case when arborescences may have distinct roots and give a proof of Theorem 2. In Section 5, we show that ( RCB ) is not closed under sums (Theorem 4) by giving a concrete example. Finally, in Section 6, we conclude this paper by giving some remarks.

## 2 Preliminaries

Let $D=(V, A)$ be a digraph that may have parallel arcs. For an arc $e \in A$, the head and tail of $e$ are denoted by head $(e)$ and tail $(e)$, respectively. For $e \in A$ and $X \subseteq V$, we say that $X$ contains $e$ if $X$ contains both head $(e)$ and tail $(e)$. For $F \subseteq A$ and $X, Y \subseteq V$, let $\Delta_{F}(X, Y)$ denote the set of arcs in $F$ from $X$ to $Y$, i.e., $\Delta_{F}(X, Y)=\{e \in F \mid \operatorname{tail}(e) \in X, \operatorname{head}(e) \in Y\}$. Let $\Delta_{F}^{-}(X)$ denote $\Delta_{F}(V \backslash X, X)$. Let $\delta_{F}(X, Y)=\left|\Delta_{F}(X, Y)\right|$ and $\delta_{F}^{-}(X)=\left|\Delta_{F}^{-}(X)\right|$. For $v \in V, \delta_{F}^{-}(\{v\})$ is simply denoted by $\delta_{F}^{-}(v)$.

For a digraph $D=(V, A)$ with a specified vertex $r \in V$ called a root, an $r$-arborescence is an acyclic arc subset $T \subseteq A$ such that $\delta_{T}^{-}(v)=1$ for $v \in V \backslash\{r\}$ and $\delta_{T}^{-}(r)=0$. Note that an arborescence is often defined as a subgraph of $D$ in the literature, but it is regarded as an arc subset in this paper. For a positive integer $k$, let $\mathcal{F}_{k, r} \subseteq 2^{A}$ denote the family of all arc subsets that can be partitioned into $k$ arc-disjoint $r$-arborescences. If $r$ and $k$ are clear, an arc subset in $\mathcal{F}_{k, r}$ is simply called feasible. Note that for any feasible arc subsets $S$ and $T$, $|S|=|T|$ holds. Edmonds [9] gave the following characterization of feasible arc subsets.

- Theorem 5 (Edmonds [9]). For a digraph $D=(V, A)$ with $r \in V$, an arc subset $T \subseteq A$ is in $\mathcal{F}_{k, r}$ if and only if $\delta_{T}^{-}(v)=k$ for any $v \in V \backslash\{r\}, \delta_{T}^{-}(r)=0$, and $\delta_{T}^{-}(X) \geq k$ for any $X \subseteq V \backslash\{r\}$ with $X \neq \emptyset$.

For a feasible arc subset $T \subseteq A$, we say that a vertex set $X \subseteq V \backslash\{r\}$ is tight with respect to $T$ if $\delta_{T}^{-}(X)=k$. It is well-known that the tight sets are closed under intersection and union as follows.

- Lemma 6. Let $T \subseteq A$ be a feasible arc set and let $X, Y \subseteq V \backslash\{r\}$ be tight sets with respect to $T$ with $X \cap Y \neq \emptyset$. Then, $X \cap Y$ and $X \cup Y$ are tight sets with respect to $T$. Furthermore, $T$ has no arc connecting $X \backslash Y$ and $Y \backslash X$.

Proof. By a simple counting argument, we obtain

$$
\begin{aligned}
k+k & =\delta_{T}^{-}(X)+\delta_{T}^{-}(Y) \\
& =\delta_{T}^{-}(X \cap Y)+\delta_{T}^{-}(X \cup Y)+\delta_{T}(X \backslash Y, Y \backslash X)+\delta_{T}(Y \backslash X, X \backslash Y) \\
& \geq k+k+0+0,
\end{aligned}
$$

which shows that $\delta_{T}^{-}(X \cap Y)=\delta_{T}^{-}(X \cup Y)=k$ and $\delta_{T}(X \backslash Y, Y \backslash X)=\delta_{T}(Y \backslash X, X \backslash Y)=0$. This means that $X \cap Y$ and $X \cup Y$ are tight and $T$ has no arc connecting $X \backslash Y$ and $Y \backslash X$.

For a positive integer $p$, let $[p]=\{1,2, \ldots, p\}$. For feasible arc subsets $S, T \in \mathcal{F}_{k, r}$, we say that $T_{0}, T_{1}, \ldots, T_{\ell}$ is a reconfiguration sequence between $S$ and $T$ if $T_{0}=S, T_{\ell}=T$, $T_{i} \in \mathcal{F}_{k, r}$ for any $i \in[\ell] \cup\{0\}$, and $\left|T_{i-1} \backslash T_{i}\right|=\left|T_{i} \backslash T_{i-1}\right|=1$ for any $i \in[\ell]$. We call $\ell$ the length of the sequence. With this terminology, Theorem 1 is rephrased as follows: for any $S, T \in \mathcal{F}_{k, r}$, there always exists a reconfiguration sequence between $S$ and $T$.

We denote a matroid on ground set $E$ with family of bases $\mathcal{B}$ by $M=(E, \mathcal{B})$. See [25] for the definition and basic properties of matroids.


Figure 2 Minimal tight sets $X_{i}$.


Figure 3 Proof of Lemma 9.

## 3 Proof of Theorem 1

In this section, we prove Theorem 1. For a digraph $D=(V, A)$ with a root $r$, let $S, T \in \mathcal{F}_{k, r}$ be feasible arc subsets. Let $S \backslash T=\left\{e_{1}, \ldots, e_{p}\right\}$ and $T \backslash S=\left\{f_{1}, \ldots, f_{p}\right\}$, where $p=|S \backslash T|$. By changing the indices if necessary, we may assume that head $\left(e_{i}\right)=\operatorname{head}\left(f_{i}\right)$ for any $i \in[p]$. To prove Theorem 1, it suffices to show that we can transform $S$ to a new feasible arc subset $S^{\prime}$ such that $\left|S^{\prime} \backslash T\right|=p-1$, which is formally stated as follows.

- Proposition 7. Let $S \subseteq A$ and $T \subseteq A$ be feasible arc subsets with $|S \backslash T|=p$. Then, there is a new feasible arc subset $S^{\prime} \subseteq A$ such that $\left|S^{\prime} \backslash T\right|=p-1$ and there $i s$ a reconfiguration sequence between $S$ and $S^{\prime}$.

In what follows in this section, we give a proof of Proposition 7 and prove Theorem 1. In Section 3.1, we introduce a minimal tight set $X_{i}$ for each $i \in[p]$ and show some properties of $X_{i}$. In Section 3.2, we construct an auxiliary digraph using $X_{i}$ and show its properties. In Section 3.3, we show that $S$ can be modified so that the shortest dicycle length in the auxiliary digraph becomes shorter until the desired $S^{\prime}$ is found. Finally, we prove Proposition 7 and Theorem 1 in Section 3.4.

### 3.1 Minimal Tight Sets

For $i \in[p]$, define $X_{i} \subseteq V$ as the inclusionwise minimal tight vertex set with respect to $S$ that contains $f_{i}$. For notational convenience, define $X_{i}=V$ if no such tight set exists. Note that such $X_{i}$ is uniquely defined since tight sets are closed under intersection; see Lemma 6.

- Example 8. Let $k, D=(V, A), S$, and $T$ be as in Example 3. Then, $X_{1}$ and $X_{2}$ are as shown in Figure 2.

We show some properties of $X_{i}$.

- Lemma 9. Let $i \in[p]$. If $e \in S$ satisfies head $(e)=\operatorname{head}\left(f_{i}\right)$ and $e$ is contained in $X_{i}$, then $S^{\prime}=S-e+f_{i}$ is feasible.

Proof. Since $\delta_{S^{\prime}}^{-}(v)=k$ for any $v \in V \backslash\{r\}$ and $\delta_{S^{\prime}}^{-}(r)=0$, by Theorem 5 , it suffices to show that $\delta_{S^{\prime}}^{-}(X) \geq k$ holds for any $X \subseteq V \backslash\{r\}$ with $X \neq \emptyset$.

Assume to the contrary that there exists a nonempty subset $X$ of $V \backslash\{r\}$ with $\delta_{S^{\prime}}^{-}(X)<k$. Since $\delta_{S}^{-}(X) \geq k$, we obtain $\delta_{S}^{-}(X)=k, e \in \Delta_{S}^{-}(X)$, and $f_{i} \notin \Delta_{A}^{-}(X)$. Hence, head $(e)=$ $\operatorname{head}\left(f_{i}\right) \in X, \operatorname{tail}(e) \notin X$, and $\operatorname{tail}\left(f_{i}\right) \in X$ (Figure 3). This shows that $X$ is a tight set with respect to $S$ containing $f_{i}$. By Lemma $6, Y:=X \cap X_{i}$ is also a tight set with respect to $S$ containing $f_{i}$, which contradicts the minimality of $X_{i}$ as tail $(e) \in X_{i} \backslash Y$.

Suppose that $f_{1}^{\prime} \in S \cap T$ is an arc such that head $\left(f_{1}^{\prime}\right)=\operatorname{head}\left(f_{1}\right)$ and $f_{1}^{\prime}$ is contained in $X_{1}$. By Lemma $9, S^{\prime}:=S-f_{1}^{\prime}+f_{1}$ is feasible. For each $i \in[p]$, define $X_{i}^{\prime} \subseteq V$ as the counterpart of $X_{i}$ associated with $S^{\prime}$, i.e., define $X_{i}^{\prime}$ as the inclusionwise minimal tight vertex set with respect to $S^{\prime}$ that contains $f_{i}\left(f_{i}^{\prime}\right.$ if $\left.i=1\right)$, and $X_{i}^{\prime}=V$ if no such set exists.

- Lemma 10. Let $f_{1}^{\prime}$ and $X_{1}^{\prime}$ be as above. Then, it holds that $X_{1}^{\prime}=X_{1}$.

Proof. We first show $X_{1}^{\prime} \subseteq X_{1}$. If $X_{1}=V$, then $X_{1}^{\prime} \subseteq V=X_{1}$ is obvious. Otherwise, since $X_{1}$ is a tight set with respect to $S$ that contains both $f_{1}$ and $f_{1}^{\prime}$, we obtain $\delta_{S^{\prime}}^{-}\left(X_{1}\right)=$ $\delta_{S}^{-}\left(X_{1}\right)=k$, that is, $X_{1}$ is a tight set with respect to $S^{\prime}$. This shows that $X_{1}^{\prime} \subseteq X_{1}$ by the minimality of $X_{1}^{\prime}$.

We next show $X_{1}^{\prime} \supseteq X_{1}$. If $X_{1}^{\prime}=V$, then $X_{1}^{\prime}=V \supseteq X_{1}$ is obvious. Otherwise, since $X_{1}^{\prime}$ is a tight set with respect to $S^{\prime}$ that contains $f_{1}^{\prime}$, we obtain $k=\delta_{S^{\prime}}^{-}\left(X_{1}^{\prime}\right) \geq \delta_{S}^{-}\left(X_{1}^{\prime}\right) \geq k$, which shows that $X_{1}^{\prime}$ is a tight set with respect to $S$. This shows that $X_{1}^{\prime} \supseteq X_{1}$ by the minimality of $X_{1}$. This completes the proof.

Note that Lemma 10 shows that the roles of $S$ and $S^{\prime}$ are symmetric by replacing $f_{1}$ with $f_{1}^{\prime}$. The following lemma shows a relationship between $X_{i}$ and $X_{i}^{\prime}$, which plays a key role in our argument.

- Lemma 11. Let $f_{1}^{\prime}$ be an arc and $X_{i}^{\prime}$ be the vertex set for $i \in[p]$ as above. Let $e \in S$ be an arc contained in $X_{1}$. For $i \in[p]$, we have one of the following:

1. $X_{i}=X_{i}^{\prime}$,
2. $X_{i}$ contains $e$, or
3. $X_{i}^{\prime}$ contains $e$.

Proof. By Lemma 10, it suffices to consider the case when $i \in[p] \backslash\{1\}$. If $X_{i}=V$ or $X_{i}^{\prime}=V$, then the second or third condition holds, and so we may assume that $X_{i}, X_{i}^{\prime} \subseteq V \backslash\{r\}$.

Assume that $X_{i} \neq X_{i}^{\prime}$. Since the roles of $S$ and $S^{\prime}$ are symmetric as we have seen in Lemma 10, without loss of generality, we may assume that $X_{i} \backslash X_{i}^{\prime} \neq \emptyset$. Since $X_{i}$ is the inclusionwise minimal tight set containing $f_{i}$ with respect to $S, X_{i} \cap X_{i}^{\prime}$ is not a tight set with respect to $S$, i.e.,

$$
\begin{equation*}
\delta_{S}^{-}\left(X_{i} \cap X_{i}^{\prime}\right) \geq k+1, \tag{1}
\end{equation*}
$$

where we note that $X_{i} \cap X_{i}^{\prime} \neq \emptyset$ as both $X_{i}$ and $X_{i}^{\prime}$ contain $f_{i}$; see Figure 4 (left). We also see that

$$
\begin{equation*}
\delta_{S}^{-}\left(X_{i}^{\prime}\right) \leq \delta_{S^{\prime}}^{-}\left(X_{i}^{\prime}\right)+1=k+1 \tag{2}
\end{equation*}
$$

because $\delta_{S^{\prime}}^{-}\left(X_{i}^{\prime}\right)=k$ and $S^{\prime}=S-f_{1}^{\prime}+f_{1}$.
By (1) and (2), we obtain

$$
\begin{aligned}
k+(k+1) & \geq \delta_{S}^{-}\left(X_{i}\right)+\delta_{S}^{-}\left(X_{i}^{\prime}\right) \\
& =\delta_{S}^{-}\left(X_{i} \cap X_{i}^{\prime}\right)+\delta_{S}^{-}\left(X_{i} \cup X_{i}^{\prime}\right)+\delta_{S}\left(X_{i} \backslash X_{i}^{\prime}, X_{i}^{\prime} \backslash X_{i}\right)+\delta_{S}\left(X_{i}^{\prime} \backslash X_{i}, X_{i} \backslash X_{i}^{\prime}\right) \\
& \geq(k+1)+k+0+0
\end{aligned}
$$

This shows that all the inequalities are tight, which yields the following:
(a) $\delta_{S}^{-}\left(X_{i}^{\prime}\right)=\delta_{S^{\prime}}^{-}\left(X_{i}^{\prime}\right)+1=k+1$, which implies that head $\left(f_{1}^{\prime}\right)=\operatorname{head}\left(f_{1}\right) \in X_{i}^{\prime}, \operatorname{tail}\left(f_{1}^{\prime}\right) \notin X_{i}^{\prime}$, and $\operatorname{tail}\left(f_{1}\right) \in X_{i}^{\prime}$; see Figure 4 (right),
(b) $X_{i} \cup X_{i}^{\prime}$ is a tight set with respect to $S$, and
(c) $S$ contains no arc connecting $X_{i} \backslash X_{i}^{\prime}$ and $X_{i}^{\prime} \backslash X_{i}$.


Figure 4 Location of the $\operatorname{arcs} f_{i}, f_{1}$, and $f_{1}^{\prime}$.


Figure 5 Definitions of $I^{+}$and $I^{-}$.

By (a) and (b), $X_{i} \cup X_{i}^{\prime}$ is a tight set with respect to $S$ that contains $f_{1}$, and hence $X_{1} \subseteq X_{i} \cup X_{i}^{\prime}$, because $X_{1}$ is the unique minimal tight set containing $f_{1}$. Therefore, any arc $e \in S$ contained in $X_{1}$ is also contained in $X_{i} \cup X_{i}^{\prime}$. This together with (c) shows that such $e$ is contained in either $X_{i}$ or $X_{i}^{\prime}$, which completes the proof.

### 3.2 Auxiliary Digraph

For two feasible arc subsets $S$ and $T$, we construct an associated auxiliary digraph $H=$ $\left(V_{H}, A_{H}\right)$ such that $V_{H}=[p]$ and $A_{H}$ contains an $\operatorname{arc}(i, j)$ if $X_{i}$ contains $e_{j}$. Recall that $X_{i} \subseteq V$ is the inclusionwise minimal tight vertex set with respect to $S$ that contains $f_{i}$, or $X_{i}=V$ if no such tight set exists. Note that $H$ may contain self-loops. For example, in the case of Example 3 (see also Example 8), $H$ forms a dicycle of length 2. In this subsection, we show some properties of $H$.

- Lemma 12. Every vertex in $H$ has at least one outgoing arc (possibly, a self-loop).

Proof. Assume to the contrary that $i \in V_{H}=[p]$ has no outgoing arc in $H$. Then, by the definition of $H, X_{i}$ does not contain $e_{j}$ for any $j \in[p]$. Define $I^{+}, I^{-} \subseteq[p]$ as

$$
\begin{aligned}
& I^{+}=\left\{j \in[p] \mid \operatorname{head}\left(e_{j}\right)=\operatorname{head}\left(f_{j}\right) \in X_{i}, \operatorname{tail}\left(e_{j}\right) \in X_{i}, \operatorname{tail}\left(f_{j}\right) \notin X_{i}\right\} \\
& I^{-}=\left\{j \in[p] \mid \operatorname{head}\left(e_{j}\right)=\operatorname{head}\left(f_{j}\right) \in X_{i}, \operatorname{tail}\left(e_{j}\right) \notin X_{i}, \operatorname{tail}\left(f_{j}\right) \in X_{i}\right\}
\end{aligned}
$$

see Figure 5. Since $X_{i}$ contains $f_{i}$ but does not contain $e_{i}$, it holds that $i \in I^{-}$. We also see that $I^{+}=\emptyset$ as $X_{i}$ does not contain $e_{j}$ for each $j$. Then, we obtain

$$
k \leq \delta_{T}^{-}\left(X_{i}\right)=\delta_{S}^{-}\left(X_{i}\right)+\left|I^{+}\right|-\left|I^{-}\right|=k+\left|I^{+}\right|-\left|I^{-}\right| \leq k-1
$$

which is a contradiction.

- Lemma 13. If $H$ has an arc $(i, j)$, then $X_{i} \cap X_{j} \neq \emptyset$.

Proof. Since $X_{i}$ contains $e_{j}$ and $X_{j}$ contains $f_{j}$, both $X_{i}$ and $X_{j}$ contain the vertex head $\left(e_{j}\right)=\operatorname{head}\left(f_{j}\right)$. This shows that $X_{i} \cap X_{j} \neq \emptyset$.

- Lemma 14. If $H$ has a dipath $P$ such that $\bigcup_{i \in V(P)} X_{i}$ contains some arc $e \in S$, then there exists $i \in V(P)$ such that $X_{i}$ contains e, where $V(P)$ denotes the set of vertices in $P$.


Figure 6 Location of $e_{2}$ and $f_{1}$.


Figure 7 Location of $f_{1}^{\prime}$.

Proof. If $X_{i}=V$ for some $i \in V(P)$, then the claim is obvious. Thus, it suffices to consider the case when $X_{i} \neq V$ for any $i \in V(P)$. By renaming the indices if necessary, we may assume that $P$ traverses $1,2, \ldots,|V(P)|$ in this order. Assume to the contrary that $e$ is not contained in $X_{i}$ for any $i \in V(P)$. Let $1 \leq i<j \leq|V(P)|$ be indices that minimize $j-i$ subject to $X_{i} \cup X_{i+1} \cup \cdots \cup X_{j}$ contains $e$. Let $Y:=X_{i} \cup X_{i+1} \cup \cdots \cup X_{j-1}$. By applying Lemmas 6 and 13 repeatedly, we see that $Y$ is tight and $Y \cap X_{j} \neq \emptyset$. Then, Lemma 6 shows that no arc in $S$ connects $Y \backslash X_{j}$ and $X_{j} \backslash Y$. Hence, $e \in S$ has to be contained in $Y$ or $X_{j}$, which contradicts the minimality of $j-i$.

### 3.3 Shortest Dicycle

We see that $H$ has a dicycle by Lemma 12. Let $C$ be a shortest dicycle in $H$, and let $q$ denote its length. If $q=1$, i.e., $H$ contains a self-loop incident to $i \in V_{H}$, then Lemma 9 shows that $S^{\prime}:=S-e_{i}+f_{i}$ is feasible and $\left|S^{\prime} \backslash T\right|=p-1$. Thus, in what follows, we consider the case when $q \geq 2$. This implies that $X_{i} \neq V$ for any $i \in[p]$. By renaming the indices if necessary, we may assume that $C$ traverses $1,2, \ldots, q \in V_{H}$ in this order. Let $Y:=X_{2} \cup X_{3} \cup \cdots \cup X_{q}$. Note that both $Y$ and $X_{1} \cap Y$ are tight with respect to $S$ by Lemmas 6 and 13 .

- Lemma 15. Arc $e_{2}$ is not contained in $Y$.

Proof. Assume to the contrary that $e_{2}$ is contained in $Y$. Then, by Lemma 14, there exists $i \in\{2,3, \ldots, q\}$ such that $X_{i}$ contains $e_{2}$. In such a case, since $H$ contains an arc $(i, 2)$ by definition, $H$ has a dicycle traversing $2,3, \ldots, i$ in this order, which contradicts the choice of $C$.

- Lemma 16. Arc $e_{2}$ is from $X_{1} \backslash Y$ to $X_{1} \cap Y$.

Proof. Since head $\left(e_{2}\right)=\operatorname{head}\left(f_{2}\right) \in X_{2} \subseteq Y$, Lemma 15 shows that tail $\left(e_{2}\right) \notin Y$. We also see that $e_{2}$ is contained in $X_{1}$ as $H$ contains arc (1,2). By combining them, $e_{2}$ is from $X_{1} \backslash Y$ to $X_{1} \cap Y$.

- Lemma 17. Arc $f_{1}$ is from $X_{1} \backslash Y$ to $X_{1} \cap Y$.

Proof. By definition, $f_{1}$ is contained in $X_{1}$, which means that head $\left(f_{1}\right) \in X_{1}$ and $\operatorname{tail}\left(f_{1}\right) \in$ $X_{1}$. Furthermore, since $e_{1}$ is contained in $X_{q}$ as $H$ contains arc ( $q, 1$ ), we have that $\operatorname{head}\left(f_{1}\right)=\operatorname{head}\left(e_{1}\right) \in X_{q} \subseteq Y$. Thus, it suffices to show that $\operatorname{tail}\left(f_{1}\right) \notin Y$.

Assume to the contrary that tail $\left(f_{1}\right) \in Y$. Then, $X_{1} \cap Y$ contains $f_{1}$. Since $X_{1} \cap Y$ is a tight set with respect to $S$ by Lemma 6 and $X_{1} \cap Y \subseteq X_{1} \backslash\left\{\operatorname{tail}\left(e_{2}\right)\right\}$ by Lemma 16, this contradicts the minimality of $X_{1}$.

See Figure 6 for the illustration of Lemmas 15-17.

- Lemma 18. There exists an arc $f_{1}^{\prime} \in S$ with head $\left(f_{1}^{\prime}\right)=$ head $\left(f_{1}\right)$ such that either

1. $f_{1}^{\prime} \in S \backslash T$ and $f_{1}^{\prime}$ is contained in $X_{1}$, or
2. $f_{1}^{\prime} \in S \cap T$ and $f_{1}^{\prime}$ is contained in $X_{1} \cap Y$.

Proof. If head $\left(e_{2}\right)=\operatorname{head}\left(f_{1}\right)$, then $f_{1}^{\prime}:=e_{2}$ satisfies the first condition. Thus, suppose that head $\left(e_{2}\right) \neq \operatorname{head}\left(f_{1}\right)$. Then, since $\delta_{S}^{-}\left(X_{1} \cap Y\right)=k, \delta_{S}^{-}\left(\operatorname{head}\left(f_{1}\right)\right)=k$, and $e_{2} \in$ $\Delta_{S}^{-}\left(X_{1} \cap Y\right) \backslash \Delta_{S}^{-}\left(\operatorname{head}\left(f_{1}\right)\right)$ by Lemma 16, we obtain $\Delta_{S}^{-}\left(\operatorname{head}\left(f_{1}\right)\right) \backslash \Delta_{S}^{-}\left(X_{1} \cap Y\right) \neq \emptyset$. Therefore, $S$ has an arc $f_{1}^{\prime}$ with head $\left(f_{1}^{\prime}\right)=\operatorname{head}\left(f_{1}\right)$ such that $f_{1}^{\prime} \notin \Delta_{S}^{-}\left(X_{1} \cap Y\right)$, which implies that $f_{1}^{\prime}$ is contained in $X_{1} \cap Y$ (Figure 7). Such an arc $f_{1}^{\prime}$ satisfies one of the conditions.

Let $f_{1}^{\prime}$ be an arc as in Lemma 18 and let $S^{\prime}:=S-f_{1}^{\prime}+f_{1}$, which is feasible by Lemma 9 . If $f_{1}^{\prime}$ satisfies the first condition in the lemma (i.e., $f_{1}^{\prime} \in S \backslash T$ ), then $\left|S^{\prime} \backslash T\right|=p-1$, and hence we are done. Thus, in what follows, we consider the case when $f_{1}^{\prime}$ satisfies the second condition in the lemma. In this case, define $X_{i}^{\prime} \subseteq V$ for each $i \in[p]$ as in Section 3.1. Define the auxiliary digraph $H^{\prime}$ associated with $S^{\prime}$ and $T$ in the same way as $H$.

- Lemma 19. Suppose that $f_{1}^{\prime}$ satisfies the second condition in Lemma 18. Then, the auxiliary digraph $H^{\prime}$ associated with $S^{\prime}=S-f_{1}^{\prime}+f_{1}$ and $T$ has a dicycle of length at most $q-1$.

Proof. We first show that $X_{i} \neq X_{i}^{\prime}$ for some $i \in[q]$. Assume to the contrary that $X_{i}=X_{i}^{\prime}$ for each $i \in[q]$. Then, we see that $Y=X_{2} \cup \cdots \cup X_{q}$ is a tight set with respect to $S$, and we also see that $Y=X_{2}^{\prime} \cup \cdots \cup X_{q}^{\prime}$ is tight with respect to $S^{\prime}$. This shows that $\delta_{S}^{-}(Y)=k=\delta_{S^{\prime}}^{-}(Y)$. However, we obtain $\Delta_{S^{\prime}}^{-}(Y)=\Delta_{S}^{-}(Y) \cup\left\{f_{1}\right\}$ by Lemma 17 and by the second condition in Lemma 18, which is a contradiction.

Therefore, $X_{i} \neq X_{i}^{\prime}$ for some $i \in[q]$. Let $i$ be the minimal index with $X_{i} \neq X_{i}^{\prime}$, where we note that $i \geq 2$ by Lemma 10. Since $C$ is a shortest dicycle, $H$ does not contain an arc $(i, 2)$, that is, $X_{i}$ does not contain $e_{2}$. As $X_{i} \neq X_{i}^{\prime}$ and $X_{i}$ does not contain $e_{2}$, by applying Lemma 11 with $e=e_{2}$, we see that $X_{i}^{\prime}$ contains $e_{2}$, which means that $H^{\prime}$ contains an arc $(i, 2)$. By the minimality of $i, X_{j}^{\prime}=X_{j}$ holds for $j \in\{2, \ldots, i-1\}$, and hence $H^{\prime}$ contains a dicycle $C^{\prime}$ traversing $2,3, \ldots, i$ in this order. Since the length of $C^{\prime}$ is at most $q-1$, this completes the proof.

### 3.4 Putting Them Together

By the above lemmas, we obtain Proposition 7 as follows. Suppose that $S \subseteq A$ and $T \subseteq A$ are feasible arc subsets and $H$ is the auxiliary digraph associated with $S$ and $T$. If $H$ has a self-loop incident to $i \in V_{H}$, then $S^{\prime}:=S-e_{i}+f_{i}$ satisfies the conditions in Proposition 7 . Otherwise, let $q$ be the length of a shortest dicycle in $H$ and let $f_{1}^{\prime} \in S$ be an arc satisfying the condition in Lemma 18. By the description just after Lemma 18 and by Lemma 19, $S^{\prime}:=S-f_{1}^{\prime}+f_{1}$ satisfies the conditions in Proposition 7 or the auxiliary digraph $H^{\prime}$ associated with $S^{\prime}$ and $T$ has a dicycle of length at most $q-1$. Since the shortest dicycle length decreases monotonically, by applying such a transformation of $S$ at most $q$ times, we obtain a feasible arc subset $S^{\prime}$ satisfying the conditions in Proposition 7. This completes the proof of Proposition 7. Furthermore, by applying Proposition $7 p$ times, we obtain Theorem 1. Note that since all the proofs are constructive and each $X_{i}$ can be computed by using a minimum $s$ - $t$ cut algorithm, the reconfiguration sequence can be computed in polynomial time.

## 4 Extension to Arborescences with Distinct Roots

In this section, we prove Theorem 2. That is, we extend Theorem 1 to the case when a feasible arc set is the union of $k$ arc-disjoint arborescences that may have distinct roots.

Proof of Theorem 2. Extend $V$ by adding a new vertex $\widehat{r}$. For an arc set $A^{\prime} \subseteq A$ satisfying $\delta_{A^{\prime}}^{-}(v) \leq k$ for each $v \in V$, let $\widehat{A^{\prime}}$ denote the arc set of the digraph obtained from $A^{\prime}$ by adding $k-\delta_{A^{\prime}}^{-}(v)$ parallel arcs from $\widehat{r}$ to $v$ for each $v \in V$. Observe that $A^{\prime} \in \mathcal{F}_{k}$ holds if and only if $\widehat{r}$ has outdegree $k$ in $\widehat{A^{\prime}}$ and $\widehat{A^{\prime}}$ can be partitioned into $k$ arc-disjoint $\widehat{r}$-arborescences on $V+\widehat{r}$. By Theorem 5, the latter is equivalent to that $\delta_{\widehat{A^{\prime}}}^{-}(X) \geq k$ for any $X \subseteq V$ with $X \neq \emptyset$.

We consider the case first when the multisets of roots in the decompositions of $S$ and $T$ into $k$ arc-disjoint arborescences are not the same.

- Lemma 20. Suppose that $\delta_{S}^{-}(v) \neq \delta_{T}^{-}(v)$ holds for a vertex $v \in V$. Then there exist arcs $e \in S \backslash T$ and $f \in T \backslash S$ such that $S-e+f \in \mathcal{F}_{k}$.

Proof. Since $\sum_{w \in V} \delta_{S}^{-}(w)=\sum_{w \in V} \delta_{T}^{-}(w)$, there is a vertex $v \in V$ with $\delta_{S}^{-}(v)<\delta_{T}^{-}(v)$. Then there exists an arc $f \in T \backslash S$ with head $(f)=v$. Let $X$ denote the unique minimal subset of $V$ containing $f$ which is tight with respect to $\widehat{S}$, i.e., $\delta_{\widehat{S}}^{-}(X)=k$. Note that such a tight set exists as $\delta_{\widehat{S}}^{-}(V)=k$. Since $\delta_{\widehat{S}}^{-}(w)=\delta_{\widehat{T}}^{-}(w)=k$ for any $w \in V$ and $\delta_{\widehat{T}}^{-}(X) \geq k=\delta_{\widehat{S}}^{-}(X)$,

$$
\Delta_{T}(X, X)=k|X|-\delta_{\widehat{T}}^{-}(X) \leq k|X|-\delta_{\widehat{S}}^{-}(X)=\Delta_{S}(X, X)
$$

Therefore, $X$ contains an arc $e \in S \backslash T$, since it contains the arc $f \in T \backslash S$.
We claim that $S^{\prime}=S-e+f \in \mathcal{F}_{k}$. Let $u=\operatorname{head}(e)$, then

$$
\widehat{S^{\prime}}=\widehat{S}-e+(\widehat{r}, u)+f-(\widehat{r}, v)
$$

We easily see that $\delta_{S^{\prime}}^{-}(w) \leq k$ holds for any $w \in V$, as $\delta_{S^{\prime}}^{-}(v) \leq \delta_{S}^{-}(v)+1 \leq \delta_{T}^{-}(v) \leq k$. Thus, it suffices to show that $\delta_{\widehat{S^{\prime}}}^{-}(Z) \geq k$ holds for any nonempty subset $Z \subseteq V$. Assume to the contrary that there exists a nonempty subset $Z \subseteq V$ with $\delta_{\widehat{S^{\prime}}}^{-}(Z) \leq k-1$. Then

$$
k \leq \delta_{\widehat{S}}^{-}(Z) \leq \delta_{\widehat{S}-e+(\widehat{r}, u)}^{-}(Z) \leq \delta_{\widehat{\widehat{S}^{\prime}}}^{-}(Z)+1 \leq(k-1)+1=k
$$

thus $\delta_{\widehat{S}}^{-}(Z)=k$ and $\delta_{\widehat{S}}^{-}(Z)=\delta_{\widehat{S}-e+(\widehat{r}, u)}^{-}(Z)=\delta_{\widehat{S^{\prime}}}^{-}(Z)+1$. These show that $Z$ is a tight set with respect to $\widehat{S}$, it does not contain $e$, and it contains $f$. Since $X \cap Z$ is a tight set with respect to $\widehat{S}$ by Lemma 6 and $X \cap Z \subsetneq X$ as $Z$ does not contain $e$, this contradicts the minimality of $X$.

We turn to the proof of the theorem. By the repeated application of Lemma 20, there exists a sequence $T_{0}, T_{1}, \ldots, T_{m}$ such that $T_{0}=S, \delta_{T_{m}}^{-}(v)=\delta_{T}^{-}(v)$ for any $v \in V, T_{i} \in \mathcal{F}_{k}$ for $i \in[m] \cup\{0\}$ and $\left|T_{i-1} \backslash T_{i}\right|=\left|T_{i} \backslash T_{i-1}\right|=1$ for $i \in[m]$. By Theorem 1, there exists a sequence $T_{m}^{\prime}, T_{m+1}^{\prime}, \ldots, T_{\ell}^{\prime}$ such that $T_{m}^{\prime}=\widehat{T_{m}}, T_{\ell}^{\prime}=\widehat{T}, T_{i}^{\prime}$ is a subset of $\widehat{T_{m}^{\prime}} \cup \widehat{T}$ which can be partitioned into $k$ arc-disjoint $\widehat{r}$-arborescences on $V+\widehat{r}$ for $i \in\{m, m+1, \ldots, \ell\}$, and $\left|T_{i-1}^{\prime} \backslash T_{i}^{\prime}\right|=\left|T_{i}^{\prime} \backslash T_{i-1}^{\prime}\right|=1$ for $i \in\{m+1, m+2, \ldots, \ell\}$. Then for any $i \in\{m+1, m+2, \ldots, \ell\}$ there is an arc set $T_{i} \subseteq A$ such that $T_{i}^{\prime}=\widehat{T_{i}}$, as $\delta_{T_{i}^{\prime}}^{-}(v)=k$ for any $v \in V$. Since $T_{i}^{\prime} \subseteq \widehat{T_{m}^{\prime}} \cup \widehat{T}$ and $T_{i}^{\prime}$ can be partitioned into $k$ arc-disjoint $\widehat{r}$-arborescences, $\widehat{r}$ has outdegree $k$ in $T_{i}^{\prime}$, and $T_{i}$ can be partitioned into $k$ arc-disjoint arborescences. Therefore, $T_{i} \in \mathcal{F}_{k}$ holds for $i \in\{m+1, m+2, \ldots, \ell\}$, hence the sequence $T_{0}, T_{1}, \ldots, T_{\ell}$ satisfies the properties required by the theorem.

## $5 \quad$ Proof of Theorem 4

In this section, we give a proof of Theorem 4, which we restate here.

- Theorem 4. There exist matroids $M_{1}=\left(E, \mathcal{B}_{1}\right)$ and $M_{2}=\left(E, \mathcal{B}_{2}\right)$ such that the pair of matroids $\left(M_{1}, M_{2}\right)$ satisfies ( $R C B$ ), while $\left(2 M_{1}, 2 M_{2}\right)$ does not satisfy it.

Proof. Consider the matroids $M_{1}=\left(E, \mathcal{B}_{1}\right)$ and $M_{2}=\left(E, \mathcal{B}_{2}\right)$ on ground set $E=$ $\left\{a, b, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right\}$ defined by their families of bases

$$
\begin{aligned}
& \mathcal{B}_{1}=\left\{B \subseteq E| | B\left|=3,\left|B \cap\left\{c_{1}, c_{2}, c_{3}\right\}\right| \leq 1,\left|B \cap\left\{d_{1}, d_{2}, d_{3}\right\}\right| \leq 1\right\},\right. \\
& \mathcal{B}_{2}=\left\{B \subseteq E| | B\left|=3,\left|B \cap\left\{a, c_{1}, d_{1}\right\}\right|=1\right\}\right.
\end{aligned}
$$

Note that $M_{1}$ is the truncation of the direct sum of the uniform matroids of rank 1 on $\{a\}$, $\{b\},\left\{c_{1}, c_{2}, c_{3}\right\}$, and $\left\{d_{1}, d_{2}, d_{3}\right\}$, while $M_{2}$ is the direct sum of the uniform matroid of rank 1 on $\left\{a, c_{1}, d_{1}\right\}$ and the uniform matroid of rank 2 on $\left\{b, c_{2}, c_{3}, d_{2}, d_{3}\right\}$.

We prove that the pair $\left(M_{1}, M_{2}\right)$ satisfies (RCB). The common bases of $M_{1}$ and $M_{2}$ are the sets of the form

$$
\left\{a, b, c_{i}\right\},\left\{a, b, d_{j}\right\},\left\{a, c_{i}, d_{j}\right\},\left\{b, c_{1}, d_{j}\right\},\left\{b, c_{i}, d_{1}\right\}
$$

for $i, j \in\{2,3\}$. It is enough to show the existence of a reconfiguration sequence between $\left\{b, c_{1}, d_{2}\right\}$ and each $B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}$. For $i, j \in\{2,3\}$, consider the sequence of common bases

$$
\left\{b, c_{1}, d_{2}\right\},\left\{b, c_{1}, d_{j}\right\},\left\{a, b, d_{j}\right\},\left\{a, c_{i}, d_{j}\right\},\left\{a, b, c_{i}\right\},\left\{b, c_{i}, d_{j}\right\}
$$

where we omit the second term for $j=2$. This sequence starts from $\left\{b, c_{1}, d_{2}\right\}$, contains each $B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}$ for appropriate values of $i, j \in\{2,3\}$, and $\left|B^{\prime} \backslash B^{\prime \prime}\right|=\left|B^{\prime \prime} \backslash B^{\prime}\right|=1$ holds for each pair of adjacent terms $B^{\prime}, B^{\prime \prime}$ of the sequence, thus it proves our claim.

Next we show that the matroids $2 M_{1}=\left(E, \mathcal{B}_{1}^{2}\right)$ and $2 M_{2}=\left(E, \mathcal{B}_{2}^{2}\right)$ do not satisfy $(\mathrm{RCB})$. Recall that $2 M_{i}$ is the matroid whose bases are the unions of two disjoint bases of $M_{i}$. We have

$$
\begin{aligned}
& \mathcal{B}_{1}^{2}=\left\{B \subseteq E\left|\{a, b\} \subseteq B,\left|B \cap\left\{c_{1}, c_{2}, c_{3}\right\}\right|=2,\left|B \cap\left\{d_{1}, d_{2}, d_{3}\right\}\right|=2\right\}\right. \\
& \mathcal{B}_{2}^{2}=\left\{B \subseteq E| | B \cap\left\{a, c_{1}, d_{1}\right\}\left|=2,\left|B \cap\left\{b, c_{2}, c_{3}, d_{2}, d_{3}\right\}\right|=4\right\}\right.
\end{aligned}
$$

thus

$$
\mathcal{B}_{1}^{2} \cap \mathcal{B}_{2}^{2}=\left\{\left\{a, b, c_{1}, c_{i}, d_{2}, d_{3}\right\} \mid i \in\{2,3\}\right\} \cup\left\{\left\{a, b, c_{2}, c_{3}, d_{1}, d_{j}\right\} \mid j \in\{2,3\}\right\} .
$$

Since $\left|B \backslash B^{\prime}\right|=\left|B^{\prime} \backslash B\right|=2$ for any $B \in\left\{\left\{a, b, c_{1}, c_{i}, d_{2}, d_{3}\right\} \mid i \in\{2,3\}\right\}$ and $B^{\prime} \in$ $\left\{\left\{a, b, c_{2}, c_{3}, d_{1}, d_{j}\right\} \mid j \in\{2,3\}\right\}$, the pair $\left(2 M_{1}, 2 M_{2}\right)$ does not satisfy (RCB).

## 6 Concluding Remarks

In this paper, we showed the reconfigurability of the union of $k$ arborescences for fixed $k$. In other words, we showed that the pair of matroids representing the union of $k$ arborescences satisfies (RCB). It will be interesting to investigate whether (RCB) holds or not for other classes of matroid pairs, e.g., White's conjecture [28].

Another interesting topic is the length of a shortest reconfiguration sequence. For the union of $k$ arborescences, in the full version of this paper, we give an upper bound on the length of a shortest reconfiguration sequence, which is slightly smaller than $k|S \backslash T|$.

Meanwhile, there is an example whose shortest length is $\frac{3}{2}|S \backslash T|$, which is obtained by combining many copies of the digraph in Example 3. It will be interesting if we can close the gap between these bounds. It is also open whether we can find a shortest reconfiguration sequence from $S$ to $T$ in polynomial time if $S$ and $T$ are given as input.

The length of a shortest reconfiguration sequence can be considered also for other classes of matroid pairs. When $M_{2}$ is the dual matroid of $M_{1}$, Hamidoune conjectured that there always exists a reconfiguration sequence whose length is at most the size of each common basis (or equivalently, the rank of the matroids); see [7]. This conjecture is stronger than White's conjecture [28], and is open even for some special cases, e.g. when $M_{1}$ is a graphic matroid and $M_{2}$ is its dual.

Polynomial solvability of Matroid Intersection Reconfiguration (see Section 1.3) is also an interesting and challenging open problem.
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# An Approximation Algorithm for Two-Edge-Connected Subgraph Problem via Triangle-Free Two-Edge-Cover 
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#### Abstract

The 2-Edge-Connected Spanning Subgraph problem (2-ECSS) is one of the most fundamental and well-studied problems in the context of network design. We are given an undirected graph $G$, and the objective is to find a 2-edge-connected spanning subgraph $H$ of $G$ with the minimum number of edges. For this problem, a lot of approximation algorithms have been proposed in the literature. In particular, very recently, Garg, Grandoni, and Ameli gave an approximation algorithm for 2-ECSS with a factor of 1.326 , which is the best approximation ratio. In this paper, under the assumption that a maximum triangle-free 2-matching can be found in polynomial time in a graph, we give a $(1.3+\varepsilon)$-approximation algorithm for 2 -ECSS, where $\varepsilon$ is an arbitrarily small positive fixed constant. Note that a complicated polynomial-time algorithm for finding a maximum triangle-free 2-matching is announced by Hartvigsen in his PhD thesis, but it has not been peer-reviewed or checked in any other way. In our algorithm, we compute a minimum triangle-free 2-edge-cover in $G$ with the aid of the algorithm for finding a maximum triangle-free 2 -matching. Then, with the obtained triangle-free 2-edge-cover, we apply the arguments by Garg, Grandoni, and Ameli.
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## 1 Introduction

In the field of survivable network design, a basic problem is to construct a network with minimum cost that satisfies a certain connectivity constraint. A seminal result by Jain [13] provides a 2-approximation algorithm for a wide class of survivable network design problems. For specific problems among them, a lot of better approximation algorithms have been investigated in the literature.

In this paper, we study the 2-Edge-Connected Spanning Subgraph problem (2-ECSS), which is one of the most fundamental and well-studied problems in this context. In 2-ECSS, we are given an undirected graph $G=(V, E)$, and the objective is to find a 2-edge-connected spanning subgraph $H$ of $G$ with the minimum number of edges. It was shown in [4, 5] that 2-ECSS does not admit a PTAS unless $\mathrm{P}=$ NP. Khuller and Vishkin [14] gave a 3/2-approximation algorithm for this problem, which was the starting point of the study of approximation algorithms for 2-ECSS. Cheriyan, Sebő, and Szigeti [1] improved this ratio to
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17/12. Later, Hunkenschröder, Vempala, and Vetta [12] gave a 4/3-approximation algorithm, which rectifies flaws in [22]. By a completely different approach, Sebő and Vygen [19] achieved approximation ratio and integrality gap of $4 / 3$. Very recently, Garg, Grandoni, and Ameli [8] improved this ratio to 1.326 by introducing powerful reduction steps and developing the techniques in [12].

The contribution of this paper is to present a $(1.3+\varepsilon)$-approximation algorithm for 2-ECSS for any $\varepsilon>0$ under the assumption that a maximum 2-matching containing no cycle of length at most 3 (called a maximum triangle-free 2-matching) can be found in polynomial time in a graph.

- Theorem 1. Assume that there exists a polynomial-time algorithm for finding a maximum 2-matching that contains no cycle of length at most 3 in a graph. Then, for any constant $\varepsilon>0$, there is a polynomial-time $(1.3+\varepsilon)$-approximation algorithm for $2-E C S S$.

Note that a complicated polynomial-time algorithm for finding a maximum triangle-free 2matching is announced by Hartvigsen [10], which indicates that the assumption in Theorem 1 holds. However, since this result has not been peer-reviewed or checked in any other way, we have retained the assumption in Theorem 1.

Our algorithm and its analysis are heavily dependent on the well-developed arguments by Garg, Grandoni, and Ameli [8]. In our algorithm, we first apply the reduction steps given in [8]. Then, instead of a minimum 2-edge-cover, we compute a minimum triangle-free 2-edge-cover in the graph, which is the key ingredient in our algorithm. We show that this can be done in polynomial time with the aid of a polynomial algorithm for finding a maximum triangle-free 2-matching. Finally, we convert the obtained triangle-free 2-edge-cover into a spanning 2 -edge-connected subgraph by using the arguments in [8].

Our main technical contribution is to point out the utility of a maximum triangle-free 2-matching in the arguments by Garg, Grandoni, and Ameli [8].

## Related Work

A natural extension of 2-ECSS is the $k$-Edge-Connected Spanning Subgraph problem ( $k$ ECSS), which is to find a $k$-edge-connected spanning subgraph of the input graph with the minimum number of edges. For $k$-ECSS, several approximation algorithms have been proposed, in which approximation factors depend on $k[2,6,7]$. We can also consider the weighted variant of 2-ECSS, in which the objective is to find a 2-edge-connected spanning subgraph with the minimum total weight in a given edge-weighted graph. The result of Jain [13] leads to a 2-approximation algorithm for the weighted 2-ECSS, and it is still the best known approximation ratio. For the case when all the edge weights are 0 or 1 , which is called the forest augmentation problem, Grandoni, Ameli, and Traub [9] recently gave a 1.9973-approximation algorithm. Furthermore, for the tree augmentation problem, which is the case when 0 -weight edges are connected, the approximation ratio was improved to $1.5+\varepsilon$ for any $\varepsilon>0$ in a series of works by Traub and Zenklusen [20, 21]. See references in $[8,9]$ for more related work on survivable network design problems.

It is well-known that a 2 -matching of maximum size can be found in polynomial-time by using a matching algorithm; see e.g., [18, Section 30]. As a variant of this problem, the problem of finding a maximum 2-matching that contains no cycle of length at most $k$, which is called the $C_{\leq k}$-free 2-matching problem, has been actively studied. Hartvigsen [10] announced a polynomial-time algorithm for the $C_{\leq 3}$-free 2-matching problem (also called the triangle-free 2-matching problem), and Papadimitriou showed the NP-hardness for $k \geq 5$ (see [3]). The polynomial solvability of the $C_{\leq 4}$-free 2 -matching problem has been open
for more than 40 years. The edge weighted variant of the $C_{\leq 3}$-free 2-matching problem is also a relevant open problem in this area, and some positive results are known for special cases $[11,15,16,17]$. See references in [16] for more related work on the $C_{\leq k}$-free 2-matching problem.

## 2 Preliminaries

Throughout the paper, we only consider simple undirected graphs, i.e., every graph has neither self-loops nor parallel edges. ${ }^{1}$ A graph $G=(V, E)$ is said to be 2-edge-connected if $G \backslash\{e\}$ is connected for every $e \in E$, and it is called 2-vertex-connected if $G \backslash\{v\}$ is connected for every $v \in V$ and $|V| \geq 3$. For a subgraph $H$ of $G$, its vertex set and edge set are denoted by $V(H)$ and $E(H)$, respectively. A subgraph $H$ of $G=(V, E)$ is spanning if $V(H)=V(G)$. In the 2-Edge-Connected Spanning Subgraph problem (2-ECSS), we are given a graph $G=(V, E)$ and the objective is to find a 2-edge-connected spanning subgraph $H$ of $G$ with the minimum number of edges (if one exists).

In this paper, a spanning subgraph $H$ is often identified with its edge set $E(H)$. Let $H$ be a spanning subgraph (or an edge set) of $G$. A connected component of $H$ which is 2-edge-connected is called a $2 E C$ component of $H$. A 2EC component of $H$ is called an $i$-cycle 2EC component if it is a cycle of length $i$. In particular, a 3 -cycle 2 EC component is called a triangle 2EC component. A maximal 2-edge-connected subgraph $B$ of $H$ is called a block of $H$ if $|V(B)| \geq 3$ and $B$ is not a 2EC component. An edge $e \in E(H)$ is called a bridge of $H$ if $H \backslash\{e\}$ has more connected components than $H$. A block $B$ of $H$ is called a leaf block if $H$ has exactly one bridge incident to $B$, and an inner block otherwise.

Let $G=(V, E)$ be a graph. For an edge set $F \subseteq E$ and a vertex $v \in V$, let $d_{F}(v)$ denote the number of edges in $F$ that are incident to $v$. An edge set $F \subseteq E$ is called a 2-matching if $d_{F}(v) \leq 2$ for every $v \in V$, and it is called a 2-edge-cover if $d_{F}(v) \geq 2$ for every $v \in V .{ }^{2}$

## 3 Algorithm in Previous Work

Since our algorithm is based on the well-developed 1.326-approximation algorithm given by Garg, Grandoni, and Ameli [8], we describe some of their results in this section.

### 3.1 Reduction to Structured Graphs

In the algorithm by Garg, Grandoni, and Ameli [8], they first reduce the problem to the case when the input graph satisfies some additional conditions, where such a graph is called a $(5 / 4, \varepsilon)$-structured graph. In what follows in this paper, let $\varepsilon>0$ be a sufficiently small positive fixed constant, which will appear in the approximation factor. In particular, we suppose that $0<\varepsilon \leq 1 / 24$, which is used in the argument in [8]. We say that a graph $G=(V, E)$ is $(5 / 4, \varepsilon)$-structured if it is 2 -vertex-connected, it contains at least $2 / \varepsilon$ vertices, and it does not contain the following structures:

- (5/4-contractible subgraph) a 2-edge-connected subgraph $C$ of $G$ such that every 2-edge-connected spanning subgraph of $G$ contains at least $\frac{4}{5}|E(C)|$ edges with both endpoints in $V(C)$;
- (irrelevant edge) an edge $u v \in E$ such that $G \backslash\{u, v\}$ is not connected;

[^45]- (non-isolating 2-vertex-cut) a vertex set $\{u, v\} \subseteq V$ of $G$ such that $G \backslash\{u, v\}$ has at least three connected components or has exactly two connected components, both of which contain at least two vertices.
The following lemma shows that it suffices to consider (5/4, $\varepsilon$ )-structured graphs when we design approximation algorithms.
- Lemma 2 (Garg, Grandoni, and Ameli [8, Lemma 2.2]). Let $\varepsilon$ be a sufficiently small positive constant. For $\alpha \geq \frac{5}{4}$, if there exists a polynomial-time $\alpha$-approximation algorithm for 2-ECSS on $(5 / 4, \varepsilon)$-structured graphs, then there exists a polynomial-time $(\alpha+2 \varepsilon)$-approximation algorithm for 2-ECSS.


### 3.2 Semi-Canonical Two-Edge-Cover

A 2-edge-cover $H$ of $G$ (which is identified with a spanning subgraph) is called semi-canonical if it satisfies the following conditions.
(1) Each 2 EC component of $H$ is a cycle or contains at least 7 edges.
(2) Each leaf block contains at least 6 edges and each inner block contains at least 4 edges.
(3) There is no pair of edge sets $F \subseteq H$ and $F^{\prime} \subseteq E \backslash H$ such that $|F|=\left|F^{\prime}\right| \leq 3,(H \backslash F) \cup F^{\prime}$ is a 2-edge-cover with fewer connected components than $H$, and $F$ contains an edge in some triangle 2EC component of $H$.
(4) There is no pair of edge sets $F \subseteq H$ and $F^{\prime} \subseteq E \backslash H$ such that $|F|=\left|F^{\prime}\right|=2,(H \backslash F) \cup F^{\prime}$ is a 2-edge-cover with fewer connected components than $H$, both edges in $F^{\prime}$ connect two 4 -cycle 2EC components, say $C_{1}$ and $C_{2}$, and $F$ is contained in $C_{1} \cup C_{2}$. In other words, by removing 2 edges and adding 2 edges, we cannot merge two 4 -cycle 2 EC components into a cycle of length 8 .

- Lemma 3 (Garg, Grandoni, and Ameli [8, Lemma 2.6]). Let $\varepsilon$ be a sufficiently small positive constant. Suppose we are given a semi-canonical 2 -edge-cover $H$ of a $(5 / 4, \varepsilon)$-structured graph $G$ with $b|H|$ bridges and $t|H|$ edges belonging to triangle $2 E C$ components of $H$. Then, in polynomial time, we can compute a 2-edge-connected spanning subgraph $S$ of size at most $\left(\frac{13}{10}+\frac{1}{30} t-\frac{1}{20} b\right)|H|$.
- Remark 4. In the original statement of [8, Lemma 2.6], $H$ is assumed to satisfy a stronger condition than semi-canonical, called canonical. A 2-edge-cover $H$ is said to be canonical if it satisfies (1) and (2) in the definition of semi-canonical 2-edge-covers, and also the following condition: there is no pair of edge sets $F \subseteq H$ and $F^{\prime} \subseteq E \backslash H$ such that $|F|=\left|F^{\prime}\right| \leq 3$ and $(H \backslash F) \cup F^{\prime}$ is a 2-edge-cover with fewer connected components than $H$. However, one can see that the condition "canonical" can be relaxed to "semi-canonical" by following the proof of [8, Lemma 2.6]; see the proofs of Lemmas D.3, D.4, and D. 11 in [8].


## 4 Algorithm via Triangle-Free Two-Edge-Cover

The idea of our algorithm is quite simple: we construct a semi-canonical 2-edge-cover $H$ with no triangle 2 EC components and then apply Lemma 3 . We say that an edge set $F \subseteq E$ is triangle-free if there are no triangle 2EC components of $F$. Note that a triangle-free edge set $F$ may contain a cycle of length three that is contained in a larger connected component. In order to construct a semi-canonical triangle-free 2-edge-cover, we use a polynomial-time algorithm for finding a triangle-free 2-matching given by Hartvigsen [10].

- Theorem 5 (Hartvigsen [10, Theorem 3.2 and Proposition 3.4]). For a graph $G$, we can find a triangle-free 2-matching in $G$ with maximum cardinality in polynomial time.

Note again that, since this result has not been published as a journal paper, we have retained the assumption in Theorem 1.

In Section 4.1, we give an algorithm for finding a minimum triangle-free 2-edge-cover with the aid of Theorem 5. Then, we transform it into a semi-canonical triangle-free 2-edge-cover in Section 4.2. Using the obtained 2-edge-cover, we give a proof of Theorem 1 in Section 4.3.

### 4.1 Minimum Triangle-Free Two-Edge-Cover

As with the relationship between 2-matchings and 2-edge-covers (see e.g. [18, Section 30.14]), triangle-free 2-matchings and triangle-free 2-edge-covers are closely related to each other, which can be stated as the following two lemmas.

- Lemma 6. Let $G=(V, E)$ be a connected graph such that the minimum degree is at least two and $|V| \geq 4$. Given a triangle-free 2-matching $M$ in $G$, we can compute a triangle-free 2-edge-cover $C$ of $G$ with size at most $2|V|-|M|$ in polynomial time.

Proof. Starting with $F=M$, we perform the following update repeatedly while $F$ is not a 2-edge-cover:

Choose a vertex $v \in V$ with $d_{F}(v)<2$ and an edge $v w \in E \backslash F$ incident to $v$.
(i) If $F \cup\{v w\}$ contains no triangle 2EC components, then add $v w$ to $F$.
(ii) Otherwise, $F \cup\{v w\}$ contains a triangle 2EC component with vertex set $\{u, v, w\}$ for some $u \in V$. In this case, choose an edge $e$ connecting $\{u, v, w\}$ and $V \backslash\{u, v, w\}$, and add both $v w$ and $e$ to $F$.

If $F$ becomes a 2-edge-cover, then the procedure terminates by returning $C=F$. It is obvious that this procedure terminates in polynomial steps and returns a triangle-free 2-edge-cover.

We now analyze the size of the output $C$. For an edge set $F \subseteq E$, define $g(F)=$ $\sum_{v \in V} \max \left\{2-d_{F}(v), 0\right\}$. Then, in each iteration of the procedure, we observe the following: in case (i), one edge is added to $F$ and $g(F)$ decreases by at least one; in case (ii), two edges are added to $F$ and $g(F)$ decreases by at least two, because $d_{F}(v)=d_{F}(w)=1$ before the update. With this observation, we see that $|C|-|M| \leq g(M)-g(C)=\sum_{v \in V}\left(2-d_{M}(v)\right)$, where we note that $M$ is a 2 -matching and $C$ is a 2 -edge-cover. Therefore, it holds that

$$
|C| \leq|M|+\sum_{v \in V}\left(2-d_{M}(v)\right)=|M|+(2|V|-2|M|)=2|V|-|M|,
$$

which completes the proof.

- Lemma 7. Given a triangle-free 2-edge-cover $C$ in a graph $G=(V, E)$, we can compute a triangle-free 2-matching $M$ of $G$ with size at least $2|V|-|C|$ in polynomial time.

Proof. Starting with $F=C$, we perform the following update repeatedly while $F$ is not a 2-matching:

Choose a vertex $v \in V$ with $d_{F}(v)>2$ and an edge $v w \in F$ incident to $v$.
(i) If $F \backslash\{v w\}$ contains no triangle 2EC components, then remove $v w$ from $F$.
(ii) If $F \backslash\{v w\}$ contains a triangle 2EC component whose vertex set is $\left\{v, v_{1}, v_{2}\right\}$ for some $v_{1}, v_{2} \in V$, then remove $v v_{1}$ from $F$.
(iii) If neither of the above holds, then $F \backslash\{v w\}$ contains a triangle 2EC component whose vertex set is $\left\{w, w_{1}, w_{2}\right\}$ for some $w_{1}, w_{2} \in V$. In this case, remove $w w_{1}$ from $F$.

If $F$ becomes a 2-matching, then the procedure terminates by returning $M=F$. It is obvious that this procedure terminates in polynomial steps and returns a triangle-free 2-matching.

We now analyze the size of the output $M$. For an edge set $F \subseteq E$, define $g(F)=$ $\sum_{v \in V} \max \left\{d_{F}(v)-2,0\right\}$. Then, in each iteration of the procedure, we observe that one edge is removed from $F$ and $g(F)$ decreases by at least one, where we note that $d_{F}(w)=3$ before the update in case (iii). With this observation, we see that $|C|-|M| \leq g(C)-g(M)=$ $\sum_{v \in V}\left(d_{C}(v)-2\right)$, where we note that $C$ is a 2-edge-cover and $M$ is a 2-matching. Therefore, it holds that

$$
|M| \geq|C|-\sum_{v \in V}\left(d_{C}(v)-2\right)=|C|-(2|C|-2|V|)=2|V|-|C|,
$$

which completes the proof.
By using these lemmas and Theorem 5, we can compute a triangle-free 2-edge-cover with minimum cardinality in polynomial time.

- Proposition 8. Suppose that a triangle-free 2-matching $M$ with maximum cardinality in a graph can be found in polynomial time. Then, for a graph $G=(V, E)$, we can compute a triangle-free 2-edge-cover $C$ of $G$ with minimum cardinality in polynomial time (if one exists). Furthermore, $|C|=2|V|-|M|$.

Proof. It suffices to consider the case when $G$ is a connected graph such that the minimum degree is at least two and $|V| \geq 4$. Let $M$ be a triangle-free 2-matching in $G$ with maximum cardinality, which can be computed in polynomial time by the assumption. Then, by Lemma 6 , we can construct a triangle-free 2-edge-cover $C$ of $G$ with size at most $2|V|-|M|$.

We now show that $G$ has no triangle-free 2-edge-cover $C^{\prime}$ with $\left|C^{\prime}\right|<2|V|-|M|$. Assume to the contrary that there exists a triangle-free 2-edge-cover $C^{\prime}$ of size smaller than $2|V|-|M|$. Then, by Lemma 7, we can construct a triangle-free 2-matching $M^{\prime}$ of $G$ with size at least $2|V|-\left|C^{\prime}\right|$. Since $\left|M^{\prime}\right| \geq 2|V|-\left|C^{\prime}\right|>2|V|-(2|V|-|M|)=|M|$, this contradicts that $M$ is a triangle-free 2-matching with maximum cardinality. Therefore, $G$ has no trianglefree 2-edge-cover of size smaller than $2|V|-|M|$, which implies that $C$ is a triangle-free 2-edge-cover with minimum cardinality.

### 4.2 Semi-Canonical Triangle-Free Two-Edge-Cover

We show the following lemma saying that a triangle-free 2-edge-cover can be transformed into a semi-canonical triangle-free 2-edge-cover without increasing the size. Although the proof is almost the same as that of [8, Lemma 2.4], we describe it for completeness.

- Lemma 9. Let $\varepsilon$ be a sufficiently small positive constant. Given a triangle-free 2 -edgecover $H$ of $a(5 / 4, \varepsilon)$-structured graph $G=(V, E)$, in polynomial time, we can compute a triangle-free 2-edge-cover $H^{\prime}$ of no larger size which is semi-canonical.

Proof. Recall that an edge set is identified with the corresponding spanning subgraph of $G$. Starting with $H^{\prime}=H$, while $H^{\prime}$ is not semi-canonical we apply one of the following operations in this order of priority. We note that $H^{\prime}$ is always triangle-free during the procedure, and hence it always satisfies condition (3) in the definition of semi-canonical 2-edge-cover.
(a) If there exists an edge $e \in H^{\prime}$ such that $H^{\prime} \backslash\{e\}$ is a triangle-free 2-edge-cover, then remove $e$ from $H^{\prime}$.
(b) If $H^{\prime}$ does not satisfy condition (4), then we merge two 4 -cycle 2 EC components into a cycle of length 8 by removing 2 edges and adding 2 edges. Note that the obtained edge set is a triangle-free 2-edge-cover that has fewer connected components.
(c) Suppose that condition (1) does not hold, i.e., there exists a 2 EC component $C$ of $H^{\prime}$ with fewer than 7 edges that is not a cycle. Since $C$ is 2-edge-connected and not a cycle, we obtain $|E(C)| \geq|V(C)|+1$. If $|V(C)|=4$, then $C$ contains at least 5 edges and contains a cycle of length 4 , which contradicts that (a) is not applied. Therefore, $|V(C)|=5$ and $|E(C)|=6$. Since operation (a) is not applied, $C$ is either a bowtie (i.e., two triangles that share a common vertex) or a $K_{2,3}$; see figures in the proof of $[8$, Lemma 2.4].
(c1) Suppose that $C$ is a bowtie that has two triangles $\left\{v_{1}, v_{2}, u\right\}$ and $\left\{v_{3}, v_{4}, u\right\}$. If $G$ contains an edge between $\left\{v_{1}, v_{2}\right\}$ and $\left\{v_{3}, v_{4}\right\}$, then we can replace $C$ with a cycle of length 5 , which decreases the size of $H^{\prime}$. Otherwise, by the 2 -vertex-connectivity of $G$, there exists an edge $z w \in E \backslash H^{\prime}$ such that $z \in V \backslash V(C)$ and $w \in\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$. In this case, we replace $H^{\prime}$ with $\left(H^{\prime} \backslash\{u w\}\right) \cup\{z w\}$. Then, the obtained edge set is a triangle-free 2-edge-cover with the same size, which has fewer connected components.
(c2) Suppose that $C$ is a $K_{2,3}$ with two sides $\left\{v_{1}, v_{2}\right\}$ and $\left\{w_{1}, w_{2}, w_{3}\right\}$. If every $w_{i}$ has degree exactly 2 , then every feasible 2 -edge-connected spanning subgraph contains all the edges of $C$, and hence $C$ is a $\frac{5}{4}$-contractible subgraph, which contradicts the assumption that $G$ is $(5 / 4, \varepsilon)$-structured. If $G$ contains an edge $w_{i} w_{j}$ for distinct $i, j \in\{1,2,3\}$, then we can replace $C$ with a cycle of length 5 , which decreases the size of $H^{\prime}$. Otherwise, since some $w_{i}$ has degree at least 3 , there exists an edge $w_{i} u \in E \backslash H^{\prime}$ such that $i \in\{1,2,3\}$ and $u \in V \backslash V(C)$. In this case, we replace $H^{\prime}$ with $\left(H^{\prime} \backslash\left\{v_{1} w_{i}\right\}\right) \cup\left\{w_{i} u\right\}$. Then, the obtained edge set is a triangle-free 2-edge-cover with the same size, which has fewer connected components.
(d) Suppose that the first half of condition (2) does not hold, i.e., there exists a leaf block $B$ that has at most 5 edges. Let $v_{1}$ be the only vertex in $B$ such that all the edges connecting $V(B)$ and $V \backslash V(B)$ are incident to $v_{1}$. Since operation (a) is not applied, we see that $B$ is a cycle of length at most 5 . Let $v_{1}, \ldots, v_{\ell}$ be the vertices of $B$ that appear along the cycle in this order. We consider the following cases separately; see figures in the proof of [8, Lemma 2.4].
(d1) Suppose that there exists an edge $z w \in E \backslash H^{\prime}$ such that $z \in V \backslash V(B)$ and $w \in\left\{v_{2}, v_{\ell}\right\}$. In this case, we replace $H^{\prime}$ with $\left(H^{\prime} \backslash\left\{v_{1} w\right\}\right) \cup\{z w\}$.
(d2) Suppose that $v_{2}$ and $v_{\ell}$ are adjacent only to vertices in $V(B)$ in $G$, which implies that $\ell \in\{4,5\}$. If $v_{2} v_{\ell} \notin E$, then every feasible 2 EC spanning subgraph contains four edges (incident to $v_{2}$ and $v_{\ell}$ ) with both endpoints in $V(B)$, and hence $B$ is a $\frac{5}{4}$-contractible subgraph, which contradicts the assumption that $G$ is $(5 / 4, \varepsilon)$ structured. Thus, $v_{2} v_{\ell} \in E$. Since there exists an edge connecting $V \backslash V(B)$ and $V(B) \backslash\left\{v_{1}\right\}$ by the 2 -vertex-connectivity of $G$, without loss of generality, we may assume that $G$ has an edge $v_{3} z$ with $z \in V \backslash V(B)$. In this case, we replace $H^{\prime}$ with $\left(H^{\prime} \backslash\left\{v_{1} v_{\ell}, v_{2} v_{3}\right\}\right) \cup\left\{v_{3} z, v_{2} v_{\ell}\right\}$.
In both cases, the obtained edge set is a triangle-free 2-edge-cover with the same size. Furthermore, we see that either (i) the obtained edge set has fewer connected components or (ii) it has the same number of connected components and fewer bridges.
(e) Suppose that the latter half of condition (2) does not hold, i.e., there exists an inner block $B$ that has at most 3 edges. Then, $B$ is a triangle. Let $\left\{v_{1}, v_{2}, v_{3}\right\}$ be the vertex set of $B$. If there are at least two bridge edges incident to distinct vertices in $V(B)$, say $w v_{1}$
and $z v_{2}$, then edge $v_{1} v_{2}$ has to be removed by operation (a), which is a contradiction. Therefore, all the bridge edges in $H^{\prime}$ incident to $B$ are incident to the same vertex $v \in V(B)$. In this case, we apply the same operation as (d).

We can easily see that each operation above can be done in polynomial time. We also see that each operation decreases the lexicographical ordering of $\left(\left|H^{\prime}\right|, \operatorname{cc}\left(H^{\prime}\right), \operatorname{br}\left(H^{\prime}\right)\right)$, where $\mathrm{cc}\left(H^{\prime}\right)$ is the number of connected components in $H^{\prime}$ and $\operatorname{br}\left(H^{\prime}\right)$ is the number of bridges in $H^{\prime}$. This shows that the procedure terminates in polynomial steps. After the procedure, $H^{\prime}$ is a semi-canonical triangle-free 2-edge-cover with $\left|H^{\prime}\right| \leq|H|$, which completes the proof.

### 4.3 Proof of Theorem 1

By Lemma 2, in order to prove Theorem 1, it suffices to give a $\frac{13}{10}$-approximation algorithm for 2-ECSS in $(5 / 4, \varepsilon)$-structured graphs for a sufficiently small fixed $\varepsilon>0$. Let $G=(V, E)$ be a $(5 / 4, \varepsilon)$-structured graph. By Proposition 8 , we can compute a minimum-size triangle-free 2-edge-cover $H$ of $G$ in polynomial-time. Note that the optimal value OPT of 2-ECSS in $G$ is at least $|H|$, because every feasible solution for 2-ECSS is a triangle-free 2-edge-cover. By Lemma 9, $H$ can be transformed into a semi-canonical triangle-free 2-edge-cover $H^{\prime}$ with $\left|H^{\prime}\right| \leq|H|$. Since $H^{\prime}$ is triangle-free, by applying Lemma 3 with $H^{\prime}$, we obtain a 2-edge-connected spanning subgraph $S$ of size at most $\left(\frac{13}{10}-\frac{1}{20} b\right)\left|H^{\prime}\right|$, where $H^{\prime}$ has $b\left|H^{\prime}\right|$ bridges. Therefore, we obtain

$$
|S| \leq\left(\frac{13}{10}-\frac{1}{20} b\right)\left|H^{\prime}\right| \leq \frac{13}{10}|H| \leq \frac{13}{10} \mathrm{OPT}
$$

which shows that $S$ is a $\frac{13}{10}$-approximate solution for 2-ECSS in $G$. This completes the proof of Theorem 1 .

## 5 Concluding Remarks

In this paper, we have presented a $(1.3+\varepsilon)$-approximation algorithm (for any $\varepsilon>0)$ for 2-ECSS under the assumption that a maximum triangle-free 2 -matching can be found in polynomial time. If the correctness of Theorem 5 is acknowledged, then our result achieves the best approximation ratio.

We conclude this paper by showing that the assumption in our main result (Theorem 1) can be relaxed with the aid of the following proposition.

- Proposition 10. Let $0<\alpha<1$. Given a $(1-\alpha)$-approximate solution $M^{\prime}$ of a maximum triangle-free 2 -matching problem in a graph $G=(V, E)$, we can compute a $(1+\alpha)$-approximate solution of the minimum triangle-free 2-edge-cover problem in $G$ in polynomial time (if one exists).

Proof. Let $M$ and $C$ be a maximum triangle-free 2-matching and a minimum 2-edge-cover in $G$, respectively. By Proposition 8 , it holds that $|C|=2|V|-|M|$. Given a ( $1-\alpha$ )-approximate solution $M^{\prime}$ of a maximum triangle-free 2-matching problem, by Lemma 6, we can construct a triangle-free 2-edge-cover $C^{\prime}$ in $G$ with size at most $2|V|-\left|M^{\prime}\right|$. Then, we have

$$
\begin{aligned}
\left|C^{\prime}\right| & \leq 2|V|-\left|M^{\prime}\right| \leq 2|V|-(1-\alpha)|M| \\
& =2|V|-|M|+\alpha|M| \leq|C|+\alpha|C|=(1+\alpha)|C|,
\end{aligned}
$$

where we note that $|M| \leq|V| \leq|C|$ as $M$ is a 2-matching and $C$ is a 2-edge-cover. This shows that $C^{\prime}$ is a $(1+\alpha)$-approximate solution of the minimum triangle-free 2 -edge-cover problem.

By using this proposition instead of Proposition 8, we obtain the following theorem in the same way as Theorem 1.

- Theorem 11. Assume that, for any $\varepsilon^{\prime}>0$, there exists a $\left(1-\varepsilon^{\prime}\right)$-approximation algorithm for finding a maximum 2-matching that contains no cycle of length at most 3 in a graph. Then, for any constant $\varepsilon>0$, there is a polynomial-time $(1.3+\varepsilon)$-approximation algorithm for 2-ECSS .

This theorem suggests that an approximate solution for the maximum triangle-free 2matching problem is sufficient for our purpose. Therefore, it will be interesting to give a simple PTAS for the maximum triangle-free 2-matching problem.
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#### Abstract

We consider the min-max graph balancing problem with strict negative correlation (SNC) constraints. The graph balancing problem arises as an equivalent formulation of the classic unrelated machine scheduling problem, where we are given a hypergraph $G=(V, E)$ with vertex-dependent edge weight function $p: E \times V \mapsto \mathbb{Z}^{\geq 0}$ that represents the processing time of the edges (jobs). The SNC constraints, which are given as edge subsets $C_{1}, C_{2}, \ldots, C_{k}$, require that the edges in the same subset cannot be assigned to the same vertex at the same time. Under these constraints, the goal is to compute an edge orientation (assignment) that minimizes the maximum workload of the vertices.

In this paper, we conduct a general study on the approximability of this problem. First, we show that, in the presence of SNC constraints, the case with $\max _{e \in E}|e|=\max _{i}\left|C_{i}\right|=2$ is the only case for which approximation solutions can be obtained. Further generalization on either direction, e.g., $\max _{e \in E}|e|$ or $\max _{i}\left|C_{i}\right|$, will directly make computing a feasible solution an NP-complete problem to solve. Then, we present a 2-approximation algorithm for the case with $\max _{e \in E}|e|=\max _{i}\left|C_{i}\right|=2$, based on a set of structural simplifications and a tailored assignment LP for this problem. We note that our approach is general and can be applied to similar settings, e.g., scheduling with SNC constraints to minimize the weighted completion time, to obtain similar approximation guarantees.

Further cases are discussed to describe the landscape of the approximability of this prbolem. For the case with $|V| \leq 2$, which is already known to be NP-hard, we present a fully-polynomial time approximation scheme (FPTAS). On the other hand, we show that the problem is at least as hard as vertex cover to approximate when $|V| \geq 3$.
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## 1 Introduction

In the min-max graph balancing problem with strict negative correlation (SNC) constraints, we are given an edge-weighted hypergraph $G=(V, E)$ with edge weight function $p: E \times V \mapsto \mathbb{Z} \geq 0$ and a collection of edge subsets $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$. An edge orientation (assignment) is a function $\sigma$ that maps each edge to one of its endpoints, i.e., $\sigma(e) \in e$ for all $e \in E$, and the orientation is said to be feasible if, for any $1 \leq i \leq k$, there exists $e, e^{\prime} \in C_{i}$ such that $\sigma(e) \neq \sigma\left(e^{\prime}\right)$, i.e., not all edges in $C_{i}$ are assigned to the same vertex. The workload of a vertex $v \in V$ is defined to be the total weight of the edges assigned to it, i.e., $\sum_{e \in E \text { s.t. } \sigma(e)=v} p_{e, v}$. The goal of this problem is to compute a feasible edge orientation that minimizes the maximum workload of the vertices.

The graph balancing problem is an equivalent formulation of the classic unrelated machine scheduling problem [22], where the edges in $E$ are interpreted as jobs, the vertices $V$ are the machines, and the weights of edges are the processing times of the jobs. In the following, we start with an introduction on the unrelated scheduling problem.

Lenstra et al. [22] presented an elegant LP-rounding scheme that exploits the extreme point structure and obtained a 2 -approximation for the unrelated scheduling problem. They also showed that $(1.5-\epsilon)$-approximation for any $\epsilon>0$ is NP-hard to obtain. Since then, there has been no significant progress on the upper-bound nor lower-bound for this problem, and closing the gap is known as a major open problems in this field for over 30 years [26, 29]

It is worth noting that, even the strongest LP formulation ever known for this problem, i.e., the configuration LP [27, 4], has an integrality gap of 2 for this problem [28]. Due to the above reasons, subsequent research has mostly focused on restricted cases of the problem.

An important subcase that is widely considered in the literature is the restricted assignment case, which considers the vertex-independent edge weight function $p: E \mapsto \mathbb{Z} \geq 0$. Svensson [27] showed that the configuration-LP has an integrality gap at most $33 / 17 \approx 1.9412$ for this problem. This bound was later improved to $11 / 6 \approx 1.833$ by Jansen and Rohwedder [21]. In terms of approximation guarantees, Chakrabarty et al. [9] showed that, when there are only two different types of edge weights, a $(2-\delta)$-approximation can be obtained for some small fixed constant $\delta>0$.

For restricted assignment case without hyperedges, i.e. $p: E \mapsto \mathbb{Z} \geq 0$ and $\max _{e \in E}|e|=2$, Ebenlendr et al. [16] presented a 1.75 -approximation algorithm. They also showed that, even for this case, a $(1.5-\epsilon)$-approximation is still NP-hard to obtain. Moreover, the hardness result in [16] holds when there are only two different types of edge weights. For this seemingly simple case, a 1.5 -approximation can be obtained [19, 23, 10]. Interestingly, this is the only nontrivial special case of unrelated scheduling for which the exact approximability is known.

Our motivation for studying the SNC constraints originates from the growing attention on the pairwise negative correlation between jobs to surpass the long-standing guarantees for job scheduling to minimize the weighted completion time [3, 5]. In our setting, we consider the extreme case for which the negative correlation between jobs in the same group is one.

In general, the presence of SNC constraints makes the problem much harder to consider. Consider the constraint graph $G_{\mathcal{C}}:=(E, \mathcal{C})$ with the edges in $E$ being the vertices and the constraints in $\mathcal{C}$ being the hyperedges. Even for the case that $G$ is a complete hypergraph, i.e., $e=V$ for all $e \in E$, determining whether or not $G$ has a feasible edge orientation is already equivalent to the problem of determining whether or not $G_{\mathcal{C}}$ has a $|V|$-coloring such that no constraint in $\mathcal{C}$ is monochromatic. As graph coloring is NP-hard, determining the existence of feasible edge orientation in the presence of SNC constraints is in general NP-hard.

There are essentially two directions to bypass the inherent hardness of the SNC constraints. The first one is to assume that a feasible coloring for $G_{\mathcal{C}}$ is given in advance, e.g., [7], and the other is to consider restricted classes of $G_{\mathcal{C}}$ for which a feasible orientation is polynomial-time computable, e.g., [20, 13, 24, 25]. Notably, most of these works assumed restricted assignment case with complete hypergraph, i.e., $p: E \mapsto \mathbb{Z}^{\geq 0}$ and $e=V$ for all $e \in E$, which is known as the identical machine scheduling case in the literature, with special constraint graphs with $\left|C_{i}\right|=2$ for all $1 \leq i \leq k$.

In the following we introduce the above results in more detail. Bodlaender et al. [7] showed that, when a $\chi$-coloring for the constraint graph $G_{\mathcal{C}}$ is given in advance, a $(\chi+2) / 2$ approximation can be obtained when $\chi \leq|V|-1$, and a 3-approximation can be obtained when $\chi \leq|V| / 2+1$. This is achieved by partitioning the vertices into $\chi$ groups in a way such that no SNC constraints exist for each group. Different approximation guarantees are obtained, based on different heuristics to distribute the number of vertices for each color.

Jansen et al. [20] considered the case for which $G_{\mathcal{C}}$ is a complete multipartite graph, i.e., the edges in $E$ are partitioned into multiple groups, and each vertex must handle edges that are within the same group. For this case, they provided a polynomial-time approximation scheme (PTAS). Pikies et al. [25] further considered the unrelated scheduling case and gave a $(1+\epsilon) \bar{p}$-approximation for any $\epsilon>0$, where $\bar{p}=\max _{e, v} p_{e, v} / \min _{e, v} p_{e, v}$ is the maximum ratio between the edge weights. This is done by ignoring the edge weights and applying the algorithm of Jansen et al. [20]. Surprisingly, this straightforward algorithm is proven to be tight. They also showed that, even when $G_{\mathcal{C}}$ is complete bipartite, an $O\left(n^{b} \bar{p}^{1-c}\right)$-approximation is NP-hard to obtain for any $b, c>0$.

Das and Wiese [13] considered the case for which $G_{\mathcal{C}}$ is a collection of cliques, i.e., none of the edges from the same clique can be assigned to the same machine. For this case, they achieved a PTAS for identical machine scheduling. For unrelated machine scheduling, they proved a $(\log n)^{1 / 4}$-inapproximability unless NP $\subseteq \operatorname{ZPTIME}\left(2^{(\log n)^{O(1)}}\right)$. For the positive side, Page and Solis-Oba [24] provided a $b$-approximation, where $b$ is the number of cliques in $G_{\mathcal{C}}$. They also gave a $b / 2$-approximation for the restricted case that $\max _{e \in E}|e|=2$.

## Further related works

A problem directly related to min-max graph balancing is the max-min fair allocation, for which the goal is to maximize the minimum workload of the machines under the same set of inputs $[6,4]$. For the unrelated scheduling case, i.e., $p: E \times V \mapsto \mathbb{Z} \geq 0$, it is known that, $(2-\epsilon)$-approximation for any $\epsilon>0$ is NP-hard to obtain [6]. For any $\epsilon=\Omega(\log \log n / \log n)$, Chakrabarty et al. [8] provided an $O\left(n^{\epsilon}\right)$-approximation in $O\left(n^{1 / \epsilon}\right)$-time. Furthermore, it is known that, the integrality gap of configuration LP is $\Omega(\sqrt{|V|})$ even when $|E|=O(|V|)$ [4].

For the restricted assignment case, i.e., $p: E \mapsto \mathbb{Z}^{\geq 0}$, it is known that $(2-\epsilon)$ approximation is still NP-hard to obtain [6]. Bansal and Sviridenko [4] presented an $O(\log \log m / \log \log \log m)$-approximation based on rounding the configuration LP. In a series of follow-up works [17, 2, 12] and a very recent work due to Haxell and Szabó [18], the integrality gap of configuration LP for this case is narrowed down to 3.534.

The first constant factor approximation for this case was obtained by Annamalai et al. [1], which introduced the concept of lazy updates on the algorithm of [2] for polynomial-time termination. The approximation guarantee was further improved to $6[11,14]$ and then 4 [12], by further deriving more structures for the local search algorithm. For the case for which $\max _{e}|e|=2$, a tight 2-approximation can be obtained [8]. Notably, this is also the only special case for which the exact approximability is known for max-min fair allocation.

## Our Results and Contributions

In this paper, we study the complexity of unrelated graph balancing problem with SNC constraints and provide a clear landscape on the approximability of this problem with respect to different structures of input graphs. In contrast to the previous works, e.g., [20, 25, 13, 24], which mostly considered SNC constraints with special structures, we always keep SNC constraints in its most general form and discuss the complexity of the problem.

First, we show that, in the most general setting, either $\max _{e \in E}|e| \geq 3$ or $\max _{i}\left|C_{i}\right| \geq 3$ directly makes it NP-hard to even determine the existence of a feasible solution for the input instance. Hence, the case that $\max _{e \in E}|e|=\max _{i}\left|C_{i}\right|=2$ is the only case for which approximation solutions can be obtained in terms of polynomial-time computations.

Even for the case $\max _{e \in E}|e|=\max _{i}\left|C_{i}\right|=2$, determining the feasibility of the input instance is still not a trivial task to accomplish. For this, we provide a characterization of infeasible instances that can be checked in polynomial-time. This is done by transforming the problem into an implication graph between the assignments.

Then, we present a 2-approximation algorithm for the case with $\max _{e \in E}|e|=\max _{i}\left|C_{i}\right|=$ 2. Our ingredient for this part is LP-rounding that further exploits the implication between assignments. We transform the concept into a directed acyclic graph (DAG), for which we design a specific assignment LP. We provide a threshold-based rounding, which follows the topological ordering of the DAG. The feasibility of the rounded solution is then ensured by the DAG structure.

Note that, even when there is no SNC constraint, the ratio of 2 is still the best approximation guarantee known for the case with $\max _{e \in E}|e|=2$. We also remark that, our approach is general and can be directly applied to similar problems, e.g., scheduling with SNC constraints to minimize the weighted completion time, to obtain a 2 -approximation guarantee.

It is also worth noting that, the techniques by Ebenlendr et al. [16] and Chakrabarty et al. [8], which are used to obtain approximation results for the restricted assignment case with no SNC constraints, do not seem to be applicable here. A key step in their rounding algorithms is to fractionally-round a cycle for $G$ while keeping the remaining assignments unchanged. With the SNC constraints in place, such a rounding step is not guaranteed.

To compose a complete landscape for this problem, further special cases for $G$ are discussed. For the case when $|V| \leq 2$, we show that a fully polynomial-time approximation scheme (FPTAS) can be obtained, based on a pseudo-polynomial time dynamic programming algorithm. Note that this case already contains the partition problem as its special case and is NP-hard to solve. On the other hand, we show that the problem is at least as hard as vertex cover to approximate when $|V| \geq 3$. Hence, assuming the unique game conjecture, our approximation result is already tight for this case.

## Organization of this Paper

The rest of this paper is organized as follows. In Section 2, we provide the hardness result when $\max _{e \in E}|e| \geq 3$ or $\max _{i}\left|C_{i}\right| \geq 3$. In Section 3, we present a characterization for infeasible instances and our 2-approximation algorithm. We provide our FPTAS for $|V| \leq 2$ and the hardness results for $|V| \geq 3$ in Section 4.

## 2 Preliminaries

In the min-max SNC-graph balancing problem, we are given a tuple $\Psi=(G=(V, E), p, \mathcal{C})$, where $G=(V, E)$ is a hypergraph, $p: E \times V \mapsto \mathbb{Z}^{\geq 0}$ is a vertex-dependent edge weight function, and $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ is a collection of edge subsets that is referred to as the SNC constraints.

An edge orientation (assignment) is a function $\sigma$ that maps each edge to one of its endpoints, i.e., $\sigma(e) \in e$ for all $e \in E$, and the orientation $\sigma$ is said to be feasible if, for any $1 \leq i \leq k$, there exists $e, e^{\prime} \in C_{i}$ such that $\sigma(e) \neq \sigma\left(e^{\prime}\right)$, i.e., not all edges in $C_{i}$ are assigned to the same vertex. The workload of a vertex $v \in V$ w.r.t. $\sigma$ is defined to be the total weight of the edges assigned to it, i.e., $\sum_{e \in E \text { s.t. } \sigma(e)=v} p_{e, v}$. The goal of this problem is to compute a feasible edge orientation that minimizes the maximum workload of the vertices.

Let $\Psi=(G=(V, E), p, \mathcal{C})$ be an instance of the min-max SNC-graph balancing. For any edge orientation $\sigma$, we will use $\sigma^{-1}(v):=\{e \in E \mid \sigma(e)=v\}$ for any $v \in V$ to denote the set of edges that are assigned to $v$.

We say that $\Psi$ is an $(\alpha, \beta)$-instance if $\max _{e \in E}|e|=\alpha$ and $\max _{C \in \mathcal{C}}|C|=\beta$. In the $\min -\max (\alpha, \beta)$-SNC graph balancing problem, we assume that $\Psi$ is an $(\alpha, \beta)$-instance.

## Complexity of Min-Max $(\alpha, \beta)$-SNC Graph Balancing

In the following, we show that, when $\max (\alpha, \beta) \geq 3$, determining whether or not an $(\alpha, \beta)$ instance has a feasible solution is already an NP-hard problem. Hence, min-max (2, 2)-SNC graph balancing is the only case for which an approximation solution can be obtained in terms of polynomial-time computations.

For this, we consider the cases $\alpha \geq 3$ and $\beta \geq 3$ separately and construct NP-hard reductions for them. We note that, as the weight function $p$ plays no role in determining the feasibility of the instance, we will omit the construction detail for $p$.

First, for the case $\alpha \geq 3$, we make a reduction from the 3 -SAT problem. Let $\varphi=$ $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over $n$ variables $x_{1}, \ldots, x_{n}$. We construct an instance $\Psi=(G=(V, E), p, \mathcal{C})$ with $\max _{e \in E}|e| \leq 3$ as follows. For each variable $x_{i}$, we create two literal vertices $v_{x_{i}}$ and $v_{\neg x_{i}}$ and an edge $e_{x_{i}}=\left\{v_{x_{i}}, v_{\neg x_{i}}\right\}$. Intuitively, this edge is supposed to be oriented to the negated value of $x_{i}$ in a satisfying assignment, i.e., $e_{x_{i}}$ should be oriented to $v_{\neg x_{i}}$ if $x_{i}$ is true in a satisfying assignment and vice versa.

For each clause $c_{j}$, we construct a hyperedge $e_{c_{j}}$ which contains the three literal vertices that $c_{j}$ contains. Furthermore, for each clause $c_{j}$ and each variable, say, $x_{i}$, that appears in $c_{j}$, we create an SNC constraint $C_{j, i}=\left\{e_{c_{j}}, e_{x_{i}}\right\}$. Intuitively, the hyperedge $e_{c_{j}}$ for each clause $c_{j}$ is supposed to be oriented to one of the literals that is true in a satisfying assignment, and the consistency between the orientations of the variables and clauses is provided by the SNC constraints we created. We have the following lemma.

- Lemma 1. $\varphi$ is satisfiable if and only if there exists a feasible orientation for $\Psi$.

For the case $\beta \geq 3$, we make a reduction from 3-uniform hypergraph 2-coloring [15]. We show that, the problem of computing a feasible orientation for $(2,3)$-SNC graph balancing already contains the 3 -uniform hypergraph 2 -coloring problem as one of its special cases.

Recall that, in the 3-uniform hypergraph 2-coloring problem, we are given a 3-uniform hypergraph $G=(V, E)$ and the goal is to decide if there exists a 2-coloring of the vertices in $V$ such that no edge is monochromatic.

We construct an instance $\Psi^{\prime}=\left(G^{\prime}=\left(V^{\prime}, E^{\prime}\right), p, \mathcal{C}^{\prime}\right)$ with $\max _{C \in \mathcal{C}^{\prime}}|C|=3$ as follows. The vertex set $V^{\prime}$ consists of two vertices $v^{(0)}, v^{(1)}$ which correspond to the colors we are using. For each vertex $v \in V$, we create an edge $e_{v}$ in $E^{\prime}$ with end-points $v^{(0)}, v^{(1)}$. Note that this creates multi-edges between $v^{(0)}$ and $v^{(1)}$ in $G^{\prime}$. Intuitively, the orientation of $e_{v}$ corresponds to the color of vertex $v$ in a valid 2 -coloring.

For each 3-uniform hyperedge $e \in E$, say, with endpoints $u, v, w \in V$, we create an SNC constraint $C_{e}:=\left\{e_{u}, e_{v}, e_{w}\right\}$ in $\mathcal{C}^{\prime}$. Intuitively, the SNC constraint requires that not all endpoints of $e$ are assigned to the same vertex, and this models the feasibility of the 2 -coloring for $G$. The following lemma establishes the correctness of the reduction.

- Lemma 2. $G$ is 2-colorable if and only if $\Psi^{\prime}$ is feasible.

By Lemma 1 and Lemma 2, we obtain the following theorem.

- Theorem 3. When $\max (\alpha, \beta) \geq 3$, it is NP-hard to determine the feasibility of $(\alpha, \beta)$ instances for the min-max SNC graph balancing problem.


## 3 Min-Max (2, 2)-SNC Graph Balancing

In this section, we consider the min-max (2,2)-SNC graph balancing problem. First, we present a characterization of feasible instances that can be tested in polynomial-time. Then, we introduce a set of structural properties and modifications on the instance followed with an assignment LP and obtain a 2-approximation for feasible instances of this problem.

Let $\Psi=(G=(V, E), p, \mathcal{C})$ be an instance of min-max (2,2)-SNC graph balancing, i.e., $|e| \leq 2$ for all $e \in E$ and $|C|=2$ for all $C \in \mathcal{C}$. To simply the notation, for any $e \in E$ and any $v \in e$, we will use $e \backslash v$ to denote the endpoint of $e$ other than $v$. Furthermore, $e \backslash v$ is defined to be $\phi$ if $v$ is the only endpoint of $e$, i.e., $e$ is a self-loop.

### 3.1 The Implication Graph and a Feasibility Characterization

In the following, we first define the concept of implication graph $H$ for $\Psi$ and a set of bad implications in the implication graph $H$. Then we show that $\Psi$ is feasible if and only if there exists no bad implication in $H$.

Consider any SNC constraint $\left\{e, e^{\prime}\right\} \in \mathcal{C}$. If $v$ is a common endpoint of $e$ and $e^{\prime}$, i.e., $v \in e \cap e^{\prime}$, and if $e$ is already assigned to $v$, then $e^{\prime}$ must not be assigned to $v$ in any feasible assignment. In other words, $e^{\prime}$ must be assigned to $e^{\prime} \backslash v$. In this scenario, we say that the assignment of $e$ to $v$ implies the assignment of $e^{\prime}$ to $e^{\prime} \backslash v$.

The above observation defines the directed implication graph $H=\left(V_{H}, E_{H}\right)$. The vertex set $V_{H}$ consists of two types of nodes, namely,

- $u_{e, v}$ for each $e \in E$ and each $v \in e$, and
- $u_{e, \phi}$ for each $e \in E$ with $|e|=1$.

Intuitively, we construct $H$ in a way such that, if $u_{e, v}$ is implied by a directed arc in $E_{H}$, then $e$ is supposed to be assigned to $v$ in any feasible assignment. Furthermore, if $u_{e, \phi}$ is implied by an arc, then the instance $\Psi$ is infeasible.

The directed arcs in $E_{H}$ are defined as follows. For each SNC constraint $\left\{e, e^{\prime}\right\} \in \mathcal{C}$ and each $v \in e \cap e^{\prime}$, we create two arcs: One from $u_{e, v}$ to $u_{e^{\prime}, e^{\prime} \backslash v}$ and the other from $u_{e^{\prime}, v}$ to $u_{e, e \backslash v}$. Intuitively, the two arcs indicate that, if one of $e$ or $e^{\prime}$ is assigned to $v$, then the other edge must be assigned to the vertex other than $v$.

Following the above concept, we use $u_{e, v} \xrightarrow{+} u_{e^{\prime}, v^{\prime}}$ to denote the scenario where there exists a path of nonzero length from $u_{e, v}$ to $u_{e^{\prime}, v^{\prime}}$ in $H$. If both $u_{e, v} \xrightarrow{+} u_{e^{\prime}, v^{\prime}}$ and $u_{e^{\prime}, v^{\prime}} \xrightarrow{+} u_{e, v}$, then we write $u_{e, v} \stackrel{+}{\leftrightarrow} u_{e^{\prime}, v^{\prime}}$. Intuitively, if $u_{e, v} \stackrel{+}{\leftrightarrow} u_{e^{\prime}, v^{\prime}}$, then there exists a cycle that passes both $u_{e, v}$ and $u_{e^{\prime}, v^{\prime}}$. Furthermore, the assignment of any edge on the nodes of this cycle will uniquely determine the assignments of all the edges on the nodes of the same cycle.

- Definition 4 (Bad Implication). The following chains of implications are considered bad.

1. There exists a cycle in $H$ that passes through both $u_{e, v}$ and $u_{e, v^{\prime}}$ for some $e=\left\{v, v^{\prime}\right\} \in E$, i.e., $u_{e, v} \stackrel{+}{\leftrightarrow} u_{e, v^{\prime}}$ for some $e=\left\{v, v^{\prime}\right\} \in E$.
2. $u_{e, \phi}$ is implied by $u_{e, v}$ for some $e=\{v\} \in E$, i.e., $u_{e, v} \xrightarrow{+} u_{e, \phi}$ for some $e=\{v\} \in E$.

Clearly, the instance $\Psi$ is infeasible if $u_{e, v}$ and $u_{e, v^{\prime}}$ imply each other for some $e=\left\{v, v^{\prime}\right\}$ or $u_{e, \phi}$ is implied by $u_{e, v}$ for some $e=\{v\} \in E$. The following lemma, on the contrary, shows that the obvious necessary condition is also sufficient.

- Lemma 5. $\Psi$ has a feasible orientation if and only if there is no bad implication in $H$.

Although Lemma 5 can be proved directly, we chose to prove it in an implicit way. We show in the following sections that, when there is no bad implication in $H$, a 2-approximation for $\Psi$ can be computed based on LP-rounding. This completes the proof of Lemma 5.

We also note that, the existence of bad implications can be tested in polynomial-time by simple graph traversal in $H$. We obtain the following theorem.

- Theorem 6. The feasibility of $\Psi$ can be tested in polynomial-time.


### 3.2 Unique Edge Orientation and Strongly Connected Components

In the following, we assume that no bad implication exists in the implication graph $H$. We further simplify the structure of $H$ by identifying

1. edges whose orientations can be uniquely determined, and
2. edges whose orientations are implied by each other.

In the former case, the edges will be assigned directly as dedicated workloads that each vertex in $V$ possesses. The latter case corresponds to strongly connected components (SCCs) in $H$ to be contracted and treated as a single vertex. When this process ends, we obtain a simplified implication graph $H^{\prime \prime}=\left(V_{H^{\prime \prime}}, E_{H^{\prime \prime}}\right)$, which is directed acyclic, and a dedicated workload function $q: V \mapsto \mathbb{Z} \geq 0$ of the vertices. In the following we describe the details.

## Unique Edge Orientation

Observe that, the assignment of an edge $e \in E$ with $v \in e$ can be uniquely determined if one of the following two cases holds.

- $e=\{v\}$, i.e., $e$ is a self-loop. Then $e$ must be assigned to $v$.
- $u_{e, v^{\prime}} \xrightarrow{+} u_{e, v}$, where $e=\left\{v, v^{\prime}\right\}$. In this case, it also follows that $e$ must be assigned to $v$.

In addition, provided that the edge $e$ is to be assigned to $v$, all the nodes (assignments) that are further implied by $u_{e, v}$ in $H$ must be realized as well. On the other hand, the opposite direction of the realized assignments, e.g., $u_{e, e \backslash v}$, must never be made and should be removed from the implication graph $H$.

In the following, we describe a unifying approach to handle the above two cases. We start with a zero dedicated workload function $q \leftarrow 0$ and repeat the following steps while there exists some $v \in e \in E$ such that either $|e|=1$ or $u_{e, e \backslash v} \xrightarrow{+} u_{e, v}$.

Inside the main while loop, we pick one such $v \in e \in E$ and do the following. Let

$$
A \leftarrow\left\{u_{e, v}\right\} \cup\left\{\ell \in V_{H} \mid u_{e, v} \xrightarrow{+} \ell\right\}
$$

be the set of nodes (assignments) in $H$ that are implied by $u_{e, v}$, i.e., the set of nodes reachable from $u_{e, v}$. Intuitively, the assignments in $A$ must be realized as well. On the contrary, let

$$
B \leftarrow\left\{u_{e^{\prime}, e^{\prime} \backslash v^{\prime}} \mid u_{e^{\prime}, v^{\prime}} \in A\right\}
$$

be the set of nodes that make the opposite directions of assignments to the nodes in $A$. Intuitively, the assignments in $B$ must not be realized.

Then, we do the following updates. For each node, say, $u_{e^{\prime}, v^{\prime}} \in A$, we assign $e^{\prime}$ to $v^{\prime}$ and add $p_{e^{\prime}, v^{\prime}}$ to $q_{v^{\prime}}$ as dedicated loads of $v^{\prime}$ accordingly. Then we remove both $A$ and $B$ from $H$ and proceed to the next iteration until there exists no $v \in e \in E$ with $|e|=1$ or $u_{e, e \backslash v} \xrightarrow{+} u_{e, v}$. In the following, we use Algorithm A to denote the above process.

In the following, we show that, for any $e \in E$ and any $v \in e$, the two nodes $u_{e, v}$ and $u_{e, e \backslash v}$ cannot belong to $A$ at the same time. Hence, the concepts of $A$ and $B$ in Algorithm A are well-defined. We begin with the following structural lemma for $H$. Intuitively, it provides a reversed symmetric property for the conjugating pair of nodes in $H$ in that, whenever $u_{e, v} \xrightarrow{+} u_{e^{\prime}, v^{\prime}}$ for some $u_{e, v}, u_{e^{\prime}, v^{\prime}} \in V_{H}$, their conjugating partners, $u_{e, e \backslash v}$ and $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}}$, must have a reversed implication relation $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}} \xrightarrow{+} u_{e, e \backslash v}$.

- Lemma 7. Let $e, e^{\prime} \in E$ with $v \in e, v^{\prime} \in e^{\prime}$. If $u_{e, v} \xrightarrow{\rightarrow} u_{e^{\prime}, v^{\prime}}$, then $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}} \xrightarrow{+} u_{e, e \backslash v}$.

Proof. We prove by induction on the length $n$ of the shortest path from $u_{e, v}$ to $u_{e^{\prime}, v^{\prime}}$. If $n=1$, then by the definition of $H$, we have $\left\{e, e^{\prime}\right\} \in \mathcal{C}$ and $v \in e \cap e^{\prime}$, and $v=e^{\prime} \backslash v^{\prime}$. Hence, when $e^{\prime}$ is assigned to $v, e$ must be assigned to $e \backslash v$. Therefore we have $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}} \xrightarrow{+} u_{e, e \backslash v}$.

Assume that the statement holds when the length of the shortest path from $u_{e, v}$ to $u_{e^{\prime}, v^{\prime}}$ is at most $n$. Then for the length $n+1$, pick an arbitrary intermediate vertex $\ell$ on the shortest path from $u_{e, v}$ to $u_{e^{\prime}, v^{\prime}}$. That is to say, $u_{e, v} \xrightarrow{+} \ell$ and $\ell \xrightarrow{+} u_{e^{\prime}, v^{\prime}}$. It follows that the lengths of both subpaths is at most $n$. So by assumption, we have $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}} \xrightarrow{+} \ell^{\prime} \xrightarrow{+} u_{e \backslash v}$, where $\ell^{\prime}$ is the conjugating pair of $\ell$. This proves the lemma.

The following lemma shows that the concepts of $A$ and $B$ in Algorithm A are well-defined.

- Lemma 8. For any $v \in e \in E, u_{e, v} \in A$ implies that $u_{e, e \backslash v} \notin A$.

Proof. Consider any iteration in Algorithm A. Let $\left(v^{*}, e^{*}\right)$, where $v^{*} \in e^{*} \in E$, denote the pair that is selected in the beginning of the iteration such that either $\left|e^{*}\right|=1$ or $u_{e^{*}, e^{*} \backslash v^{*}} \xrightarrow{+} u_{e^{*}, v^{*}}$.

Assume for contradiction that, for some $v \in e \in E$, both $u_{e, v}$ and $u_{e, e \backslash v}$ are in $A$. Depending on whether or not $e=e^{*}$, we distinguish two cases and show that they both lead to bad implications in $H$. Note that this will be a contradiction to our assumption in $H$.

- $e=e^{*}$ and $v=v^{*}$, i.e., $(e, v)$ is the pair chosen in the beginning of this iteration. In this case, since $u_{e^{*}, e^{*} \backslash v^{*}}=u_{e, e \backslash v} \in A$, we have $u_{e^{*}, v^{*}} \xrightarrow{+} u_{e^{*}, e^{*} \backslash v^{*}}$, which is a bad implication. - Assume that $e \neq e^{*}$. Since both $u_{e, v}, u_{e, e \backslash v} \in A$, it follows that

$$
\begin{equation*}
u_{e^{*}, v^{*}} \xrightarrow{+} u_{e, v} \quad \text { and } \quad u_{e^{*}, v^{*}} \xrightarrow{+} u_{e, e \backslash v} \tag{1}
\end{equation*}
$$

hold at the same time. By Lemma 7, this implies that

$$
\begin{equation*}
u_{e, e \backslash v} \xrightarrow{+} u_{e^{*}, e^{*} \backslash v^{*}} \quad \text { and } \quad u_{e, v} \xrightarrow{+} u_{e^{*}, e^{*} \backslash v^{*}} \tag{2}
\end{equation*}
$$

hold at the same time. We further consider the two subcases for which $\left|e^{*}\right|=1$ or not.
= If $\left|e^{*}\right| \neq 1$, then we have $u_{e^{*}, e^{*} \backslash v^{*}} \xrightarrow{+} u_{e^{*}, v^{*}}$ by the condition we pick at the beginning of the while loop. Then we have $u_{e, e \backslash v} \xrightarrow{+} u_{e^{*}, e^{*} \backslash v^{*}} \xrightarrow{+} u_{e^{*}, v^{*}} \xrightarrow{+} u_{e, v}$ by (1) and (2), which is bad.

- If $\left|e^{*}\right|=1$, then $u_{e^{*}, v^{*}} \xrightarrow{+} u_{e, v} \xrightarrow{+} u_{e^{*}, e^{*} \backslash v^{*}}$ is a bad implication since $u_{e^{*}, e^{*} \backslash v^{*}}=u_{e^{*}, \phi}$.

In all cases, it leads to a bad implication, which is a contradiction to the assumption that $\Psi$ is a feasible instance. This proves the lemma.

By Algorithm A, we assume in the following that there are no self-loops in $G$ and for any $e=\left\{v, v^{\prime}\right\} \in E$, none of $u_{e, v}$ or $u_{e, v^{\prime}}$ imply each other. Furthermore, we have a dedicated workload function $q$ for the vertices in $V$.

## Handling the Strongly Connected Components

Consider the case that $\ell \stackrel{+}{\leftrightarrows} \ell^{\prime}$ for some $\ell, \ell^{\prime} \in V_{H}$. Clearly this corresponds to a directed cycle of implications, say, $C$, in $H$ and constitutes as part of a strongly connected component (SCC), say, $C^{\prime}$. It follows that, for any node on the cycle, say $u_{e, v} \in C$, if the orientation of $e$ is determined, then the orientation of all the remaining edges to which the nodes on the cycle correspond is also determined.

In fact, it is straightforward to verify that, the orientation of all the edges in the component $C^{\prime}$ are mutually bound to each other. From this observation, the whole component $C^{\prime}$ can be treated as a single node in the implication graph $H$, since the assignments of all the edges on the nodes of this component are bound together.

In the following we formally define this concept. Let $H^{\prime}$ be the updated implication graph after Algorithm A is applied and $C_{1}^{\prime}, C_{2}^{\prime}, \ldots, C_{k}^{\prime}$ be the SCCs we have in $H^{\prime}$.

Define the contracted implication graph $H^{\prime \prime}=\left(V_{H^{\prime \prime}}, E_{H^{\prime \prime}}\right)$ as follows. For each $1 \leq i \leq k$, we have a vertex $v_{i}$ in $V_{H^{\prime \prime}}$ that represents the component $C_{i}^{\prime}$. For any $1 \leq i, j \leq k$, we draw an $\operatorname{arc}\left(v_{i}, v_{j}\right)$ in $E_{H^{\prime \prime}}$ if there is an $\operatorname{arc}\left(\ell, \ell^{\prime}\right)$ that connects some $\ell \in C_{i}^{\prime}$ to some $\ell^{\prime} \in C_{j}^{\prime}$.

Intuitively, the graph $H^{\prime \prime}$ is obtained by contracting each SCC in $H^{\prime}$ into a single vertex. Since there is a one-to-one correspondence between SCCs in $H^{\prime}$ and the vertices in $V_{H^{\prime \prime}}$, we will use $\delta(s)$ for any $s \in V_{H^{\prime \prime}}$ to denote the SCC to which $s$ corresponds in $H^{\prime}$. The following lemma is straightforward to verify.

- Lemma 9. $H^{\prime \prime}$ is acyclic.

The following structural lemma for SCCs in $H^{\prime}$, obtained from Lemma 7, shows that SCCs in $H^{\prime}$ also form conjugating pairs, regardless of their sizes.

- Lemma 10. For any $e, e^{\prime} \in E$ with $v \in e, v^{\prime} \in e^{\prime}$, if $u_{e, v}$ and $u_{e^{\prime}, v^{\prime}}$ belong to the same $S C C$, then $u_{e, e \backslash v}$ and $u_{e^{\prime}, e^{\prime} \backslash v^{\prime}}$ must belong to the same SCC as well.


Figure 1 An illustration of the definition of conjugating pairs in $V_{H^{\prime \prime}}$.
Lemma 10 allows the concept of conjugation for SCCs to be defined. Formally, for any $s \in V_{H^{\prime \prime}}$ and any $u_{e, v} \in \delta(s)$, define $\bar{s}$ to be the vertex in $V_{H^{\prime \prime}}$ such that $\delta(\bar{s})$ contains the node $u_{e, e \backslash v}$. Note that, by Lemma 10, the vertex $\bar{s}$ is uniquely defined for each $s \in V_{H^{\prime \prime}}$. Also see Figure 1 for an illustration.

### 3.3 A 2-Approximation Algorithm

Let $H^{\prime \prime}=\left(V_{H^{\prime \prime}}, E_{H^{\prime \prime}}\right)$ be the simplified implication graph we obtained from Section 3.2. Note that $H^{\prime \prime}$ is acyclic by Lemma 9. Now we are ready to describe our assignment LP LP-( $T$ ) for this problem and our 2-approximation algorithm.

For each vertex $s \in V_{H^{\prime \prime}}$, we introduce a decision variable $x_{s} \in\{0,1\}$ to indicate whether or not the assignments specified in the nodes of the SCC $\delta(s)$ should be realized. In this regard, for any $v \in V$, define $p_{s}(v):=\sum_{e \in E \text { s.t. } u_{e, v} \in \delta(s)} p_{e, v}$ to be the workload vertex $v \in V$ will receive, if the assignments in $\delta(s)$ are realized.

Let $T \geq 0$ be the target maximum workload of the vertices to be achieved. We have the following feasibility LP relaxation with respect to the target value $T$.

$$
\begin{array}{ll}
\sum_{s \in V_{H^{\prime \prime}}} p_{s}(v) \cdot x_{s}+q_{v} \leq T, & \forall v \in V, \\
x_{s}+x_{\bar{s}}=1, & \forall s \in V_{H^{\prime \prime}}, \\
x_{s} \leq x_{s^{\prime}}, & \forall\left(s, s^{\prime}\right) \in E_{H^{\prime \prime}} \\
x_{s} \geq 0, & \forall s \in V_{H^{\prime \prime}} \tag{3d}
\end{array}
$$

In the above LP formulation, the constraint (3a) models the maximum workload $T$ for each $v \in V$. The second constraint (3b) states that, for each conjugating pair of SCCs, exactly one type of orientation is made. The third constraint (3c) models the arc of implication in $H^{\prime \prime}$, namely, if $\left(s, s^{\prime}\right) \in E_{H^{\prime \prime}}$ and $x_{s}$ is 1 , then $x_{s^{\prime}}$ must also be 1 .

## The Algorithm

Our algorithm goes as follows. First, it uses binary search to compute the smallest $T_{0}$ such that LP- $\left(T_{0}\right)$ is feasible. Let $\hat{\sigma}$ be an optimal assignment for $\Psi$ and $\hat{T}$ be the maximum workload of $\hat{\sigma}$. Then, it follows that $T_{0}$ must be a lower-bound of $\hat{T}$, since $\hat{\sigma}$ corresponds to a set of feasible solution for LP- $(\hat{T})$. Let $x^{*}$ be a fractional solution for LP- $\left(T_{0}\right)$.

In the following, we describe a procedure that rounds $x^{*}$ into an integer solution $\tilde{x}$ such that the workload of each vertex is at most doubled. Define

$$
S^{\neq}:=\left\{s \in V_{H^{\prime \prime}} \left\lvert\, x_{s}^{*} \neq \frac{1}{2}\right.\right\} \quad \text { and } \quad S^{=}:=\left\{s \in V_{H^{\prime \prime}} \left\lvert\, x_{s}^{*}=\frac{1}{2}\right.\right\} .
$$

For any $s \in S^{\neq}$, define

$$
\tilde{x}_{s}:= \begin{cases}1, & \text { if } x_{s}^{*}>1 / 2 \\ 0, & \text { if } x_{s}^{*}<1 / 2\end{cases}
$$

By constraint (3b), if $x_{s}^{*}>1 / 2$ for some $s \in S^{\neq}$, then it follows that $x_{\bar{s}}^{*}<1 / 2$ and vice versa. Hence, the above setting of $\tilde{x}$ keeps constraint (3b) satisfied. Furthermore, the workload each vertex receives is at most doubled since $x_{s}^{*}$ is rounded up only when it is at least $1 / 2$.

However, for any component $s \in S^{=}$, we have $\bar{s} \in S^{=}$as well. Hence, $x_{s}^{*}$ and $x_{\bar{s}}^{*}$ cannot both be rounded up at the same time since constraint (3b) will be violated. To resolve the rounding problem for components in $S^{=}$, we use the fact that $H^{\prime \prime} \backslash S^{\neq}$is still a DAG and consider the topological order of the components in $S^{=}$.

Let $S:=H^{\prime \prime} \backslash S^{\neq}$. Repeat the following steps until $S$ becomes empty. In each iteration, pick a component $s \in S$ with zero out-degree. Intuitively, the orientation of $s$ does not affect the orientation of the remaining components in $S$. We set $\tilde{x}_{s}$ to be 1 and $\tilde{x}_{\bar{s}}$ to be zero. Then we remove both $s$ and $\bar{s}$ from $S$. This process is repeated until $S$ becomes empty.

To obtain an orientation for the edges in $E$, we make the assignments specified in each SCC $s$ with $\tilde{x}_{s}=1$. In particular, for each $s \in V_{H^{\prime \prime}}$ with $\tilde{x}_{s}=1$ and each node, say, $u_{e, v} \in \delta(s)$, we assign $e$ to $v$ by setting $\sigma(e)=v$. Then we output $\sigma$ to be the approximate solution for $\Psi$.

The following lemma shows that, in any iteration of the above rounding procedure, if a component $s$ has zero out-degree, then $\bar{s}$ must have a zero in-degree. This shows that our rounding procedure for components in $S^{=}$is well-defined.

- Lemma 11. For any $s \in V_{H^{\prime \prime}}$, if $s$ has zero out-degree, then $\bar{s}$ must have a zero in-degree.

The following lemma shows that $\sigma$ is a feasible orientation for $\Psi$. Note that this also completes the proof for Lemma 5 and our characterization on the feasibility of (2,2)-SNC graph balancing.

- Lemma 12. $\sigma$ is feasible for $\Psi$.

Proof. As an integer solution for LP-( $T$ ) corresponds naturally to a feasible assignment, it suffices to show that $\tilde{x}$ is feasible for LP- $(T)$ for some $T$.

Clearly $\tilde{x}$ satisfies constraint (3b) and (3d) in LP- $\left(T_{0}\right)$. For the constraint (3c), consider any $\left(s, s^{\prime}\right) \in E_{H^{\prime \prime}}$. Since $x^{*}$ is a feasible solution for LP- $\left(T_{0}\right)$, we have $x_{s}^{*} \leq x_{s^{\prime}}^{*}$. We will show that $\tilde{x}_{s} \leq \tilde{x}_{s^{\prime}}$. Depending on the values of $x_{s}^{*}$ and $x_{s^{\prime}}^{*}$, we consider the following cases. - If $1 / 2<x_{s}^{*} \leq x_{s^{\prime}}^{*}$ or $x_{s}^{*} \leq x_{s^{\prime}}^{*}<1 / 2$, then $\tilde{x}_{s}=\tilde{x}_{s^{\prime}}$ by our rounding scheme.

- If $x_{s}^{*}<1 / 2$ or $1 / 2<x_{s^{\prime}}^{*}$, then $\tilde{x}_{s}=0$ for the former case or $\tilde{x}_{s^{\prime}}=1$ for the latter case. In both cases, $\tilde{x}_{s} \leq \tilde{x}_{s^{\prime}}$ holds.
- For the remaining case for which $x_{s}^{*}=x_{s^{\prime}}^{*}=1 / 2$, assume for contradiction that constraint (3c) is not satisfied, i.e., $\tilde{x}_{s}=1$ and $\tilde{x}_{s^{\prime}}=0$.
Since $\tilde{x}_{s}=1$, we know that $s^{\prime}$ has already been removed from $H^{\prime \prime}$ when $s$ is selected to be rounded up by the algorithm. Since $\tilde{x}_{s^{\prime}}=0$, we know that $s^{\prime}$ was removed because its conjugating pair was selected and removed. But this will be a contradiction to Lemma 11 since the in-degree of $s^{\prime}$ was at least 1 at that time. Hence, constraint (3c) also holds.
This proves the feasibility of $\tilde{x}$ for LP- $(T)$ for some $T$.
It remains to prove the following theorem.
- Theorem 13. $\sigma$ can be computed in polynomial-time and is a 2-approximation for $\Psi$.

Proof. It is clear that the computation can be done in polynomial-time. For each vertex $v \in V$, we know that the workload of $v$ is

$$
\sum_{e \in \sigma^{-1}(v)} p_{e, v}=\sum_{s \in V_{H^{\prime \prime}}} \tilde{x}_{s} \cdot\left(\sum_{u_{e, v} \in \delta(s)} p_{e, v}\right)+q_{v}=\sum_{s \in V_{H^{\prime \prime}}} \tilde{x}_{s} p_{s}(v)+q_{v}
$$

Observe that for any $s \in V_{H^{\prime \prime}}, \tilde{x}_{s}=1$ only when $x_{s}^{*} \geq 1 / 2$. Hence we have $\tilde{x}_{s} \leq 2 \cdot x_{s}^{*}$. It follows that, for each vertex $v \in V$, we have

$$
\sum_{s \in V_{H^{\prime \prime}}} \tilde{x}_{s} p_{s}(v)+q_{v} \leq \sum_{s \in V_{H^{\prime \prime}}} 2 \cdot x_{s}^{*} p_{s}(v)+q_{v} \leq 2 \cdot T_{0} \leq 2 \cdot \hat{T}
$$

where $\hat{T}$ is the maximum workload of the optimal assignment $\hat{\sigma}$ and in the last inequality we use the fact that $T_{0}$ is the smallest value such that $\operatorname{LP}-\left(T_{0}\right)$ is feasible.

## Integrality Gap of LP-(T)

In the following we show that the integrality gap of $\operatorname{LP}-(T)$ is 2 . This shows that the approximation ratio we obtained for this problem is tight in terms of the LP we use. Consider the instance shown in Figure 2 with the weights $p_{e_{1}, a}=p_{e_{5}, b}=p_{e_{3}, a}=p_{e_{3}, b}=1$ and all other 0 , and the SNC constraints $\mathcal{C}=\left\{\left\{e_{1}, e_{2}\right\},\left\{e_{2}, e_{3}\right\},\left\{e_{3}, e_{4}\right\},\left\{e_{4}, e_{5}\right\}\right\}$.

Observe that no matter $e_{3}$ is oriented to $a$ or $b$, it always forces $e_{1}$ or $e_{5}$ to be oriented to the same vertex to which $e_{3}$ is oriented. Hence, the maximum workload of any feasible orientation is at least 2 . On the other hand, consider the simplified implication graph $H^{\prime \prime}$ of the instance, shown on the r.h.s. of Figure 2. Observe that, by setting $x_{s}=1 / 2$ for all $s \in V_{H^{\prime \prime}}$, all the constraints of LP- $(T)$ with $T=1$ are satisfied and we obtain a fractional orientation with maximum workload 1 . This shows that the integrality gap is at least 2 .


Figure 2 An example which shows that the integrality gap of $\operatorname{LP}-(T)$ is 2 . On the right hand side, we use $e, v$ to denote $u_{e, v}$ for notational simplicity.

## Extension to Weighted Completion Time with SNC Constraints.

Our approach for graph balancing with SNC constraints is general and can be applied to similar settings to obtain similar approximation guarantees. In the following, we sketch how our algorithm framework can be used to obtain a 2-approximation when the objective is to minimize the weighted completion time, instead of maximum workload.

In fact, apart from the different objective function we need in the LP formulation, the remaining parts are exactly the same. We have the following corollary.

- Corollary 14. We can compute a 2-approximation for the (2,2)-SNC graph balancing problem to minimize the weighted completion time.


## 4 Min-Max (2,2)-SNC Graph Balancing on Restricted Graphs

In this section, we present both approximation and hardness results for min-max (2, 2)-SNC graph balancing on restricted graphs to describe a complete landscape of this problem.

Let $\Psi=(G=(V, E), p, \mathcal{C})$ be an instance of min-max $(2,2)$-SNC graph balancing.

- Theorem 15. There is an FPTAS for min-max $(2,2)$-SNC graph balancing when $|V|=2$. When $|V| \geq 3$, this problem is at least as hard as vertex cover to approximate.

Note that, Theorem 15 provides a clear landscape on this problem and shows that, assuming the unique game conjecture (UGC), the approximation guarantee we obtained in this work is already tight even when $|V|=3$.
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#### Abstract

Given a set $P$ of $n$ points and a set $S$ of $m$ disks in the plane, the disk coverage problem asks for a smallest subset of disks that together cover all points of $P$. The problem is NP-hard. In this paper, we consider a line-separable unit-disk version of the problem where all disks have the same radius and their centers are separated from the points of $P$ by a line $\ell$. We present an $m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(m+n)\right)}+O((n+m) \log (n+m))$ time algorithm for the problem. This improves the previously best result of $O(n m+n \log n)$ time. Our techniques also solve the line-constrained version of the problem, where centers of all disks of $S$ are located on a line $\ell$ while points of $P$ can be anywhere in the plane. Our algorithm runs in $O(m \sqrt{n}+(n+m) \log (n+m))$ time, which improves the previously best result of $O(n m \log (m+n))$ time. In addition, our results lead to an algorithm of $n^{10 / 3} 2^{O\left(\log ^{*} n\right)}$ time for a half-plane coverage problem (given $n$ half-planes and $n$ points, find a smallest subset of half-planes covering all points); this improves the previously best algorithm of $O\left(n^{4} \log n\right)$ time. Further, if all half-planes are lower ones, our algorithm runs in $n^{4 / 3} 2^{O\left(\log ^{*} n\right)}$ time while the previously best algorithm takes $O\left(n^{2} \log n\right)$ time.
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## 1 Introduction

Given a set $P$ of $n$ points and a set $S$ of $m$ disks in the plane, the disk coverage problem asks for a smallest subset of disks such that every point of $P$ is covered by at least one disk in the subset. The problem is NP-hard, even if all disks have the same radius [15, 20]. Polynomial time approximation algorithms have been proposed for the problem and many of its variants, e.g., $[1,6,8,9,16,19]$.

Polynomial time exact algorithms are known for certain special cases. If all points of $P$ are inside a strip bounded by two parallel lines and the centers of all disks lie outside the strip, then the problem is solvable in polynomial time [3]. If all disks of $S$ contain the same point, polynomial time algorithms also exist [12,13]; in particular, applying the result in [8] (i.e., Corollary 1.7) yields an $O\left(m n^{2}(m+n)\right.$ ) time algorithm. In order to devise an efficient approximation algorithm for the general coverage problem (without any constraints), the line-separable version was considered in the literature [3, 7, 11], where disk centers are separated from the points by a given line $\ell$. A polynomial time 4 -approximation algorithm is given in [7]. Ambühl et al. [3] derived an exact algorithm of $O\left(m^{2} n\right)$ time. An improved $O(n m+n \log n)$ time algorithm is presented in [11] and another algorithm in [21] runs in $O\left(n \log n+m^{2} \log n\right)$ in the worst case.
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Figure 1 Illustrating the line-separable unitdisk case.


Figure 2 Illustrating the line-constrained case (all disks are centred on $\ell$ ).

The line-constrained version of the disk coverage problem has also been studied, where disk centers are on the $x$-axis while points of $P$ can be anywhere in the plane. Pedersen and Wang [21] considered the weighted case in which each disk has a weight and the objective is to minimize the total weight of the disks in the subset that cover all points. Their algorithm runs in $O((m+n) \log (m+n)+\kappa \log m)$ time, where $\kappa$ is the number of pairs of disks that intersect and $\kappa=O\left(m^{2}\right)$ in the worst case. They reduced the runtime to $O((m+n) \log (m+n))$ for the unit-disk case, where all disks have the same radius, as well as the $L_{\infty}$ and $L_{1}$ cases, where the disks are squares and diamonds, respectively [21]. The 1D problem where disks become segments on a line and points are on the same line is also solvable in $O((m+n) \log (m+n))$ [21]. Other types of line-constrained coverage problems have also been studied in the literature, e.g., $[2,4,5,18]$.

A related problem is when disks of $S$ are half-planes. For the weighted case, Chan and Grant [8] proposed an algorithm for the lower-only case where all half-planes are lower ones; their algorithm runs in $O\left(n^{4}\right)$ time when $m=n$. With the observation that a half-plane may be considered as a unit disk of infinite radius, the techniques of [21] solve the problem in $O\left(n^{2} \log n\right)$ time. For the general case where both upper and lower half-planes are present, Har-Peled and Lee [17] solved the problem in $O\left(n^{5}\right)$ time. Pedersen and Wang [21] showed that the problem can be reduced to $O\left(n^{2}\right)$ instances of the lower-only case problem and thus can be solved in $O\left(n^{4} \log n\right)$ time. To the best of our knowledge, we are not aware of any previous work particularly on the unweighted half-plane coverage problem.

### 1.1 Our result

We assume that $\ell$ is the $x$-axis and all disk centers are below or on $\ell$ while all points of $P$ are above or on $\ell$. We consider the line-separable version of the disk coverage problem with the following single-intersection condition: For any two disks, their boundaries intersect at most once in the half-plane above $\ell$. Note that this condition is satisfied in both the unit-disk case (see Fig 1) and the line-constrained case (see Fig. 2; more to explain below). Hence, an algorithm for this line-separable single-intersection case works for both the unit-disk case and the line-constrained case. Note that all problems considered in this paper are unweighted case in the $L_{2}$ metric.

For the above line-separable single-intersection problem, we give an algorithm of $O(m \sqrt{n}+$ $(n+m) \log (n+m))$ time in Section 3. Based on observations, we find that some disks are "useless" and thus can be pruned from $S$. After pruning those useless disks, the remaining disks have certain property so that we can reduce the problem to the 1D problem, which can then be easily solved. The overall algorithm is fairly simple conceptually. One challenge, however, is to show the correctness, namely, to prove why those "useless" disks are indeed useless. The proof is rather lengthy and technical. The bottleneck of the algorithm is to find those useless disks, for which we utilize the cuttings [10].

The line-constrained problem. Observe that the line-constrained problem where all disks of $S$ are centered on a line $\ell$ while points of $P$ can be anywhere in the plane is also a special case of the line-separable single-intersection problem. Indeed, for each point $p$ of $P$ below $\ell$, we could replace $p$ by its symmetric point with respect to $\ell$; in this way, we can obtain a set of points that are all above $\ell$. It is not difficult to see that an optimal solution using this new set of points is also an optimal solution for $P$. Further, since disks are centered on $\ell$, although their radii may not be equal, boundaries of any two disks intersect at most once above $\ell$. Hence, the problem is an instance of the line-separable single-intersection case. As such, applying our algorithm in Section 3 solves the line-constrained problem in $O(m \sqrt{n}+(n+m) \log (n+m))$ time; this improves the previous algorithm in [21], which runs in $O\left(n \log n+m^{2} \log m\right)$ time in the worst case.

The unit-disk case. To solve the line-separable unit-disk case, the algorithm in Section 3 still works. However, by making use of the property that all disks have the same radius, we further improve the runtime to $m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(m+n)\right)}+O((m+n) \log (m+n))$ in Section 4. This improves the $O(n m+n \log n)$ time algorithm in [11] as well as the $O\left(n \log n+m^{2} \log n\right)$ time one in [21]. The main idea of the improvement (over the algorithm in Section 3) is to explore the duality of certain subproblems in the algorithm (i.e., consider the corresponding problems on the centers of all unit disks of $S$ and the unit disks centered at the points of $P)$. We derive new algorithms for these dual subproblems and then combine them with the algorithms in Section 3 using recursion (the number of recursions is $O\left(\log ^{*}(n+m)\right)$ and this is why there is a factor $2^{O\left(\log ^{*}(m+n)\right)}$ in the time complexity).

The half-plane coverage problem. As in [21], our techniques also solve the half-plane coverage problem. Specifically, for the lower-only case, let $\ell$ be a horizontal line that is below all points of $P$. If we consider each half-plane as a unit disk of infinite radius with center below $\ell$, then the problem becomes an instance of the line-separable unit-disk coverage problem. Therefore, applying our result leads to an $m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(m+n)\right)}+O((m+n) \log (m+n))$ time algorithm. When $m=n$, this is $n^{4 / 3} 2^{O\left(\log ^{*} n\right)}$ time, improving the previous algorithm of $O\left(n^{2} \log n\right)$ time [21]. For the general case where both the upper and lower half-plane are present, using the method in [21] that reduces the problem to $O\left(n^{2}\right)$ instances of the loweronly case, the problem is now solvable in $m^{2 / 3} n^{8 / 3} 2^{\log ^{*}(m+n)}+O\left(n^{2}(m+n) \log (m+n)\right)$ time. When $m=n$, this is $n^{10 / 3} 2^{O\left(\log ^{*} n\right)}$ time, improving the previous algorithm of $O\left(n^{4} \log n\right)$ time [21].

## 2 Preliminaries

This section introduces some concepts and notations that we will use in the rest of the paper.
We follow the notation defined in Section 1, e.g., $P, S, m, n, \ell$. Without loss of generality, we assume that $\ell$ is the $x$-axis and points of $P$ are all above or on $\ell$ while centers of disks of $S$ are all below or on $\ell$. Under this setting, for each disk $s \in S$, only its portion above $\ell$ matters for our coverage problem. Hence, unless otherwise stated, a disk $s$ only refers to its portion above $\ell$. As such, the boundary of $s$ consists of an upper arc, i.e., the boundary arc of the original disk above $\ell$, and a lower segment, i.e., the intersection of $s$ with $\ell$. Notice that $s$ has a single leftmost (resp., rightmost) point, which is the left (resp., right) endpoint of the lower segment of $s$.

We assume that each point of $P$ is covered by at least one disk since otherwise there would be no feasible solution. Our algorithm is able to check whether the assumption is met. We make a general position assumption that no point of $P$ lies on the boundary of a disk
and no two points of $A$ have the same $x$-coordinate, where $A$ is the union of $P$ and the set of the leftmost and rightmost points of all disks. Degenerated cases can be easily handled by standard techniques of perturbation, e.g., [14].

For any point $p$ in the plane, we denote its $x$ - and $y$-coordinates by $x(p)$ and $y(p)$, respectively. We sort all the points of $P$ in ascending order of their $x$-coordinates, resulting in a sorted list $p_{1}, p_{2}, \cdots, p_{n}$. We also sort all disks in ascending order of the $x$-coordinates of their leftmost points, resulting in a sorted list $s_{1}, s_{2}, \cdots, s_{m}$. We use $S[i, j]$ to denote the subset $\left\{s_{i}, s_{i+1}, \cdots, s_{j}\right\}$; for convenience, $S[i, j]=\emptyset$ if $i>j$. For each disk $s_{i}$, let $l_{i}$ and $r_{i}$ denote its leftmost and rightmost points, respectively.

For any disk $s$, we use $S_{l}(s)$ (resp., $\left.S_{r}(s)\right)$ to denote the set of disks $S$ whose leftmost points are to the left (resp., right) of that of $s$. As such, if the index of $s$ is $i$, then $S_{l}(s)=S[1, i-1]$ and $S_{r}(s)=S[i+1, m]$. If disk $s^{\prime} \in S_{l}(s)$, then we also say that $s^{\prime}$ is to the left of $s$; similarly, if $s^{\prime} \in S_{r}(s)$, then $s^{\prime}$ is to the right of $s$.

For a point $p_{i} \in P$ and a disk $s_{k} \in S$, we say that $p_{i}$ is vertically above $s_{k}$ if $p_{i}$ is outside $s_{k}$ and $x\left(l_{k}\right)<x\left(p_{i}\right)<x\left(r_{k}\right)$.

If $S^{\prime}$ is a subset of $S$ that form a coverage of $P$, then we call $S^{\prime}$ a feasible solution. If $S^{\prime}$ is a feasible solution of minimum size, then $S^{\prime}$ is an optimal solution.

The non-containment property. Suppose a disk $s_{i}$ contains another disk $s_{j}$. Then $s_{j}$ is redundant for our problem since any point covered by $s_{j}$ is also covered by $s_{i}$. Those redundant disks can be easily identified and removed from $S$ in $O(m \log m)$ time (indeed, this is a 1D problem by observing that $s_{i}$ contains $s_{j}$ if and only if the lower segment of $s_{i}$ contains that of $s_{j}$ ). Hence, for solving our problem, we first remove such redundant disks and work on the remaining disks. For simplicity, from now on we assume that no disk of $S$ contains another. Therefore, $S$ has the following non-containment property, which our algorithm relies on.

- Observation 1. (Non-Containment Property) For any two disks $s_{i}, s_{j} \in S, x\left(l_{i}\right)<x\left(l_{j}\right)$ if and only if $x\left(r_{i}\right)<x\left(r_{j}\right)$.

Cuttings. One algorithmic tool we use is the cuttings [10]. Let $H$ denote the set of the upper arcs of all disks of $S$. Note that $|H|=m$.

For a parameter $r$ with $1 \leq r \leq m$, a $(1 / r)$-cutting $\Xi$ of size $O\left(r^{2}\right)$ for $H$ is a collection of $O\left(r^{2}\right)$ constant-complexity cells whose union covers the plane such that for any cell $\sigma$, $\left|H_{\sigma}\right| \leq m / r$ holds, where $H_{\sigma}$ is the subset of arcs of $H$ that intersect the interior of $\sigma\left(H_{\sigma}\right.$ is often called the conflict list in the literature). In our algorithm descriptions, we often use $S_{\sigma}$, defined as the subset of disks whose upper arcs are in $H_{\sigma}$.

Our algorithm actually uses hierarchical cuttings [10]. A cutting $\Xi^{\prime} c$-refines a cutting $\Xi$ if each cell of $\Xi^{\prime}$ is contained in a single cell of $\Xi$ and every cell of $\Xi$ contains at most $c$ cells of $\Xi^{\prime}$. Let $\Xi_{0}$ denote the cutting whose single cell is the entire plane. We define cuttings $\left\{\Xi_{0}, \Xi_{1}, \ldots, \Xi_{k}\right\}$, in which each $\Xi_{i}, 1 \leq i \leq k$, is a $\left(1 / \rho^{i}\right)$-cutting of size $O\left(\rho^{2 i}\right)$ that $c$-refines $\Xi_{i-1}$, for two constants $\rho$ and $c$. By setting $k=\left\lceil\log _{\rho} r\right\rceil$, the last cutting $\Xi_{k}$ is a $(1 / r)$-cutting. The sequence $\left\{\Xi_{0}, \Xi_{1}, \ldots, \Xi_{k}\right\}$ of cuttings is called a hierarchical $(1 / r)$-cutting of $H$. For a cell $\sigma^{\prime}$ of $\Xi_{i-1}, 1 \leq i \leq k$, that fully contains cell $\sigma$ of $\Xi_{i}$, we say that $\sigma^{\prime}$ is the parent of $\sigma$ and $\sigma$ is a child of $\sigma^{\prime}$. Thus the hierarchical $(1 / r)$-cutting can be viewed as a tree structure with $\Xi_{0}$ as the root. We often use $\Xi$ to denote the set of all cells in all cuttings $\Xi_{i}$, $0 \leq i \leq k$.

A hierarchical $(1 / r)$-cutting of $H$ can be computed in $O(m r)$ time, e.g., by the algorithm in [22], which adapts Chazelle's algorithm [10] for hyperplanes. The algorithm also produces the conflict lists $H_{\sigma}$ (and thus $S_{\sigma}$ ) for all cells $\sigma \in \Xi$, implying that the total size of these


Figure 3 Illustrating a pseudo-trapezoid.
conflict lists is bounded by $O(m r)$. In particular, each cell of the cutting produced by the algorithm of [22] is a (possibly unbounded) pseudo-trapezoid that typically has two vertical line segments as left and right sides, a sub-arc of an arc of $H$ as a top side (resp., bottom side) (see Fig. 3).

## 3 The line-separable single-intersection case

In this section, we present our algorithm for the disk coverage problem in the line-separable single-intersection case. We follow the notation defined in Section 2.

For each disk $s_{i} \in S$, we define two indices $a(i)$ and $b(i)$ of points of $P$ (where $p_{a(i)}$ and $p_{b(i)}$ are not contained in $s_{i}$ ), which are critical to our algorithm.

## - Definition 2.

- Among all points of $P$ covered by the union of the disks of $S[1, i-1]$ but not covered by $s_{i}$, define $a(i)$ to be the largest index of these points; if no such point exists, then let $a(i)=0$.
- Among all points of $P$ covered by the union of the disks of $S[i+1, m]$ but not covered by $s_{i}$, define $b(i)$ to be the smallest index of these points; if no such point exists, then let $b(i)=n+1$.

We now describe our algorithm. Although the algorithm description looks simple, it is quite challenging to prove the correctness. Due to the space limit, the correctness proof is in the full version of the paper. The algorithm implementation, which is also not trivial, is presented in Section 3.1.

Algorithm description. The algorithm has three main steps.

1. We first compute $a(i)$ and $b(i)$ for all disks $s_{i} \in S$. We will show in Section 3.1 that this can be done in $O(m \sqrt{n}+(n+m) \log (n+m))$ time using cuttings.
2. For each disk $s_{i}$, if $a(i) \geq b(i)$, we say that $s_{i}$ a prunable disk. Let $S^{*}$ denote the subset of disks of $S$ that are not prunable. We prove in the full version of this paper that $S^{*}$ contains an optimal solution for the coverage problem on $P$ and $S$. This means that it suffices to work on $S^{*}$ and $P$.
3. We reduce the disk coverage problem on $S^{*}$ and $P$ to a 1D coverage problem as follows. For each point of $P$, we project it vertically onto $\ell$. Let $P^{\prime}$ be the set of all projected points. For each disk $s_{i} \in S^{*}$, we create a line segment on $\ell$ whose left endpoint has $x$-coordinate equal to $x\left(p_{a(i)+1}\right)$ and whose right endpoint has $x$-coordinate equal to $x\left(p_{b(i)-1}\right)$ (if $a(i)+1=b(i)$, then let the $x$-coordinate of the right endpoint be $\left.x\left(p_{a(i)+1}\right)\right)$. Let $S^{\prime}$ be the set of all segments thus created.

We solve the following 1D coverage problem: Find a minimum subset of segments of $S^{\prime}$ that together cover all points of $P^{\prime}$. This problem can be easily solved in $O\left(\left(\left|S^{\prime}\right|+\right.\right.$ $\left.\left.\left|P^{\prime}\right|\right) \log \left(\left|S^{\prime}\right|+\left|P^{\prime}\right|\right)\right)$ time $[21],{ }^{1}$ which is $O((m+n) \log (m+n))$ since $\left|P^{\prime}\right|=n$ and $\left|S^{\prime}\right| \leq m$.
Suppose $S_{1}^{\prime}$ is any optimal solution to the above 1D coverage problem. We create a subset $S_{1}$ of $S^{*}$ as follows. For each segment of $S_{1}^{\prime}$, suppose it is created from a disk $s_{i} \in S^{*}$; then we add $s_{i}$ to $S_{1}$. We prove in the full version of the paper that $S_{1}$ is an optimal solution to the coverage problem for $S^{*}$ and $P$.

We summarize the result in the following theorem.

- Theorem 3. Given a set $P$ of $n$ points and a set $S$ of $m$ disks in the plane such that the disk centers are separated from points of $P$ by a line, and the single-intersection condition is satisfied, the disk coverage problem for $P$ and $S$ is solvable in $O(m \sqrt{n}+(n+m) \log (n+m))$ time.

The unit-disk case. In Section 4, we will reduce the time to $m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(m+n)\right)}+O((n+$ $m) \log (n+m)$ ) for the unit-disk case. The algorithm is exactly the same as above, except that we compute $a(i)$ 's and $b(i)$ 's in a more efficient way by utilizing the property that all disks have the same radius.

### 3.1 Algorithm implementation

In this section, we show that the first main step of the algorithm can be implemented in $O(m \sqrt{n}+(n+m) \log (n+m))$ time. The goal is to compute $a(i)$ and $b(i)$ for all disks $s_{i} \in S$. We only discuss how to compute $a(i)$ since computing $b(i)$ can be done analogously. To this end, we start with the following definition.

- Definition 4. For each point $p \in P$, define $\gamma(p)$ as the smallest index $k$ such that the disk $s_{k}$ covers $p$.

One reason we introduce $\gamma(p)$ is due to the following observation.

- Observation 5. For any disk $s_{i} \in S$ and any point $p \in P$ that is outside $s_{i}$, there is a disk in $S_{l}\left(s_{i}\right)$ covering $p$ if and only if $\gamma(p)<i$.

Our algorithm for computing $a(i)$ relies on $\gamma(p)$ for all $p \in P$. Therefore, we first present an algorithm in the following lemma to compute $\gamma(p)$.

- Lemma 6. There is an algorithm that can compute $\gamma(p)$ for all $p \in P$ in $O(m \sqrt{n}+(m+$ $n) \log (m+n))$ time.

Proof. Let $H$ be the set of the upper arcs of all disks. As discussed in Section 2, we compute a hierarchical $(1 / r)$-cutting $\Xi_{0}, \ldots, \Xi_{k}$ for $H$ in $O(m r)$ time [10,22], for a parameter $r \in[1, m]$ to be determined later. We follow the notation about cutting as in Section 2, e.g., $\Xi, H_{\sigma}, S_{\sigma}$, etc. Recall that $\Xi$ denotes the set of all cells of all cuttings $\sigma_{i}, i=0,1, \ldots, k$. As discussed in Section 2, the cutting algorithm $[10,22]$ also computes the conflict lists $H_{\sigma}$ (and thus $S_{\sigma}$ ) for all cells $\sigma \in \Xi$. Also, $\sum_{\sigma \in \Xi}\left|S_{\sigma}\right|=O(m r)$.
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For each $i$ with $1 \leq i \leq k$, for each cell $\sigma \in \Xi_{i}$, let $S(\sigma)$ be the set of disks that contain $\sigma$ but do not contain $\sigma^{\prime}$, where $\sigma^{\prime}$ is the parent cell of $\sigma$ (which is in $\Xi_{i-1}$ ). Note that $\Xi_{0}$ consists of a single cell $\sigma^{*}$ that is the entire plane and thus we simply let $S\left(\sigma^{*}\right)=\emptyset$ as no disk contains the entire plane.

We can compute $S(\sigma)$ of all cells $\sigma \in \Xi$ in $O(m r)$ time as follows. For each $i$ with $1 \leq i \leq k$, for each cell $\sigma^{\prime} \in \Xi_{i-1}$, recall that $S_{\sigma^{\prime}}$ is available from the cutting algorithm. For each disk $s$ of $S_{\sigma^{\prime}}$, for each child cell $\sigma$ of $\sigma^{\prime}$, we check whether $s$ contains $\sigma$; if yes, we add $s$ to $S(\sigma)$. As such, since the total size of $S_{\sigma}$ of all cells $\sigma$ of $\Xi$ is $O(m r)$ and each cell has $O(1)$ children, the total time for computing $S(\sigma)$ for all cells $\sigma \in \Xi$ is $O(m r)$.

For each cell $\sigma$, by slightly abusing the notation, we define $\gamma(\sigma)$ as the smallest index of the disks in $S(\sigma)$. After $S(\sigma)$ 's are computed, the indices $\gamma(\sigma)$ for all cells $\sigma \in \Xi$ can be computed in additional $O(m r)$ time.

Next, we run the following point location step for each point $p \in P$ to compute $\gamma(p)$. Initially, we set $\gamma(p)=m+1$. Starting from the only cell of $\Xi_{0}$, we locate the cell $\sigma_{i}$ that contains $p$ in each cutting $\Xi_{i}$. This takes $O(\log r)$ time as each cell contains $O(1)$ children and $k=O(\log r)$. For each such cell $\sigma_{i}$, we update $\gamma(p)=\min \left\{\gamma(p), \gamma\left(\sigma_{i}\right)\right\}$. As such, the point location step on $p$ takes $O(\log r)$ time. The total time for all points of $P$ is $O(n \log r)$.

In addition, we do the following processing for the cell $\sigma_{k}$ of the last cutting $\Xi_{k}$ that contains each $p \in P$. For each disk $s_{j} \in S_{\sigma_{k}}$, we check whether $s_{j}$ contains $p$. If yes, we update $\gamma(p)=\min \{\gamma(p), j\}$. After that, $\gamma(p)$ is correctly computed. As $\left|S_{\sigma_{k}}\right| \leq m / r$, this additional step for each point $p$ takes $O(m / r)$ time. Therefore, the total time of this step for all points of $P$ is $O(n m / r)$.

In summary, computing $\gamma(p)$ for all $p \in P$ takes $O(m r+n \log r+n m / r)$ time. Setting $r=\min \{\sqrt{n}, m\}$ leads to the lemma.

The following lemma finally computes $a(i)$.

- Lemma 7. Computing $a(i)$ for all disks $s_{i} \in S$ can be done in $O(m \sqrt{n}+(m+n) \log (m+n))$ time.

Proof. We first compute $\gamma(p)$ for all $p \in P$ by Lemma 6 .
Let $H$ be the set of the upper arcs of all disks. As discussed in Section 2, we compute a hierarchical $(1 / r)$-cutting $\Xi_{0}, \ldots, \Xi_{k}$ for $H$ in $O(m r)$ time [10,22], for a parameter $r \in[1, m]$ to be determined later. We follow the notation about cutting as in Section 2, e.g., $\Xi, H_{\sigma}$, $S_{\sigma}$, etc. Recall that $\Xi$ denotes the set of all cells of all cuttings $\sigma_{i}, i=0,1, \ldots, k$.

For each cell $\sigma \in \Xi$, let $P(\sigma)$ denote the set of points of $P$ inside $\sigma$, i.e., $P(\sigma)=P \cap \sigma$. We can compute $P(\sigma)$ for all cells $\sigma \in \Xi$ in $O(n \log r)$ time by the point location step as discussed in Lemma 6. Note that the total size of $P(\sigma)$ for all cells $\sigma \in \Xi$ is also $O(n \log r)$. In addition, if we invoke the point location step for points of $P$ following their index order, then points in each $P(\sigma)$ can be sorted in their index order and the time is still $O(n \log r)$.

We need to perform a pruning procedure for $P(\sigma)$ of each cell $\sigma \in \Xi$. Before we describe it, we first explain the motivation. Our algorithm for computing $a(i)$ needs to solve the following subproblem. Given a disk $s_{i}$ and a cell $\sigma \in \Xi$ such that $\sigma$ does not intersect $s_{i}$, the problem is to compute $a_{\sigma}(i)$, which is defined as the largest index $k$ of a point $p_{k}$ of $P(\sigma)$ with $\gamma\left(p_{k}\right)<i$ (if no such $k$ exists, then $a_{\sigma}(i)=0$ ). In light of Observation $5, a_{\sigma}(i)$ is the largest index $k$ of a point $p_{k}$ of $P(\sigma)$ such that $S_{l}\left(s_{i}\right)$ has a disk covering $p_{k}$. To solve the subproblem, consider two points $p_{k}$ and $p_{j}$ in $P(\sigma)$ with $k<j$. A key observation is that if $\gamma\left(p_{k}\right) \geq \gamma\left(p_{j}\right)$, then $a_{\sigma}(i) \neq k$ holds for any such disk $s_{i}$ with $s_{i} \cap \sigma=\emptyset$, and thus $p_{k}$ can simply be ignored. Indeed, assume to the contrary that $a_{\sigma}(i)=k$. Then, we have
$\gamma\left(p_{k}\right)<i$. Hence, $\gamma\left(p_{j}\right)<i$. By definition, we can obtain $a_{\sigma}(i) \geq j>k$, which contradicts with $a_{\sigma}(i)=k$. In light of the key observation, to facilitate computing $a_{\sigma}(i)$ for all such disks $s_{i}$, we first perform the following pruning procedure.

The algorithm maintains a stack $A$ of points of $P(\sigma)$. Initially, $A=\emptyset$. We process the points of $P(\sigma)$ in their index order (recall that they are already sorted). Suppose we are processing a point $p \in P(\sigma)$. Let $p^{\prime}$ be the point at the top of the stack. If $A=\emptyset$ or if $\gamma\left(p^{\prime}\right)<\gamma(p)$, then we push $p$ onto $A$. Otherwise, we pop $p^{\prime}$ out of $A$ (we say that $p^{\prime}$ is pruned) and repeat the above. After all points of $P(\sigma)$ are processed, let $P^{\prime}(\sigma)$ denote the set of points in the stack. Due to the pruning, points of $P^{\prime}(\sigma)$ are sorted by both their indices and their $\gamma(\cdot)$ values. Clearly, the pruning procedure runs in $O(|P(\sigma)|)$ time.

We use $P^{\prime}(\sigma)$ in the following way. Recall that we wish to compute $a_{\sigma}(i)$. Let $k$ be the largest index of $p_{k} \in P^{\prime}(\sigma)$ such that $\gamma\left(p_{k}\right)<i$. Then, the above key observation and our pruning procedure guarantee that $a_{\sigma}(i)=k$. Hence, we could compute $a_{\sigma}(i)$ by a binary search on $P^{\prime}(\sigma)$ using $i$, the index of the disk. However, doing binary search for each disk would make the total runtime of the algorithm have one more logarithmic factor. To improve it, we use the following strategy. For each cell $\sigma$, suppose $S^{\prime}(\sigma)$ is a set of disks $s_{i}$ (with $s_{i} \cap \sigma=\emptyset$ ) that need to compute $a_{\sigma}(i)$ with respect to $\sigma$ (the exact definition of $S^{\prime}(\sigma)$ will be given later). Then, we search $P^{\prime}(\sigma)$ with disks of $S^{\prime}(\sigma)$ altogether, by using a procedure similar to that for merging two sorted lists in merge-sort. In this way, the total time is linear in $\left|P^{\prime}(\sigma)\right|+\left|S^{\prime}(\sigma)\right|$ (in contrast, the time would be $O\left(\left|S^{\prime}(\sigma)\right| \cdot \log \left|P^{\prime}(\sigma)\right|\right)$ if we do binary search for each disk of $\left.S^{\prime}(\sigma)\right)$.

We are now ready to describe our overall algorithm for computing $a(i)$. The above has computed $P(\sigma)$ for all cells $\sigma \in \Xi$, whose total size is $O(n \log r)$. We run the pruning procedure on $P(\sigma)$ for every cell $\sigma \in \Xi$ to compute $P^{\prime}(\sigma)$; this takes $O(n \log r)$ time in total as $\sum_{\sigma \in \Xi}|P(\sigma)|=O(n \log r)$.

For each cell $\sigma \in \Xi$, we define $S^{\prime}(\sigma)$ as the subset of disks that do not intersect $\sigma$ but whose upper arcs intersect the parent cell of $\sigma$. We can compute $S^{\prime}(\sigma)$ for all cells $\sigma \in \Xi$ in $O(m r)$ time as follows. Initially we set $S^{\prime}(\sigma)=\emptyset$. Then, for each $0 \leq i \leq k-1$, for each cell $\sigma^{\prime} \in \Xi_{i}$, for each disk $s \in S_{\sigma^{\prime}}$, for each child $\sigma$ of $\sigma^{\prime}$, if $s$ does not intersect $\sigma$, then we add $s$ to $S^{\prime}(\sigma)$. As each cell $\sigma^{\prime}$ has $O(1)$ children and $\sum_{\sigma \in \Xi}\left|S_{\sigma}\right|=O(m r)$, it takes $O(m r)$ time to compute $S^{\prime}(\sigma)$ for all cells $\sigma \in \Xi$. This also implies $\sum_{\sigma \in \Xi}\left|S^{\prime}(\sigma)\right|=O(m r)$.

Now that we have $P^{\prime}(\sigma)$ and $S^{\prime}(\sigma)$ available for all cells $\sigma \in \Xi$, we compute $a(i)$ for all disks $s_{i}$ as follows. Initially, we set $a(i)=0$. Then, for each cell $\sigma$, we perform a search with $P^{\prime}(\sigma)$ and $S^{\prime}(\sigma)$ to compute $a_{\sigma}(i)$ for all disks $s_{i} \in S^{\prime}(\sigma)$ using the procedure discussed above, which takes $O\left(\left|P^{\prime}(\sigma)\right|+\left|S^{\prime}(\sigma)\right|\right)$ time. Then, for each disk $s_{i} \in S^{\prime}(\sigma)$, we update $a(i)=\max \left\{a(i), a_{\sigma}(i)\right\}$. Since $\sum_{\sigma \in \Xi}\left|P^{\prime}(\sigma)\right|=O(n \log r)$ and $\sum_{\sigma \in \Xi}|S(\sigma)|=O(m r)$, processing all cells $\sigma$ of $\Xi$ as above takes $O(m r+n \log r)$ time in total.

Finally, for each cell $\sigma$ of the last cutting $\Xi_{k}$, we perform the following additional processing: For each disk $s_{i} \in S_{\sigma}$, for each point $p_{j} \in P(\sigma)$, if $p_{j}$ is outside $s_{i}$ and $\gamma\left(p_{j}\right)<i$, then we update $a(i)=\max \{a(i), j\}$. After that, the values $a(i)$ for all disks $s_{i} \in S$ are correctly computed. Since $\left|S_{\sigma}\right| \leq m / r$ for each cell $\sigma \in \Xi_{k}$, we spend $O(m / r)$ time on each point $p \in P(\sigma)$. As $\sum_{\sigma \in \Xi_{k}}|P(\sigma)|=n$, the total time of the additional processing as above for all cells $\sigma \in \Xi_{k}$ is $O(n m / r)$.

In summary, we can compute $a(i)$ for all disks $s_{i} \in S$ in $O(m r+n \log r+n m / r)$ time in total. Setting $r=\min \{\sqrt{n}, m\}$ leads to the lemma.

## 4 The unit-disk case

In this section, we consider the unit-disk case where all disks of $S$ have the same radius. As remarked right after Theorem 3, our algorithm is the same as described in Section 3, except that we are able to compute $a(i)$ 's and $b(i)$ 's more efficiently in $m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(m+n)\right)}+$ $O((n+m) \log (n+m))$ time, by exploring the property that all disks have the same radius. In the following, we only discuss how to compute $a(i)$ 's because the case for $b(i)$ 's is similar.

For each point $p_{i} \in P$, define $\tilde{p}_{i}$ as the unit disk centered at $p_{i}$, and we call $\tilde{p}_{i}$ the dual disk of $p_{i}$. For each disk $s_{i}$, let $\tilde{s}_{i}$ denote the center of $s_{i}$, and we call $\tilde{s}_{i}$ the dual point of $s_{i}$. Let $\tilde{P}$ denote the set of all dual disks and $\tilde{S}$ the set of all dual points. Since all disks of $S$ have the same radius, we have the following easy observation.

- Observation 8. $A$ disk $s_{i} \in S$ contains a point $p_{j} \in P$ if and only if the dual point $\tilde{s}_{i}$ is contained in the dual disk $\tilde{p}_{j}$.

Our new algorithm for computing $a(i)$ 's for the unit-disk case relies on exploring the "duality" in Observation 8. Recall in Section 3.1 that the algorithm for computing $a(i)$ 's involves two steps: (1) compute $\gamma(p)$ 's for all points $p \in P$ (i.e., Lemma 6); (2) compute $a(i)$ 's for all $s_{i} \in P$ (i.e., Lemma 7). We have new algorithms for both steps in the following two subsections, respectively.

### 4.1 Computing $\gamma(p)$ 's

We first introduce the following definition $\tilde{\gamma}(\cdot)$, which is "dual" to $\gamma(\cdot)$.

- Definition 9. For each dual disk $\tilde{p} \in \tilde{P}$, define $\tilde{\gamma}(\tilde{p})$ as the smallest index $k$ such that $\tilde{p}$ contains the dual point $\tilde{s}_{k}$.

The following observation follows immediately from Observation 8.

- Observation 10. For each point $p_{i} \in P, \gamma\left(p_{i}\right)=\tilde{\gamma}\left(\tilde{p}_{i}\right)$.

Observation 10 implies that computing $\gamma\left(p_{i}\right)$ for all points $p_{i} \in S$ is equivalent to computing $\tilde{\gamma}\left(\tilde{p}_{i}\right)$ for all dual disks $\tilde{p}_{i} \in \tilde{P}$. To compute them, we will present two recursive algorithms and then combine them to obtain our final algorithm. The first algorithm computes $\gamma\left(p_{i}\right)$ 's using $P$ and $S$ while the second one computes $\tilde{\gamma}\left(\tilde{p}_{i}\right)$ using $\tilde{P}$ and $\tilde{S}$. The combined algorithm will run the two algorithms alternatively using recursion.

The first algorithm. This algorithm follows the same framework as that for Lemma 6, but when processing the cells $\sigma$ in the last cutting $\Xi_{k}$, instead of brute-force, we form subproblems and solve them recursively. We follow the notation from Lemma 6.

Let $H$ be the set of the upper arcs of all disks of $S$. We compute a hierarchical $(1 / r)$ cutting $\Xi_{0}, \ldots, \Xi_{k}$ for $H$ in $O(m r)$ time [10,22], for a parameter $r \in[1, m]$ to be determined later. Let $\Xi$ denote the set of all cells of all cuttings $\sigma_{i}, i=0,1, \ldots, k$. As in Lemma 6 , we compute $S(\sigma)$ and $\gamma(\sigma)$ for all cells $\sigma \in \Xi$, which takes $O(m r)$ time.

Next, we run the point location step for each point $p \in P$ as in Lemma 6. Initially, we set $\gamma(p)=0$. Starting from $\Xi_{0}$, we locate the cell $\sigma_{i}$ that contains $p$ in each cutting $\Xi_{i}$. For each $\sigma_{i}$, we update $\gamma(p)=\min \left\{\gamma(p), \gamma\left(\sigma_{i}\right)\right\}$. This point location step can also compute $P(\sigma)$ for all cells $\sigma \in \Xi$, where $P(\sigma)$ denotes the set of points of $P$ in $\sigma$. The total time for the point locations for all points $p \in P$ is $O(n \log r)$.

Finally, we do the following additional processing for the last cutting $\Xi_{k}$. For each cell $\sigma \in \Xi_{k}$, if $|P(\sigma)|>n / r^{2}$, we partition $P(\sigma)$ into subsets of sizes between $n /\left(2 r^{2}\right)$ and $n / r^{2}$, called standard subsets (if $|P(\sigma)| \leq n / r^{2}$, then $P(\sigma)$ itself is a standard subset). As $\Xi_{k}$ has $O\left(r^{2}\right)$ cells and $\sum_{\sigma \in \Xi_{k}}|P(\sigma)|=n$, the total number of standard subsets for all cells $\sigma \in \Xi_{k}$ is $O\left(r^{2}\right)$. Recall that $S_{\sigma}$ is the subset of disks whose upper arcs intersect $\sigma$. For each standard subset $P_{1}(\sigma)$ of $P(\sigma)$, we form a subproblem on $\left(P_{1}(\sigma), S_{\sigma}\right)$ : Compute $\gamma_{\sigma}(p)$ for all points $p \in P_{1}(\sigma)$ with respect to disks of $S_{\sigma}$, where $\gamma_{\sigma}(p)$ is defined to be the smallest index of the disks of $S_{\sigma}$ covering $p$. After the subproblem is solved, we update $\gamma(p)=\min \left\{\gamma(p), \gamma_{\sigma}(p)\right\}$ for each point $p \in P_{1}(\sigma)$. This will compute $\gamma(p)$ correctly. Note that there are $O\left(r^{2}\right)$ subproblems in total and in each subproblem $\left|P_{1}(\sigma)\right| \leq n / r^{2}$ and $\left|S_{\sigma}\right| \leq m / r$.

If we use $T(n, m)$ to denote the runtime of the entire algorithm on the original problem $(P, S)$, then we obtain the following recurrence relation:

$$
\begin{equation*}
T(n, m)=O(m r+n \log r)+O\left(r^{2}\right) \cdot T\left(n / r^{2}, m / r\right) \tag{1}
\end{equation*}
$$

The second algorithm. The second algorithm computes $\tilde{\gamma}(\tilde{p})$ for all dual disks $\tilde{p} \in \tilde{P}$.
Recall that all dual disks have their centers above $\ell$. Therefore, each dual disk has a "lower arc" below $\ell$. Let $\tilde{H}$ denote the set of the lower arcs of all dual disks. We compute a hierarchical $(1 / r)$-cutting $\Xi_{0}, \ldots, \Xi_{k}$ for $\tilde{H}$ in $O(n r)$ time [10, 22], for a parameter $r \in[1, n]$ to be determined later. We use $\Xi$ to denote the set of all cells of all cuttings $\Xi_{i}, i=0,1, \ldots, k$. For each cell $\sigma \in \Xi$, let $\tilde{P}_{\sigma}$ denote the set of dual disks whose lower arcs intersect $\sigma$.

For each cell $\sigma \in \Xi$, let $\tilde{S}(\sigma)$ denote the subset of dual points of $\tilde{S}$ inside $\sigma$. For each cell $\sigma \in \Xi$, by slightly abusing the notation, let $\tilde{\gamma}(\sigma)$ denote the minimum index of all points of $\tilde{S}(\sigma)$. We can compute $\tilde{S}(\sigma)$ as well as $\tilde{\gamma}(\sigma)$ for all cells $\sigma \in \Xi$ in $O(m \log r)$ time by point locations as in the first algorithm.

We now compute $\tilde{\gamma}(\tilde{p}$ )'s. Initially, we set each $\tilde{\gamma}(\tilde{p})=m+1$. For each $1 \leq i \leq k$, for each cell $\sigma^{\prime} \in \Xi_{i-1}$, for each dual disk $\tilde{p} \in \tilde{P}_{\sigma^{\prime}}$, for each child $\sigma \in \Xi_{i}$ of $\sigma^{\prime}$, if $\tilde{p}$ contains $\sigma$, then we update $\tilde{\gamma}(\tilde{p})=\min \{\tilde{\gamma}(\tilde{p}), \tilde{\gamma}(\sigma)\}$. Since $\sum_{\sigma \in \Xi}\left|\tilde{P}_{\sigma}\right|=O(n r)$ and each cell has $O(1)$ children, the total time of this procedure is $O(n r)$.

Finally, we do the following additional processing for the last cutting $\Xi_{k}$. For each cell $\sigma \in \Xi_{k}$, as in the first algorithm, if $|\tilde{S}(\sigma)|>m / r^{2}$, we partition $\tilde{S}(\sigma)$ into standard subsets of sizes between $m /\left(2 r^{2}\right)$ and $m / r^{2}$. The total number of standard subsets is $O\left(r^{2}\right)$. For each standard subset $\tilde{S}_{1}(\sigma)$ of $\tilde{S}(\sigma)$, we form a subproblem on $\left(\tilde{P}_{\sigma}, \tilde{S}_{1}(\sigma)\right)$ : Compute $\tilde{\gamma}_{\sigma}(\tilde{p})$ for all dual disks $\tilde{p} \in \tilde{P}(\sigma)$ with respect to the dual points of $\tilde{S}_{1}(\sigma)$, where $\tilde{\gamma}_{\sigma}(\tilde{p})$ is the smallest index of the dual points of $\tilde{S}_{1}(\sigma)$ contained in $\tilde{p}$. After the subproblem is solved, we update $\tilde{\gamma}(\tilde{p})=\min \left\{\tilde{\gamma}(\tilde{p}), \tilde{\gamma}_{\sigma}(\tilde{p})\right\}$ for each $\tilde{p} \in \tilde{P}(\sigma)$. This will compute $\tilde{\gamma}(\tilde{p})$ correctly. Note that there are $O\left(r^{2}\right)$ subproblems in total and in each subproblem $\left|\tilde{S}_{1}(\sigma)\right| \leq m / r^{2}$ and $\left|\tilde{P}_{\sigma}\right| \leq n / r$.

Recall that $T(n, m)$ refers to our problem for computing $\gamma(p)$ 's on $(P, S)$, which is equivalent to computing $\tilde{\gamma}(\tilde{p})$ 's on $(\tilde{P}, \tilde{S})$ by Observation 8 . Hence, we can also obtain the following recurrence relation using the second algorithm:

$$
\begin{equation*}
T(n, m)=O(n r+m \log r)+O\left(r^{2}\right) \cdot T\left(n / r, m / r^{2}\right) . \tag{2}
\end{equation*}
$$

Combining the two algorithms. We now combine the two algorithms to compute $\gamma(p)$ 's for all $p \in P$.

We first discuss the symmetric case where $m=n$ (if $m \neq n$, it is the asymmetric case). If we apply (1) and then (2) using the same $r$, we can obtain the following recurrence

$$
T(n, n)=O(n r \log r)+O\left(r^{4}\right) \cdot T\left(n / r^{3}, n / r^{3}\right)
$$

Setting $r=n^{1 / 3} / \log n$ leads to the following

$$
T(n, n)=O\left(n^{4 / 3}\right)+O\left(\left(n / \log ^{3} n\right)^{4 / 3}\right) \cdot T\left(\log ^{3} n, \log ^{3} n\right)
$$

The recurrence solves to $T(n, n)=n^{4 / 3} 2^{O\left(\log ^{*} n\right)}$.
We next tackle the asymmetric case, by using the above symmetric case result. Depending on whether $m \geq n$, there are two cases.

1. If $m \geq n$, depending on whether $m<n^{2}$, there are two subcases.
a. If $m<n^{2}$, then set $r=m / n$ so that $n / r=m / r^{2}$. Applying (2) with $r=m / n$ and solving each subproblem $T\left(n / r, m / r^{2}\right)$ using the symmetric case result give us $T(n, m)=m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*} m\right)}$.
b. If $m \geq n^{2}$, then applying (2) with $r=n$ gives us $T(n, m)=O\left(n^{2}+m \log n\right)+$ $O\left(n^{2}\right) \cdot T\left(1, m / n^{2}\right)$. Clearly, we have $T\left(1, m / n^{2}\right)=O\left(m / n^{2}\right)$. Hence, we obtain $T(m, n)=O(m \log n)$ since $m \geq n^{2}$.
Hence in the case where $m \geq n$ we have $T(n, m)=O(m \log n)+m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*} m\right)}$.
2. If $m<n$, the analysis is similar (using (1) instead) and we can obtain $T(n, m)=$ $O(n \log m)+m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*} n\right)}$.

In summary, computing $\gamma(p)$ 's for all points $p \in P$ can be done in $O((n+m) \log (m+$ $n))+m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(n+m)\right)}$ time.

### 4.2 Computing $a(i)$ 's

With $\gamma(p)$ 's computed above, we describe our algorithm for computing $a(i)$ 's for all disks $s_{i} \in S$. As in Section 4.1, we first introduce the following definition, which is "dual" to $a(i)$.

- Definition 11. For each dual point $\tilde{s}_{i} \in \tilde{S}$, define $\tilde{a}(i)$ as the largest index $k$ of the dual disk $\tilde{p}_{k} \in \tilde{P}$ such that $\tilde{p}_{k}$ contains a dual point $\tilde{s}_{j}$ with $j<i$ but does not contain $\tilde{s}_{i}$.

Based on Observation 8, we have the following lemma.

- Lemma 12. For each $1 \leq i \leq m, a(i)=\tilde{a}(i)$.

Proof. Consider the point $p_{k} \in P$ with $k=a(i)$. By definition, $p_{k}$ is outside $s_{i}$ and $S$ has a disk $s_{j}$ that covers $p_{k}$ with $j<i$. Then, by Observation 8 , the dual disk $\tilde{p}_{k}$ contains the dual point $\tilde{s}_{j}$ but does not contain the dual point $\tilde{s}_{i}$. By definition, it must hold that $\tilde{a}(i) \geq k=a(i)$.

Analogously, we can prove that $a(i) \geq \tilde{a}(i)$.
Lemma 12 implies that computing $a(i)$ for all disks $s_{i} \in S$ is equivalent to computing $\tilde{a}(i)$ for all dual points $\tilde{s}_{i} \in \tilde{S}$. To compute them, as in Section 4.1, we will also present two recursive algorithms and then combine them. The first algorithm computes $a(i)$ 's using $P$ and $S$ while the second one computes $\tilde{a}(i)$ 's using $\tilde{P}$ and $\tilde{S}$. The combined algorithm will run the two algorithms alternatively using recursion. In what follows, we assume that $\gamma(p)$ for all points $p \in P$ and $\tilde{\gamma}(\tilde{p})$ for all $\tilde{p} \in \tilde{P}$ have been computed.

The first algorithm. The first algorithm follows the framework of Lemma 7 but uses recursion when we process the last cutting $\Xi_{k}$. Here we only discuss how to perform additional preprocessing for the cells of the last cutting $\Xi_{k}$; the rest of the algorithm is the same as before, which takes $O(m r+n \log r)$ time in total. We follow the notation in the proof of Lemma 7.

For each cell $\sigma \in \Xi_{k}$, if $|P(\sigma)|>n / r^{2}$, we partition $P(\sigma)$ into standard subsets of sizes between $n /\left(2 r^{2}\right)$ and $n / r^{2}$. Recall that $S_{\sigma}$ is the subset of disks of $S$ whose upper arcs intersect $\sigma$. For each standard subset $P_{1}(\sigma)$ of $P(\sigma)$, we form a subproblem on $\left(P_{1}(\sigma), S_{\sigma}\right)$ : Compute $a_{\sigma}(i)$ for all disks $s_{i} \in S(\sigma)$ with respect to points of $P_{1}(\sigma)$, where $a_{\sigma}(i)$ is the largest index $k$ of a point $p_{k} \in P_{1}(\sigma)$ that is outside $s_{i}$ but is covered by a disk $s_{j}$ with $j<i$. After the subproblem is solved, we update $a(i)=\max \left\{a(i), a_{\sigma}(i)\right\}$ for each disk $s_{i} \in S(\sigma)$. This will compute $a(i)$ correctly. Note that there are $O\left(r^{2}\right)$ subproblems in total and in each subproblem $\left|P_{1}(\sigma)\right| \leq n / r^{2}$ and $\left|S_{\sigma}\right| \leq m / r$.

If we use $T(n, m)$ to denote the runtime of the entire algorithm on the original problem $(P, S)$, then we obtain the following recurrence relation:

$$
\begin{equation*}
T(n, m)=O(m r+n \log r)+O\left(r^{2}\right) \cdot T\left(n / r^{2}, m / r\right) \tag{3}
\end{equation*}
$$

The second algorithm. The second algorithm computes $\tilde{a}(i)$ for all dual points $\tilde{s}_{i} \in S$.
Recall that all dual disks have their centers above $\ell$. Therefore, each dual disk has a "lower arc" below $\ell$. Let $\tilde{H}$ denote the set of lower arcs of all dual disks. We compute a hierarchical $(1 / r)$-cutting $\Xi_{0}, \ldots, \Xi_{k}$ for $\tilde{H}$ in $O(n r)$ time [10, 22], for a parameter $r \in[1, n]$ to be determined later. We use $\Xi$ to denote the set of cells of all cuttings $\Xi_{i}, i=0,1, \ldots, k$. For each cell $\sigma \in \Xi$, let $\tilde{P}_{\sigma}$ denote the set of dual disks whose lower arcs intersect $\sigma$.

For each cell $\sigma \in \Xi$, let $\tilde{S}(\sigma)$ be the set of dual points of $\tilde{S}$ inside $\sigma$. We can compute $\tilde{S}(\sigma)$ for all cells of $\Xi$ in $O(m \log r)$ time using point locations as discussed before. Also, $\sum_{\sigma \in \Xi}|\tilde{S}(\sigma)|=O(m \log r)$. In addition, points in each $\tilde{S}(\sigma)$ can be sorted in their index order if we invoke the point location step on dual points of $\tilde{S}$ in their index order; the total time is still $O(m \log r)$.

For each cell $\sigma \in \Xi$, we define $\tilde{P}(\sigma)$ in the same way as $S^{\prime}(\sigma)$ in the proof of Lemma 7 . Specifically, $\tilde{P}(\sigma)$ is the subset of dual disks of $\tilde{P}$ that do not intersect $\sigma$ but whose lower arcs intersect the parent cell of $\sigma$. As in Lemma $7, \tilde{P}(\sigma)$ for all $\sigma \in \Xi$ can be computed in $O(n r)$ time and $\sum_{\sigma \in \Xi}|\tilde{P}(\sigma)|=O(n r)$.

Now consider the following problem on $\tilde{S}(\sigma)$ and $\tilde{P}(\sigma)$. For each dual point $\tilde{s}_{i} \in \tilde{S}(\sigma)$, we want to compute $\tilde{a}_{\sigma}(i)$, which is the largest index $k$ of a dual disk $\tilde{p}_{k} \in \tilde{P}(\sigma)$ that contains a dual point $\tilde{s}_{j}$ with $j<i$. After solving the problem, we update $\tilde{a}(i)=\max \left\{\tilde{a}(i), \tilde{a}_{\sigma}(i)\right\}$. To solve the problem, first notice that $\tilde{p}_{k}$ contains a dual point $\tilde{s}_{j}$ with $j<i$ if and only if $\tilde{\gamma}\left(\tilde{p}_{k}\right)<i$. Then, consider two dual disks $\tilde{p}_{k}$ and $\tilde{p}_{j}$ in $\tilde{P}(\sigma)$ with $k<j$. A key observation is that if $\tilde{\gamma}(k) \geq \tilde{\gamma}(j)$, then $\tilde{a}_{\sigma}(i) \geq j$ holds for any dual point $\tilde{s}_{i} \in \tilde{S}(\sigma)$ (and thus $\tilde{p}_{k}$ can be ignored; this echoes the key observation in Lemma 7).

Using the key observation, as in the proof of Lemma 7, we run a pruning procedure on $\tilde{P}(\sigma)$ to obtain a subset $\tilde{P}^{\prime}(\sigma)$ of dual disks that are sorted both by their indices and their $\tilde{\gamma}(\cdot)$ values. The pruning procedure takes $O(|\tilde{P}(\sigma)|)$ time if dual disks of $\tilde{P}(\sigma)$ are already sorted by their indices. We can produce the sorted lists of $\tilde{P}(\sigma)$ for all cells $\sigma \in \Xi$ in $O(n r)$ time as follows. First, for each dual disk $\tilde{p}_{i}$, we create a list $L_{i}$ that contains all cells $\sigma \in \Xi$ such that $\tilde{p}_{i}$ is in $\tilde{P}_{\sigma}$. This can be done in $O(n r)$ time by traversing the conflict lists of all cells. Second, we process the lists $L_{1}, L_{2}, \ldots, L_{n}$ in this order. For each list $L_{i}$, for each cell $\sigma \in L_{i}$, we add $\tilde{p}_{i}$ to the rear of a list $L(\sigma)$ for $\sigma$ (initially, $L(\sigma)=\emptyset$ ). Once all lists $L_{1}, L_{2}, \ldots, L_{n}$ are processed as above, $L(\sigma)$ contains the sorted list of the dual disks of $\tilde{P}_{\sigma}$ by their indices. The total time of this sorting algorithm is linear in $\sum_{\sigma \in \Xi}\left|\tilde{P}_{\sigma}\right|$, which is $O(n r)$.

After the pruning procedure, we proceed with $\tilde{P}(\sigma)$ as follows. Suppose $k$ is the largest index of any dual disk $\tilde{p}_{k} \in \tilde{P}(\sigma)$ such that $\tilde{\gamma}\left(\tilde{p}_{k}\right)<i$; then we have $\tilde{a}_{\sigma}\left(\tilde{s}_{i}\right)=k$. As such, we can scan the two lists $\tilde{P}(\sigma)$ and $\tilde{S}(\sigma)$ simultaneously (recall that dual points of $\tilde{S}(\sigma)$ are
also sorted by their indices), which can compute $\tilde{a}_{\sigma}\left(\tilde{s}_{i}\right)$ 's for all dual points $\tilde{s}_{i} \in \tilde{S}(\sigma)$ in $O(|\tilde{P}(\sigma)|+|\tilde{S}(\sigma)|)$ time. As $\sum_{\sigma \in \Xi}|\tilde{P}(\sigma)|=O(n r)$ and $\sum_{\sigma \in \Xi}|\tilde{S}(\sigma)|=O(m \log r)$, the total time for doing this for all cells $\sigma \in \Xi$ is $O(m \log r+n r)$.

Finally, we do the following additional processing for the last cutting $\Xi_{k}$. For each cell $\sigma \in \Xi_{k}$, if $|\tilde{S}(\sigma)|>m / r^{2}$, we partition $\tilde{S}(\sigma)$ into standard subsets of sizes between $m /\left(2 r^{2}\right)$ and $m / r^{2}$. Recall that $\tilde{P}_{\sigma}$ is the subset of dual disks whose lower arcs intersect $\sigma$. For each standard subset $\tilde{S}_{1}(\sigma)$ of $\tilde{S}(\sigma)$, we form a subproblem on $\left(\tilde{P}_{\sigma}, \tilde{S}_{1}(\sigma)\right)$ : Compute $\tilde{a}_{\sigma}(i)$ for all dual points $\tilde{s}_{i} \in \tilde{S}_{1}(\sigma)$ with respect to dual disks of $\tilde{P}_{\sigma}$, where $\tilde{a}_{\sigma}(i)$ is the largest index $k$ of a dual disk $\tilde{p}_{k} \in \tilde{P}_{\sigma}$ that contains a dual point $\tilde{s}_{j}$ with $j<i$ but does not contain $\tilde{s}_{i}$. After the subproblem is solved, we update $\tilde{a}(i)=\max \left\{\tilde{a}(i), \tilde{a}_{\sigma}(i)\right\}$ for each dual point $\tilde{s}_{i} \in \tilde{S}_{1}(\sigma)$. This will compute $\tilde{a}(i)$ correctly. Note that there are $O\left(r^{2}\right)$ subproblems in total and in each subproblem $\left|\tilde{P}_{\sigma}\right| \leq n / r$ and $\left|\tilde{S}_{1}(\sigma)\right| \leq m / r^{2}$.

Recall that $T(n, m)$ refers to our problem for computing $a(i)$ 's on $(P, S)$, which is equivalent to computing $\tilde{a}(i)$ 's on $(\tilde{P}, \tilde{S})$ by Lemma 12. Hence, we can obtain the following recurrence relation using the second algorithm:

$$
\begin{equation*}
T(n, m)=O(n r+m \log r)+O\left(r^{2}\right) \cdot T\left(n / r, m / r^{2}\right) \tag{4}
\end{equation*}
$$

Combining the two algorithms. Following exactly the same approach and the same analysis as in Section 4.1 and using (3) and (4), we can obtain a combined algorithm that can compute $a(i)$ for all disks $s_{i} \in S$ in $O((n+m) \log (n+m))+m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(n+m)\right)}$ time.

We summarize our result in the following theorem.

- Theorem 13. Given a set $P$ of $n$ points and a set $S$ of $m$ unit disks in the plane such that the disk centers are separated from points of $P$ by a line, the disk coverage problem for $P$ and $S$ is solvable in $O((n+m) \log (n+m))+m^{2 / 3} n^{2 / 3} 2^{O\left(\log ^{*}(n+m)\right)}$ time.
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#### Abstract

The 2-opt heuristic is a simple local search heuristic for the Travelling Salesperson Problem (TSP). Although it usually performs well in practice, its worst-case running time is poor. Attempts to reconcile this difference have used smoothed analysis, in which adversarial instances are perturbed probabilistically. We are interested in the classical model of smoothed analysis for the Euclidean TSP, in which the perturbations are Gaussian. This model was previously used by Manthey \& Veenstra, who obtained smoothed complexity bounds polynomial in $n$, the dimension $d$, and the perturbation strength $\sigma^{-1}$. However, their analysis only works for $d \geq 4$. The only previous analysis for $d \leq 3$ was performed by Englert, Röglin \& Vöcking, who used a different perturbation model which can be translated to Gaussian perturbations. Their model yields bounds polynomial in $n$ and $\sigma^{-d}$, and super-exponential in $d$. As the fact that no direct analysis exists for Gaussian perturbations that yields polynomial bounds for all $d$ is somewhat unsatisfactory, we perform this missing analysis. Along the way, we improve all existing smoothed complexity bounds for Euclidean 2 -opt with Gaussian perturbations.
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## 1 Introduction

The Travelling Salesperson problem is a standard combinatorial optimization problem, which has attracted considerable interest from academic, educational and industrial directions. It can be stated rather compactly: given a Hamiltonian graph $G=(V, E)$ and edge weights $w: E \rightarrow \mathbb{R}$, find a minimum weight Hamiltonian cycle (tour) on $G$.

Despite this apparent simplicity, the TSP is NP-hard [6]. A particularly interesting variant of the TSP is the Euclidean TSP, in which the $n$ vertices of the graph are identified with a point cloud in $\mathbb{R}^{d}$, and the edge weights are the Euclidean distances between these points. Even this restricted variant is NP-hard [10].

As a consequence of this hardness, practitioners often turn to heuristics. One often-used heuristic is 2-opt [1]. This heuristic takes as its input a tour $T$, and finds two sets of two edges each, $\left\{e_{1}, e_{2}\right\} \subseteq T$ and $\left\{f_{1}, f_{2}\right\} \nsubseteq T$, such that exchanging $\left\{e_{1}, e_{2}\right\}$ for $\left\{f_{1}, f_{2}\right\}$ yields
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again a tour $T^{\prime}$, and the total weight of $T^{\prime}$ is strictly less than the total weight of $T$. This procedure is repeated with the new tour, and stops once no such edges exist. The resulting tour is said to be locally optimal.

Englert, Röglin and Vöcking constructed Euclidean TSP instances on which 2-opt can take exponentially many steps to find a locally optimal tour [4]. Despite this pessimistic result, 2-opt performs remarkably well in practice, usually requiring time sub-quadratic in $n$ and obtaining tours which are only a few percent worse than the optimum [1, chapter 8 ].

To explain this discrepancy, the tools of probabilistic analysis have been employed $[9,2,5,3,4]$. In particular, smoothed analysis, a hybrid framework between worst-case and average-case analysis, has been successfully used in the analysis of 2 -opt [5, 4, 9]. In the original version of this framework, the instances one considers are initially adversarial, and then perturbed by Gaussians. The resulting smoothed time complexity is then generally a function of the instance size $n$ and the standard deviation of the Gaussian perturbations, $\sigma$.

Englert et al. obtained smoothed time complexity bounds for 2-opt on Euclidean instances by considering a more general model, in which the points are chosen in the unit hypercube according to arbitrary probability densities. The only restrictions to these densities are that (i) they are independent, and (ii) they are all bounded from above by $\phi$. Their results can be transferred to Gaussian perturbations roughly by setting $\phi=\sigma^{-d}$, which yields a smoothed complexity that is $O\left(\operatorname{poly}\left(n, \sigma^{-d}\right)\right)$.

As the exponential dependence on $d$ is somewhat unsatisfactory, Manthey \& Veenstra [9] performed a simpler smoothed analysis yielding bounds polynomial in $n, 1 / \sigma$, and $d$. The analysis they performed is however limited to $d \geq 4$. While polynomial bounds for all $d$ can be obtained by simply taking the result of Englert et al. for $d \in\{2,3\}$, no smoothed analysis that directly uses Gaussian perturbations exists for these cases. We set out to perform this missing analysis, improving the smoothed complexity bounds for all $d \geq 2$ along the way.

Our analysis combines ideas from both Englert et al. and Manthey \& Veenstra. From the former, we borrow the idea of conditioning on the outcomes of some of the distances between points in an arbitrary 2 -change. We can then analyze the 2 -change by examining the angles between certain edges in the 2-change, which are themselves random variables. From the latter, we borrow the Gaussian perturbation model (originally introduced by Spielman \& Teng for the Simplex Method [11]).

We also note that in addition to improving the results of Manthey \& Veenstra, our approach is significantly simpler than the analysis of Englert et al. The crux of the simplification is a carefully constructed random experiment to model a single 2-change, which allows us to bypass the need for the involved convolution integrals used by Englert et al.

We will begin by introducing some definitions and earlier results, before providing basic probability theoretical results (Section 2) that we will make heavy use of throughout the paper. We then proceed by analyzing a single 2-change in a similar manner as Englert et al., simplifying some of their analysis in the process (Section 3). Next, we prove a first smoothed complexity bound by examining so-called linked pairs of 2-changes (Section 4), an idea used by both Englert et al. and Manthey \& Veenstra. Finally, we improve on this bound for $d \geq 3$ (Section 5), yielding the best known bounds for all dimensions.

## 2 Preliminaries

### 2.1 Travelling Salesperson Problem

Let $\mathcal{Y} \subseteq[-1,1]^{d}$ be a point set of size $n$. The Euclidean Travelling Salesperson Problem (TSP) asks for a tour that visits each point $y \in \mathcal{Y}$ exactly once, such that the total length of the tour is minimized. The length of a tour in this variant of the TSP is the sum of the

Euclidean distances between consecutive points in the tour. Formally, if the points in $\mathcal{Y}$ are visited in the order $T=\left(y_{\pi(i)}\right)_{i=0}^{n-1}$ defined by a permutation $\pi$ of $[n]$, then the length of the tour $T$ is

$$
L(T)=\sum_{i=0}^{n-1}\left\|y_{\pi(i)}-y_{\pi(i+1)}\right\|,
$$

where the indices are taken modulo $n$, and $\|\cdot\|$ denotes the standard Euclidean norm in $\mathbb{R}^{d}$. Since the Euclidean TSP is undirected, the tour $T^{\prime}$ in which the vertices are visited in the reverse order has the same length as $T$. We consider these tours to be identical.

### 2.2 Smoothed Analysis

Smoothed analysis is a framework for the analysis of algorithms, which was introduced in 2004 by Spielman \& Teng [11]. The method is particularly suitable to algorithms with a fragile worst case input [7]. Since its introduction, the method has been applied to a wide variety of algorithms [8, 12].

Heuristically, one imagines that an adversary chooses an input to the algorithm. The input is then perturbed in a probabilistic fashion. The hope is that any particularly pathological instances that the adversary might choose are destroyed by the random perturbation. One then computes a bound on the expected number of steps that the algorithm performs, where the expectation is taken with respect to the perturbation.

For our model of a smoothed TSP instance, we allow the adversary to choose a point set $\mathcal{Y} \subseteq[-1,1]^{d}$ of size $n$. We then perturb each point $y_{i} \in \mathcal{Y}$ with an independent $d$-dimensional Gaussian random variable $g_{i}, i \in[n]$, with mean 0 and standard deviation $\sigma$. This yields a new point set, $\mathcal{X}=\left\{y_{i}+g_{i} \mid y_{i} \in \mathcal{Y}\right\}$. We will bound the expected number of steps taken by the 2 -opt heuristic on the TSP instance defined by $\mathcal{X}$, with the expectation taken over this Gaussian perturbation. We will refer to this quantity as the smoothed complexity of 2-opt.

For the purposes of our analysis, we always assume that $\sigma \leq 1$. This is a mild restriction, as the bound for $\sigma=1$ also applies to all larger values of $\sigma$, and small perturbations are particularly interesting in smoothed analysis.

For a general outline of the strategy, consider a 2 -change where the edges $\left\{a, z_{1}\right\}$ and $\left\{b, z_{2}\right\}$ are replaced by $\left\{a, z_{2}\right\}$ and $\left\{b, z_{1}\right\}$. The change in tour length of this 2 -change is

$$
\Delta=\left\|a-z_{1}\right\|+\left\|b-z_{2}\right\|-\left\|a-z_{2}\right\|-\left\|b-z_{1}\right\| .
$$

Since the locations of the points $\left\{a, b, z_{1}, z_{2}\right\}$ are random variables, so is $\Delta$. We seek to bound the probability that there exists a 2 -change whose improvement is exceedingly small, enabling us to use a potential argument.

Let $\Delta_{\min }$ denote the improvement of the least-improving 2-change in the instance. If $\mathbb{P}\left(\Delta_{\min } \leq \epsilon\right)$ is suitably small for small $\epsilon$, then each iteration is likely to decrease the tour length by a large amount. As long as the initial tour has bounded length, this then provides a limit to the number of iterations that the heuristic can perform, since the tour length is bounded from below by 0 .

### 2.3 Basic Results

We state some general results that we will need at points throughout the paper.
The next lemma provides a simple framework that we can use to prove smoothed complexity bounds for 2 -opt.

Let $\Delta_{\min }$ denote the smallest improvement of any 2 -change, and let $\Delta_{\min }^{\text {link }}$ denote the smallest improvement of any pair of linked 2-changes (see Section 4 for a definition of linked pairs).

- Lemma 1 ([9, Lemma 2.2]). Suppose that the longest tour has a length of at most L with probability at least $1-1 / n$ !. Let $\alpha>1$ be a constant. If for all $\epsilon>0$ it holds that $\mathbb{P}\left(\Delta_{\min } \in(0, \epsilon]\right)=O\left(P \epsilon^{\alpha}\right)$, then the smoothed complexity of 2-opt is bounded from above by $O\left(P^{1 / \alpha} L\right)$. The same holds if we replace $\Delta_{\min }$ by $\Delta_{\min }^{\operatorname{link}}$, provided that $P^{1 / \alpha} L=\Omega\left(n^{2}\right)$.


### 2.4 Probability Theory

We provide some basic probability theoretical results. Throughout the paper, given a random variable $X$, we denote its probability density by $f_{X}$ and its cumulative distribution function by $F_{X}$. If we furthermore condition on some event $Y$, we write $f_{X \mid Y}$ for the conditional density of $X$ given $Y$.

### 2.4.1 Chi Distributions

Suppose we are given two points $y_{1}, y_{2} \in \mathcal{Y}$ and perturb both points with independent Gaussian random variables $g_{1}$ and $g_{2}$, resulting in $x_{i}=y_{i}+g_{i}, i \in[2]$. Then the distance $\left\|x_{1}-x_{2}\right\|$ between the two perturbed points is distributed according to a noncentral $d$ dimensional chi distribution with noncentrality parameter $s=\left\|y_{1}-y_{2}\right\|$, which we denote $\chi_{d}^{s}$. We call $\chi_{d}^{0}$ a central $d$-dimensional $\chi$ distribution.

### 2.4.2 General Results

In the following, we use the notion of stochastic dominance. Let $X$ and $Y$ be two real-valued random variables. We say that $X$ stochastically dominates $Y$ if for all $x$, it holds that $\mathbb{P}(X \geq x) \geq \mathbb{P}(Y \geq x)$, and this inequality is strict for some $x$. We may equivalently say that the density of $X$ stochastically dominates the density of $Y$.

To use Lemma 1, we need to limit the probability that any TSP tour in our smoothed instance is too long. This was previously done by Manthey \& Veenstra; we state their result in Lemma 2.

- Lemma 2 ([9, Lemma 2.3]). Let $c \geq 2$ be a sufficiently large constant, and let $D=$ $c \cdot(1+\sigma \sqrt{n \log n})$. Then $\mathbb{P}\left(\mathcal{X} \nsubseteq[-D, D]^{d}\right) \leq 1 / n!$.

The next lemma is a reformulation of another result by Manthey \& Veenstra [9]. The lemma is very useful in conjunction with Lemma 4, as we will have cause to condition on the outcome of drawing noncentral $d$-dimensional chi random variables.

- Lemma 3 ([9, Lemma 2.8]). The noncentral d-dimensional chi distribution with parameter $\mu>0$ and standard deviation $\sigma$ stochastically dominates the central d-dimensional chi distribution with the same standard deviation.

The following lemma from Manthey \& Veenstra is slightly generalized compared to its original statement. We do not provide a proof, since the original proof remains valid when simply replacing the original assumption with ours.

- Lemma 4 ([9, Lemma 2.7]). Assume $c \in \mathbb{R}_{\geq 0}$ is a fixed constant and $d \in \mathbb{N}$ is fixed and arbitrary with $d>c$. Let $\chi_{d}$ denote the $d$-dimensional chi distribution with variance $\sigma^{2}$. Then

$$
\int_{0}^{\infty} \chi_{d}(x) x^{-c} \mathrm{~d} x=\Theta\left(\frac{1}{d^{c / 2} \sigma^{c}}\right)
$$



Figure 1 The setting of Theorem 5. As mentioned in the proof of Theorem 5, we may assume without loss of generality that $\mu$ lies on $L$.

### 2.4.3 Limiting the Adversary

In our analysis we will closely study the angles between edges in the smoothed TSP instance. These angles can be initially specified to our detriment by the adversary. However, the power of the adversary is limited by the strength of the Gaussian perturbations. We quantify the power of the adversary in Theorem 5. See Figure 1 for a sketch accompanying the theorem.

- Theorem 5. Let $L$ be some line in $\mathbb{R}^{d}$, and let $x \in L$. Let $y$ be a point drawn from a $d$-dimensional Gaussian distribution with mean $\mu \in \mathbb{R}^{d}$ and variance $\sigma^{2}$. Let $\phi$ denote the angle between $L$ and $x-y$, and let $R=\|x-y\|$ and $s=\|x-\mu\|$. Let $f_{\phi \mid R=r}$ denote the density of $\phi$, conditioned on a specific outcome $r>0$ for $R$. Then for all $d \geq 2$,

$$
\sup _{\phi \in[0, \pi]} f_{\phi \mid R=r}(\phi)=O\left(\sqrt{d}+\frac{\sqrt{r s}}{\sigma}\right)
$$

Moreover, for $d \geq 3$,

$$
\sup _{\phi \in(0, \pi)} \frac{f_{\phi \mid R=r}(\phi)}{\sin \phi}=O\left(\sqrt{d}+\frac{r s}{\sigma^{2} \sqrt{d}}\right) .
$$

Theorem 5 yields the following corollary, which provides information on the angle between two Gaussian random points in $\mathbb{R}^{d}$ with respect to some third point.

- Corollary 6. Let $x \in \mathbb{R}^{d}$. Let $y$ and $z$ be drawn from d-dimensional Gaussian distributions with arbitrary means and the same variance $\sigma^{2}$. Let $\phi$ denote the angle between $y-x$ and $z-x$, and let $R=\|x-y\|$ and $S=\|x-z\|$. Let $f_{\phi \mid R=r, S=s}$ denote the density of $\phi$ conditioned on some outcome $r>0$ for $R$ and $s>0$ for $S$. Then for all $d \geq 2$,

$$
\sup _{\phi \in[0, \pi]} f_{\phi \mid R=r, S=s}(\phi)=O\left(\sqrt{d}+\frac{\sqrt{\min \{r \bar{r}, s \bar{s}}\}}{\sigma}\right),
$$

where $\bar{r}=\|x-\mathbb{E}(y)\|$ and $\bar{s}=\|x-\mathbb{E}(z)\|$. Moreover, for $d \geq 3$,

$$
\sup _{\phi \in(0, \pi)} \frac{f_{\phi \mid R=r, S=s}(\phi)}{\sin \phi}=O\left(\sqrt{d}+\frac{\min \{r \bar{r}, s \bar{s}\}}{\sigma^{2} \sqrt{d}}\right) .
$$

## 3 Analysis of Single 2-Changes

To improve upon the previous analyses, it pays to examine where the analysis of Euclidean 2 -opt with Gaussian perturbations [9] fails for $d \in\{2,3\}$. The problem is that in the course of the proof, Manthey \& Veenstra compute

$$
\int_{0}^{\infty} \frac{1}{x^{2}} \chi_{d-1}(x) \mathrm{d} x
$$

where $\chi_{d}$ denotes the $d$-dimensional chi distribution. This integral is finite only when $d \geq 4$.


Figure 2 Labels of points and angles involved in a single 2-change.

This problem does not appear in the results obtained by Englert et al. [4]. They consider a more general model of smoothed analysis wherein the adversary specifies a probability density for each point in the TSP instance independently. Since the only information available on the probability densities is their upper bound, they consider a simplified model of a 2 -change to keep the analysis tractable. The analysis is then translated to their generic model, which incurs a factor which is super-exponential in $d$.

Even when one considers $d$ to be a constant as Englert et al. do, the genericity of their model still comes at a cost when translated to a smoothed analysis with Gaussian perturbations, eventually yielding a bound which is polynomial in $\sigma^{-d}$.

Specifying the perturbations as Gaussian enables us to analyze the true random experiment modeling a 2-change more closely, as we know the distributions of the distances between points in the smoothed instance. Combined with Theorem 5, which provides information on the angles between edges in the instance, we can carry out an analysis that improves on both Englert et al.'s as well as Manthey \& Veenstra's analysis.

We first set up our model of a 2-change perturbed by Gaussian perturbations. To obtain a bound for this case, we first formulate a different analysis of single 2-changes. Consider a 2 -change involving the points $\left\{a, b, z_{1}, z_{2}\right\} \subseteq[-D, D]^{d}$, where the edges $\left\{a, z_{1}\right\}$ and $\left\{b, z_{2}\right\}$ are replaced by $\left\{b, z_{1}\right\}$ and $\left\{a, z_{2}\right\}$. The improvement to the tour length due to this 2-change is

$$
\Delta=\left\|a-z_{1}\right\|-\left\|b-z_{1}\right\|+\left\|b-z_{2}\right\|-\left\|a-z_{2}\right\| .
$$

To analyze $\Delta$, we first define $A_{1}:=\left\|a-z_{1}\right\|, A_{2}:=\left\|b-z_{2}\right\|$, and $R:=\|a-b\|$. Moreover, we identify the angle $\phi_{1}$ as the angle between $a-z_{1}$ and $a-b$, and restrict it to $[0, \pi]$. The corresponding angle $\phi_{2}$ is defined similarly. The restriction of these angles to $[0, \pi]$ is without loss of generality; one may readily observe from Figure 2 that flipping the sign of either $\phi_{1}$ or $\phi_{2}$ does not change the value of $\Delta$.

While Figure 2 may give the impression that we are restricting the analysis to the $d=2$ case, the analysis is valid for any $d \geq 2$. The two triangles $\triangle a z_{1} b$ and $\triangle a z_{2} b$ will lie in two separate planes in general. The distances involved must thus be understood as $d$-dimensional Euclidean distances.

With these definitions, we have $\Delta=\eta_{1}+\eta_{2}$, where for $i \in[2]$

$$
\eta_{i}=A_{i}-\sqrt{A_{i}^{2}+R^{2}-2 A_{i} R \cos \phi_{i}}
$$

which follows from the Law of Cosines.
Suppose we condition on the events $A_{1}=a_{1}, A_{2}=a_{2}$, and $R=r$, for some $a_{1}, a_{2}, r>0$. Under these events, $\eta_{1}$ and $\eta_{2}$ are independent random variables. Moreover, $\Delta$ is completely fixed by revealing the angles $\phi_{1}$ and $\phi_{2}$. Since we condition on $A_{i}=a_{i}$, we can then bound the density of $\phi_{i}$ using Corollary 6 .

We can use this independence to obtain bounds for $\mathbb{P}(\Delta \in(0, \epsilon])$ for some small $\epsilon>0$ under these events, for various orderings of $a_{1}, a_{2}$ and $r$. These bounds are given in Lemma 10.

We begin by obtaining a bound to the density of $\eta_{i}, i \in[2]$, using the fact that all randomness in $\eta_{i}$ is contained in the angle $\phi_{i}$ under the conditioning that $A_{i}=a_{i}$ and $R=r$. We denote by $f_{\phi_{i} \mid R=r, A_{i}=a_{i}}$ the density of the angle $\phi_{i}$, conditioned on $R=r$ and $A_{i}=a_{i}$.

- Lemma 7. Let $i \in[2]$. The density of $\eta_{i}=\left\|a-z_{i}\right\|-\left\|b-z_{i}\right\|$, conditioned on $A_{i}=a_{i}$ and $R=r$, is bounded from above by

$$
\frac{a_{i}+r}{a_{i} r} \cdot \frac{f_{\phi_{i} \mid R=r, A_{i}=a_{i}}\left(\phi_{i}(\eta)\right)}{\left|\sin \phi_{i}(\eta)\right|}
$$

where $\phi_{i}(\eta)=\arccos \left(\frac{a_{i}^{2}+r^{2}-\left(a_{i}-\eta\right)^{2}}{2 a_{i} r}\right)$.
Proof. Let the conditional density of $\eta_{i}$ be $f_{\eta_{i} \mid R=r, A_{i}=a_{i}}$. Since $\phi_{i}$ is restricted to $[0, \pi]$ by assumption, there exists a bijection between $\eta_{i}$ and $\phi_{i}$. To be precise, we have

$$
\phi_{i}\left(\eta_{i}\right)=\arccos \left(\frac{a_{i}^{2}+r^{2}-\left(a_{i}-\eta_{i}\right)^{2}}{2 a_{i} r}\right) .
$$

By standard transformation rules of probability densities, it holds that

$$
f_{\eta_{i} \mid R=r, A=a_{i}}(\eta)=\left|\frac{\mathrm{d} \phi_{i}(\eta)}{\mathrm{d} \eta}\right| f_{\phi_{i} \mid R=r, A_{i}=a_{i}}\left(\phi_{i}(\eta)\right) .
$$

The derivative is easily evaluated:

$$
\frac{\mathrm{d} \phi_{i}(\eta)}{\mathrm{d} \eta}=\frac{-1}{\sqrt{1-\left(\frac{a_{i}^{2}+r^{2}-\left(a_{i}-\eta\right)^{2}}{2 a_{i} r}\right)}} \cdot \frac{a_{i}-\eta}{a_{i} r}=\frac{-1}{\sin \phi(\eta)} \cdot \frac{a_{i}-\eta}{a_{i} r} .
$$

Finally, we have $a_{i}-\eta \leq a_{i}+r$, which follows from the triangle inequality. This concludes the proof.

By Corollary 6, we have an upper bound for $f_{\phi_{i} \mid R=r, A_{i}=a_{i}}$. Unfortunately, simply inserting this upper bound is not enough for us to bound $f_{\eta_{i} \mid A_{i}=a_{i}, R=r}$, since the density as obtained from Lemma 7 diverges for $\phi=0$ and $\phi=\pi$. There is however a way to cure this divergence.

We now consider a full 2-change (cf. Figure 2). To analyze the improvement $\Delta$ caused by this 2-change, we construct a random experiment, conditioned on the outcomes $A_{1}=a_{1}$, $A_{2}=a_{2}$, and $R=r$. We write this random experiment in Algorithm 1, since we will need to execute different experiments depending on the ordering of the values of $a_{1}, a_{2}$ and $r$. The parameters $b_{1}$ and $b_{2}$ of this algorithm will take values in $\left\{a_{1}, a_{2}, r\right\}$, depending on this ordering.

The function RandomExpt outlined in Algorithm 1 branches on the outcome of the variable $Z_{i}=\sqrt{b_{i}} \sin \phi_{i}, i \in[2]$, where $b_{i}$ is some distance; we will choose $b_{i}$ among $\left\{r, a_{i}\right\}$ in subsequent lemmas.

Note that RandomExpt returns a tuple $(i, \phi)$, where $i \in[2]$. We call the angle returned by RandomExpt the good angle. Moreover, we label the event $i=1$ as $E_{1}$, and $i=2$ by $E_{2}$. The crux of the analysis is now to analyze $\eta_{1}$ if $E_{1}$ occurs, and $\eta_{2}$ if $E_{2}$ occurs, as under $E_{i}$ the density of $\eta_{i}$ is bounded from above.

Algorithm 1 The algorithm we use to model a random 2-change with fixed $A_{1}=a_{1}$,
$A_{2}=a_{2}$, and $R=r$.
Data: Distances $b_{1}, b_{2}>0$.
Function RandomExpt $\left(b_{1}, b_{2}\right)$ :
Draw $\phi_{1} \sim f_{\phi \mid R=r, A_{1}=a_{1}}$
Draw $\phi_{2} \sim f_{\phi \mid R=r, A_{2}=a_{2}}$
if $\sqrt{b_{1}} \sin \phi_{1}>\sqrt{b_{2}} \sin \phi_{2}$ then
return $\left(1, \phi_{1}\right)$
else
return $\left(2, \phi_{2}\right)$
end

- Lemma 8. Let $(i, \phi)=$ RandomExpt $\left(b_{1}, b_{2}\right)$ for some $b_{1}, b_{2}>0$. Let $j=3-i$. The density of $\phi$, conditioned on $R=r, A_{1}=a_{1}, A_{2}=a_{2}$, is then bounded from above by

$$
\frac{2 M_{\phi_{1}} M_{\phi_{2}}}{\mathbb{P}\left(E_{i}\right)} \cdot \arcsin \left(\min \left\{1, \sqrt{\frac{b_{i}}{b_{j}}} \sin \phi\right\}\right),
$$

where $M_{\phi_{i}}=\max _{0 \leq \phi \leq \pi} f_{\phi_{i} \mid R=r, A_{i}=a_{i}}(\phi)$.
Proof. We omit the conditioning on $A_{1}=a_{1}, A_{2}=a_{2}$ and $R=r$ in the following, for the sake of clarity. We prove only the case $i=1$, thus conditioning on $E_{1}$, as the proof for $i=2$ proceeds essentially identically.

Let $X_{i}=\sqrt{b_{i}} \sin \phi_{i}, i \in[2]$. The event $E_{1}$ is then equivalent to $X_{1}>X_{2}$. Let $Z$ in turn denote the random variable given by $X_{1}$ conditioned on $E_{1}$. The cumulative distribution function of $Z$ is equal to

$$
F_{Z}(x)=\mathbb{P}\left(X_{1} \leq x \mid X_{1}>X_{2}\right)=\frac{\mathbb{P}\left(X_{1} \leq x \wedge X_{1}>X_{2}\right)}{\mathbb{P}\left(E_{1}\right)}
$$

By the independence of $X_{1}$ and $X_{2}$, this is equal to

$$
F_{Z}(x)=\frac{1}{\mathbb{P}\left(E_{1}\right)} \cdot \int_{0}^{x} f_{X_{1}}(y) \int_{0}^{y} f_{X_{2}}(z) \mathrm{d} z \mathrm{~d} y
$$

Computing the density of $Z$ is then simply a matter of differentiation. Since $\mathbb{P}\left(E_{1}\right)$ does not depend on $x$, we obtain

$$
f_{Z}(x)=\frac{1}{\mathbb{P}\left(E_{1}\right)} \cdot f_{X_{1}}(x) \int_{0}^{x} f_{X_{2}}(z) \mathrm{d} z
$$

We next require the density of $X_{i}=\sqrt{b_{i}} \sin \phi_{i}$. Observe that

$$
\begin{equation*}
\mathbb{P}\left(X_{i} \leq x\right)=\mathbb{P}\left(\phi_{i} \leq \arcsin \left(x / \sqrt{b_{i}}\right)\right)+\mathbb{P}\left(\phi_{i} \geq \pi-\arcsin \left(x / \sqrt{b_{i}}\right)\right) \tag{1}
\end{equation*}
$$

Differentiating this expression to $x$, we find for $x<\sqrt{b_{i}}$

$$
\begin{aligned}
f_{X_{i}}(x) & =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\mathbb{P}\left(\phi_{i} \leq \arcsin \left(x / \sqrt{b_{i}}\right)\right)+1-\mathbb{P}\left(\phi_{i} \geq \pi-\arcsin \left(x / \sqrt{b_{i}}\right)\right)\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\arcsin \left(\frac{x}{\sqrt{b_{i}}}\right)\right) \cdot\left[f_{\phi_{i}}\left(\arcsin \left(\frac{x}{\sqrt{b_{i}}}\right)\right)+f_{\phi_{i}}\left(\pi-\arcsin \left(\frac{x}{\sqrt{b_{i}}}\right)\right)\right] \\
& =\frac{1}{\sqrt{b_{i}-x^{2}}} \cdot\left[f_{\phi_{i}}\left(\arcsin \left(\frac{x}{\sqrt{b_{i}}}\right)\right)+f_{\phi_{i}}\left(\pi-\arcsin \left(\frac{x}{\sqrt{b_{i}}}\right)\right)\right],
\end{aligned}
$$

and 0 for $x \geq \sqrt{b_{i}}$. Letting $M_{\phi_{i}}=\max _{0 \leq \phi \leq \pi} f_{\phi_{i} \mid R=r, A_{i}=a_{i}}(\phi)$, which exists by Corollary 6 , we obtain

$$
f_{X_{i}}(x) \leq 2 M_{\phi_{i}} \cdot \begin{cases}\frac{1}{\sqrt{b_{i}-x^{2}}}, & \text { if } x<\sqrt{b_{i}} \\ 0, & \text { otherwise }\end{cases}
$$

Using this density, together with the identity $\int_{0}^{x}\left(\sqrt{b}-y^{2}\right)^{-1 / 2} \mathrm{~d} y=\arcsin (x / \sqrt{b})$ for $x<\sqrt{b}$, we obtain

$$
f_{Z}(x) \leq \frac{2 M_{\phi_{1}} M_{\phi_{2}}}{\mathbb{P}\left(E_{1}\right)} \cdot \frac{\arcsin \left(\min \left\{1, \frac{x}{\sqrt{b_{2}}}\right\}\right)}{\sqrt{b_{1}-x^{2}}}
$$

if $x<\sqrt{b_{1}}$, and $f_{Z}(x)=0$ otherwise. It remains to convert $Z$ back to $\phi$, where $\phi$ is the good angle. Since we have conditioned on $E_{1}$, we know that $Z=\sqrt{b_{1}} \sin \phi$. Using similar considerations as used in Equation (1), we have

$$
f_{Z}(x)=\frac{1}{\sqrt{b_{1}-x^{2}}} f_{\phi}\left(\arcsin \left(x / \sqrt{b_{1}}\right)\right)+\frac{1}{\sqrt{b_{1}-x^{2}}} f_{\phi}\left(\pi-\arcsin \left(x / \sqrt{b_{1}}\right)\right) .
$$

Since this expression holds for all $x \in\left(0, \sqrt{b_{1}}\right)$, and since probability densities are non-negative, it follows that

$$
f_{\phi}(\phi) \leq \frac{2 M_{\phi_{1}} M_{\phi_{2}}}{\mathbb{P}\left(E_{1}\right)} \cdot \arcsin \left(\min \left\{1, \sqrt{\frac{b_{1}}{b_{2}}} \sin \phi\right\}\right)
$$

for all $\phi \in(0, \pi)$.
For the next part, we apply Lemma 8 to Lemma 7 to bound the density of $\eta_{i}$, given that $E_{i}$ occurs.

Lemma 9. Let $i \in[2]$ and $j=3-i$. Let $f_{\eta_{i} \mid E_{i}}$ denote the density of $\eta_{i}$, conditioned on $E_{i}$ as well as the outcomes $R=r, A_{1}=a_{1}$, and $A_{2}=a_{2}$. Then

$$
f_{\eta_{i} \mid E_{i}}(\eta) \leq \frac{1}{\mathbb{P}\left(E_{i}\right)} \cdot \frac{2 \pi M_{\phi_{1}} M_{\phi_{2}}}{\min \left\{a_{1}, r\right\} \min \left\{a_{2}, r\right\}},
$$

where $M_{\phi_{i}}=\max _{0 \leq \phi \leq \pi} f_{\phi_{i} \mid R=r, A_{i}=a_{i}}(\phi)$.
Proof. We prove only the case $i=1$. From Lemma 7, we know that

$$
f_{\eta_{i} \mid E_{i}}(\eta) \leq \frac{a_{i}+r}{a_{i} r} \cdot \frac{f_{\phi_{i} \mid E_{i}, A_{1}=a_{1}, A_{2}=a_{2}}(\phi)}{\sin \phi} .
$$

Let $(i, \phi)=\operatorname{RandomExpt}\left(b_{1}, b_{2}\right)$, for some $b_{1}, b_{2}>0$. We will choose values for $b_{1}$ and $b_{2}$ depending on the ordering of $a_{1}, a_{2}$ and $r$. Note that we may do this, since we know the choices of $a_{1}, a_{2}$ and $r$ before executing RandomExpt.

Since we condition on $E_{1}$, we know that $i=1$, and hence that $\phi_{1}$ is the good angle. By Lemma 8, we can obtain a bound for $f_{\phi \mid E_{i}, A_{1}=a_{1}, A_{2}=a_{2}, R=r}$. We thus find

$$
f_{\eta_{1} \mid E_{1}}(\eta) \leq \frac{2 M_{\phi_{1}} M_{\phi_{2}}}{\mathbb{P}\left(E_{1}\right)} \cdot \frac{a_{1}+r}{a_{1} r} \cdot \frac{\arcsin \left(\min \left\{1, \sqrt{\frac{b_{1}}{b_{2}}} \sin \phi\right\}\right)}{\sin \phi} .
$$

First, suppose $\sin \phi \geq \sqrt{b_{2} / b_{1}}$. Then the arcsine evaluates to $\pi / 2$, and so the above is bounded from above by

$$
\frac{\pi}{2} \sqrt{\frac{b_{1}}{b_{2}}}
$$

Second, suppose $\sin \phi<\sqrt{b_{2} / b_{1}}$. Since $\arcsin (x) \leq \pi x / 2$ for $x \in(0,1)$, this case yields the same bound, and we obtain

$$
f_{\eta_{1} \mid E_{1}}(\eta) \leq \frac{\pi M_{\phi_{1}} M_{\phi_{2}}}{\mathbb{P}\left(E_{1}\right)} \cdot \frac{a_{1}+r}{a_{1} r} \cdot \sqrt{\frac{b_{1}}{b_{2}}}
$$

We now examine the four cases in the lemma statement.
Case 1: $a_{1}, a_{2} \leq r$.
We let $b_{1}=a_{1}$ and $b_{2}=a_{2}$. Then we have

$$
\frac{a_{1}+r}{a_{1} r} \cdot \sqrt{\frac{a_{1}}{a_{2}}}=\frac{a_{1}+r}{r \sqrt{a_{1} a_{2}}} \leq \frac{2 r}{r \sqrt{a_{1} a_{2}}}=\frac{2}{\sqrt{a_{1} a_{2}}}
$$

Case 2: $a_{1}, a_{2} \geq r$.
We let $b_{1}=b_{2}=r$, and obtain

$$
\frac{a_{1}+r}{a_{1} r} \leq \frac{2 a_{1}}{a_{1} r}=\frac{2}{r}
$$

Case 3: $a_{1} \geq r \geq a_{2}$.
We let $b_{1}=r$ and $b_{2}=a_{2}$, which yields

$$
\frac{a_{1}+r}{a_{1} r} \cdot \sqrt{\frac{r}{a_{2}}}=\frac{a_{1}+r}{\sqrt{a_{2} r} a_{1}} \leq \frac{2}{\sqrt{a_{2} r}}
$$

Case 4: $a_{2} \geq r \geq a_{1}$.
We let $b_{1}=a_{1}$ and $b_{2}=r$, to find

$$
\frac{a_{1}+r}{a_{1} r} \sqrt{\frac{a_{1}}{r}} \leq \frac{2 r \sqrt{a_{1}}}{a_{1} r \sqrt{r}}=\frac{2}{\sqrt{a_{1} r}}
$$

This final case concludes the proof.
The bound on the density of $\eta_{i}$ from Lemma 9 puts us in the position to prove a bound on the probability that $\Delta \in(0, \epsilon]$.

- Lemma 10. Let $\Delta$ denote the improvement of a 2-change. Then

$$
\mathbb{P}\left(\Delta \in(0, \epsilon] \mid A_{1}=a_{1}, A_{2}=a_{2}, R=r\right) \leq \frac{\pi M_{\phi_{1}} M_{\phi_{2}} \epsilon}{\min \left\{a_{1}, r\right\} \min \left\{a_{2}, r\right\}},
$$

where $M_{\phi_{i}}=\max _{0 \leq \phi \leq \pi} f_{\phi_{i} \mid R=r, A_{i}=a_{i}}(\phi)$.
Proof. We condition first on $E_{1}$, and then let an adversary choose an outcome for $\eta_{2}$, say, $\eta_{2}=t$. Then we have $\Delta \in(0, \epsilon]$ iff $\eta_{1} \in(-t,-t+\epsilon]$, which is an interval of size $\epsilon$.

Since the probability that $\eta_{1}$ falls into an interval of size $\epsilon$ is at most $\epsilon \cdot \max _{\eta} f_{\eta_{1} \mid E_{1}}(\eta)$, all we need to conclude the proof for $E_{1}$ is a bound on $f_{\eta_{1} \mid E_{1}}(\eta)$. This is provided by Lemma 9 .

We then repeat the same argument for $E_{2}$. The result is obtained by applying the Law of Total Probability.

## 4 Linked Pairs of 2-Changes

To obtain bounds on the smoothed complexity of 2-opt, we consider so-called linked pairs of 2-changes, introduced previously by Englert et al [4]. A pair of 2-changes is said to be linked if some edge removed from the tour by one 2-change is added to the tour by the other 2-change.

Such linked pairs have been considered in several previous works [4, 9]. In each case, the distinction has been made between several types of linked pairs. In our analysis, only two of these types are relevant, and so we will describe only these types for the sake of brevity.

We consider 2 -changes which share exactly one edge, and subdivide them into pairs of type 0 and of type 1. A generic 2-change removes the edges $\left\{z_{1}, z_{2}\right\}$ and $\left\{z_{3}, z_{6}\right\}$ while adding $\left\{z_{1}, z_{6}\right\}$ and $\left\{z_{2}, z_{3}\right\}$. The other 2-change removes $\left\{z_{3}, z_{4}\right\}$ and $\left\{z_{5}, z_{6}\right\}$ while adding $\left\{z_{3}, z_{6}\right\}$ and $\left\{z_{4}, z_{5}\right\}$. Note that $\left\{z_{3}, z_{6}\right\}$ occurs in both 2 -changes.

- If $\left|\left\{z_{1}, \ldots, z_{6}\right\}\right|=6$, then we say the linked pair is of type 0 .
- If $\left|\left\{z_{1}, \ldots, z_{6}\right\}\right|=5$, then we say the linked pair is of type 1 .

Type 1 can itself be subdivided into two types, 1 a and 1 b . We will detail this distinction in Section 4.2.

Before moving on to analyzing linked pairs, we state a useful lemma that justifies limiting the discussion to just linked pairs of types 0 and 1 .

- Lemma 11 ([4, Lemma 9]). In every sequence of $t$ consecutive 2-changes the number of disjoint pairs of 2-changes of type 0 or type 1 is at least $\Omega(t)-O\left(n^{2}\right)$.


### 4.1 Type 0

We begin with type 0, as this is by far the simplest linked pair. For clarity, see Figure 3 (left) for an illustration of a type 0 linked pair. It should be noted that, while Figure 3 shows a specific configuration of vertices in two dimensions, the results of this section hold generally; the analysis does not depend on any point having a particular orientation with respect to its neighbors. The same holds for the results in Section 4.2.

The improvement of a type 0 linked pair is completely specified by a small number of random variables. We require five distances between vertices, $R_{1}=\left\|z_{1}-z_{3}\right\|, A_{1}=\left\|z_{3}-z_{6}\right\|$, $A_{2}=\left\|z_{1}-z_{2}\right\|, R_{2}=\left\|z_{4}-z_{6}\right\| A_{3}=\left\|z_{4}-z_{5}\right\|$. Additionally, we need the following angles: 1. $\phi_{1}$ between $z_{2}-z_{1}$ and $z_{3}-z_{1}$,
2. $\phi_{2}$ between $z_{1}-z_{3}$ and $z_{6}-z_{3}$,
3. $\phi_{1}^{\prime}$ between $z_{3}-z_{6}$ and $z_{4}-z_{6}$,
4. $\phi_{3}$ between $z_{6}-z_{4}$ and $z_{5}-z_{4}$.

Note that, if we condition on $A_{1}=a_{1}$, the events $\Delta_{1} \in(0, \epsilon]$ and $\Delta_{2} \in(0, \epsilon]$ are independent. We can then apply Lemma 10, together with several applications of Lemma 4.

- Lemma 12. Let $\Delta_{\min }^{\operatorname{link}}$ denote the minimum improvement of any type 0 pair of linked 2-changes, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta_{\min }^{\mathrm{link}} \in(0, \epsilon]\right)=O\left(\frac{d D^{2} n^{6} \epsilon^{2}}{\sigma^{4}}\right)
$$

### 4.2 Type 1

As mentioned previously, type 1 linked pairs can be subdivided into two distinct subtypes. Subtype 1a shares exactly one edge between the two 2-changes, while subtype 1b shares two edges.


Figure 3 Labels of points involved in the three types of pairs of linked 2-changes. Left: type 0 . Center: type 1a. Right: type 1b.

### 4.2.1 Type 1a

We first consider type 1a. See Figure 3 (center) for a graphical representation of the type, as well as the labels of the points and edges involved.

Let the 2-change replacing $\left\{z_{1}, z_{2}\right\}$ and $\left\{z_{3}, z_{4}\right\}$ by $\left\{z_{2}, z_{3}\right\}$ and $\left\{z_{1}, z_{4}\right\}$ be called $S_{1}$, and the 2-change replacing $\left\{z_{1}, z_{4}\right\}$ and $\left\{z_{3}, z_{5}\right\}$ by $\left\{z_{1}, z_{3}\right\}$ and $\left\{z_{4}, z_{5}\right\}$ be called $S_{2}$.

We proceed by conditioning on $A_{2}=\left\|z_{3}-z_{4}\right\|=a_{2}$ and $A_{3}=\left\|z_{4}-z_{5}\right\|=a_{3}$. Using Lemma 10, we can then compute the probability that $\Delta_{1} \in(0, \epsilon]$. Moreover, the location of $z_{5}$ is then still random. Hence, the random variable $\eta=\left\|z_{3}-z_{5}\right\|-\left\|z_{4}-z_{5}\right\|$ can be analyzed independently from $\Delta_{1}$.

For the density of $\eta$, we have the following lemma from Englert et al [4].

- Lemma 13 ([4, Lemma 15, modified]). Let $i \in[2]$, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. For $a_{2}, a_{3} \in(0,2 \sqrt{d} D]$ and $\eta \in\left(-a_{2}, \min \left\{a_{2}, 2 a_{3}-a_{2}\right\}\right)$,

$$
f_{\eta \mid A_{2}=a_{2}, A_{3}=a_{3}}(\eta) \leq M_{\phi} \cdot \begin{cases}\sqrt{\frac{2}{a_{2}^{2}-\eta^{2}}}, & \text { if } a_{3} \geq a_{2}, \\ \sqrt{\frac{2}{\left(a_{2}+\eta\right)\left(2 a_{3}-a_{2}-\eta\right.}}, & \text { if } a_{3}<a_{2}\end{cases}
$$

where $M_{\phi}=\max _{0 \leq \phi \leq \pi} f_{\phi \mid A_{2}=a_{2}, A_{3}=a_{3}}(\phi)$. For $\eta \notin\left(-r, \min \left\{a_{2}, 2 a_{3}-a_{2}\right\}\right)$, the density vanishes.

Note that the factor $M_{\phi}$ was not present in the original statement of Lemma 13. This is because the original statement concerned a simplified random experiment, wherein the points $z_{5}$ and $z_{3}$ are chosen uniformly from a hyperball centered on $z_{4}$. As such, $\phi$ is assumed to be distributed uniformly ${ }^{1}$. Since we do not analyze a simplified random experiment, we cannot make this assumption. However, examining the original proof of Lemma 13, this can be resolved by simply inserting the upper bound of the density of $\phi$, conditioned on $A_{2}=a_{2}$ and $A_{3}=a_{3}$. This bound is provided to us by Corollary 6 .

- Lemma 14. Let $\Delta_{2}$ be the improvement yielded by $S_{2}$, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta_{2} \in(0, \epsilon] \mid A_{2}=a_{2}\right)=O\left(\left(\frac{d^{1 / 4} \sqrt{D}}{\sigma}+\sqrt{\frac{d}{a_{2}}}\right) \cdot \sqrt{\epsilon}\right) .
$$

[^47]Using Lemmas 4 and 14, we can easily prove the following statement about type 1a pairs of 2-changes.

- Lemma 15. Let $\Delta_{\min }^{\text {link }}$ denote the minimum improvement of any type 1a pair of 2-changes, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta_{\min }^{\operatorname{link}} \in(0, \epsilon]\right)=O\left(\frac{n^{5} d^{3 / 4} D^{3 / 2}}{\sigma^{3}} \epsilon^{3 / 2}\right)
$$

### 4.2.2 Type 1b

The final type of linked pair we consider is type 1b. See Figure 3 (right) for a graphical representation.

Let $S_{1}$ denote the 2-change replacing $\left\{z_{1}, z_{3}\right\}$ and $\left\{z_{2}, z_{4}\right\}$ with $\left\{z_{2}, z_{3}\right\}$ and $\left\{z_{1}, z_{4}\right\}$, and let $S_{2}$ denote the 2-change replacing $\left\{z_{2}, z_{5}\right\}$ and $\left\{z_{1}, z_{4}\right\}$ with $\left\{z_{1}, z_{5}\right\}$ and $\left\{z_{2}, z_{5}\right\}$. From Figure 3, it is evident that we can treat $\Delta_{1}$ and $\eta=\left\|z_{2}-z_{5}\right\|-\left\|z_{1}-z_{5}\right\|$ as independent variables, as long as we condition on $R=r$.

- Lemma 16. Let $\Delta_{\min }^{\operatorname{link}}$ denote the minimum improvement of any type $1 b$ pair of 2-changes, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta_{\min }^{\mathrm{link}} \in(0, \epsilon]\right)=O\left(\frac{n^{5} d^{3 / 4} D^{3 / 2}}{\sigma^{3}} \epsilon^{3 / 2}\right)
$$

Lemmas 12,15 , and 16 enable us to prove an upper bound to the smoothed complexity of 2 -opt in the present probabilistic model.

- Theorem 17. The expected number of iterations performed by 2-opt for smoothed Euclidean instances of TSP in $d \geq 2$ dimensions is bounded from above by $O\left(d D^{2} n^{4+\frac{1}{3}} / \sigma^{2}\right)$.
Proof. We assume for this proof that the entire instance is contained within $[-D, D]^{d}$, with $D=\Theta(1+\sigma \sqrt{n \log n})$. This occurs with probability at least $1-1 / n!$. Thus, with probability at least $1-1 / n!$, the longest tour in the instance has length at most $2 \sqrt{d} D n$. The assumption that the entire instance lies within this hypercube enables us to use Lemmas 12, 15, and 16, which were proved under this assumption.

Let $E$ denote the event that, among all type 0 and type 1 linked pairs of 2 -changes, the pair with the smallest improvement is of type 0 , and let $E^{c}$ denote the event that this pair is of type 1 a or type 1 b . Let the random variable $T$ denote the number of iterations taken by 2-opt to reach a local optimum.

We first compute $\mathbb{E}(T \mid E)$. We apply Lemma 1 with $\alpha=2$ and $\beta=2$, which is feasible due to Lemma 12. We then obtain immediately that $\mathbb{E}(T \mid E)=O\left(d D^{2} n^{4} / \sigma^{2}\right)$.

Next, we compute $\mathbb{E}\left(T \mid E^{c}\right)$. In this case, we apply Lemma 1 with $\alpha=3 / 2$ and $\beta=1$ (cf. Lemmas 15 and 16). This yields $\mathbb{E}\left(T \mid E^{c}\right)=O\left(d D^{2} n^{4+\frac{1}{3}} / \sigma^{2}\right)$.

Combining the bounds for $E$ and $E^{c}$ yields the result.

## 5 Improving the Analysis for $d \geq 3$

The bottleneck in Theorem 17 stems from Lemmas 15 and 16, which bound the probability that any linked pair of type 1a or type 1 b improves the tour by at most $\epsilon$. The probability given by these lemmas is proportional to $\epsilon^{3 / 2}$, which yields an extra factor of $n^{1 / 3}$ compared to type 0 linked pairs.

For $d \geq 3$, we can improve this to $\epsilon^{2}$, yielding improved smoothed complexity bounds. The key to this improvement is to use the second part of Corollary 6 to bound the density of $\eta_{i}$ as in Lemma 7 . This immediately yields the following result on $\eta_{i}=\left\|a-z_{i}\right\|-\left\|b-z_{i}\right\|$.

- Lemma 18. Let $i \in[2]$, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. The density of $\eta_{i}$ in $d \geq 3$ dimensions, conditioned on $A_{i}=a_{i}$ and $R=r$, is bounded from above by

$$
O\left(\frac{a_{i}+r}{a_{i} r} \cdot\left(\sqrt{d}+\frac{D \min \left\{r, a_{i}\right\}}{\sigma^{2}}\right)\right)
$$

Proof. We call the desired density $f_{\eta_{i} \mid A=a_{i}, R=r}$. From Lemma 7, we know that

$$
f_{\eta_{i} \mid A_{i}=a_{i}, R=r}(\eta) \leq \frac{a_{i}+r}{a_{i} r} \cdot \frac{f_{\phi_{i} \mid A_{i}=a_{i}, R=r}\left(\phi_{i}(\eta)\right)}{\left|\sin \phi_{i}(\eta)\right|} .
$$

Since $d \geq 3$, we can use the second part of Corollary 6 to obtain the desired bound, making use of the assumption that all points fall within $[-D, D]^{d}$.

Lemma 18 enables us to find an improved version of Lemma 10.

- Lemma 19. Let $\Delta$ denote the improvement of a 2-change in $d \geq 3$ dimensions. Let $i \in[2]$, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta \in(0, \epsilon] \mid A_{i}=a_{i}, R=r\right)=O\left(\left(\frac{\sqrt{d}}{\min \left\{a_{i}, r\right\}}+\frac{D}{\sigma^{2}}\right) \cdot \epsilon\right)
$$

The following lemma now yields the probability that any linked pair of 2-changes improves the tour by at most $\epsilon$. We omit the proof, since it follow easily from Lemma 19 along the same lines as the lemmas in Section 4.

- Lemma 20. Let $\Delta_{\min }^{\text {link }}$ denote the minimum improvement of any linked pair of 2-changes of type 0 or type 1 for $d \geq 3$, and assume that $\mathcal{X} \subseteq[-D, D]^{d}$. Then

$$
\mathbb{P}\left(\Delta_{\min }^{\mathrm{link}} \in(0, \epsilon]\right)=O\left(\frac{D^{2} n^{6} \epsilon^{2}}{\sigma^{4}}\right)
$$

We then obtain our result for $d \geq 3$.

- Theorem 21. The expected number of iterations performed by 2-opt for smoothed Euclidean instances of $T S P$ in $d \geq 3$ dimensions is bounded from above by $O\left(\sqrt{d} D^{2} n^{4} / \sigma^{2}\right)$.


## 6 Discussion

For convenience, we provide comparisons of the previous smoothed complexity bounds with our bound from Theorem 17 in Tables 1 and 2. These bounds are provided both for small values of $\sigma$ and for large values, meaning $\sigma=\Omega(1 / \sqrt{n \log n})$ and $\sigma=O(1 / \sqrt{n \log n})$.

Observe from Tables 1 and 2 that the bound for $d=2$ has a worse dependence on $n$ compared to the bound for $d \geq 3$. The technical reasons for this difference can be understood from Section 5. A more intuitive explanation for the difference is that our analysis benefits from large angles between edges in the smoothed TSP instance. In $d=2$, the density of these angles is maximal when they are small, while for $d \geq 3$ it is maximal when the angles are large. In effect, this means that the adversary has less power to specify these angles to our detriment when $d \geq 3$.

Table 1 Previous and current smoothed complexity bounds for Gaussian noise, for $\sigma=$ $O(1 / \sqrt{n \log n})$. Note that for $d \geq 4$, the bounds of Englert et al. include a factor $c_{d}$ which is super-exponential in $d$.

|  | Englert, Röglin \& Vöcking [4] | Manthey \& Veenstra [9] | This paper |
| :---: | :---: | :---: | :---: |
| $d=2$ | $O\left(n^{4+\frac{1}{3}} / \sigma^{5+\frac{1}{3}} \cdot \log \frac{n}{\sigma}\right)$ | - | $O\left(n^{4+\frac{1}{3}} / \sigma^{2}\right)$ |
| $d=3$ | $O\left(n^{4+\frac{1}{3}} / \sigma^{8} \cdot \log \frac{n}{\sigma}\right)$ | - | $O\left(n^{4} / \sigma^{2}\right)$ |
| $d \geq 4$ | $O\left(c_{d} \cdot n^{4+\frac{1}{3}} / \sigma^{8 d / 3}\right)$ | $O\left(\sqrt{d} n^{4} / \sigma^{4}\right)$ | $O\left(\sqrt{d} n^{4} / \sigma^{2}\right)$ |

Table 2 Previous and current smoothed complexity bounds for Gaussian noise, for $\sigma=$ $\Omega(1 / \sqrt{n \log n})$. Note that for $d \geq 4$, the bounds of Englert et al. include a factor $c_{d}$ which is super-exponential in $d$.

|  | Englert, Röglin \& Vöcking [4] | Manthey \& Veenstra [9] | This paper |
| :---: | :---: | :---: | :---: |
| $d=2$ | $O\left(n^{7} \log ^{3+\frac{2}{3}} n\right)$ | - | $O\left(n^{5+\frac{1}{3}} \log n\right)$ |
| $d=3$ | $O\left(n^{8+\frac{1}{3}} \log ^{5} n\right)$ | - | $O\left(n^{5} \log n\right)$ |
| $d \geq 4$ | $O\left(c_{d} \cdot n^{4+\frac{1+4 d}{3}} \log ^{1+\frac{4 d}{3}} n\right)$ | $O\left(\sqrt{d} n^{6} \log ^{2} n\right)$ | $O\left(\sqrt{d} n^{5} \log n\right)$ |

From these tables, the greatest improvement is made for $d=3$, where we improve by $n^{3+\frac{1}{3}} \log ^{4} n$ in the large $\sigma$ case, and by $\sqrt[3]{n} \log (n / \sigma) / \sigma^{6}$ for small $\sigma$. For $d=2$, the improvement is more modest at $n^{1+\frac{2}{3}} \log ^{2+\frac{2}{3}} n$ for large $\sigma$ and $\log (n / \sigma) / \sigma^{3+\frac{1}{3}}$ for small $\sigma$. For $d \geq 4$, we improve by $n \log n$ for large $\sigma$, and by $\sigma^{-2}$ for small $\sigma$.

Note that we improve upon previous bounds mainly in the dependence on the perturbation strength. In an intuitive sense, this is most substantial for instances that are weakly perturbed from the adversarial instance, or in other words, that are close to worst case. In addition, the small- $\sigma$ case is considered more interesting for a smoothed analysis, since small $\sigma$ model the intuition of smoothed analysis of a small perturbation, while large $\sigma$ reduce the analysis basically to an average-case analysis In order to improve the explicit dependence on $n$, which is the same as for Manthey \& Veenstra [9], we believe new techniques are necessary.

As a final comment, we note that the techniques we employed in Sections 3 and 5 can also be used to improve and significantly simplify the analysis of the one-step model used by Englert et al [4]. For $d \geq 3$, the improvement amounts to a factor of $n^{1 / 3} \phi^{1 / 6} \log (n \phi)$, while for $d=2$, the improvement is just $\log (n \phi)$, where $\phi$ denotes the upper bound of the density functions used in the one-step model.
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#### Abstract

For any fixed positive integer $r$ and a given budget $k$ ，the $r$－Eigenvalue Vertex Deletion（r－EVD） problem asks if a graph $G$ admits a subset $S$ of at most $k$ vertices such that the adjacency matrix of $\mathrm{G} \backslash \mathrm{S}$ has at most r distinct eigenvalues．The edge deletion，edge addition，and edge editing variants are defined analogously．For $r=1, r$－EVD is equivalent to the Vertex Cover problem．For $r=2$ ，it turns out that r－EVD amounts to removing a subset $S$ of at most $k$ vertices so that $G \backslash S$ is a cluster graph where all connected components have the same size．

We show that r－EVD is NP－complete even on bipartite graphs with maximum degree four for every fixed $r>2$ ，and FPT when parameterized by the solution size and the maximum degree of the graph．

We also establish several results for the special case when $r=2$ ．For the vertex deletion variant， we show that 2－EVD is NP－complete even on triangle－free and 3d－regular graphs for any $\mathrm{d} \geqslant 2$ ，and also NP－complete on d－regular graphs for any $\mathrm{d} \geqslant 8$ ．The edge deletion，addition，and editing variants are all NP－complete for $r=2$ ．The edge deletion problem admits a polynomial time algorithm if the input is a cluster graph，while－in contrast－the edge addition variant is hard even when the input is a cluster graph．We show that the edge addition variant has a quadratic kernel．The edge deletion and vertex deletion variants admit a single－exponential FPT algorithm when parameterized by the solution size alone．

Our main contribution is to develop the complexity landscape for the problem of modifying a graph with the aim of reducing the number of distinct eigenvalues in the spectrum of its adjacency matrix．It turns out that this captures，apart from Vertex Cover，also a natural variation of the problem of modifying to a cluster graph as a special case，which we believe may be of independent interest．
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## 1 Introduction

Graph modification problems are a fundamental class of optimization problems where we have a class of graphs $\mathcal{F}$ that satisfy some property of interest $P$, the input is a graph $G$, and we are interested in a smallest subset of vertices $S \subseteq V(G)$ such that $G \backslash S \in \mathcal{F}$. This is a rather general framework that captures several classical optimization problems as special cases, for instance:

- when $\mathcal{F}$ is the collection of edgeless graphs, then the problem is Vertex Cover;
- when $\mathcal{F}$ is the collection of acyclic graphs, then the problem is Feedback Vertex Set;
- when $\mathcal{F}$ is the collection of bipartite graphs, then the problem is Odd Cycle Traversal;
and so on. It has also been of interest to study modifications other than vertex deletion: the most common alternate modifications considered include edge deletion, edge addition, and edge editing (adding and removing edges). The optimization problems for these operations may be posed analogously.

Meesum, Misra, and Saurabh [9] pose the question of modifying a graph with the goal of reducing the rank of the associated adjacency matrix, which is to say that $\mathcal{F}_{\leqslant r}$ is the class of graphs whose adjacency matrices have rank at most $r$. We use $A_{G}$ to denote the adjacency matrix of a graph G, and we use the phrase "spectrum of G" to refer to the (multi-)set of eigenvalues of $\boldsymbol{A}_{G}$. Previous works focus separately on the settings of undirected [9] and directed [10] graphs.

In the setting of simple undirected graphs, Meesum, Misra, and Saurabh [9] introduce and study the r-Rank Vertex Deletion, r-Rank Edge Deletion, and r-Rank Editing problems. These problems generalize the classical Vertex Cover problem. They show that all the three problems are NP-complete, and are fixed parameter tractable (FPT) in the standard parameter: in particular, they demonstrate an algorithm with running time $2^{\mathcal{O}(\mathrm{k} \log \mathrm{r})} \mathrm{n}^{\mathcal{O}(1)}$ for $r$-Rank Vertex Deletion, and an algorithm for $r$-Rank Edge Deletion and r-Rank Editing running in time $2^{\mathcal{O}(f(r) \sqrt{k} \log k)} \mathfrak{n}^{\mathcal{O}(1)}$, where $k$ is the size of the solution sought. The authors also leave the following question open:
"[...] what is complexity of the problem of reducing the number of distinct eigenvalues of a graph by deleting a few vertices or editing a few edges?"

In this paper, we address this question at length, developing an initial picture of the complexity landscape for what we call the r-Eigenvalue Vertex Deletion (r-EVD), r-Eigenvalue Edge Deletion (r-EED), r-Eigenvalue Edge Addition (r-EEA), and r-Eigenvalue Edge Editing ( $r$-EEE) problems. All these problems are defined for an arbitrary but fixed positive integer $r$.

The problem definitions are the following, where we are given an undirected graph G and a positive integer k as input in all cases:

- r-EVD. Is there a set $S \subseteq V(G)$ of size $\leqslant k$ such that the number of distinct eigenvalues of $A_{G \backslash S}$ is at most $r$ ?
- r-EEE. Is there a set $\mathrm{F} \subseteq\binom{\mathrm{V}(\mathrm{G})}{2}$ of size $\leqslant \mathrm{k}$ such that the number of distinct eigenvalues of $A_{H}$ is at most $r$, where $H:=(V(G), E(G) \Delta F)$ ?
- r-EEA. Is there a set $\mathrm{F} \subseteq\binom{\mathrm{V}(\mathrm{G})}{2} \backslash \mathrm{E}(\mathrm{G})$ of size $\leqslant k$ such that the number of distinct eigenvalues of $A_{H}$ is at most $r$, where $H:=(V(G), E(G) \cup F)$ ?
- r-EED. Is there a set $F \subseteq E(G)$ of size $\leqslant k$ such that the number of distinct eigenvalues of $A_{H}$ is at most $r$, where $\mathrm{H}:=(\mathrm{V}(\mathrm{G}), \mathrm{E}(\mathrm{G}) \backslash \mathrm{F})$ ?

Note that if we have a solution $S$ for the r-Rank Vertex Deletion problem, then $S$ is also a solution for the $(r+1)$-Eigenvalue Vertex Deletion problem; and analogous statements hold for the other modification problems. This is because the r-Rank Vertex DELETION problem can be equivalently stated as follows: given a graph $G$ and a positive

Table 1 A summary of our results. The result marked $\dagger$ holds for all d except for $\mathrm{d}=1,2,3,4,5,7$. Some polynomial cases are omitted from this summary.

|  | $\mathrm{r}=2$ | Fixed $\mathrm{r} \geqslant 3$ |
| :--- | :--- | :--- |
| Vertex Deletion | NP-complete for d-regular graphs $\dagger$ <br> (Theorem 5) | NP-complete even on bipartite graphs <br> (Theorem 8) |
|  | FPT in k (Theorem 6) | FPT in k and $\Delta(\mathrm{G})$ <br> (Theorem 9) <br> (Proposition 7) |
|  | NP-complete even on cluster graphs <br> (Theorem 10) | NP-complete (Theorem 12) |

integer $k$, find a smallest subset of vertices $S \subseteq V(G)$ such that $G \backslash S$ has at most $r$ non-zero eigenvalues. However, the converse is not true (since, in general, bounding the number of distinct eigenvalues is not sufficient to bound the rank), making the eigenvalue deletion problems distinct from their rank deletion counterpart.

Our Contributions. We summarize our contributions below, and also in Table 1. We first focus on the special case when $r=2$. It is known that the adjacency matrix $A_{G}$ of a graph $G$ has at most two distinct eigenvalues if and only if $G$ is a disjoint union of equal-sized cliques (Lemma 1). Based on this, note that the 2-Eigenvalue Vertex Deletion problem is equivalent to finding a subset $S \subseteq V(G)$ of vertices such that $G \backslash S$ is a disjoint union of cliques of size $\ell$ for some $1 \leqslant \ell \leqslant|\mathrm{~V}(\mathrm{G})|$. Note that this is closely related to the Cluster Vertex Deletion problem, which is a well-studied question that involves removing a smallest subset of vertices to obtain a cluster graph. However, to the best of our knowledge, the variant where we demand that the clusters have the same size has not been studied. Our results about the "uniform" version of Cluster Vertex Deletion may therefore be of independent interest.

Our main contributions in the context of vertex deletion are the following results:

- We show that 2-EVD is NP-complete on d-regular graphs for all d except for $\mathrm{d}=$ $1,2,3,4,5,7$ (Theorem 5).
- We also give a single-exponential FPT algorithm in the standard parameter (Theorem 6), and show that the problem can be solved in polynomial time on forests and d-regular graphs for $\mathrm{d} \leqslant 2$ (Proposition 7 ).
- Further, for any fixed $r \geqslant 3$, we show that $r$-EVD is NP-complete on bipartite graphs (Theorem 8) and is FPT in the standard parameter combined with the maximum degree of the graph (Theorem 9).

We now describe our findings for the edge modification variants.

- We show that 2-EEA is already NP-complete when the input is either a cluster graph, a forest, or a collection of cycles (Theorem 10).
- We demonstrate that the problem has a quadratic kernel in the standard parameter (Theorem 11).
- We show that $r$-EEA is NP-complete for any fixed $r \geqslant 3$ (Theorem 12).
- For the edge deletion variant, we show that r-EED is NP-complete for any fixed $r \geqslant 2$ (Theorems 15 and 16).
- For 2-EED, we have a single-exponential FPT algorithm (Theorem 13) in the standard parameter and a polynomial time algorithm on triangle-free graphs (Proposition 14).
- Finally, for the edge editing variant, we show that 2-Eigenvalue Edge Editing is NP-complete (Theorem 16).

Related Work. As we noted previously, the special case when $r=2$ is closely related to the problem of modifying to a cluster graph, in which we are allowed to modify the graph such that the resulting graph is cluster i.e., it is disjoint union of cliques. Depending on the modifications allowed, these problems are variously refered to as Cluster Vertex Deletion, Cluster Edge Deletion, Cluster Edge Addition and Cluster Edge Editing. Further, Shamir, Sharan, and Tsur [12] have studied a variant of cluster vertex deletion where they additionally demand that the cluster graph obtained after the modification has at most $p$ components.

Problems related to modifying to a cluster graph are very well-studied because they model the clustering problem in various ways. In a clustering problem we are given various data points with some notion of distance between these points, and it is of interest to group these points into "clusters", where each cluster consists of points that are mutually close with respect to the given distance metric. These scenarios can often be modeled with graphs, and in fact graph structure can often be used to model additional constraints of interest. Given the fundamental importance of clustering, it is no surprise that modifying to cluster graphs has attracted substantial interest in the literature of graph algorithms. We refer the reader to [11] for an overview of results related to cluster modification problems.

Another related problem is the problem of deleting to a graph where the connected components have small diameter. This is known as the s-Club Cluster Vertex Deletion problem [3]. Here, we are given a graph $G$ and two integers $s \geqslant 2$ and $k \geqslant 1$; and the question is if it is possible to remove at most $k$ vertices from $G$ such that each connected component of the resulting graph has diameter at most s . Note that this naturally generalizes the problem of modifying to cluster graphs: indeed, the problem is equivalent to Cluster Vertex Deletion for $s=1$. The edge modification variants have also been considered and are well-studied.

We note that a solution to the r-Eigenvalue Vertex Deletion problem will also be a valid solution to the $(r-1)$-Club Cluster Vertex Deletion due to Lemma 2, which states that graphs of diameter $d$ have at least $(d+1)$ distinct eigenvalues. This is analogously true for the other modification problems as well. On the other hand, it is easy to see that the converse is not necessarily true.

Remarks. Due to lack of space, we describe most proofs informally and defer a detailed exposition to a full version of the paper. Such results are marked with a ( $\star$ ). The full version also has a list of problem definitions and extended technical preliminaries. Throughout, we use the $\mathcal{O}^{\star}(\cdot)$ notation to suppress polynomial factors.

Sections $3,4,5$, and 6 focus respectively on the problems of r-EVD, r-EEA, r-EED, and r-EEE.

## 2 Preliminaries

Let $G=(V, E)$ be a simple undirected graph, where, $V(G)$ is the vertex set of $G$ and $E(G)$ is the edge set of $G$. We typically use $n$ and $m$ to denote $|V(G)|$ and $|E(G)|$, respectively. The adjacency matrix $A_{G}=a_{i j}$ of a graph $G$ is an $n \times n$ matrix with $a_{i j} \in\{0,1\}$ the entry ( $\mathbf{i} . \mathfrak{j})=1$ if the pair $(\mathbf{i}, \mathfrak{j})$ is an edge in $G$. We note that the spectrum of $A_{G}$ can be computed in polynomial time. A principal submatrix of a square matrix $\mathcal{A}$ is a matrix obtained by removing an equal number of rows and columns from $A$ such that the indices of the removed rows match with the indices of the removed columns.

The following known results will be relevant to our discussions:

- Lemma 1 ([8,5]). Let $G$ be a graph. Then, its adjacency matrix $A_{G}$ has at most two distinct eigenvalues if and only if G is a disjoint union of equal-sized cliques.

Lemma 2 ([2], Proposition 1.3.3). Let G be a connected graph with diameter d. Then, its adjacency matrix $\mathrm{A}_{\mathrm{G}}$ has at least $\mathrm{d}+1$ distinct eigenvalues.

- Lemma 3 (Cauchy interlacing; [2], Corollary 2.5.2). Let A be a symmetric matrix of size $\mathrm{n} \times \mathrm{n}$. Let B be a principal submatrix of A of size $(\mathrm{n}-1) \times(\mathrm{n}-1)$. Then, the eigenvalues of B interlace the eigenvalues of A . That is,
$\mu_{1} \geqslant \sigma_{1} \geqslant \mu_{2} \geqslant \sigma_{2} \geqslant \mu_{3} \geqslant \ldots \ldots \ldots \ldots \geqslant \mu_{n-2} \geqslant \sigma_{n-2} \geqslant \mu_{n-1} \geqslant \sigma_{n-1} \geqslant \mu_{n}$
where, $\mu_{1} \geqslant \mu_{2} \geqslant \ldots \ldots \geqslant \mu_{n}$ denote the $n$ eigenvalues of A , and $\sigma_{1} \geqslant \sigma_{2} \geqslant \ldots \ldots \geqslant \sigma_{n-1}$ denote the $\mathrm{n}-1$ eigenvalues of B .
- Lemma 4 ([2], Chapter 3, Exercise 1). Let G be a graph with smallest eigenvalue -1 . Then, G is a disjoint union of cliques.

Some examples of graph classes whose spectrum is well-known include complete graphs, paths and cycles ([2], Chapter 1). A complete graph on $n$ vertices has eigenvalues -1 and $n-1$ (with multiplicities $n-1$ and 1 respectively). A path on $n$ vertices has eigenvalues $\left.2 \cos \left(\frac{\pi j}{n+1}\right)\right|_{1 \leqslant j \leqslant n}$. A cycle on $n$ vertices has eigenvalues $\left.2 \cos \left(\frac{2 \pi j}{n}\right)\right|_{0 \leqslant j \leqslant n-1}$.

## 3 Reducing eigenvalues by deleting vertices

In this section, we show that the r-EVD problem is NP-complete for $r \geqslant 1$. Recall that for $r=1$, $r$-EVD is equivalent to VERTEX Cover. For $r=2$, we show that the problem is NP-complete on general graphs, admits a single-exponential FPT algorithm in the standard parameter, and is polynomial-time solvable on trees. For any fixed $r \geqslant 3$, we show that the problem is NP-complete on bipartite graphs and is FPT in the standard parameter combined with the maximum degree of the graph.

### 3.1 Deleting to Two Distinct Eigenvalues

Note that by Lemma 1, 2-EVD is equivalent to Uniform Cluster Vertex Deletion, a problem where the input is a graph $G$ and a positive integer $k$ and the question is if there is a subset $S \subseteq \mathrm{~V}(\mathrm{G})$ of vertices such that $\mathrm{G} \backslash \mathrm{S}$ is a disjoint union of $\ell$-sized cliques for some $1 \leqslant \ell \leqslant|\mathrm{~V}(\mathrm{G})|$. Note that $\ell$ is not a part of the input. We begin by showing that the problem is hard even when restricted to d-regular graphs for any d other than $1,2,3,4,5,7$.

- Theorem $5(\star)$. 2-Eigenvalue Vertex Deletion is NP-complete even on triangle-free and 3 d -regular graphs for any $\mathrm{d} \geqslant 2$, and $N P$-complete on d -regular graphs for any $\mathrm{d} \geqslant 8$.

To show this result we use two reductions: one from the Independent Set problem on cubic triangle-free graphs and the other from Independent Set on planar cubic triangle-free graphs.

In the first construction, we replace every vertex $v$ with vertices $v^{(1)}$ and $v^{(2)}$, and extended the edges as follows: an edge ( $u, v)$ maps to the edges $\left(u^{(1)}, v^{(1)}\right),\left(u^{(1)}, v^{(2)}\right),\left(u^{(2)}, v^{(1)}\right)$, and $\left(u^{(2)}, v^{(2)}\right)$. Note that this construction preserves triangle-freeness and transforms a cubic graph to a six-regular graph. For demonstrating hardness on 3d regular graphs for $d \geqslant 2$, we make $d$ copies of the vertices instead of two copies.

For the second construction, we make six copies of the graph and for every vertex, we induce a clique on all its copies. This construction turns a cubic graph into a 8-regular graph. For demonstrating hardness on $d$ regular graphs for $d \geqslant 8$, we make ( $d-2$ ) copies of the vertices instead of six.

Next, we note that 2-EVD admits a branch-and-bound-based FPT algorithm that is similar in spirit to the naive branching algorithm for Cluster Vertex Deletion. As long as our instance has an induced path on three vertices $\{u, v, w\}$, we recursively solve the instances $(G \backslash\{u\}, k-1),(G \backslash\{v\}, k-1)$ and $(G \backslash\{w\}, k-1)$. Note that this branching algorithm enumerates all minimal subsets $S$ of size at most $k$ such that $G \backslash S$ is a disjoint union of cliques. At a leaf of any successful execution path of this branching algorithm, we are left with a subgraph H of G that is a cluster graph, and a (possibly reduced) budget $k^{\prime} \leqslant k$. At this point, we guess the value of $\ell$, and extend our solution greedily by: (a) deleting all cliques smaller than $\ell$, and (b) for any cliques of size, say $q$ where $q>\ell$, we delete an arbitrary subset of $(q-\ell)$ vertices. We have a valid solution at this if and only if there is some $\ell$ for which the cost of "uniformizing" the cluster graph H to cliques of size $\ell$ is within the remaining budget $k^{\prime}$.

- Theorem 6. 2-Eigenvalue Vertex Deletion can be solved in time $\mathcal{O}^{\star}\left(3^{k}\right)$.

Proof. Let us describe a recursive branching algorithm. Consider an instance, say (G, k), of 2-Eigenvalue vertex Deletion. By Lemma 1, our goal is to decide whether we can delete at most $k$ vertices from $G$ to get a disjoint union of equal-sized cliques. First, we check if $G$ has an induced path on three vertices. This takes polynomial time.

Case 1: $G$ has no induced path on three vertices. The graph $G$ is a disjoint union of cliques, say $C_{1}, \ldots, C_{t}$, of sizes $s_{1}, \ldots, s_{t}$ respectively. We know that deleting the vertices of any solution results in a disjoint union of equal-sized cliques (say, of size $x$ ). Observe that for each $1 \leqslant \mathfrak{i} \leqslant t$,

- If $s_{i} \geqslant x$, then $s_{i}-x$ vertices of the clique $C_{i}$ are deleted, leaving behind $x$ of its vertices.
- If $s_{i}<x$, then the entire clique $C_{i}$, i.e., all its $s_{i}$ vertices, are deleted.

So, the overall solution size, i.e., total number of deleted vertices, is

$$
\sum_{\substack{1 \leqslant i \leqslant t: \\ s_{i} \geqslant x}}\left(s_{i}-x\right)+\sum_{\substack{1 \leqslant i \leqslant t: \\ s_{i}<x}} s_{i}=\sum_{i=1}^{t} s_{i}-x \cdot \mu(x)
$$

where $\mu(x)$ denotes the number of $s_{i}$ 's amongst $s_{1}, \ldots, s_{t}$ such that $s_{i} \geqslant x$.
Thus, the size of any minimum-sized solution is

$$
\sum_{i=1}^{t} s_{i}-\max _{1 \leqslant j \leqslant t}\left(s_{j} \cdot \mu\left(s_{j}\right)\right)
$$

If this size is $\leqslant k$, we return YES; otherwise, we return NO. This takes polynomial time.

Case 2: $G$ has an induced path on three vertices, say $a-b-c$. Note that any solution must pick at least one of its three vertices, i.e., $a, b, c$. So, if $k=0$, we return NO; otherwise, we guess a vertex that is picked into solution. That is, we branch as follows: In the first (resp. second and third) branch, we include the vertex a (resp. b and c) into solution, delete it from $G$, and reduce the parameter $k$ by 1 . It takes polynomial time to create the subproblems $(G \backslash\{a\}, k-1),(G \backslash\{b\}, k-1)$ and $(G \backslash\{c\}, k-1)$. Next, we run our algorithm on these three instances. If at least one of these three recursive calls returns YES, so do we; otherwise, we return NO.

The depth of our search tree is at most k. Also, each of its internal nodes has three children. Therefore, it has at most $\mathcal{O}\left(3^{k}\right)$ nodes. Thus, as we spend polynomial time at each node, the overall running time is at most $\mathcal{O}^{\star}\left(3^{\mathrm{k}}\right)$.

We now show that 2-Eigenvalue Vertex Deletion can be solved in polynomial time when the input is a forest. Let ( $G, k$ ) be an instance of $2-E V D$ where $G$ is a forest. Note that if $S$ is a valid solution, then $G \backslash S$ is either independent or a disjoint collection of edges.

Therefore, we can arrive at an optimal solution by computing the size of a maximum independent set and a maximum induced matching: this can be done in polynomial time on forests $[1,13]$. We also note that a similar argument applies to d-regular graphs for $\mathrm{d} \leqslant 2$.

- Proposition 7 ( $\star$ ). 2-Eigenvalue Vertex Deletion admits polynomial time algorithms on forests and d-regular graphs for $\mathrm{d} \leqslant 2$.


## 3.2 r -EVD for $\mathrm{r} \geqslant 3$

To demonstrate the hardness of $r$-EVD for any fixed $r \geqslant 3$, we give a reduction from VERTEX Cover on Cubic Graphs.

- Theorem $8(\star)$. Let $\mathrm{r} \geqslant 3$ be an integer. Then, r -Eigenvalue Vertex Deletion is NP-complete, even on bipartite graphs of maximum degree four.

Next, we show that r-EVD is FPT in the combined parmeter $k+\Delta(G)$, where $\Delta(\mathrm{G})$ is the maximum degree of $G$.

- Theorem 9. Let $\mathrm{r} \geqslant 3$ be an integer. Then, r -Eigenvalue Vertex Deletion admits an FPT algorithm running in time $\mathcal{O}^{\star}\left((\mathrm{r}+1)^{2 \mathrm{k}} \cdot 2^{\mathrm{k}^{2}} \cdot(\Delta(\mathrm{G}))^{\mathrm{rk}}\right)$.

Proof Sketch. Let (G, k) be an instance of r-EVD. We claim that if G has more than $(r+1) \cdot 2^{k}$ eigenvalues, then $G$ is a NO instance, and we can detect this upfront. The intuition is that the Cauchy interlacing structure (Lemma 3) allows us to conclude that one vertex can reduce the number of distinct eigenvalues in the spectrum by a factor of at most half: so if there are "too many" distinct eigenvalues in the spectrum to begin with, $k$ deletions will not suffice to reduce the number of distinct eigenvalues substantially enough. We now quantify this argument: suppose, for the sake of contradiction, that $G$ has more than $(r+1) \cdot 2^{k}$ eigenvalues, and let $S \subseteq V(G)$ be a subset of at most $k$ vertices such that $\mathrm{A}_{\mathrm{G} \backslash \mathrm{S}}$ has at most r distinct eigenvalues. Denote the vertices of S by $v_{1}, v_{2}, \ldots, v_{\mathrm{t}}$, where $\mathrm{t} \leqslant \mathrm{k}$. By Lemma 3 applied to $\mathrm{G}, \mathrm{G} \backslash\left\{\nu_{1}\right\}$, we know that the number of distinct eigenvalues in $G \backslash\left\{\nu_{1}\right\}$ is at least $\left\lfloor\frac{1}{2} \eta_{G}\right\rfloor$, where $\eta_{G}$ is the number of distinct eigenvalues in G. Applying this argument iteratively to $\mathrm{G} \backslash\left\{v_{1}\right\}$ and $\mathrm{G} \backslash\left\{\nu_{1}, v_{2}\right\}$ and so on, it is clear that the number of distinct eigenvalues in $G \backslash S$ is at least $\frac{\eta_{G}}{2^{k}}-1$, but if $\eta_{G}>(r+1) \cdot 2^{k}$, then we have a contradiction.

So we assume that $G$ has at most $(r+1) \cdot 2^{k}$ eigenvalues in its spectrum. Note that if $G$ has a shortest path $P$ with at least $r$ edges then any solution $S$ must contain one of the vertices of $P$ (c.f. Lemma 2). This gives us a branching strategy that can be executed in $\mathcal{O}^{\star}\left((r+1)^{k}\right)$ time. Let $\left(H, k^{\prime}\right)$ be an instance at a leaf of some successful execution path of this branching algorithm. Note that H is a subgraph of G whose diameter is at most $\mathrm{r}-1$ and $k^{\prime} \leqslant k$ is a residual budget.

Let C be a connected component of H . Note that $|\mathrm{C}| \leqslant(\Delta(\mathrm{G}))^{r}$, in other words, H is a collection of "small" components. Note that if the spectrum of H has more than $(\mathrm{r}+1) \cdot 2^{\mathrm{k}^{\prime}}$ eigenvalues, we say NO as before. On the other hand, if the spectrum of H has at most $r$ eigenvalues, then we are already done. So the spectrum of $H$ has more than $r$ and at most $(r+1) \cdot 2^{k^{\prime}}$ eigenvalues. Otherwise, for the sake of analysis, assume that $\left(H, k^{\prime}\right)$ is a YES-instance with solution $S$. Note that there is an eigenvalue $\lambda$ that belongs to the spectrum of H but not to the spectrum of $\mathrm{H} \backslash \mathrm{S}$. Note that there is at least one connected component $C$ such that $\lambda$ belongs to the spectrum of $\mathrm{H}[\mathrm{C}]$. Therefore, $\mathrm{S} \cap \mathrm{C} \neq \emptyset$. Our algorithm proceeds by guessing $\lambda$ and a choice of vertex from $S \cap C$, both of which we can afford because the spectrum of H and the sizes of the components of H are bounded by $(\mathrm{r}+1) \cdot 2^{\mathrm{k}^{\prime}}$ and $|\mathrm{C}| \leqslant(\Delta(\mathrm{G}))^{\mathrm{r}}$ respectively.

## 4 Reducing eigenvalues by adding edges

We show that the 2-Eigenvalue Edge Addition is NP-complete even on cluster graphs, and demonstrate a quadratic kernel in the standard parameter. Also, for any fixed $r \geqslant 3$, we show that the r-EEA problem is NP-complete.

For the first result, we reduce from 3-Partition which is known to be strongly NPcomplete [7]. The input for 3-Partition consists of a set $T=\left\{s_{1}, \ldots, s_{3 n}\right\}$ and $b$, where $s_{i}$ 's are positive integers from $\left(\frac{b}{4}, \frac{b}{2}\right), s_{i}$ 's and $b$ are given in unary, and $\sum_{i=1}^{3 n} s_{i}=n b$. The goal of this problem is to decide whether there $T$ can be partitioned into $n$ triplets such that the elements of any triplet sum up to $b$. The intuition for the reduction is the following: the reduced instance is a disjoint union of cliques whose sizes are $\left\{s_{1}, \ldots, s_{3 n}\right\}$ and a large number of cliques of size b . The idea is that a solution to the 3-Partition instance can guide the smaller cliques into appropriate mergers so that all cliques have size $b$, and the "large" number of cliques of size b , combined with an appropriately chosen budget, essentially forces this solution structure in the reverse direction, allowing us to derive a solution for 3-Partition.

- Theorem 10. 2-Eigenvalue Edge Addition is NP-complete, even when restricted to cluster graphs, forests, and 2-regular graphs.

Proof. We describe the hardness for cluster graphs. Consider an instance, say ( $\mathbf{T}, \mathrm{b}$ ), of 3-Partition, where $T=\left\{s_{1}, \ldots, s_{3 n}\right\}$ such that i) $\frac{b}{4}<s_{i}<\frac{b}{2}$ for all $1 \leqslant \mathfrak{i} \leqslant 3 n$, and ii) $\sum_{i=1}^{3 n} s_{i}=n b$.

Let us construct a graph, say G, as follows: For every $1 \leqslant i \leqslant 3 n$, introduce a clique, say $C_{i}$, of size $s_{i}$. Also, add $M:=3 n b$ cliques, each of size $b$; let us refer to them as dummy cliques. The graph $G$ is the disjoint union of $3 n+M$ cliques, namely $C_{1}, \ldots, C_{3 n}$ and the $M$ dummy cliques. Let us show that ( $\mathbf{T}, \mathbf{b}$ ) is a YES instance of 3-Partition if and only if $\left(\mathrm{G}, \mathrm{nb}^{2}\right)$ is a YES instance of 2-Eigenvalue Edge Addition.
$(\Rightarrow)$ Suppose that $(T, b)$ is a YES instance of 3-Partition. Then, there exists a partition of $T$ into $n$ triplets, say $T=T_{1} \uplus \ldots \uplus T_{n}$, such that for every $1 \leqslant i \leqslant n$, the elements of $T_{i}$ add up to $b$. That is, $s_{x_{i}}+s_{y_{i}}+s_{z_{i}}=b$, where $s_{x_{i}}, s_{y_{i}}, s_{z_{i}}$ denote the three elements of $T_{i}$.

For every $1 \leqslant i \leqslant n$, merge the three cliques $C_{x_{i}}, C_{y_{i}}, C_{z_{i}}$ into one clique, say $D_{i}$, as follows:

- Make every vertex of $C_{x_{i}}$ adjacent to every vertex of $C_{y_{i}}$.
- Make every vertex of $C_{x_{i}}$ adjacent to every vertex of $C_{z_{i}}$.
- Make every vertex of $C_{y_{i}}$ adjacent to every vertex of $C_{z_{i}}$.

See Figure 1 for an illustration.


Figure 1 An illustration of the merger of the three cliques $C_{x_{i}}, C_{y_{i}}, C_{z_{i}}$, when $s_{x_{i}}=s_{y_{i}}=s_{z_{i}}=4$, in Theorem 10.

Note that the number of edges so added to $G$ is

$$
\sum_{i=1}^{n}\left(s_{x_{i}} \cdot s_{y_{i}}+s_{x_{i}} \cdot s_{z_{i}}+s_{y_{i}} \cdot s_{z_{i}}\right)<\sum_{i=1}^{n}\left(3 \cdot \frac{b}{2} \cdot \frac{b}{2}\right)<\mathrm{nb}^{2}
$$

For each $1 \leqslant i \leqslant n$, the size of the clique $D_{i}$ is $s_{x_{i}}+s_{y_{i}}+s_{z_{i}}=b$. The resulting graph, say $H$, is the disjoint union of $n+M$ cliques, each of size $b$, namely $D_{1}, \ldots, D_{n}$ and the $M$ dummy cliques. The adjacency matrix of H has two distinct eigenvalues, i.e., -1 and $\mathrm{b}-1$. Thus, $\left(\mathrm{G}, \mathrm{nb}^{2}\right)$ is a YES instance of 2-Eigenvalue Edge Addition.
$(\Leftarrow)$ Suppose that $\left(G, \mathrm{nb}^{2}\right)$ is a YES instance of 2-Eigenvalue Edge Addition. That is, there exists $S \subseteq\binom{V(G)}{2} \backslash E(G)$ of size $\leqslant n^{2}$ such that adding the edges of $S$ to $G$ results in a graph, say H , whose adjacency matrix has at most two distinct eigenvalues. Using Lemma 1, the graph H is a disjoint union of equal-sized cliques. Observe that each clique of H is formed by merging some of the $3 n+M$ cliques of $G$, namely $C_{1}, \ldots, C_{3 n}$ and the $M$-sized dummy cliques.

First, let us show that no dummy clique participates in a merger. That is, in H, each of the $M$ b-sized dummy cliques of $G$ remains as it is. For the sake of contradiction, assume that there exists a dummy clique that merges with some other clique(s) of G to form a bigger (i.e., of size $>\mathrm{b}$ ) clique of H . Then, as all cliques of H have the same size, none of the other

M-1 b-sized dummy cliques of $G$ can remain as it is. Now, as each of the M b-sized dummy cliques participates in some merger, it is incident to $\geqslant b$ edges of S . Also, every edge of $S$ is incident to at most two dummy cliques. Therefore, we get $|S| \geqslant \frac{\mathrm{Mb}}{2}>\mathrm{nb}^{2}$, a contradiction.

Let $D_{1}, \ldots, D_{t}$ denote the equal-sized cliques of $H$ other than the $M$ dummy cliques. Note that their common size is the same as that of a dummy clique, i.e., b. Consider any $1 \leqslant i \leqslant t$. The clique $D_{i}$ is formed by merging some (say $p_{i}$ ) of the $3 n$ cliques $C_{1}, \ldots, C_{3 n}$. Each of these $p_{i}$ cliques has size $>\frac{b}{4}$ and $<\frac{b}{2}$. Also, their sizes add up to the size of the clique $D_{i}$, i.e., $b$. Therefore, we have $p_{i} \cdot \frac{b}{4}<b<p_{i} \cdot \frac{b}{2}$. So, we get $p_{i}=3$. Hence, each of the $t$ cliques $D_{1}, \ldots, D_{t}$ is obtained by merging three of the $3 n$ cliques $C_{1}, \ldots, C_{3 n}$. We have $\mathrm{t}=\mathrm{n}$.

Consider any $1 \leqslant i \leqslant n$. Let $C_{x_{i}}, C_{y_{i}}, C_{z_{i}}$ denote the three cliques amongst $C_{1}, \ldots, C_{3 n}$ whose merger forms the clique $D_{i}$. Let $T_{i}$ denote the triplet that consists of $s_{x_{i}}, s_{y_{i}}, s_{z_{i}}$. As the sizes of the cliques $C_{x_{i}}, C_{y_{i}}, C_{z_{i}}$ add up to the size of the clique $D_{i}$, we have $s_{x_{i}}+s_{y_{i}}+s_{z_{i}}=b$. That is, the elements of the triplet $T_{i}$ add up to $b$. Thus, as $T=T_{1} \uplus \ldots \uplus T_{n}$, it follows that ( $\mathrm{T}, \mathrm{b}$ ) is a YES instance of 3-Partition.

In the reduction above, instead of adding a clique on $s_{i}$ vertices, we could instead add a cycle (resp. path) on $s_{i}$ vertices, and adjust the budget to account for the missing edges, thereby showing NP-completeness on 2-regular graphs (resp. forests) as well.

Our next result gives a quadratic kernel for 2-Eigenvalue Edge Addition. Let (G, k) be an instance of 2-EEA. We only describe the main intuition of the kernel informally and defer a detailed argument to a full version of this paper. Since we are only allowed to add edges, we "might as well" complete all the connected components of $G$ to cliques and adjust the budget accordingly. Thus, without loss of generality, G is already a cluster graph. Some trivial cases are easily handled, such as: when we cannot afford to complete the original components of G to cliques, or when we have no budget but cliques of different sizes, or when all cliques are already of the same size.

Now, we are left with a situation where we have a non-trivial budget and cliques of at least two distinct sizes. Let the largest sized clique have $q$ vertices, and suppose we have $t$ cliques of size $p$ in $G$, denoted by $C_{1}, \ldots, C_{t}$, where $p<q$. Note that each of these cliques is merged into a larger clique after edges from any valid solution are added to $G$. In particular, if $S$ is a valid solution, at least $\frac{t \cdot p}{2}$ edges of $S$ are incident to vertices of $C_{1} \cup \ldots \cup C_{t}$. Therefore, if $\mathrm{tp} / 2>\mathrm{k}$, we can say NO. This bounds the sizes of cliques with fewer than q vertices.

For the largest-sized cliques, note that if we have "too many" of them, then none of them are merged into a larger clique after edges from any valid solution are added to G. In particular, it can be shown that if there are $s$ cliques of size $q$, then if $s q>2 k$, then these cliques are untouched by any valid edge addition set of size at most $k$. This allows us to throw away most of them, preserving just enough to remember that the cliques must indeed remain untouched in any valid solution. This bounds the number of vertices among the largest sized clique.

Combining these arguments, the overall bound on the total number of vertices in the reduced instance turns out to be quadratic in $k$. We defer the a detailed proof to a full version of this paper.

- Theorem 11. 2-Eigenvalue Edge Addition admits a kernel with $\mathcal{O}\left(\mathrm{k}^{2}\right)$ vertices.

Proof. Consider an instance, say ( $G, k$ ), of 2-Eigenvalue Edge Addition. Owing to Lemma 1, our goal is to decide if we can add $\leqslant k$ edges to $G$ to get a disjoint union of equal-sized cliques. Let us apply the following reduction rules (in the specified order):

Reduction rule 1: Suppose that there's a component, say C, of G, that is not a clique. Then, add the missing $\binom{|\mathrm{V}(\mathrm{C})|}{2}-|\mathrm{E}(\mathrm{C})|$ edges to turn C into a clique, and reduce the parameter $k$ by $\binom{|\mathrm{V}(\mathrm{C})|}{2}-|\mathrm{E}(\mathrm{C})|$.
After exhaustively applying Reduction rule $1, \mathrm{G}$ is a disjoint union of cliques; say, it consists of $n_{1}$ cliques of size $x_{1}, n_{2}$ cliques of size $x_{2}, \ldots \ldots, n_{t}$ cliques of size $x_{t}$, where $x_{1}<x_{2}<\ldots \ldots<x_{t}$.

## Reduction rule 2:

- If $k<0$, then return NO.
- If $k \geqslant 0$ and $t=1$, then return YES.
= If $k=0$ and $t \geqslant 2$, then return NO.
After applying Reduction rule 2 , we have $k \geqslant 1$ and $t \geqslant 2$.
Reduction rule 3: If there exists an $1 \leqslant \mathfrak{i} \leqslant t-1$ such that $n_{i} \cdot x_{i}>2 k$, then return NO.
Safeness of Reduction rule 3: Suppose that (G,k) is a YES instance. Then, there exists $S \subseteq\binom{V(G)}{2} \backslash E(G)$ of size $\leqslant k$ such that adding the edges of $S$ to $G$ results in a disjoint union of equal-sized (say, of size $x$ ) cliques. Observe that each of these $x$-sized cliques is obtained by merging some cliques of G. Note that $x$ is at least the size of a largest clique in G. That is, we have $x \geqslant x_{t}$. Also, each of the smaller cliques of G, i.e., those of sizes $x_{1}, \ldots, x_{t-1}$, must participate in some merger.
Now, consider any $1 \leqslant \mathfrak{i} \leqslant t-1$. Each of the $n_{i}$ cliques of size $x_{i}$ is incident to $\geqslant x_{i}$ edges of $S$, for it must participate in some merger. Also, any edge of $S$ is incident to at most two of these $n_{i}$ cliques. Therefore, $|S| \geqslant \frac{n_{i} \cdot x_{i}}{2}$. So, as $|S| \leqslant k$, we get $n_{i} \cdot x_{i} \leqslant 2 k$. Thus, Reduction rule 3 is safe.
After applying Reduction rule 3, we have $n_{i} \cdot x_{i} \leqslant 2 k$ for all $1 \leqslant i \leqslant t-1$. Also, as $x_{1}, \ldots, x_{t-1}$ are $t-1$ distinct integers in the interval $[1,2 k]$, we get $t-1 \leqslant 2 k$.
Reduction rule 4: Suppose that $n_{t} \cdot x_{t}>2 k$. Then, remove all but $\frac{2 k+1}{x_{t}}$ cliques of size $x_{t}$ from G.
Safeness of Reduction rule 4: If $n_{t} \cdot x_{t}>2 k$, then in any solution, none of the $n_{t}$ cliques of size $x_{\mathrm{t}}$ participate in a merger. That is, each of them remains as is after the edge additions, and each merger (involving the remaining cliques, i.e., those of sizes $x_{1}, \ldots, x_{t-1}$ ) results in an $x_{\mathrm{t}}$-sized clique. This is because if any clique of size $x_{\mathrm{t}}$ gets to participate in a merger, then each of the remaining $n_{t}-1$ cliques of size $x_{t}$ must also participate in some merger (because all cliques have the same size after the edge additions), thereby needing $\geqslant \frac{n_{t} \cdot x_{t}}{2}>k$ edge additions.
Also, we have $n_{t} \cdot x_{t}>2 k$ before, as well as after, applying Reduction rule 4. Therefore, it follows that any solution before applying RR4 remains a solution after applying Reduction rule 4, and vice versa. Thus, Reduction rule 4 is safe.
If Reduction rule 4 wasn't invoked, then $n_{t} \cdot x_{t} \leqslant 2 k$; otherwise, after applying Reduction rule 4 , we get $n_{t} \cdot x_{t}=2 k+1$.
Finally, the number of vertices in $G$ is at most

$$
n_{1} \cdot x_{1}+\ldots \ldots+n_{t-1} \cdot x_{t-1}+n_{t} \cdot x_{t} \leqslant(t-1) \cdot 2 k+(2 k+1) \leqslant 4 k^{2}+2 k+1
$$

This concludes the proof of Theorem 11.

Next, we show that $r$-EEA is NP-complete for every fixed $r \geqslant 3$.

- Theorem 12 ( $\star$ ). Let $\mathrm{r} \geqslant 3$ be an integer. Then, r-Eigenvalue Edge Addition is NP-complete.


## 5 Reducing eigenvalues by deleting edges

In this section, we consider the r-Eigenvalue Edge Deletion problem. We defer the NP-completeness of 2-EED to the proof of Theorem 16, where the hardness is implicit. In this section, we present an $\mathcal{O}^{*}\left(2^{\mathrm{k}}\right)$-time FPT algorithm for 2-EED and show that it can be solved in polynomial time on triangle-free graphs. Finally, we prove that r-EED is NP-complete for any fixed $r \geqslant 3$.

The FPT algorithm is similar in spirit to the one we use in the proof of Theorem 6: we branch on induced paths of length three, except we now have a choice of two edges instead of three vertices. In particular, if $P$ is an induced path on $\{a, b, c\}$ with edges $\{a, b\}$ and $\{b, c\}$, we recursively solve the instances $(G \backslash\{a, b\}, k-1)$ and $(G \backslash\{b, c\}, k-1)$.

At the leaves of successful execution paths of this branching algorithm, as before, we have cluster graphs where the cliques are not necessarily of the same size, and a residual budget. Let ( $H, k^{\prime}$ ) denote such an instance, where $H$ is a subgraph of $G$ consisting of $t$ cliques of sizes $s_{1}, \ldots, s_{t}$, and $k^{\prime} \leqslant k$ is the residual budget. Note that if $S$ is such that $G \backslash S$ is a collection of $x$-sized cliques for some $x$, then $x$ must divide each $s_{i}$. We show that for an optimal choice of $S, x$ is the GCD of the $s_{i}$ 's. Based on this, it is straightforward to check if the residual budget is sufficient or not.

- Theorem 13. 2-Eigenvalue Edge Deletion admits an algorithm with running time $\mathcal{O}^{*}\left(2^{\mathrm{k}}\right)$.

Proof. Let us describe a recursive branching algorithm. Consider an instance, say ( $\mathrm{G}, \mathrm{k}$ ) , of 2-Eigenvalue Edge Deletion. Owing to Lemma 1, our goal is to decide whether we can delete at most $k$ edges from $G$ to get a disjoint union of equal-sized cliques. First, we check if $G$ has an induced path on three vertices. This takes polynomial time.

Case 1: $G$ has no induced path on three vertices. The graph $G$ is a disjoint union of cliques, say $C_{1}, \ldots, C_{t}$, of sizes $s_{1}, \ldots, s_{t}$ respectively. Observe that deleting the edges of any solution breaks each of these $t$ cliques into equal-sized cliques (say, of size $x$ ). That is, for every $1 \leqslant i \leqslant t$, it breaks the clique $C_{i}$ into $\frac{s_{i}}{x}$ cliques, each of size $x$. As each of these $\frac{s_{i}}{x}$ cliques has $\binom{x}{2}$ edges, the number of edges deleted from the clique $C_{i}$ is

$$
\binom{s_{i}}{2}-\frac{s_{i}}{x}\binom{x}{2}=\frac{s_{i}\left(s_{i}-x\right)}{2}
$$

So, larger $x$ corresponds to smaller solutions, i.e., fewer edge deletions. Also, x must divide each of $s_{1}, \ldots, s_{t}$. Therefore, for any minimum-sized solution, we have $x=\operatorname{gcd}\left(s_{1}, \ldots, s_{t}\right)$, and its size is

$$
\sum_{i=1}^{t} \frac{s_{i}\left(s_{i}-\operatorname{gcd}\left(s_{1}, \ldots, s_{t}\right)\right)}{2}
$$

If this size is at most k, we return YES; otherwise, we return NO. This takes polynomial time. See Figure 2 for an example.


Figure 2 An example illustrating the breaking of cliques in Theorem 13.

Case 2: $G$ has an induced path on three vertices, say $a-b-c$. Note that any solution must pick at least one of its two edges, i.e., $\{a, b\}$ and $\{b, c\}$. So, if $k=0$, we return NO; otherwise, we guess an edge that is picked into solution. That is, we branch as follows: In the first (resp. second) branch, we include the edge $\{a, b\}$ (resp. $\{b, c\}$ ) into solution, remove it from $G$, and reduce the parameter $k$ by 1 . It takes polynomial time to create the sub-problems $(G-\{a, b\}, k-1)$ and $(G-\{b, c\}, k-1)$. Next, we run our algorithm on these two instances. If at least one of these two recursive calls returns YES, so do we; otherwise, we return NO.

The depth of our search tree is at most $k$. Also, each of its internal nodes has two children. Therefore, it has at most $\mathcal{O}\left(2^{k}\right)$ nodes. Thus, as we spend polynomial time at each node, the overall running time is at most $\mathcal{O}^{\star}\left(2^{\mathrm{k}}\right)$. This concludes the proof of Theorem 13.

Our next claim takes advantage of the fact that the sizes of the cliques after the removal of any solution is at most two when the input graph is triangle-free and we are only allowed to delete edges. Therefore, the value of the optimal solution is $|\mathrm{E}(\mathrm{G})|-|\mathrm{V}(\mathrm{G})| / 2$ if G has a perfect matching and $|\mathrm{E}(\mathrm{G})|$ otherwise. The result follows from the fact that the existence of a perfect matching can be determined in polynomial time [6].

- Proposition 14. 2-Eigenvalue Edge Deletion is polynomial time solvable on trianglefree graphs.

Now, we show that r-EED is NP-complete by reducing it from Partition into Triangles on graphs of clique number 3 which is known to be NP-complete [4]. The input for Partition into Triangles is a graph $G$, and the goal is to decide whether $V(G)$ can be partitioned into $\frac{|\mathrm{V}(\mathrm{G})|}{3}$ triplets such that every triplet induces a triangle in G.

- Theorem 15. Let $\mathrm{r} \geqslant 3$ be an integer. Then, r-Eigenvalue Edge Deletion is NPcomplete.

Proof. Let us describe a polynomial-time many-one reduction from Partition into Triangles on graphs of clique number 3 to r-Eigenvalue Edge Deletion. Consider an instance, say G, of Partition into Triangles, where $G$ is a graph, say on $\mathfrak{n}$ vertices and $m$ edges, with clique number 3. Let us construct a graph, say H, from G, as follows: First, we add $G$ as it is. Next, for each $3 \leqslant i \leqslant r+1$, we introduce $M:=m-n+1$ cliques, each of size $i$; let us refer to these cliques as dummy cliques. That is, the graph H is the disjoint union of the graph $G, M$ dummy cliques of size $3, \ldots, M$ dummy cliques of size $r+1$. We set the budget to be $m-n$. Let us show that $G$ has $\frac{n}{3}$ pairwise vertex disjoint triangles if and only if $(H, m-n)$ is a YES instance of $r$-Eigenvalue Edge Deletion.
$(\Rightarrow)$ Suppose that $G$ has $\frac{n}{3}$ pairwise vertex disjoint triangles, say $T_{1}, \ldots, T_{n / 3}$. Let $S$ denote the set that consists of those $m-n$ edges of $G$ that do not belong to any of these $\frac{n}{3}$ triangles. Note that the graph $\mathrm{H} \backslash \mathrm{S}$ is the disjoint union of
$=\frac{n}{3}+M$ triangles, namely $T_{1}, \ldots, T_{n / 3}$ and the $M$ dummy cliques of size 3 . They contribute two distinct eigenvalues, i.e., -1 and 2.

- $M$ dummy cliques of size 4 . They contribute two distinct eigenvalues, i.e., -1 and 3 .

$$
\vdots
$$

- $M$ dummy cliques of size $r+1$. They contribute two distinct eigenvalues, i.e., -1 and $r$. So, the adjacency matrix of the graph $H \backslash S$ has $r$ distinct eigenvalues, namely $-1,2,3, \ldots \ldots$, $r$. Thus, $(H, m-n)$ is a YES instance of $r$-Eigenvalue Edge Deletion.
$(\Leftarrow)$ Suppose that $(\mathrm{H}, \mathrm{m}-\mathrm{n})$ is a YES instance of r -Eigenvalue Edge Deletion. That is, there exists $S \subseteq E(H)$ of size $\leqslant m-n$ such that the adjacency matrix of the graph obtained by deleting the edges of $S$ from $H$ has $\leqslant r$ distinct eigenvalues.

Consider any $3 \leqslant \mathfrak{i} \leqslant r+1$. Note that the number of $\mathfrak{i}$-sized dummy cliques, i.e., $M$, is $>m-n \geqslant|S|$. So, there's at least one $\mathfrak{i}$-sized dummy clique, say $C_{i}$, such that none of its edges is deleted. That is, no edge of $C_{i}$ belongs to $S$ and thus, it appears as a component of the graph $\mathrm{H} \backslash \mathrm{S}$, thereby contributing two distinct eigenvalues, namely -1 and $\mathfrak{i}-1$. Thus, it follows that the adjacency matrix of the graph $\mathrm{H} \backslash \mathrm{S}$ must have $-1,2,3, \ldots, \mathrm{r}$ as its r distinct eigenvalues.

Now, using Lemma 4, it is clear that the graph $\mathrm{H} \backslash \mathrm{S}$ must be a disjoint union of some cliques, whose sizes are $3,4, \ldots, r+1$. So, as $G$ has clique number 3 , after removing those edges of $G$ that belong to $S$, we're left with $\frac{n}{3}$ pairwise vertex-disjoint triangles of $G$, as desired. This concludes the proof.

## 6 Reducing eigenvalues by editing edges

In this section, we show that 2-Eigenvalue Edge Editing is NP-complete. We give a reduction from Partition into Triangles.


The graph $G$ has $n=6$ vertices and $m=12$ edges, and it has $\frac{n}{3}=2$ vertex disjoint triangles, namely $T_{1}$ and $T_{2}$, shown in magenta.

Delete the $2 n=12$ red dummy edges, along with the $m-n=6$ black dashed edges, from $H$. The resulting graph is the disjoint union of $\frac{7 n}{3}=$ 14 triangles, namely the two magenta triangles ( $T_{1}$ and $T_{2}$ ) and the 12 dummy triangles.

Figure 3 An example illustrating the construction in Theorem 16.

- Theorem 16. 2-Eigenvalue Edge Editing is NP-complete.

Proof. Let us describe a polynomial-time many-one reduction from Partition into Triangles to 2-Eigenvalue Edge Editing. Consider an instance, say G, of Partition into Triangles, where $G$ is a graph on $n$ vertices and $m$ edges. Let us construct a graph $H$ based on G as follows: for every vertex $v \in \mathrm{~V}(\mathrm{G})$, attach two triangles to $v$, as shown below.


Let's refer to these two triangles as dummy triangles, and the two red edges that join the vertex $v$ to these triangles as dummy edges.
Also, let's refer to the four blue vertices as saviour vertices.

See Figure 3 for an illustration.
Note that $|\mathrm{V}(\mathrm{H})|=7 \mathrm{n}$ and $|\mathrm{E}(\mathrm{H})|=\mathrm{m}+8 \mathrm{n}$. Let us show that $G$ has $\frac{\mathfrak{n}}{3}$ pairwise vertex disjoint triangles if and only if $(\mathrm{H}, \mathrm{m}+\mathrm{n})$ is a YES instance of 2-Eigenvalue Edge Editing.
$(\Rightarrow)$ Suppose that $G$ has $\frac{\mathfrak{n}}{3}$ pairwise vertex disjoint triangles, say $T_{1}, \ldots, T_{n / 3}$. Let $S \subseteq E(H)$ denote the set that consists of the $2 n$ dummy edges, along with those $m-n$ edges of $G$ that do not belong to any of these $\frac{n}{3}$ triangles. Note that the graph $\mathrm{H} \backslash \mathrm{S}$ is the disjoint union of $\frac{7 n}{3}$ triangles, namely $\mathrm{T}_{1}, \ldots, \mathrm{~T}_{\mathrm{n} / 3}$ and the 2 n dummy triangles. Its adjacency matrix has two distinct eigenvalues, i.e., -1 and 2 . Thus, $(H, m+n)$ is a YES instance of 2-Eigenvalue Edge Editing.
$(\Leftarrow)$ : Suppose that $(\mathrm{H}, \mathrm{m}+\mathrm{n})$ is a YES instance of 2-Eigenvalue Edge Editing. That is, there exist $D \subseteq E(H)$ and $A \subseteq\binom{V(H)}{2} \backslash E(H)$ such that: i) $|\mathcal{A}|+|D| \leqslant m+n$, and ii) deleting the edges of D from H , and adding the edges of $A$ to H , results in a graph, say $\mathrm{H}^{\prime}$, whose adjacency matrix has at most two distinct eigenvalues. Using Lemma 1, the graph $\mathrm{H}^{\prime}$ is a disjoint union of equal-sized cliques (say, of size $x$ ). As each of these $\frac{|V(H)|}{x}$ cliques has $\binom{x}{2}$ edges, the number of edges in $\mathrm{H}^{\prime}$ is

$$
\frac{|\mathrm{V}(\mathrm{H})|}{\mathrm{x}} \cdot\binom{x}{2}=\frac{7 \mathrm{n}(x-1)}{2}
$$

Also, we have $|\mathrm{E}(\mathrm{H})|+|A|-|\mathrm{D}|=\left|\mathrm{E}\left(\mathrm{H}^{\prime}\right)\right|$. Therefore,

$$
\begin{equation*}
(m+8 n)+|A|-|D|=\frac{7 n(x-1)}{2} \tag{1}
\end{equation*}
$$

Adding (1) to the inequality $|A|+|D| \leqslant m+n$, we get

$$
\begin{equation*}
|A| \leqslant \frac{7 n(x-3)}{4} \tag{2}
\end{equation*}
$$

Note that each saviour vertex has degrees 2 and $x-1$ in $H$ and $H^{\prime}$ respectively. So, each of the $4 n$ saviour vertices is incident to $\geqslant x-3$ added edges (i.e., edges of $A$ ). Also, any edge of $A$ is incident to at most two saviour vertices. Therefore,

$$
\begin{equation*}
|\mathcal{A}| \geqslant \frac{4 \mathrm{n}(x-3)}{2} \tag{3}
\end{equation*}
$$

Using (2) and (3), we get $x=3$ and $|A|=0$. Thus, the graph $H^{\prime}$ is a disjoint union of $\frac{7 n}{3}$ triangles, obtained from H by only edge deletions: in other words, no edge additions are involved. This implies that we have $\frac{7 n}{3}$ pairwise vertex disjoint triangles, say $T_{1}, \ldots, \mathrm{~T}_{7 \mathrm{n} / 3}$, of the $7 n$-vertex graph $H$. Note that the vertices of any dummy triangle belong to a unique triangle (i.e., the dummy triangle itself) in H . So, amongst $T_{1}, \ldots, T_{7 n / 3}$, we must have the 2 n dummy triangles. Now, it is clear that the remaining $\frac{7 \mathrm{n}}{3}-2 \mathrm{n}=\frac{\mathrm{n}}{3}$ triangles form a collection of pairwise vertex disjoint triangles in G, as desired.

## 7 Concluding Remarks

We considered the problem of modifying a graph optimally to reduce the number of distinct eigenvalues in the spectrum of its adjacency matrix. These problems turned out to be closely related to, but different from, modifications that aim to reduce the rank of the adjacency matrix and the diameter of the graph.

The complexity of $r$-EEE for fixed $r \geqslant 3$ remains open. The parameterized complexity of 2-EEE in the standard parameter is open, and the question of finding polynomial kernels for $2-E V D$ and $2-E E D$ remains open as well. Studying these problems from the perspective of structural parameters or on directed graphs are interesting directions for future work.
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#### Abstract

Asteroidal Triple (AT) in a graph is an independent set of three vertices such that every pair of them has a path between them avoiding the neighbourhood of the third. A graph is called AT-free if it does not contain any asteroidal triple. A connected vertex cover of a graph is a subset of its vertices which contains at least one endpoint of each edge and induces a connected subgraph. Settling the complexity of computing a minimum connected vertex cover in an AT-free graph was mentioned as an open problem in Escoffier et al. [6]. In this paper we answer the question by presenting an exact polynomial time algorithm for computing a minimum connected vertex cover problem on AT-free graphs.
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## 1 Introduction

An Asteroidal Triple (AT) of a graph $G=(V, E)$ is a set of three vertices of $V(G)$ such that these three vertices are mutually nonadjacent and for any two vertices of this set there exists a path between these two vertices which avoids the neighborhood of the third vertex. A graph is called asteroidal triple free ( $A T$-free) if it does not contain any asteroidal triple.

We assume, in the rest of the paper, the graph $G$ is undirected, unweighted and simple graph. A subset of $V(G)$ is a vertex cover of $G$ if every edge of $G$ has an endpoint in that subset. The minimum vertex cover problem is to find a vertex cover of minimum cardinality. A vertex cover which also induces a connected subgraph of $G$ is called a connected vertex cover. The minimum connected vertex cover problem is to find a vertex cover of minimum cardinality such that the vertices of the vertex cover induces a connected subgraph. In the rest of the paper we denote the minimum vertex cover problem by MVC and the minimum connected vertex cover problem by MCVC.

In this paper we present a polynomial time algorithm for MCVC on connected AT-free graphs. More precisely we provide an $O\left(n^{4}\right)$ algorithm for minimum connected vertex cover in AT-free graphs. In [3] Broersma et al. presented a polynomial time algorithm for maximum independent set problem. Our work is inspired by the technique developed in that paper. In the following we define the problem more formally.

```
Connected Vertex cover On AT-free graphs
    Instance: A connected AT-free graph \(G=(V, E),|V|=n,|E|=m\).
    Output: A set \(S^{*} \subseteq V(G)\) of minimum cardinality such that \(G\left[S^{*}\right]\) is connected and \(S^{*}\)
        contains at least one end point of every edge in \(G\), i.e. \(S^{*}\) is a vertex cover.
```

The MCVC problem is studied in several graph classes, and there exist various algorithms for this problem in the fields of approximation algorithm, fixed parameter algorithm, and polynomial time exact algorithm. In the following we discuss some of the known results for
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this problem. This problem was first introduced by Garey and Johnson [8]. This problem is known to be NP-hard in planar bipartite graphs of maximum degree 4 [7], in planar bi-connected graphs of maximum degree 4 [17], in $H$-free graphs if $H$ contains a cycle or a claw [16], and in 3-connected graphs [20]. It is APX-complete in bipartite graphs of maximum degree 4 , even if each vertex of one partite set has a degree at most 3 [6].

MCVC is polynomial time solvable in many special graph classes like graphs of maximum degree 3 [19], $\left(s P_{1}+P_{5}\right)$-free graphs [11]. Escoffier et al. [6] proved several results regarding the connected vertex cover problem in special graph classes. They showed this problem is polynomial time solvable in chordal graphs; in bipartite graphs if each vertex of one partite set has maximum degree 2 and the vertices of the other partite set have no restriction on the degree. They proved a PTAS for MCVC in planar graphs. In the same paper, they provided a $\frac{5}{3}$-approximation algorithm for MCVC on all those graphs for which MVC is solvable in polynomial time. On the complexity side they proved that MCVC is APX-hard in bipartite graphs. Note that results of this paper along with the polynomial time algorithm for independent set problem presented by Broersma et al. in [3], impliy a $\frac{5}{3}$-approximation algorithm for AT-free graphs. Escoffier et al. in the paper [6], posed the complexity of MCVC on AT-free graphs as an open problem.

We state known approximation algorithm and FPT algorithm results for MCVC. A 2-approximation algorithm for MCVC is known in general graphs [1, 18] but it is not possible to approximate MCVC within ratio $(10 \sqrt{5}-21)$ in general graphs unless $P=N P[7]$. Several results for computing connected vertex cover are known in the field of fixed parameter algorithms. First result was an algorithm with running time $O\left(6^{k}\right)$ [10] which was later improved to $O\left(2.7060^{k}\right)$ [14], where $k$ is the length of a minimum vertex cover in the given graph and also an algorithm with running time $O\left(2^{t} \cdot t^{(3 t+2)} n\right)$ where $t$ is the treewidth and $n$ is the number of vertices in the given graph [15].

Asteroidal triple free graph class contains graph classes like permutation graphs, interval graphs, trapezoid graphs, and cocomparability graphs [5]. AT-free graphs have many desirable properties which make them amenable for designing polynomial time algorithms for many problems which are NP-complete in general graphs. Such problems include minimum feedback vertex set problem [13], maximum independent set [3], dominating set, total dominating set [12] and connected dominating set [2], induced disjoint path problem [9]. However, to the best of our knowledge, the complexity of computing connected vertex cover problem is unknown in AT-free graphs.

## 2 Preliminaries

Let $G=(V, E)$ be a simple unweighted graph. We denote the set of vertices by $V(G)$ and the set of edges by $E(G)$. A graph $H=\left(V^{\prime}, E^{\prime}\right)$ is a subgraph of $G=(V, E)$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$. We denote $|V|$ by $n$ and $|E|$ by $m$. A subgraph $H=\left(V^{\prime}, E^{\prime}\right)$ of $G$ is an induced subgraph if $V^{\prime} \subseteq V$ and for $u, v \in V^{\prime},(u, v) \in E^{\prime}$ if and only if $(u, v) \in E$. The induced subgraph on any subset $S \subseteq V$ is denoted by $G[S]$.

The neighbourhood of a vertex $v$, denoted by $N(v)$, is the set of all vertices that are adjacent to $v$. Closed neighbourhood of $v$ is denoted by $N[v]=\{v\} \cup N(v)$. The neighbourhood of a set of vertices $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ is denoted by $N\left(v_{1}, v_{2}, \ldots, v_{k}\right)=\bigcup_{i=1}^{k} N\left(v_{i}\right)$ and the closed neighbourhood is denoted by $N\left[v_{1}, v_{2}, \ldots, v_{k}\right]=\bigcup_{i=1}^{k} N\left[v_{i}\right]$. Assume $C$ is a connected component of $G$. The set $N_{C}(v)$ where $v \in V(C)$, denotes the set of neighbour of $v$ that are in the component $C$.

A path is a graph, $Y=(V, E)$, such that $V=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ and $E=$ $\left\{y_{1} y_{2}, y_{2} y_{3}, \ldots, y_{k-1} y_{k}\right\}$. We denote a path by the sequence of its vertices, that is $Y=y_{1} y_{2} \ldots y_{k}$. Here $y_{1}$ and $y_{k}$ are called endpoints of path $Y$. The number of ver-
tices present in $Y$ is denoted by $|Y|$. We denote $y_{i} Y y_{j}=y_{i} y_{i+1} \ldots y_{j}$ where $1 \leq i \leq j \leq k$. A path on $k$ vertices is denoted by $Y_{k}$ and the length of the path is denoted by the number of edges present on the path that is $k-1$. The distance between two vertices in a graph is the length of the shortest path between them. A cycle is a graph, $C=(V, E)$, such that $V(C)=\left\{c_{1}, c_{2}, \ldots, c_{l}\right\}$ and $E(C)=\left\{c_{1} c_{2}, \ldots, c_{l-1} c_{l}, c_{l} c_{1}\right\}$. The shortest distance between $u$ and $v$ is denoted by $\operatorname{dist}_{C}(u, v)$ where $u, v \in V(C)$. The number of vertices present in the cycle $C$ is denoted by $|C|$.

A dominating set $D$ of $G$ is a subset of vertices of $G$ such that for every $v$ outside $D$, $N(v) \cap D \neq \phi$. A dominating pair is a pair of vertices such that any path between them is a dominating set. There is a linear time algorithm to find a dominating pair [4] in AT-free graphs. We denote a shortest path between a dominating pair by $D S P$.

This paper is inspired by the technique developed by Broersma et al. in [3]. We use their method of graph decomposition and supplement it with our new observations for connected vertex cover in AT-free graphs to derive the results stated in this paper. Let $G(V, E)$ denote a connected AT-free graph. The components in the graph $G \backslash N[x]$, where $x \in V$, are denoted by $C_{1}^{x}, \ldots, C_{r}^{x}$.

Let $x$ and $y$ be two nonadjacent vertices of the graph. We define an interval to be $I(x, y) \subseteq V(G)$ in the following :
$I(x, y)=\{s \in V(G):$ there is a $s, x$-path which does not contain any neighbours of $y$ and there is a $s, y$-path which does not contain any neighbour of $x\}$.

Assume a connected component $C$ containing vertices $x$ and $y$. We denote the interval $I(x, y)$ by $I_{C}(x, y)$ when we consider the induced subgraph on $C$ instead of the whole graph $G$.


Figure 1 An example of interval in an AT-free graph.
Let $y \in V$ and the component of $G \backslash N[x]$ containing $y$ is $C^{x}(y)$. The component in $G \backslash N[y]$ containing $x$ is $C^{y}(x)$. The vertices in $C^{x}(y) \cap C^{y}(x)$ form a separator of $x$ and $y$ which is precisely the set $I(x, y)$. Note that $C^{x}(y) \cap C^{y}(x)$ may be empty.

In the following we state the necessary lemma from [3] for our purpose which provide us with some characterization for $I(x, y)$.

In the following lemma we consider a connected AT-free graph $G(V, E)$. We consider an interval $I(x, y)$ of $G$ and assume that $s \in I(x, y)$. Lemma 1 is obtained using the fact that $G$ is AT-free.

- Lemma 1 (Broersma et al. [3]). The vertices $x$ and $y$ are in different components of $G \backslash N[s]$ for each $s \in I(x, y)$.

Thus every path between $x$ and $y$ either contains $s$ or some neighbour of $s$. The next three lemma states a decomposition of an interval into disjoint intervals and disjoint components. Lemma 2 states that the intervals $I(x, s)$ and $I(s, y)$ have empty intersection. This implies that $P_{s, x} \cap P_{s, y} \subseteq N[s]$, where $P_{s, x}$ is an arbitrary $s, x$-path and $P_{s, y}$ is an arbitrary $s, y$-path in $G$.

Lemma 2 (Broersma et al. [3]). The intervals $I(x, s)$ and $I(s, y)$ have no vertices in common, that is $I(x, s) \cap I(s, y)=\phi$.


Figure 2 The component $C^{y}(x)$ which contains $x$ in $G \backslash N[y]$.

Lemma 3 states a containment relation among the intervals. More precisely, if $s \in I(x, y)$ then $I(x, s) \subseteq I(x, y)$ and so does $I(s, y)$.

- Lemma 3 (Broersma et al. [3]). The intervals $I(x, s)$ and $I(s, y)$ are both contained in $I(x, y)$, that is $I(x, s) \subseteq I(x, y)$ and $I(s, y) \subseteq I(x, y)$, where $s \in I(x, y)$.

Combining Lemma 2 and Lemma 3 we arrive at Lemma 4.

- Lemma 4 (Broersma et al. [3]). In the graph $G \backslash N[s]$ there are components $C_{1}^{s}, C_{2}^{s}, \ldots, C_{t}^{s}$ such that $I(x, y) \backslash N[s]=I(x, s) \cup I(s, y) \cup\left(\bigcup_{i=1}^{t} C_{i}^{s}\right)$.


Figure 3 The interval decomposition.
Similarly the components of $G \backslash N[x]$ can also be decomposed. Consider such a component containing $y$, recall that $y \in C^{x}(y)$. The following lemma describes the structure of the graph induced on $C^{x}(y) \backslash N[y]$. In the following we denote the component of $G \backslash N[y]$ containing $x$ by $C^{y}(x)$.

Consider the graph induced on $C^{x}(y) \backslash N[y]$ and let $D$ be a connected component of that graph. Lemma 5 essentially states that any vertex of $D$ reaches $N[x]$ using at least one vertex from $I(x, y)$.

- Lemma 5 (Broersma et al. [3]). Let $D$ be a component of the graph $C^{x}(y) \backslash N[y]$. Then $N[D] \cap(N[x] \backslash N[y])=\phi$ if and only if $D$ is a component of $G \backslash N[y]$.


## 3 Connected Vertex Cover

In the following sections we make some important observations related to the connectivity constraint of the vertex cover and then we formulate the dynamic programming recurrence relations.

### 3.1 Some structural observations

In this section and subsequent sections we assume $G(V, E)$ is a connected AT-free graph. Let $\alpha_{c}$ be an independent set with maximum cardinality, while ensuring that the subgraph $G\left[V \backslash \alpha_{c}\right]$ remains connected. The complement of $\alpha_{c}$ forms a connected vertex cover with the smallest possible size. Observe that $\alpha_{c}$ cannot include a cut vertex. This is because if a vertex $v$ belongs to $\alpha_{c}$, none of its neighbors can be in $\alpha_{c}$. If $v$ is a cut vertex, its neighbors would be divided into separate components, leading $G\left[V \backslash \alpha_{c}\right]$ to be disconnected. Hence we have the following observation.

- Observation 6. Let $\alpha_{c}$ be an independent set with maximum cardinality, while ensuring that the subgraph $G\left[V \backslash \alpha_{c}\right]$ remains connected. The set $\alpha_{c}$ does not include any cut vertex of $G$.

Let $V^{\prime}$ denote the set of all cut vertices in $G$. We define some notations that are necessary in the following set of lemma. Let $x$ be a vertex of $G$ which is not a cut vertex. Let $C_{1}^{x}, \ldots, C_{r}^{x}$ be the components of $G \backslash N[x]$. Let $Z_{i}$ be those vertices of $N(x)$ which are reachable from $C_{i}^{x}$ in the graph $G \backslash\{x\}$, that is without using the vertex $x$ or vertices from any other components. In other words let $C$ be the connected component in $G\left[N(x) \cup V\left(C_{i}^{x}\right)\right]$, then $Z_{i}=V(C) \backslash V\left(C_{i}^{x}\right)$. Note that $G\left[Z_{i}\right]$ may not be connected. Suppose $S$ is a connected vertex cover of $G$ and let $x \in V \backslash V^{\prime}$ such that $x \notin S$. That is $N(x) \subseteq S$. Let $S_{i}=S \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)$. Note that $S_{i}$ contains $Z_{i}$, since $Z_{i} \subseteq N(x)$.

- Lemma 7. The graph induced on $S \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)$ is connected.

Proof. Assume for the sake of contradiction, $G\left[S \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)\right]$ is not connected and $H_{1}, \ldots, H_{k}$ are the components of $G\left[S \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)\right]$. Each component $H_{j}$ has $V\left(H_{j}\right) \cap Z_{i} \neq$ $\phi$, because otherwise $H_{j}$ is a component of $G \backslash N[x]$. Consider two components $H_{l}, H_{r}$. There is some vertex $v \in Z_{i}$ which is adjacent to some vertex of $v^{\prime} \in V\left(H_{l}\right)$ and there is a vertex $u \in Z_{i}$ which is adjacent to some vertex $u^{\prime} \in V\left(H_{r}\right)$. Note that, $v$ is not adjacent to $u$ and $v^{\prime}$ is not adjacent to $v^{\prime}$ since $H_{l}$ and $H_{r}$ are different components. Hence $v^{\prime}, u^{\prime}, x$ forms an AT. The paths leading $v^{\prime}, u^{\prime}, x$ to form an AT is as follows. The vertices $v^{\prime}$ and $u^{\prime}$ are in same component of $G \backslash N[x]$ but not adjacent, hence there is a $u^{\prime}, v^{\prime}$ path avoiding the neighbours of $x$. The path $x, u, u^{\prime}$ avoids the neighbours of $v^{\prime}$ and similarly the path $x, v, v^{\prime}$ avoids the neighbours of $v^{\prime}$.

Also note that the graph $S \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)$ is a vertex cover of the graph $G\left[Z_{i} \cup V\left(C_{i}^{x}\right)\right]$, since $S$ is a vertex cover of $G$.

- Lemma 8. Let $S_{i}^{*}$ be a minimum connected vertex cover in $G\left[Z_{i} \cup V\left(C_{i}^{x}\right)\right]$ and let $S^{*}$ be a minimum connected vertex cover in $G$. Then $\left|S_{i}^{*}\right| \leq\left|S^{*} \cap\left(Z_{i} \cup V\left(C_{i}^{x}\right)\right)\right|$.

Proof. Please find the proof in full version of the paper.


Figure 4 Illustrating proof of Lemma 7.

- Lemma 9. Let $S_{i}^{\prime}$ denote a connected vertex cover in $G\left[Z_{i} \cup V\left(C_{i}^{x}\right)\right]$ containing $Z_{i}$. The graph induced on the set $N(x) \cup\left(\bigcup_{i=1}^{r} S_{i}^{\prime}\right)$ is connected.
Proof. Please find the proof in full version of the paper.


### 3.2 The Dynamic Programming Formulation

The definition of intervals implies that, the set $I(x, y)$ is unique for each pair of non adjacent vertices $x$ and $y$. The above property implies that the number of intervals is bounded by a polynomial in $|V(G)|$. We shall use these intervals to decompose the AT-free graph into smaller disjoint graphs. In the following sections, using this broad idea, we frame the recurrences to find an independent set of maximum size such that its complement is connected. We begin by a graph modification to incorporate the recurrence relation in terms of the intervals.

### 3.2.1 Graph modification

We begin by constructing a modified graph. A result by Corneil et al. [5], ensures that there exists a dominating pair in every AT-free graph which is pokable, that is we can append pendant vertices to both of the vertices of the pair maintaining the AT-free property. The following theorem by Corneil et al. [5] states that the process of composing two AT-free graphs.

- Theorem 10 (The Composition Theorem; Corneil et al. [5]). Given two AT-free graphs $G_{1}$ and $G_{2}$, and pokable dominating pairs $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ in $G_{1}$ and $G_{2}$, respectively, let $G^{\prime}$ be the graph constructed from $G_{1}$ and $G_{2}$ by identifying vertices $x_{1}$ and $x_{2}$. Then, $G^{\prime}$ is an AT-free graph.

Let $p_{1}, \ldots, p_{k}$ be a dominating path where $p_{1}$ and $p_{k}$ is a pokable dominating pair in $G$. An edge is AT-free, hence we append an edge $(u, v)$ to $p_{1}$, that is $v$ is adjacent to $p_{1}$ and an edge $\left(u^{\prime}, v^{\prime}\right)$ to $p_{k}$, that is $v^{\prime}$ is adjacent to $p_{k}$. We add edges between $v$ and $p_{2}, v^{\prime}$ and $p_{k-1}$. We denote this graph by $G^{\prime}$. More formally, $G^{\prime}(V, E)$ where,

$$
\begin{aligned}
& V\left(G^{\prime}\right)=V(G) \cup\left\{u, v, u^{\prime}, v^{\prime}\right\} \\
& E\left(G^{\prime}\right)=E(G) \cup\left\{(u, v),\left(u^{\prime}, v^{\prime}\right),\left(v, p_{1}\right),\left(v, p_{2}\right),\left(v^{\prime}, p_{k}\right),\left(v^{\prime}, p_{k-1}\right)\right\}
\end{aligned}
$$



Figure 5 Illustrating graph modification.

We denote by $\alpha_{c}$ an independent set such that the remaining set of vertices induces a connected graph.

- Lemma 11. The set $\alpha_{c}$ is a maximum independent set of $G$ such that $G\left[V \backslash \alpha_{c}\right]$ is connected if and only if $\alpha_{c}$ is a maximum independent set of $G^{\prime}\left[I\left(u, u^{\prime}\right)\right]$ such that $G^{\prime}\left[V \backslash \alpha_{c}\right]$ is connected.

Proof. The set $I\left(u, u^{\prime}\right)$ contains all the vertices that has a path to $u$ avoiding the neighbourhood of $u^{\prime}$ and a path to $u^{\prime}$ avoiding the neighbourhood of $u$ in the graph $G^{\prime}$. From the construction of $G^{\prime}$, every vertex of $V(G)$ satisfies this property. Hence $G$ and $I\left(u, u^{\prime}\right)$ are the same. The claim follows since $G$ and $I\left(u, u^{\prime}\right)$ are the same.

Now we define the recurrence relations for dynamic programming on the modified graph.

### 3.2.2 The dynamic programming

We decompose the graph in such a way that for any two non adjacent vertices $x$ and $y$ belonging to some connected component $C$ has the property, $I_{C}(x, y)=I_{G}(x, y)$. More precisely we remove the closed neighbourhood of a vertex to achieve the smaller subgraphs. From Lemma 1, we can see that the invariant $I_{C}(x, y)=I_{G}(x, y)=I(x, y)$ is maintained while solving the subproblems. Broadly our approach is to compute minimum connected vertex cover in smaller connected components and take their disjoint union to obtain a minimum connected vertex cover of a larger component of which the smaller components are part. It is sufficient to calculate the minimum connected vertex cover for smaller components and combine them, which is ensured by Lemma 8 and Lemma 9 . We begin by stating a recurrence for a component. In this recurrence we compute a maximum independent set of the component, such that the complement of this independent set (w.r.t the component) is connected. Note that we want the complement to be connected because of our observation in Lemma 7. The recurrence consists of decomposing a given component into interval and some connected components whose disjoint union is the given component as claimed in Lemma 2, Lemma 3 and Lemma 4.

Now we define required notations to state the recurrence formally. Suppose $C$ is a connected component. Let $x$ be a vertex in $V(C)$ which belongs to the independent set. Let the components in $C \backslash N[x]$ be denoted by $C_{1}^{x}, \ldots, C_{k}^{x}$ if $C \backslash N[x]$ has $k$ connected components.


Figure 6 Illustrating Lemma 12.

In the following we define some notations which are necessary to state the recurrence.

- Consider a component $C_{i}^{x}$ in $C \backslash N(x)$.
- Let $V_{C_{i}^{x}}^{\prime}$ be the set of cut vertices of $C\left[V\left(C_{i}^{x}\right) \cup Z_{N(x)}\right]$. We choose $y \in V\left(C_{i}^{x}\right) \backslash V_{C_{i}^{x}}^{\prime}$ as a candidate for the independent set since from Lemma 7 we know that $C\left[\left(V\left(C_{i}^{x}\right) \cup Z_{N(x)}\right) \backslash\right.$ $\{y\}]$ is connected.
- Let $I(x, y)$ be the interval for vertices $x$ and $y$.
- Let $Z_{N(x)}$ be those vertices of $N(x)$ that are reachable from $C_{i}^{x}$ in $C[N(x)]$ without using $x$ or vertices from any other components.
- Let $Z_{N(y)}$ be those vertices of $N(y)$ that are reachable from $I(x, y)$ in $C[N(y)]$ without using $y$ or vertices from any other components.
- Let $D_{1}^{y}, \ldots, D_{t}^{y}$ be the components of $C\left[C_{i}^{x} \backslash N[y]\right]$, and let $H_{j}$ be those vertices of $N(y)$ that are reachable from $N(y) \cap N\left(V\left(D_{j}^{y}\right)\right)$ in $C[N(y)]$ without using $y$ or vertices from any other components.
- We define $\beta\left(C_{i}^{x}, Z_{N(x)}\right)$ to be a maximum independent set in $C_{i}^{x}$ such that $C\left[Z_{N(x)} \cup\right.$ $\left.\left(V\left(C_{i}^{x}\right) \backslash \beta\left(C_{i}^{x}, Z_{N(x)}\right)\right)\right]$ is connected.
- We define $\gamma\left(I(x, y), Z_{N(x)} \cup Z_{N(y)}\right)$ to be a maximum independent set in $I(x, y)$ such that $G\left[Z_{N(x)} \cup Z_{N(y)} \cup\left(I(x, y) \backslash \gamma\left(I(x, y), Z_{N(x)} \cup Z_{N(y)}\right)\right)\right]$ is connected.
- Lemma 12. The recurrence for $\beta$ is as follows.

$$
\left|\beta\left(C_{i}^{x}, Z_{N(x)}\right)\right|=1+\max _{y \in C_{i}^{x} \backslash V_{C_{i}^{x}}^{\prime}}\left(\left|\gamma\left(I(x, y), Z_{N(x)} \cup Z_{N(y)}\right)\right|+\sum_{j=1}^{t}\left|\beta\left(D_{j}^{y}, H_{j}\right)\right|\right)
$$

Proof. Please find the proof in the appendix.
Note that if $C$ is the whole graph then $x$ is not a cut vertex of $G$.
Now we state recurrence for an interval. In this recurrence we compute a maximum independent set of the interval, such that the complement of this independent set (w.r.t the interval) is connected. Note that we want the complement to be connected because of our observation in Lemma 7. The recurrence consists of decomposing a given interval into disjoint sub intervals and some connected components whose disjoint union is the given interval as claimed in Lemma 2, Lemma 3 and Lemma 4.

- Observation 13. The graph $G\left[I(x, y) \cup Z_{N(x)} \cup Z_{N(y)}\right]$ is connected.

Proof. Please find the proof in full version of the paper.

- Note that the definitions of $x, y, Z_{N(x)}, Z_{N(y)}$ and $\gamma\left(I(x, y), Z_{N(x)} \cup Z_{N(y)}\right)$ remains same as earlier.
- Let $V_{I(x, y)}^{\prime}$, be the set of cut vertices in $C\left[I(x, y) \cup Z_{N(x)} \cup Z_{N(y)}\right]$. We choose $s \in$ $I(x, y) \backslash V_{I(x, y)}^{\prime}$ as a candidate for the independent set in $I(x, y)$, since from Lemma 7, we know that $C\left[\left(I(x, y) \cup Z_{N(x)} \cup Z_{N(y)}\right) \backslash\{s\}\right]$ is connected.
- Let $A_{N(x)}$ be those vertices of $N(x)$ that are reachable from $I(x, s)$ in $C[N(x)]$ without using $x$ and any vertex from other components.
- Let $A_{N(s)}$ be those vertices of $N(s)$ that are reachable from $I(x, s)$ in $C[N(s)]$ without using $s$ and any vertex from other components.
- Let $B_{N(y)}$ be those vertices of $N(y)$ that are reachable from $I(y, s)$ in $C[N(y)]$ without using $y$ and any vertex from other components.
- Let $B_{N(s)}$ be those vertices of $N(s)$ that are reachable from $I(s, y)$ in $C[N(s)]$ without using $s$ and any vertex from other components.
- Let $Y_{1}^{s}, \ldots, Y_{l}^{s}$ are the components of $G[I(x, y) \backslash N[s]]$, and $H_{j}$ are those vertices of $N(s)$ that are reachable from $Y_{j}^{s}$ is $N(s)$ in $G[N(s)]$ without using the vertex $s$ and vertices from other components.
We need the following lemma to prove the correctness of the recurrence for the intervals. Lemma 14 is similar to 7 and Lemma 15 is similar to Lemma 9.
- Lemma 14. Let $S$ be a connected vertex cover of $G$ such that $x, y \notin S$. Then $S \cap(I(x, y) \cup$ $\left.Z_{N(x)} \cup Z_{N(y)}\right)$ induces a connected subgraph.

Proof. Please find the proof in full version of the paper.
Let $S_{I(x, s)}$ denote vertices of a connected vertex cover in $G\left[Z_{N(x)} \cup I(x, s) \cup A_{N(s)}\right]$ such that $\left(Z_{N(x)} \cup A_{N(s)}\right) \subseteq S_{I(x, s)}$ and let $S_{I(s, y)}$ denote a connected vertex cover in $G\left[Z_{N(y)} \cup I(s, y) \cup B_{N(s)}\right]$ such that $\left(Z_{N(y)} \cup B_{N(s)}\right) \subseteq S_{I(s, y)}$. Let $S_{j}$ denote a connected vertex cover in $G\left[H_{j} \cup V\left(Y_{j}^{s}\right)\right]$ containing $H_{j}$.

- Lemma 15. The graph induced on the set $N(s) \cup\left(\bigcup_{i=1}^{r} S_{i}\right) \cup S_{I(x, s)} \cup S_{I(s, y)}$ is connected. Proof. Please find the proof in full version of the paper.

Please see the Figure 7 for clarification of the following lemma. Note that $Z_{N(x)}$ and $A_{N(x)}$ are same and $Z_{N(y)}$ and $B_{N(y)}$ are same.

- Lemma 16. The recurrence for $\gamma$ is as follows. Let $Z=Z_{N(x)} \cup Z_{N(y)}$.
$|\gamma(I(x, y), Z)|=$
$1+\max _{s \in I(x, y) \backslash V_{I(x, y)}^{\prime}}\left(\left|\gamma\left(I(x, s), A_{N(x)} \cup A_{N(s)}\right)\right|+\left|\gamma\left(I(s, y), B_{N(y)} \cup B_{N(s)}\right)\right|+\sum_{j=1}^{s}\left|\beta\left(Y_{j}^{s}, H_{j}\right)\right|\right)$
Proof. Please find the proof in the appendix.
Consider the modified graph $G^{\prime}$. Since $\left(p_{1}, p_{2}\right)$ and $\left(p_{k-1}, p_{k}\right)$ are edges of $G$ (also of $G^{\prime}$ ), the connected vertex cover must contain at least one endpoint from each of those edges. The $\gamma\left(I\left(u, u^{\prime}\right),\left\{v, v^{\prime}\right\}\right)$ is a maximum independent set such that, $G^{\prime}\left[\left\{v, v^{\prime}\right\} \cup\left(I\left(u, u^{\prime}\right) \backslash\right.\right.$ $\left.\gamma\left(I\left(u, u^{\prime}\right),\left\{v, v^{\prime}\right\}\right)\right]$ is connected. Since $I\left(u, u^{\prime}\right)$ is the graph $G, G^{\prime}\left[V \backslash \gamma\left(I\left(u, u^{\prime}\right),\left\{v, v^{\prime}\right\}\right)\right]$ is our desired solution from Lemma 11.


Figure 7 Illustrating Lemma 16.

### 3.3 Running time analysis

We employ dynamic programming technique to solve the above recurrences to obtain the minimum connected vertex cover. Let $\mathcal{C}$ be a set of components of $G$ as defined below.

$$
\mathcal{C}=\bigcup_{v \in V(G)}\{C: C \text { is a component of } G \backslash N[v]\}
$$

We prove in the following observation that the components for which we compute $\beta$ are precisely the members of $\mathcal{C}$. The proof of the following observation is a repeated application of Lemma 5 .

- Observation 17. The non-interval components in the above recurrence relations are members of $\mathcal{C}$.

Proof. Please find the proof in full version of the paper.
Observation 17 ensures that the number of non-interval components is $|\mathcal{C}|=O\left(n^{2}\right)$.
Let $\mathcal{I}$ denote the set of all possible intervals. The collection $\mathcal{I}$ has cardinality at most $n^{2}$, that is $|\mathcal{I}| \leq n^{2}$, since $I(x, y)$ is unique for each pair of non adjacent vertex $x$ and $y$. We arrange the list of all intervals and components in the non decreasing order of the number of vertices. We compute the recurrences for this two lists in the order they are arranged.

First we discuss the complexity to solve the recurrence for intervals. Consider a particular interval $I(x, y)$. We have to go through all the vertices in that $I(x, y)$ and there is at most $O(n)$ such vertices and for each vertex there can be at most $O(n)$ components. Note that these components are smaller than the component that $I(x, y)$ is part of. Hence the solution for each of the components are already stored in the dynamic programming table. Since there is at most $O\left(n^{2}\right)$ intervals and each can take $O\left(n^{2}\right)$ time it takes $O\left(n^{4}\right)$ to find the solutions.

The time complexity to solve the components is calculated similarly and it is also upper bounded by $O\left(n^{4}\right)$. Since all the other computation can be done in time $O\left(n^{4}\right)$ the complexity of our algorithm is $O\left(n^{4}\right)$.

## 4 Conclusion

In this paper, we present a polynomial time algorithm to compute a minimum connected vertex cover on AT-free graphs. Note that even though we have considered an unweighted graph, this algorithm can be modified in such a way that it also works for weighted AT-free graphs.

It will be interesting to explore the complexity of MCVC for those graph classes where MVC is solvable in polynomial time.
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#### Abstract

Watrous conjectured that the randomized and quantum query complexities of symmetric functions are polynomially equivalent, which was resolved by Ambainis and Aaronson [1], and was later improved in $[15,12]$. This paper explores a fine-grained version of the Watrous conjecture, including the randomized and quantum algorithms with success probabilities arbitrarily close to $1 / 2$. Our contributions include the following: 1. An analysis of the optimal success probability of quantum and randomized query algorithms of two fundamental partial symmetric Boolean functions given a fixed number of queries. We prove that for any quantum algorithm computing these two functions using $T$ queries, there exist randomized algorithms using poly $(T)$ queries that achieve the same success probability as the quantum algorithm, even if the success probability is arbitrarily close to $1 / 2$. These two classes of functions are instrumental in analyzing general symmetric functions. 2. We establish that for any total symmetric Boolean function $f$, if a quantum algorithm uses $T$ queries to compute $f$ with success probability $1 / 2+\beta$, then there exists a randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs, where $\beta, \delta$ can be arbitrarily small positive values. As a corollary, we prove a randomized version of Aaronson-Ambainis Conjecture [1] for total symmetric Boolean functions in the regime where the success probability of algorithms can be arbitrarily close to $1 / 2$. 3. We present polynomial equivalences for several fundamental complexity measures of partial symmetric Boolean functions. Specifically, we first prove that for certain partial symmetric Boolean functions, quantum query complexity is at most quadratic in approximate degree for any error arbitrarily close to $1 / 2$. Next, we show exact quantum query complexity is at most quadratic in degree. Additionally, we give the tight bounds of several complexity measures, indicating their polynomial equivalence. Conversely, we exhibit an exponential separation between randomized and exact quantum query complexity for certain partial symmetric Boolean functions.
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## 1 Introduction

Exploring quantum advantages is a key problem in quantum computing. A lot of research work has revolved around analyzing and characterizing quantum advantages, such as [14, 22, $16,29,45]$. Query complexity is a complexity model commonly used to describe quantum advantages. A comprehensive survey on the query complexity can be found in [24]. A series of works $[2,44,8,41]$ has shown that for partial functions, quantum query complexity could be exponentially smaller (or even less) than the randomized query complexity, while for total functions, they are always polynomially related [4]. Although the query complexity model has demonstrated the powerful ability of a quantum computer to solve certain "structured" problems more efficiently than a classical computer, such as Simon's problem [43] and integer factorization problem [42], there only exist at most quadratic quantum speedups for some "unstructured" problems, such as black-box search problems [23]. Thus, one natural question is to explore how much structure is needed for significant quantum speedups [1].

Watrous conjectured that the randomized query complexity and quantum query complexity of partial symmetric functions are polynomial equivalent [1]. Later, Aaronson and Ambainis [1] initiated the study of quantum speedup on the quantum query complexity of symmetric functions, showing that partial functions invariant under full symmetry do not exhibit superpolynomial quantum speedups, which resolves the Watrous conjecture. Their result was later improved by Chailloux [15], who achieved a tighter bound and removed a technical dependence of output symmetry. Recently [12] performed a systematic analysis of functions symmetric under other group actions and characterized when super-polynomial quantum speedups are achievable. However, all these results work in the bounded error regime and do not explicitly consider arbitrary small biases.

In this paper, we propose and investigate a fine-grained version of the Watrous conjecture concerning the quantum and randomized query complexities of symmetric functions with an arbitrary error. Before stating the conjecture, we need to introduce two notions which are essential to this paper. For any Boolean function $f$ and $T>0$, let the classical $T$-bias $\delta_{C}(f, T)$ be the optimal success probability of $T$-query randomized algorithms minus $1 / 2$ over all possible inputs. The quantum $T$-bias $\delta_{Q}(f, T)$ is defined for quantum algorithms analogously.

- Conjecture 1 (Fine-grained Watrous conjecture). There exists a constant $c \geq 2$ satisfying that for any partial symmetric function $f$ and any $T>0, \delta_{C}(f, c \cdot T) \geq \operatorname{poly}\left(\frac{\delta_{Q}(f, T)}{T}\right)$.

The reason for $c \geq 2$ is that the $n$-bit parity function can be exactly computed with $n / 2$ quantum queries, while any randomized algorithm with less $n$ queries succeeds with probability $1 / 2$. It is also not hard to see the fine-grained Watrous conjecture implies that quantum and randomized query complexities of symmetric functions are polynomially related. Indeed, if $\delta_{Q}(f, T)$ is lower bounded by some constant, then $\delta_{C}(f, c \cdot T) \geq \Omega\left(\frac{1}{\operatorname{poly}(T)}\right)$, which implies the randomized query complexity of $f$ is $\operatorname{poly}(T)$ by error reduction.

### 1.1 Our Motivation and Contribution

To study the fine-grained Watrous conjecture, we start with the following two fundamental symmetric Boolean functions, which are also essential to analyze general symmetric functions:

$$
f_{n}^{k}(x)= \begin{cases}0, & \text { if }|x| \in\{0, n\}, \\ 1, & \text { if }|x| \in\{k, n-k\},\end{cases}
$$

where $1 \leq k \leq n / 2$ and

$$
f_{n}^{k, l}(x)= \begin{cases}0, & \text { if }|x|=k \\ 1, & \text { if }|x|=l\end{cases}
$$

where $k<l$. The famous Deutsch-Jozsa problem [18] and the decision version of the unstructured search problem [23] can be interpreted as special cases of these two functions. Fefferman and Kimmel considered the subset-sized checking problem [19, 21], where the $n$-bit input string is promised to have either $\sqrt{n}$ or $0.99 \sqrt{n}$ many marked items, and the goal is to decide which case. Their result together with [21] proved that it can be served as an oracle separation between AM and QCMA. On a similar flavour, [5] introduced the approximate counting problem, where the $n$-bit input has either $\leq w$ or $\geq 2 w$ many marked items. Our function $f_{n}^{k, l}(\cdot)$ can be seen as a symmetric variant of these two problems ${ }^{1}$. We study the tradeoff between the number of queries and the optimal success probabilities in quantum and randomized settings for both functions with errors close to $1 / 2$.

We further consider the relation between various complexity measures of partial symmetric Boolean functions. For total Boolean functions, it has been proved that several fundamental complexity measures are polynomial equivalent (See Table 1 in [4]). Moreover, the tight bounds on several fundamental complexity measures of total symmetric Boolean functions have also been obtained [24]. However, the result for partial symmetric Boolean functions has not been fully characterized.

Our contribution is as follows. For convenience, if $f$ is a symmetric Boolean function, we denote $f(k)=f(x)$ for any $|x|=k$. Additionally, we say an $n$-bit Boolean function $f: D \rightarrow\{0,1\}$ is even if $f(x)=f(n-x)$ for any $x \in D$, where $D \subseteq\{0,1\}^{n}$.

1. For both randomized setting and quantum setting, we characterize the optimal success probability of algorithms given the number of queries for the function $f_{n}^{k}$ (Theorem 3) and $f_{n}^{k, l}$ (Theorems 4 and 5). As a corollary, we show for any $T$-query quantum algorithm to compute $f_{n}^{k}$ and $f_{n}^{k, l}$, there exist classical randomized algorithms using poly $(T)$ queries to simulate the success probability of the quantum algorithm (Corollaries 6 and 7). Additionally, we characterize the exact quantum query complexity of $f_{n}^{k}$ (Theorem 8).
2. We establish a relation between the number of queries and the bias of quantum and randomized algorithms to compute total symmetric Boolean functions, where the bias of the algorithms can be arbitrarily small (Theorem 9). As a corollary, we prove a weak version of Conjecture 2: the acceptance probability of a quantum query algorithm to compute a total symmetric Boolean function can be approximated by a randomized algorithm with only a polynomial increase in the number of queries, where the bias of quantum algorithms can be arbitrarily small (Corollary 10).
3. We investigate the relation between different complexity measures of partial symmetric Boolean functions. Specifically, Theorem 12 shows the relation between the quantum query complexity and the approximate degree of even partial symmetric Boolean functions for arbitrarily small bias ${ }^{2}$. Theorem 13 shows exact quantum query complexity and degree are quadratically related. Theorem 14 presents tight bounds of block sensitivity, fractional block sensitivity, quantum query complexity, and approximate degree, where quantum query complexity and approximate degree are in a bounded-error setting. Corollary 15 shows block sensitivity is an upper bound of quantum query complexity. Since it has

[^48]been known that $Q(f) \geq \Omega(\sqrt{\mathrm{bs}(f)})$ for any (possibly partial) Boolean function $f$ [11], quantum query complexity and block sensitivity of partial symmetric Boolean functions are polynomially related. On the converse, Theorem 16 shows an exponential gap between the exact quantum query complexity and randomized query complexity for some partial symmetric Boolean functions, which is different from total symmetric functions.

- Conjecture 2 (Aaronson-Ambainis Conjecture [1]). The acceptance probability of a T-query quantum algorithm to compute a Boolean function can be approximated by a deterministic algorithm using $\operatorname{poly}(T, 1 / \epsilon, 1 / \delta)$ queries within an additive error $\epsilon$ on a $1-\delta$ fraction of inputs.
- Theorem 3. For $T>0$, the quantum $T$-bias and classical $T$-bias of $f_{n}^{k}$ are

$$
\begin{aligned}
& \delta_{Q}\left(f_{n}^{k}, T\right)= \begin{cases}\Theta\left(\frac{k}{n} \cdot T^{2}\right), & \text { if } T \leq \sqrt{n / k}, \\
\Theta(1), & \text { if } T>\sqrt{n / k},\end{cases} \\
& \delta_{C}\left(f_{n}^{k}, T\right)= \begin{cases}0, & \text { if } T=1 \\
\Theta\left(\frac{k}{n} \cdot T\right), & \text { if } 2 \leq T \leq n / k \\
\Theta(1), & \text { if } T>n / k\end{cases}
\end{aligned}
$$

- Theorem 4. For $f_{n}^{k, l}$ and $T>0$, the quantum T-bias is

$$
\delta_{Q}\left(f_{n}^{k, l}, T\right)= \begin{cases}\Theta\left(\min \left\{\frac{l-k}{\sqrt{(n-k) l}} \cdot T, \frac{l-k}{n} \cdot T^{2}\right\}\right), & \text { if } T=O\left(\frac{\sqrt{(n-k) l}}{l-k}\right) \\ \Theta(1), & \text { if } T=\Omega\left(\frac{\sqrt{(n-k) l}}{l-k}\right)\end{cases}
$$

- Theorem 5. If $T=O\left(\frac{(n-k) l}{(l-k)^{2}}\right)$, the classical T-bias of $f_{n}^{k, l}$ satisfies that

$$
\begin{aligned}
& \begin{aligned}
& \delta_{C}\left(f_{n}^{k, l}, T\right)=O\left(\min \left\{\frac{l-k}{\sqrt{(n-k) l}} \cdot \sqrt{T}+\frac{T}{n}, \frac{l-k}{n} \cdot T\right\}\right), \\
& \delta_{C}\left(f_{n}^{k, l}, T\right)=\Omega\left(\max \left\{\frac{(l-k)^{2}}{(n-k) l} \cdot T, \frac{l-k}{n} \cdot \sqrt{T}\right\}\right) . \\
& \text { If } T=\Omega\left(\frac{(n-k) l}{(l-k)^{2}}\right), \text { then } \delta_{C}\left(f_{n}^{k, l}, T\right)=\Theta(1) .
\end{aligned}
\end{aligned}
$$

- Corollary 6. For arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f_{n}^{k}$ with success probability $1 / 2+\beta$, then there also exists a classical randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f_{n}^{k}$ with the same success probability.
- Corollary 7. For arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\beta$, then there also exist classical randomized algorithms using $T^{2}$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\Omega\left(\beta^{2}\right)$ and using $T^{4}$ queries to compute $f_{n}^{k, l}$ with success probability $1 / 2+\Omega(\beta)$. Thus

$$
\delta_{C}\left(f_{n}^{k, l}, T^{2}\right) \geq \Omega\left(\delta_{Q}\left(f_{n}^{k, l}, T\right)^{2}\right) \text { and } \delta_{C}\left(f_{n}^{k, l}, T^{4}\right) \geq \Omega\left(\delta_{Q}\left(f_{n}^{k, l}, T\right)\right)
$$
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- Theorem 8. The exact quantum query complexity of $f_{n}^{k}$ satisfies $\left\lceil\frac{\pi}{2 \theta}\right\rceil \leq Q_{E}\left(f_{n}^{k}\right) \leq\left\lceil\frac{\pi}{2 \theta}\right\rceil+2$, where $\theta=2 \arcsin \sqrt{k / n}$, whereas the zero-error randomized query complexity of $f_{n}^{k}$ is $n-k+1$.
- Theorem 9. For any total symmetric Boolean function $f$ and arbitrarily small bias $\beta>0$, if there exists a quantum algorithm using $T$ queries to compute $f$ with success probability $1 / 2+\beta$, then for any $\delta \in(0,1)$, there exists a randomized algorithm using $O\left(T^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs.
- Corollary 10. For any total symmetric Boolean function $f$ and arbitrarily small bias $\beta>0$, if there exists a T-query quantum algorithm to compute $f$ with success probability $1 / 2+\beta$, then for any $\epsilon \in(0, \beta), \delta \in(0,1)$, there exists a randomized algorithm using $O\left(T^{2} /\left(\epsilon^{2} \delta^{2}\right)\right)$ queries to compute $f$ with success probability $1 / 2+(\beta-\epsilon)$ on a $1-\delta$ fraction of inputs.
- Remark 11. Corollary 10 is a randomized version of Conjecture 2. Moreover, Corollary 10 considers total symmetric Boolean functions, while Conjecture 2 refers to any Boolean function.
- Theorem 12. For any (possibly partial) symmetric Boolean function $f$ satisfying $f(x)=$ $f(n-x)$ and arbitrarily small $\beta>0$, if $T=\operatorname{deg}_{\frac{1}{2}-\beta}(f)$, there exists a quantum query algorithm using $\lceil T / 2\rceil$ queries to compute $f$ with success probability $1 / 2+\Omega(\beta / \sqrt{T})$. Namely,

$$
\delta_{Q}\left(f, \widetilde{\operatorname{deg}}_{\frac{1}{2}-\beta}(f)\right)=\Omega\left(\frac{\beta}{\sqrt{\widetilde{\operatorname{deg}}_{\frac{1}{2}-\beta}(f)}}\right)
$$

As a corollary, we have $Q_{\epsilon}(f)=O\left(\widetilde{\operatorname{deg}_{\epsilon}}(f)^{2}\right)$ for any error $\epsilon$ arbitrarily close to $1 / 2$.

- Theorem 13. For any partial symmetric Boolean function $f$, we have $Q_{E}(f)=O\left(\operatorname{deg}(f)^{2}\right)$.
- Theorem 14. For any partial symmetric Boolean function $f$, we have

$$
\begin{aligned}
\operatorname{bs}(f)=\Theta(\mathrm{fbs}(f)) & =\left(\max _{k<l: f(k) \neq f(l)} \frac{n}{l-k}\right), \\
Q(f)=\Theta(\widetilde{\operatorname{deg}}(f)) & =\left(\max _{k<l: f(k) \neq f(l)} \frac{\sqrt{(n-k) l}}{l-k}\right) .
\end{aligned}
$$

- Corollary 15. For any partial symmetric Boolean function $f$, we have $Q(f)=O(\mathrm{bs}(f))$.
- Theorem 16. There exists a partial symmetric Boolean function $f$ such that $Q_{E}(f)=\Omega(n)$ and $R(f)=O(1)$.


### 1.2 Proof Techniques

In this section, we give a high-level technical overview of our main results (See full version [36] for the detailed proof).

### 1.2.1 Upper and Lower Bounds on Quantum $\boldsymbol{T}$-bias

We use several methods to show the upper bound on the quantum $T$-bias of different symmetric Boolean functions:

1. For $f_{n}^{k}$, we show if the number of a quantum algorithm is no more than $T$ queries, then the bias $\beta$ of the algorithm is at most $O\left(T^{2} / \mathrm{bs}\left(f_{n}^{k}\right)\right)$, where $\mathrm{bs}\left(f_{n}^{k}\right)$ is the block sensitivity of $f_{n}^{k}$. By solving a lower bound of $\mathrm{bs}\left(f_{n}^{k}\right)$, we obtain an upper bound on the quantum $T$-bias of $f_{n}^{k}$ (Theorem 3).
2. For $f_{n}^{k, l}$, using Paturi's lower bound technique [35] for the approximate degree of symmetric Boolean functions, we give the following lower bound:

$$
Q_{\epsilon}\left(f_{n}^{k, l}\right) \geq \frac{1}{2} \widetilde{\operatorname{deg}}_{\epsilon}\left(f_{n}^{k, l}\right)=\Omega\left(\max \left\{\frac{\beta \sqrt{(n-k) l}}{l-k}, \sqrt{\frac{\beta n}{l-k}}\right\}\right)
$$

where $\beta=1 / 2-\epsilon$. The quantum $T$-bias of $f_{n}^{k, l}$ is derived by this lower bound (Theorem 4).
To obtain the lower bound on the quantum $T$-bias, we also use diverse ideas to design $T$-query quantum algorithms:

1. For $f_{n}^{k}$ and $f_{n}^{k, l}$, we use various variants of amplitude amplification algorithm and analyze the success probability of algorithms meticulously (Theorems 3 and 4).
2. For even symmetric Boolean functions, we design a novel quantum algorithm by taking advantage of the Chebyshev expansion and constructing controlled Grover's diffusion operations (Theorem 12).

### 1.2.2 Upper and Lower Bounds on Classical $\boldsymbol{T}$-bias

For $f_{n}^{k}$ and $f_{n}^{k, l}$, we show the upper bound on the classical $T$-bias by analyzing the total variation distance of distributions; for the lower bound, we give sampling algorithms to estimate Hamming weights of the input and analyze the success probability of the algorithms also by analyzing the distance between distributions (Theorems 3 and 5).

For the lower bound on the classical $T$-bias of total symmetric Boolean functions, we design an innovative randomized algorithm by utilizing the Kravchuk polynomial when the number of queries is $T$. The analysis of the algorithm also uses the orthogonality property of the Kravchuk polynomial (Theorem 9).

### 1.2.3 The Relation Between Complexity Measures

The key ideas to build the relation between complexity measures of partial symmetric Boolean functions are as follows:

1. In Theorem 13, we show the relation between the exact quantum query complexity and the degree by giving the lower bound of the degree and designing a matching exact quantum algorithm up to a polynomial level. Similar to the proof of Theorem 8, the exact quantum algorithm makes use of a subroutine to distinguish $|x|=k$ from $|x|=l$ exactly [25].
2. In Theorem 14, the analysis of block sensitivity and fractional block sensitivity relies on the symmetry property of the function. Furthermore, we show the quantum query complexity and the approximate degree of any partial symmetric Boolean function $f$ are equivalent to a constant factor. While the lower bound is well known (Fact 1), we show $Q(f) \leq \widetilde{\operatorname{deg}}(f)$ by giving a quantum approximate counting algorithm using $O(\widetilde{\operatorname{deg}}(f))$ quantum queries.
3. The exponential gap in Theorem 16 is shown by giving a function easy to compute in a bounded-error case but has a large degree.

### 1.3 Related Work

The need for structure in quantum speedups has been studied extensively. Beals, Buhrman, Cleve, Mosca and de Wolf [9] showed that there exists at most polynomial quantum speedups for total Boolean functions in the query model. Thus, the exponential speedups may only occur at partial functions. Furthermore, Aaronson and Ambainis [1] showed that symmetric functions do not allow super-polynomial quantum speedups, even if the functions are partial. Chailloux [15] improved this result for a broader class of symmetric functions. BenDavid, Childs, Gilyén, Kretschmer, Podder and Wang [12] further showed that hypergraph symmetries in the adjacency matrix model allow at most polynomial separations between quantum and randomized query complexities. Ben-David [10] proved a classical and quantum polynomial equivalence for a class of functions satisfying a certain symmetric promise. Aaronson and Ben-David [3] showed that there exists at most polynomial quantum speedups to compute an $n$-bit partial Boolean function if the domain $D=\operatorname{poly}(n)$. Nonetheless, all these results concern the algorithms with a constant probability of success. They do not cover the query complexity with a subconstant probability of success.

We also survey some results about the optimal success probability of quantum algorithms when the number of queries is fixed. For the unstructured search problem, Zalka [46] showed an optimal success probability of a quantum algorithm given the number of queries. For the collision finding problem, Zhandry [47] gave the upper bound on the success probability of quantum algorithms when the number of queries is fixed, which matched the algorithm proposed by Brassard, Høyer and Tapp [13]. Ambainis and Iraids [6] analyzed the optimal success probability of one-query quantum algorithms to compute EQUALITY ${ }_{n}$ and AND $_{n}$ functions. Montanaro, Jozsa, and Mitchison [33] indicated the optimal success probability of small symmetric Boolean functions when given any number of queries by numerical results. There is not much study about the optimal success probability with a given number of queries for symmetric Boolean functions. Our work will fill the gap in this field.

For the complexity measures of a nonconstant $n$-bit total symmetric Boolean function $f$, it has been known that $R(f), D(f), \operatorname{deg}(f), s(f), b s(f)$ are $\Theta(n)$, and $Q(f)=\Theta(\widetilde{\operatorname{deg}}(f))=$ $\Theta(\sqrt{n(n-\Gamma(f))})$, where $\Gamma(f)=\min \{|2 k-n+1|: f(k) \neq f(k+1)\}$ [24]. Sherstov [40] gave an almost tight characterization of $\operatorname{deg}_{\epsilon}(f)$ for specific $\epsilon \in\left[1 / 2^{n}, 1 / 3\right]$. Afterward, de Wolf [17] obtained the optimal bound. Regarding the complexity measures of partial symmetric Boolean functions, Aaronson and Ambainis [1] showed for any partial symmetric Boolean function $f, R(f)=O\left(Q(f)^{2}\right)$ as mentioned before. Researchers also studied the exact quantum query complexity for many instances of partial symmetric Boolean functions. For example, Deutsch and Jozsa [18] studied the first partially symmetric Boolean function. Afterward, generalized Deutsch-Jozsa problems were studied in [33, 37, 38]. He, Sun, Yang and Yuan [25] established the asymptotically optimal bound for the exact quantum query complexity of distinguishing whether $|x|=k$ or $l$. Qiu and Zheng [37, 39] studied the exact quantum query complexity of symmetric Boolean functions with degree 1 or 2. Additionally, several works [7, 20,31] explored the connections between block sensitivity, fractional block sensitivity and degree for bounded functions.

In a similar work, Montanaro, Nishimura and Raymond [34] studied the unbounded error query complexity of Boolean functions in a scenario where it is only required that the query algorithm succeeds with a probability strictly greater than $1 / 2$. They proved quantum and classical query complexities are related by a constant factor for any (possibly partial) Boolean function. Similar results are also known in the communication complexity model [27, 26]. Compared to the result in [34], we aim to analyze the relation between
quantum/classical query complexity and bias more precisely. For instance, we show for any quantum algorithm computing $f_{n}^{k}$ and $f_{n}^{k, l}$ using $T$ queries, there exist randomized algorithms using poly $(T)$ queries that have the same bias as the quantum algorithm. Such a conclusion is not implied by [34] since the unbounded error model only requires a strictly positive bias without quantitative analysis.

### 1.4 Organization

The remainder of the paper is organized as follows. In Section 2, we review some definitions and facts. In Section 3, we prove Theorem 9 pertaining to connections between quantum and randomized algorithms of symmetric Boolean functions in the small-bias regime. In Section 4, we prove Theorem 12 to show the relation between the quantum query complexity and the approximate degree for arbitrarily small bias. Finally, a conclusion is made in Section 5 .

## 2 Preliminaries

For an $n$-bit Boolean function $f: D \rightarrow\{0,1\}$, if $D=\{0,1\}^{n}, f$ is a total function; if $D \subset\{0,1\}^{n}, f$ is a partial function. We say $f$ is symmetric if $f(x)$ only depends on $|x|$, where $|x|$ is the number of 1 's in $x$. Correspondingly, we say $g:\{-1,1\}^{n} \rightarrow \mathbb{R}$ is symmetric if $g(x)$ only depends on $|x|$, where $|x|$ is the number of -1 's in $x$. Every $g:\{-1,1\}^{n} \rightarrow \mathbb{R}$ can be uniquely expressed as $g(x)=\sum_{S \subseteq[n]} \widehat{g}(S) x_{S}$, where $x_{S}=\prod_{j \in S} x_{j}$ and $\widehat{g}(S)$ is the Fourier coefficient of $g$ for any $S \subseteq[n]$. Let $H(n, i, T)$ be the hypergeometric distribution sampling $T$ times from $x \in\{0,1\}^{n}$ satisfying that $|x|=i$ without replacement. A binomial distribution with parameters $n, p$ is written as $B(n, p)$.

### 2.1 Query Models and Complexity Measures

In the classical query model, for an input $x \in\{0,1\}^{n}$, we can obtain $x_{i}$ for some $i$ by making one query. The deterministic query complexity of $f$, denoted by $D(f)$, is the minimum number of queries required by a deterministic algorithm to compute $f$ on the worst input. The randomized query complexity of $f$, denoted by $R_{\epsilon}(f)$, is the minimum number of queries required by a randomized algorithm to compute $f$ with error $\epsilon$ on the worst input. If $\epsilon=1 / 3$, we abbreviate $R_{\epsilon}(f)$ to $R(f)$. Moreover, $R_{0}(f)$ is called the zero-error randomized query complexity of $f$.

In the quantum query model, a query algorithm can be described as follows: it starts with a fixed state $\left|\psi_{0}\right\rangle$ and then performs the sequence of operations $U_{0}, O_{x}, U_{1}, \ldots, O_{x}, U_{t}$, where $U_{i}$ 's are unitary operators not depend on $x$ and the query oracle $O_{x}$ is defined as $O_{x}|i\rangle|b\rangle=|i\rangle\left|x_{i} \oplus b\right\rangle$ for any $i \in[n]$ and $b \in\{0,1\}$. This leads to the final state $\left|\psi_{x}\right\rangle=U_{t} O_{x} U_{t-1} \cdots U_{1} O_{x} U_{0}\left|\psi_{0}\right\rangle$. The output result is obtained by measuring $\left|\psi_{x}\right\rangle$. The exact query complexity of $f$, denoted by $Q_{E}(f)$, is the minimum number of queries required by a quantum algorithm to compute $f$ exactly on the worst input. Such a quantum algorithm is called an exact quantum algorithm. The quantum query complexity of $f$, denoted by $Q_{\epsilon}(f)$, is the minimum number of queries required by a quantum algorithm to compute $f$ with $\epsilon$ on the worst input. If $\epsilon=1 / 3$, we abbreviate $Q_{\epsilon}(f)$ to $Q(f)$.

Then we overview some notations about complexity measures of Boolean functions. The degree of $f$, denoted as $\operatorname{deg}(f)$, is the minimum degree of all real multilinear polynomial representations of $f$. The approximate degree of $f$, denoted by $\widetilde{\operatorname{deg}}_{\epsilon}(f)$, is the minimum degree among all real multilinear polynomials that approximate $f$ with error $\epsilon$. If $\epsilon=1 / 3$, we abbreviate $\widetilde{\operatorname{deg}}_{\epsilon}(f)$ as $\widetilde{\operatorname{deg}}(f)$. The block sensitivity of $f$ on $x$, denoted as $\mathrm{bs}(f, x)$, is the
maximum number of disjoint sensitive blocks in $x$. The block sensitivity of $f$ is defined as $\mathrm{bs}(f)=\max _{x} \mathrm{bs}(f, x)$. The value of $\mathrm{bs}(f, x)$ can be expressed as an integer linear program. The fractional relaxation of the integer program yields the fractional block sensitivity of $f$ on $x$, denoted as $\mathrm{fbs}(f, x)$. The fractional block sensitivity of $f$ is defined as $\mathrm{fbs}(f)=\max _{x} \mathrm{fbs}(f, x)$.

- Fact 1 ([9]). If $f$ is a Boolean function, then $Q_{E}(f) \geq \operatorname{deg}(f) / 2$ and $Q_{\epsilon}(f) \geq \widetilde{\operatorname{deg}_{\epsilon}}(f) / 2$.


### 2.2 Orthonormal Polynomials and Fourier Growth

- Fact 2 (Corollary 2.3 in [30]). For any $0 \leq j \leq T$, the Kravchuk polynomial is defined as

$$
K_{j}(t, T)=\sum_{i=0}^{j}\binom{t}{i}\binom{T-t}{j-i}(-1)^{i}
$$

Then for any $0 \leq l, m \leq T$, there exists the following orthogonality property:

$$
\sum_{t=0}^{T}\binom{T}{t} K_{l}(t, T) K_{m}(t, T)=2^{T}\binom{T}{l} \delta_{l, m}
$$

where $\delta_{l, m}=1$ if $l=m$, and $\delta_{l, m}=0$ if $l \neq m$.
Fact 3 (Parseval's identity, Page 84 in [32]). For a function $g:[-1,1] \rightarrow[-1,1]$, if $g(x)=\sum_{i=0}^{T} a_{i} T_{i}(x)$ for any $x \in[-1,1]$, where $T_{i}$ is the Chebyshev polynomial such that $T_{i}(\cos \theta)=\cos (i \theta)$, then

$$
\int_{-1}^{1} \frac{1}{\sqrt{1-x^{2}}}(g(x))^{2} d x=\pi a_{0}^{2}+\frac{\pi}{2} \sum_{i=1}^{T} a_{i}^{2}
$$

- Fact 4 (Theorem 1 in [28]). If symmetric function $f:\{-1,1\}^{n} \rightarrow[-1,1]$ has degree $d$, then

$$
\sum_{S \subseteq[n]:|S|=l}|\widehat{f}(S)| \leq \frac{d^{l}}{l!},
$$

where $\widehat{f}(S)$ is the Fourier coefficients of $f$ for any $S \subseteq[n]$.

## 3 The Relation Between Quantum and Randomized Algorithms of Symmetric Boolean Functions for Arbitrarily Small Bias

In this section, we give the proof of Theorem 9. First, we state Lemma 17, which is needed to prove the theorem. In Lemma 17 , since $g$ is a symmetric function, we let $\widehat{g}(l)=\widehat{g}(S)$ for any $|S|=l$ with a slight abuse of notation, where $\widehat{g}(S)$ is the Fourier coefficients of $g$ for $S \subseteq[n]$. Moreover, $K_{l}(t, T)$ is the Kravchuk polynomial as Fact 2.

- Lemma 17. Given a symmetric function $g:\{-1,1\}^{n} \rightarrow[-1,1]$ such that $\operatorname{deg}(g)=d$, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
\begin{aligned}
& g(x)=\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}, \\
& \mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left(\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} \leq 2 .
\end{aligned}
$$

Proof. Since $g:\{-1,1\}^{n} \rightarrow[-1,1]$ is a symmetric function and $\operatorname{deg}(g)=d$, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
\begin{aligned}
g(x) & =\sum_{S \subseteq[n]:|S| \leq d} \widehat{g}(S) x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \sum_{S \subseteq[n]:|S|=l} x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \frac{1}{\binom{n-l}{T-l}} \sum_{U \subseteq[n]:|U|=T} \sum_{S \subseteq U:|S|=l} x_{S} \\
& =\sum_{l=0}^{d} \widehat{g}(l) \frac{\binom{n}{l}}{\binom{n}{T}\binom{T}{l}} \sum_{U \subseteq[n]:|U|=T} \sum_{S \subseteq U:|S|=l} x_{S} \\
& =\frac{1}{\binom{n}{T}} \sum_{U \subseteq[n]:|U|=T} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{\sum_{S \subseteq U:|S|=l} x_{S}}{\binom{T}{l}} \\
& =\frac{1}{\binom{n}{T}} \sum_{t=0}^{T}\binom{|x|}{t}\binom{n-|x|}{T-t} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{\sum_{i=0}^{l}\binom{t}{i}\binom{T-t}{l-i}(-1)^{i}}{\binom{T}{l}} \\
& =\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}} .
\end{aligned}
$$

Let $c_{l}=\widehat{g}(l)\binom{n}{l}$. By Fact 4, we have $\left|c_{l}\right| \leq \frac{d^{l}}{l!}$. Then we have

$$
\begin{aligned}
\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left(\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} & =\frac{1}{2^{T}} \sum_{t=0}^{T}\binom{T}{t}\left(\sum_{l=0}^{d} c_{l} \frac{K_{l}(t, T)}{\binom{T}{l}}\right)^{2} \\
& =\sum_{l=0}^{d} \frac{c_{l}^{2}}{\binom{T}{l}} \\
& \leq \sum_{l=0}^{d} \frac{d^{l}}{l!} \cdot \frac{d^{l}}{l!} \cdot \frac{l!}{\prod_{i=0}^{l-1} T-i} \\
& \leq \sum_{l=0}^{d} \frac{1}{l!} \cdot \frac{d^{2 l}}{\prod_{i=0}^{l-1} T-i} \\
& \leq \sum_{l=0}^{d} \prod_{i=0}^{l-1} \frac{d^{2}}{T-i} \\
& \leq \sum_{l=0}^{d}\left(\frac{1}{2}\right)^{l} \\
& \leq 2,
\end{aligned}
$$

where the second equality comes from the orthogonality property of the Kravchuk polynomial (Fact 2).

Proof of Theorem 9. For any total symmetric Boolean function $f$ and $0<\beta<1 / 2,0<$ $\delta<1$, let $\epsilon=1 / 2-\beta$. Suppose there exists a quantum algorithm using $T$ queries to compute $f$ with success probability $1 / 2+\beta$. By Fact 1 , we have $\widetilde{\operatorname{deg}}_{\epsilon}(f) \leq 2 T$. Let $d=\widetilde{\operatorname{deg}}_{\epsilon}(f)$. Next, it suffices to prove there exists a randomized algorithm using $O\left(d^{2}\right)$ queries to compute $f$ with success probability $1 / 2+\Omega\left(\delta \beta^{2}\right)$ on a $1-\delta$ fraction of inputs.

Since $d=\widetilde{\operatorname{deg}_{\epsilon}}(f)$, there exists a degree- $d$ symmetric function $f^{\prime}:\{0,1\}^{n} \rightarrow[0,1]$ satisfying if $f(x)=0$, then $f^{\prime}(x) \leq 1 / 2-\beta$; if $f(x)=1$, then $f^{\prime}(x) \geq 1 / 2+\beta$. It means that $(1-2 f(x))\left(1-2 f^{\prime}(x)\right) \geq 2 \beta$. Let $h:\{0,1\}^{n} \rightarrow[-1,1]$ be defined as $h(x)=1-2 f^{\prime}(x)$ and $g:\{-1,1\}^{n} \rightarrow[-1,1]$ defined as $g(1-2 x)=h(x)$ for any $x \in\{0,1\}^{n}$. Then $g$ is also a degree- $d$ symmetric function. By Lemma 17, for any $d \leq T \leq n$ and $x \in\{-1,1\}^{n}$, we have

$$
g(x)=\mathbb{E}_{t \sim H(n,|x|, T)} \sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}}
$$

Let

$$
\begin{equation*}
A_{t}=\sum_{l=0}^{d} \widehat{g}(l)\binom{n}{l} \frac{K_{l}(t, T)}{\binom{T}{l}} \tag{1}
\end{equation*}
$$

Then for $x \in\{0,1\}^{n}$, we have $h(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}$, where $|x|$ is the number of 1 's in $x$. For any $0 \leq t \leq T$, let

$$
A_{t}^{\prime}= \begin{cases}\min \left\{A_{t}, \frac{16}{\delta \beta}\right\}, & \text { if } A_{t} \geq 0  \tag{2}\\ \max \left\{A_{t},-\frac{16}{\delta \beta}\right\}, & \text { if } A_{t}<0\end{cases}
$$

Suppose $x$ follows the uniform distribution of $\{0,1\}^{n}$. We give Algorithm 1 to compute $f(x)$ using $T=2 d^{2}+d$ queries. The error analysis of Algorithm 1 is as follows. Given

Algorithm 1 A $T$-query quantum algorithm to compute $f(x)$.
1 Query $T$ distinct bits in $x$ uniformly and denote the number of 1's by $t$.
2 Compute the value of $A_{t}$ as Equation (1).
3 Output 0 with the probability $\frac{1}{2}\left(1+\frac{\delta \beta}{16} A_{t}^{\prime}\right)$ and output 1 with the probability $\frac{1}{2}\left(1-\frac{\delta \beta}{16} A_{t}^{\prime}\right)$, where $A_{t}^{\prime}$ is defined as Equation (2).
$x \in\{0,1\}^{n}$, let $h^{\prime}(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}^{\prime}$. Then the probability that the algorithm outputs 0 is $\frac{1}{2}\left(1+\frac{\delta \beta}{16} h^{\prime}(x)\right)$ and the probability that the algorithm outputs 1 is $\frac{1}{2}\left(1-\frac{\delta \beta}{16} h^{\prime}(x)\right)$. By Lemma 17, we have $\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)} A_{t}^{2} \leq 2$. Since

$$
\begin{equation*}
\left|\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)} A_{t}\right|=\left|\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} \mathbb{E}_{t \sim H(n,|x|, T)} A_{t}\right|=\left|\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} h(x)\right| \leq 1, \tag{3}
\end{equation*}
$$

we have $\sigma^{2}\left(A_{t}\right)=\mathbb{E} A_{t}^{2}-\left(\mathbb{E} A_{t}\right)^{2} \leq 2$ when $t$ follows the binomial distribution $B\left(T, \frac{1}{2}\right)$. By Chebyshev's inequality, we have

$$
\begin{equation*}
P\left(\left|A_{t}-\mathbb{E} A_{t}\right| \geq 2 \delta\right) \leq \frac{1}{\delta^{2}} \tag{4}
\end{equation*}
$$

By Equation (2), we have

$$
A_{t}^{\prime}= \begin{cases}A_{t}, & \text { if }\left|A_{t}\right| \leq \frac{16}{\delta \beta} \\ -\frac{16}{\delta \beta}, & \text { if } A_{t}<-\frac{16}{\delta \beta} \\ \frac{16}{\delta \beta}, & \text { if } A_{t}>\frac{16}{\delta \beta}\end{cases}
$$

Thus if $\left|A_{t}\right| \leq \frac{16}{\delta \beta}$, then $\left|A_{t}-A_{t}^{\prime}\right|=0$; if $\left|A_{t}\right|>\frac{16}{\delta \beta}$, then $\left|A_{t}-A_{t}^{\prime}\right|=\left|A_{t}\right|-\frac{16}{\delta \beta}$. Then we have

$$
\begin{equation*}
\mathbb{E}_{t}\left|A_{t}-A_{t}^{\prime}\right|=\mathbb{E}_{t:\left|A_{t}\right| \geq \frac{16}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \tag{5}
\end{equation*}
$$

By Equation (3), we have $\left|\mathbb{E} A_{t}\right| \leq 1$. Since $0<\delta<1,0<\beta<1 / 2$, if $\left|A_{t}\right|>\frac{16}{\delta \beta}$, then $\left|A_{t}-\mathbb{E} A_{t}\right| \geq\left|A_{t}\right|-1 \geq \frac{15}{\delta \beta}$. Thus, we have

$$
\begin{align*}
\mathbb{E}_{t:\left|A_{t}\right| \geq \frac{16}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) & \leq \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \\
& =\sum_{a=0}^{\infty} \mathbb{E}_{t: \frac{15 \cdot 2^{a}}{\delta \beta} \leq\left|A_{t}-\mathbb{E} A_{t}\right| \leq \frac{15 \cdot 2^{a+1}}{\delta \beta}}\left(\left|A_{t}\right|-\frac{16}{\delta \beta}\right) \\
& \leq \sum_{a=0}^{\infty} \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15 \cdot 2^{a}}{\delta \beta}}\left(\frac{15 \cdot 2^{a+1}}{\delta \beta}+1-\frac{16}{\delta \beta}\right) \\
& \leq \sum_{a=0}^{\infty} \mathbb{E}_{t:\left|A_{t}-\mathbb{E} A_{t}\right| \geq \frac{15 \cdot 2^{a}}{\delta \beta}} \frac{16\left(2^{a+1}-1\right)}{\delta \beta}  \tag{6}\\
& \leq \sum_{a=0}^{\infty}\left(\frac{\delta \beta}{15 \cdot 2^{a-1}}\right)^{2} \cdot \frac{16\left(2^{a+1}-1\right)}{\delta \beta} \\
& =\frac{64}{225} \delta \beta \cdot \sum_{a=0}^{\infty} \frac{2^{a+1}-1}{4^{a}} \\
& \leq \delta \beta,
\end{align*}
$$

where the fourth inequality comes from Equation (4). Combining Equations (5) and (6), we have

$$
\begin{equation*}
\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left|A_{t}-A_{t}^{\prime}\right| \leq \delta \beta \tag{7}
\end{equation*}
$$

For $x \in\{0,1\}^{n}$, we have $h(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}$ and $h^{\prime}(x)=\mathbb{E}_{t \sim H(n,|x|, T)} A_{t}^{\prime}$. Then we have

$$
\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}}\left|h(x)-h^{\prime}(x)\right|=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} \mathbb{E}_{t \sim H(n,|x|, T)}\left|A_{t}-A_{t}^{\prime}\right|=\mathbb{E}_{t \sim B\left(T, \frac{1}{2}\right)}\left|A_{t}-A_{t}^{\prime}\right| \leq \delta \beta .
$$

by Equation 7. Thus, there are at least $1-\delta$ fractions of inputs $x$ such that $\left|h(x)-h^{\prime}(x)\right| \leq \beta$. For such $x$, since $h(x)(1-2 f(x)) \geq 2 \beta$, we have $h^{\prime}(x)(1-2 f(x)) \geq \beta$. Therefore, if $f(x)=0$, then $h^{\prime}(x) \geq \beta$; if $f(x)=1$, then $h^{\prime}(x) \leq-\beta$. Thus, for at least $1-\beta$ fractions of inputs, the bias of the algorithm is at least $\beta \cdot \delta \beta / 16=\delta \beta^{2} / 16$.

## 4 The Relation Between Quantum Query Complexity and Approximate Degree for Arbitrarily Small Bias

In this section, we give the proof of Theorem 12.
Proof of Theorem 12. Given a (possibly partial) $n$-bit symmetric Boolean function $f$ : $D \rightarrow\{0,1\}$, where $D \subseteq\{0,1\}^{n}$ and $f(x)=f(n-x)$ for any $x \in D$. For $0<\epsilon<1 / 2$, let $T=\operatorname{deg}_{\epsilon}(f)$ and $\beta=1 / 2-\epsilon$. Same as the proof of Theorem 9 , for any function $f^{\prime}$ that approximates $f$ with error $\epsilon$, we have $(1-2 f(x))\left(1-2 f^{\prime}(x)\right) \geq 2 \beta$.

Let $g:[-1,1] \rightarrow[-1,1]$ be defined as $g(1-2|x| / n)=1-2 f(x)$ for any $x \in D$. Since $f(x)=f(n-x), g$ is an even function. Assume function $h:[-1,1] \rightarrow[-1,1]$ is the optimal approximation polynomial of $g$ with degree $T$. Then $g(x) h(x) \geq 2 \beta$ and $h$ is also an
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even function. Thus, $h(x)$ can be expressed as $\sum_{i=0}^{\lceil T / 2\rceil} a_{i} T_{2 i}(x)$ for any $x \in[-1,1]$, where $T_{2 i}(x)$ is the Chebyshev polynomial of degree $2 i$ and $T_{2 i}(\cos \eta)=\cos 2 i \eta$ for any $\eta \in[0, \pi]$. Furthermore, we have $h(\cos \eta)=\sum_{i=0}^{[T / 2\rceil} a_{i} \cos 2 i \eta$ for any $\eta \in[0, \pi]$. Let $\cos \eta_{x}=1-2|x| / n$. Then $(1-2 f(x)) h\left(\cos \eta_{x}\right) \geq 2 \beta$ and

$$
\begin{align*}
h\left(\cos \eta_{x}\right) & =\sum_{i=0}^{\lceil T / 2\rceil} a_{i} \cos 2 i \eta_{x} \\
& =\sum_{i: a_{i} \geq 0} a_{i}\left(2 \cos ^{2} i \eta_{x}-1\right)+\sum_{i: a_{i}<0} a_{i}\left(1-2 \sin ^{2} i \eta_{x}\right)  \tag{8}\\
& =\left(\sum_{i: a_{i} \geq 0} 2 a_{i} \cos ^{2} i \eta_{x}-\sum_{i: a_{i}<0} 2 a_{i} \sin ^{2} i \eta_{x}\right)+\left(\sum_{i: a_{i}<0} a_{i}-\sum_{i: a_{i} \geq 0} a_{i}\right) \\
& =\Delta_{x}-M,
\end{align*}
$$

where $\Delta_{x}=2\left(\sum_{a_{i} \geq 0} a_{i} \cos ^{2} i \eta_{x}-\sum_{a_{i}<0} a_{i} \sin ^{2} i \eta_{x}\right)$ and $M=\sum_{i=0}^{\lceil T / 2\rceil}\left|a_{i}\right|$. By Fact 3 , $\sum_{i=0}^{\lceil T / 2\rceil} a_{i}^{2} \leq \frac{2}{\pi} \int_{-1}^{1} \frac{1}{\sqrt{1-x^{2}}} d x=2$. Thus,

$$
\begin{equation*}
M \leq \sqrt{2\lceil T / 2\rceil+1} \leq \sqrt{2(T+1)} \tag{9}
\end{equation*}
$$

Let $|\psi\rangle=\frac{1}{\sqrt{n}} \sum_{i \in[n]}|i\rangle|-\rangle$. Then $\langle\psi| O_{x}|\psi\rangle=1-2|x| / n=\cos \eta_{x}$. As a result, there exists a state $\left|\psi^{\perp}\right\rangle$ such that $\left\langle\psi \mid \psi^{\perp}\right\rangle=0$ and $O_{x}|\psi\rangle=\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle$. For the following reflection operation

$$
\begin{equation*}
S_{0}=2|\psi\rangle\langle\psi|-I, S_{1}=2 O_{x}|\psi\rangle\langle\psi| O_{x}-I=O_{x} S_{0} O_{x} \tag{10}
\end{equation*}
$$

we have

$$
\begin{align*}
S_{1} S_{0}|\psi\rangle & =\cos 2 \eta_{x}|\psi\rangle+\sin 2 \eta_{x}\left|\psi^{\perp}\right\rangle \\
S_{1} S_{0}\left|\psi^{\perp}\right\rangle & =-\sin 2 \eta_{x}|\psi\rangle+\cos 2 \eta_{x}\left|\psi^{\perp}\right\rangle \tag{11}
\end{align*}
$$

Let $R_{0}$ be the corresponding controlled operation of $S_{0}$, i.e., for any $|\phi\rangle$,

$$
\begin{equation*}
R_{0}|\phi\rangle|+\rangle=|\phi\rangle|+\rangle, R_{0}|\phi\rangle|-\rangle=\left(S_{0}|\phi\rangle\right)|-\rangle \tag{12}
\end{equation*}
$$

Let $\left| \pm_{i}\right\rangle=\underbrace{|-\rangle \cdots|-\rangle}_{i} \underbrace{|+\rangle \cdots|+\rangle}_{\lceil T / 2\rceil-i}$. If $a_{i} \geq 0$, let

$$
P_{i}^{+}=(|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right), P_{i}^{-}=(I-|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right) .
$$

If $a_{i}<0$, let

$$
P_{i}^{-}=(|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right), P_{i}^{+}=(I-|\psi\rangle\langle\psi|) \otimes\left(\left| \pm_{i}\right\rangle\left\langle \pm_{i}\right|\right)
$$

Let $P_{0}=\sum_{i} P_{i}^{+}, P_{1}=\sum_{i} P_{i}^{-}$. Then $P_{0}+P_{1}=I$. Let $\alpha_{i}=\sqrt{\frac{\left|a_{i}\right|}{M}}$. Then $\sum_{i} \alpha_{i}^{2}=1$. We give Algorithm 2 to compute $f(x)$ and analyze the success probability of the algorithm as follows. Since $R_{0}$ is the corresponding controlled reflection operation of $S_{0}$, the final state after performing Step 2 of Algorithm 2 is

$$
\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle
$$

Algorithm 2 A $T$-query quantum algorithm to compute $f(x)$.
1 Prepare the initial state $\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}|\psi\rangle\left| \pm_{i}\right\rangle$, which consists of the first qudit and $\lceil T / 2\rceil$ ancillary qubits, where $\alpha_{i},|\psi\rangle,\left| \pm_{i}\right\rangle$ are defined on Page 11.
2 For $i=1$ to $\lceil T / 2\rceil$, we perform unitary operation $\left(O_{x} \otimes I\right) R_{0}$ in the first qudit and the $i$-th ancillary qubit, where $R_{0}$ is given in Equation (12).
3 Perform the project measurement $\left\{P_{0}, P_{1}\right\}$ defined on Page 11 to the final state and output the measurement result.

If $i$ is even, then

$$
\begin{aligned}
(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle & =(\underbrace{\left(O_{x} S_{0} O_{x} S_{0}\right) \cdots\left(O_{x} S_{0} O_{x} S_{0}\right)}_{i / 2 \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle \\
& =(\underbrace{\left(S_{1} S_{0}\right) \cdots\left(S_{1} S_{0}\right)}_{i / 2 \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle \\
& =\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle
\end{aligned}
$$

where the second equality comes from $S_{1}=O_{x} S_{0} O_{x}$ and the third equality comes from Equation (11). Similarly, if $i$ is odd, by Equation (11) and $S_{1}=O_{x} S_{0} O_{x}$, we have

$$
\begin{aligned}
(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i \text { times }}|\psi\rangle)\left| \pm_{i}\right\rangle & =(\underbrace{\left(O_{x} S_{0}\right) \cdots\left(O_{x} S_{0}\right)}_{i-1 \text { times }}\left(\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle\right))\left| \pm_{i}\right\rangle \\
& =(\underbrace{\left(S_{1} S_{0}\right) \cdots\left(S_{1} S_{0}\right)}_{(i-1) / 2}\left(\cos \eta_{x}|\psi\rangle+\sin \eta_{x}\left|\psi^{\perp}\right\rangle\right))\left| \pm_{i}\right\rangle \\
& =\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle .
\end{aligned}
$$

Thus, after performing Step 2 of Algorithm 2, the final state is

$$
\sum_{i=0}^{\lceil T / 2\rceil} \alpha_{i}\left(\cos i \eta_{x}|\psi\rangle+\sin i \eta_{x}\left|\psi^{\perp}\right\rangle\right)\left| \pm_{i}\right\rangle .
$$

By Equation (8), the probability that the measurement result is 0 is

$$
\begin{aligned}
p_{x} & =\sum_{i: a_{i} \geq 0} \alpha_{i}^{2} \cos ^{2} i \eta_{x}+\sum_{i: a_{i}<0} \alpha_{i}^{2} \sin ^{2} i \eta_{x} \\
& =\frac{1}{M}\left(\sum_{i: a_{i} \geq 0} a_{i} \cos ^{2} i \eta_{x}-\sum_{i: a_{i}<0} a_{i} \sin ^{2} i \eta_{x}\right) \\
& =\frac{\Delta_{x}}{2 M} \\
& =\frac{1}{2}+\frac{h\left(\cos \eta_{x}\right)}{2 M},
\end{aligned}
$$

and the probability that the algorithm outputs 1 is $1 / 2-h\left(\cos \eta_{x}\right) /(2 M)$. Since $(1-$ $2 f(x)) h\left(\cos \eta_{x}\right) \geq 2 \beta$, the probability that the algorithm outputs $f(x)$ is at least $1 / 2+\beta / M$.

By Equation (9), the bias of the algorithm is at least $\beta / M \geq \beta / \sqrt{2 T+2}$. Then we can amplify the success probability to $1 / 2+\beta$ by running $O(T)$ times Algorithm 2 repetitively (see full version [36] for the detailed proof). Thus, there exists a quantum algorithm using $O\left(T^{2}\right)$ queries to with success probability $1-\epsilon$, which implies $Q_{\epsilon}(f)=O\left(\operatorname{deg}_{\epsilon}(f)^{2}\right)$.

- Remark 18. We conjecture that $f(x)=f(n-x)$ is not a necessary condition. If an $n$-bit (possibly partial) symmetric Boolean function $f$ satisfies that $f(x) \neq f(n-x)$ for some $x \in D$, we can define a new $2 n$-bit Boolean function $f^{*}$ such that

$$
f^{*}(x)= \begin{cases}f(x), & \text { if }|x| \leq n \\ f(2 n-x), & \text { if }|x|>n\end{cases}
$$

Then $f^{*}$ satisfies that $f^{*}(x)=f^{*}(2 n-x)$. Although we can run Algorithm 2 to $f^{*}$, we do not know how to relate $\operatorname{deg}_{\epsilon}\left(f^{*}\right)$ and $\operatorname{deg}_{\epsilon}(f)$ for any $\epsilon$ arbitrarily close to $1 / 2$. Thus, the query complexity of the algorithm is not promised. We leave this case as an open problem.

## 5 Conclusion

This paper analyzes the quantum advantage of computing two fundamental partial symmetric Boolean functions by studying the optimal success probability of $T$-query quantum and randomized algorithms. Moreover, we analyze the relation between the number of queries and the bias of quantum and randomized algorithms to compute total symmetric Boolean functions when the bias of the algorithms can be arbitrarily small. Furthermore, we show the relation of several fundamental complexity measures of partial symmetric Boolean functions. We leave the fine-grained Watrous conjecture as an open problem for further study.
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#### Abstract

We study distribution testing in the standard access model and the conditional access model when the memory available to the testing algorithm is bounded. In both scenarios, we consider the samples appear in an online fashion. The goal is to test the properties of distribution using an optimal number of samples subject to a memory constraint on how many samples can be stored at a given time. First, we provide a trade-off between the sample complexity and the space complexity for testing identity when the samples are drawn according to the conditional access oracle. We then show that we can learn a succinct representation of a monotone distribution efficiently with a memory constraint on the number of samples that are stored that is almost optimal. We also show that the algorithm for monotone distributions can be extended to a larger class of decomposable distributions.
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## 1 Introduction

Sublinear algorithms that analyze massive amounts of data are crucial in many applications currently. Understanding the underlying probability distribution that generates the data is important in this regard. In the field of distribution testing, a sub-field of property testing, the goal is to test whether a given unknown distribution has a property $\mathcal{P}$ or is far from having the property $\mathcal{P}$ (where the farness is defined with respect to total variation distance). Starting from the work of Goldreich and Ron ([19]), a vast literature of work has studied the problem of testing probability distributions for important properties like identity, closeness, support size as well as properties relating to the structure of the distribution like monotonicity, k-modality, and histograms among many others; see Canonne's survey ([10]) for an overview of the problems and results.

In the works of Canonne et al ([12]) and Chakraborty et al ([13]), distribution testing with conditional samples was studied. In this model, the algorithm can choose a subset of the support, and the samples of the distribution conditioned on this subset are generated. This allows adaptive sampling from the distribution and can give better sample complexity for a number of problems. In particular, ([12]) and ([13]) give testers for uniformity and other problems that use only a constant number of samples.

The natural complexity measure of interest is the number of samples of the underlying distribution that is necessary to test the property. In many cases, when data is large, it might be infeasible to store all the samples that are generated. A recent line of work has been to study the trade-off between the sample complexity and the space complexity of algorithms
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for learning and testing properties of distributions. This model can be equivalently thought of as a data stream of i.i.d samples from an unknown distribution, with the constraint that you are allowed to store only a small subset of these samples at any point in time.

In this work, we study distribution testing problems in the standard model, and when the algorithm is allowed to condition on sets to better understand the trade-off between the sample complexity and size. In particular, we study identity testing and testing whether the unknown distribution is monotone. Our work borrows ideas from the recent work of Diakonikolas et al ([17]) and extends the ideas to these problems.

### 1.1 Related work

Testing and estimating the properties of discrete distributions is well-studied in property testing; see ([10]) for a nice survey of recent results. In our work, we study property testing of discrete distributions under additional memory constraints wherein the algorithm does not have the resources to store all the samples that it obtains.

This line of work has received a lot of attention in recent times. Chien et al ([14]) propose a sample-space trade-off for testing any $(\epsilon, \delta)$-weakly continuous properties, as defined by Valiant ([23]). Another work by Diakonikolas et al ([17]) studies the uniformity, identity, and closeness testing problems and presents trade-offs between the sample complexity and the space complexity of the tester. They use the idea of a bipartite collision tester where instead of storing all the samples in the memory, the testing can be done by storing a subset of samples and counting the collisions between the stored set and the samples that come later. Another line of work ( $[1,2]$ ) focuses on the task of estimating the entropy of distributions from samples in the streaming model, where space is limited. In particular, ([1]) estimate the entropy of an unknown distribution $D$ up to $\pm \epsilon$ using constant space. Berg et al ([7]) study the uniformity testing problem in a slightly different model where the testing algorithm is modeled as a finite-state machine.

Property testing with memory constraints has also been studied in the setting of streaming algorithms as well. Streaming algorithms were first studied in a unified way starting from the seminal work of Alon et al ([3]) where the authors studied the problem of estimating frequency moments. There is a vast amount of literature available on streaming algorithms (see [21, 20]). Bathie et al ([4]) have studied property testing in the streaming model for testing regular languages. Czumaj et al ([16]) show that every constant-query testable property on bounded-degree graphs can be tested on a random-order stream with constant space. Since this line of work is not directly relevant to our work in this paper, we will not delve deeper into it here.

### 1.2 Our results

In this work, we study the trade-off between sample complexity and space complexity in both the standard access model and the conditional access model. In the standard access model, a set of samples can be drawn independently from an unknown distribution. In the case of the conditional access model, a subset of the domain is given and samples can be drawn from an unknown distribution conditioned on the given set. This is similar to a streaming algorithm where the samples are presented to the algorithm, and the algorithm has a memory constraint of $m$ bits; i.e., only up to $m$ bits of samples can be stored in memory.

In the standard access model, which we will refer to as SAMP, we have a distribution $D$ over the support $\{1,2, \ldots, n\}$ and the element $i$ is sampled with probability $D(i)$. In the conditional access model, which we will refer to as COND , the algorithm can choose a set
$S \subseteq\{1,2, \ldots, n\}$ and will obtain samples from the conditional distribution over the set. I.e. the sample $i \in S$ is returned with probability $D(i) / D(S)$. In this work, we will work with the case when the conditioning is done on sets of size at most two - we will refer to this conditional oracle as PCOND ([12]).

Our results are stated below.

- We propose a memory-efficient identity testing algorithm in the PCOND model when the algorithm is restricted by the memory available to store the samples. We adapt the algorithm of Canonne et al ([12]) and reduce the memory requirement by using the CountMin sketch ([15]) for storing the frequencies of the samples. The identity testing algorithm uses $O\left(\log ^{2} n \log \log n / m \epsilon^{2}\right)$ samples from standard access model where $\frac{\log n \sqrt{\log \log n}}{\epsilon} \leq m \leq \frac{\log ^{2} n}{\epsilon}$ and an $\tilde{O}\left(\log ^{4} n / \epsilon^{4}\right)$ samples from conditional access model and does the following, if $D=D^{*}$, it returns Accept with probability at least $2 / 3$, and if $d_{T V}\left(D, D^{*}\right) \geq \epsilon$, it returns Reject with probability at least $2 / 3$. It uses only $O\left(\frac{m}{\epsilon}\right)$ bits of memory.
We also observe that by applying oblivious decomposition [8], performing identity and closeness testing on monotone distributions over $[n]$ can be reduced to performing the corresponding tasks on arbitrary distributions over $[O(\log (n \epsilon) / \epsilon)]$. We use the streaming model based identity tester from $([17])$ and obtain an $O\left(\log (n \epsilon) \log \log (n \epsilon) / m \epsilon^{5}\right)$ standard access query identity tester for monotone distributions where $\log \log (n \epsilon) / \epsilon^{2} \leq m \leq$ $(\log (n \epsilon) / \epsilon)^{9 / 10}$. Their closeness testing algorithm also implies a closeness tester for monotone distributions which uses $O\left(\log (n \epsilon) \sqrt{\log \log (n \epsilon)} / \sqrt{m} \epsilon^{3}\right)$ samples from standard access model, where $\log \log (n \epsilon) \leq m \leq \tilde{\Theta}\left(\min \left(\log (n \epsilon) / \epsilon, \log ^{2 / 3}(n \epsilon) / \epsilon^{2}\right)\right)$. Both testers require $m$ bits of memory.
- We adapt the idea of the bipartite collision tester ([17]) and give an algorithm that uses $O\left(\frac{n \log n}{m \epsilon^{8}}\right)$ samples from SAMP and tests if the distribution is monotone or far from being monotone. This algorithm requires only $O(m)$ bits of memory for $\log ^{2} n / \epsilon^{6} \leq m \leq \sqrt{n} / \epsilon^{3}$. This upper bound is nearly tight since we observe that the lower bound for uniformity testing proved by Diakonikolas et al ([17]) applies to our setting as well. In particular, we show that the "no" distribution that is used in [17] is actually far from monotone, and hence the lower bound directly applies in our setting as well.
- We extend the idea of the previous algorithm for learning and testing a more general class of distribution called $(\gamma, L)$-decomposable distribution, which includes monotone and $k$-modal distributions. Our algorithm takes $O\left(\frac{n L \log (1 / \epsilon)}{m \epsilon^{9}}\right)$ samples from $D$ and needs $O(m)$ bits of memory where $\log n / \epsilon^{4} \leq m \leq O\left(\sqrt{n \log n} / \epsilon^{3}\right)$.


## 2 Notation and Preliminaries

Throughout this paper, we study distributions $D$ that are supported over the set $\{1,2, \ldots, n\}=[n]$. The notion of distance between distributions will be total variation distance or statistical distance which is defined as follows: for two distributions $D_{1}$ and $D_{2}$, the total variation distance, denoted by $d_{T V}\left(D_{1}, D_{2}\right)=\frac{1}{2}\left|D_{1}-D_{2}\right|_{1}=\frac{1}{2} \sum_{i \in[n]}\left|D_{1}(x)-D_{2}(x)\right|=$ $\max _{S \subseteq[n]}\left(\left(D_{1}(S)-D_{2}(S)\right)\right.$. We will use $\mathcal{U}$ to denote the uniform distribution over $[n]$. We use $|.|_{1}$ for the $\ell_{1}$ norm, $\|.\|_{2}$ for the $\ell_{2}$ norm.

Let $D_{1}$ and $D_{2}$ be two distributions over [ $n$ ], if $d_{T V}\left(D_{1}, D_{2}\right) \leq \epsilon$, for some $0 \leq \epsilon \leq 1$, we say that $D_{1}$ is $\epsilon$ close to $D_{2}$. Let $\mathcal{D}$ be the set of all probability distributions supported on [n]. A property $\mathcal{P}$ is a subset of $\mathcal{D}$. We say that a distribution $D$ is $\epsilon$ far from $\mathcal{P}$, if $D$ is $\epsilon$ far from all the distributions having the property $\mathcal{P}$. I.e. $d_{T V}\left(D, D^{\prime}\right)>\epsilon$ for every $D^{\prime} \in \mathcal{P}$.

We define the probability of self-collision of the distribution $D$ by $\|D\|_{2}$. For a set $S$ of samples drawn from $D, \operatorname{coll}(S)$ defines the pairwise collision count between them. Consider $S_{1}, S_{2} \subset S$, the bipartite collision of $D$ with respect to $S$ is defined by $\operatorname{coll}\left(S_{1}, S_{2}\right)$ is the number of collision between $S_{1}$ and $S_{2}$.

We will be using the count of collisions among sample points to test closeness to uniformity. The following lemma connects the collision probability and the distance to uniformity.

- Lemma 1 ([6]). Let $D$ be a distribution over $[n]$. If $\max _{x} D(x) \leq(1+\epsilon) \cdot \min _{x} D(x)$ then $\|D\|_{2}^{2} \leq\left(1+\epsilon^{2}\right) / n$. If $\|D\|_{2}^{2} \leq\left(1+\epsilon^{2}\right) / n$ then $d_{T V}(D, \mathcal{U}) \leq \epsilon$.

One way to test the properties of distributions is to first learn an explicit description of the distribution. We now define the notion of flattened and reduced distributions that will be useful towards this end.

- Definition 2 (Flattened and reduced distributions). Let $D$ be a distribution over $[n]$, and there exists a set of partitions of the domain into $\ell$ disjoint intervals, $\mathcal{I}=\left\{I_{j}\right\}_{j=1}^{\ell}$. The flattened distribution $\left(D^{f}\right)^{\mathcal{I}}$ corresponding to $D$ and $\mathcal{I}$ is a distribution over $[n]$ defined as follows : for $j \in[\ell]$ and $i \in I_{j} ;\left(D^{f}\right)^{\mathcal{I}}(i)=\frac{\sum_{t \in I_{j}} D(t)}{\left|I_{j}\right|}$. A reduced distribution $D^{r}$ is defined over $[\ell]$ such that $\forall i \in \ell, D^{r}(i)=D\left(I_{i}\right)$.

If a distribution $D$ is $\epsilon$ close to its flattened distribution according to some partition $\left\{\mathcal{I}_{j}\right\}_{j=1}^{\ell}$, we refer $D$ to be $(\epsilon, \ell)$-flattened. We note that if a distribution is monotonically non-increasing, then its flattened distribution is also monotonically non-increasing but its reduced distribution is not necessarily the same.

The following folklore result shows that the empirical distribution is close to the actual distribution provided sufficient number of samples are taken.

- Lemma 3 (Folklore). Given a distribution D supported over $[n]$ and an interval partition $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$, using $S=O\left(\frac{\ell^{2}}{\epsilon^{2}} \log \ell\right)$ points from $S A M P$, we can obtain an empirical distribution $\tilde{D}$ in the following way: $\forall I_{j} \in \mathcal{I} ; \tilde{D}\left(I_{j}\right)=\frac{\operatorname{occ}\left(S, I_{j}\right)}{|S|}$ (occ $\left(S, I_{j}\right)$ is the number of samples from $S$ lies inside $I_{j}$ ) over $[\ell]$ such that for all interval $I_{j}$, with probability at least $2 / 3,\left|D\left(I_{j}\right)-\tilde{D}\left(I_{j}\right)\right| \leq \frac{\epsilon}{\ell}$. Moreover, let the flattened distribution of $D$ be $\left(D^{f}\right)^{\mathcal{I}}$ and the flattened distribution of $\tilde{D}$ be $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$, we can say that $d_{T V}\left(\left(D^{f}\right)^{\mathcal{I}},\left(\tilde{D}^{f}\right)^{\mathcal{I}}\right)<\epsilon$.

While designing a tester for monotonicity, we use the following theorem due to Birge ([8])

- Lemma 4 (Oblivious partitioning [8]). Let $D$ be a non-increasing distribution over $[n]$ and $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$ is an interval partitioning of $D$ such that $\left|I_{j}\right|=(1+\epsilon)^{j}$, for $0<\epsilon<1$, then $\mathcal{I}$ has the following properties,
- $\ell=O\left(\frac{1}{\epsilon} \log n \epsilon\right)$
- The flattened distribution corresponding to $\mathcal{I},\left(D^{f}\right)^{\mathcal{I}}$ is $\epsilon$-close to $D$, or $D$ is $(\epsilon, \ell)$-flattened.

Next, we describe a data structure called the CountMin sketch which is used to estimate the frequencies of elements in a one-pass stream. It was introduced by Cormode et al ([15]). As we are dealing with a one-pass streaming algorithm with a memory constraint, it would be important to store samples in less space. CountMin sketch uses hash functions to store frequencies of the stream elements in sublinear space and returns an estimate of the same.

- Definition 5 (CountMin sketch). A CountMin (CM) sketch with parameters $(\epsilon, \delta)$ is represented by a two-dimensional array counts with width $w$ and depth $d$ : count $[1,1], \ldots$, count $[d, w]$. Set $w=\frac{e}{\epsilon}$ and $d=\log 1 / \delta$. Each entry of the array is initially zero. Additionally, $d$ hash
functions $h_{1}, \ldots, h_{d}:\{1, \ldots, n\} \rightarrow\{1, \ldots, w\}$ chosen uniformly at random from a pairwiseindependent family. The space requirement for the count min sketch is wd words. The sketch can be queried for the frequency of an element from the universe $\mathcal{U}$ of elements, and will return an estimate of its frequency.

The lemma below captures the fact that the frequency of any element $x_{i}$ can be estimated from a CountMin sketch.

- Lemma 6 ([15]). Let $\left\{x_{1}, \ldots, x_{S}\right\}$ be a stream of length $S$ and $f_{x_{i}}$ be the actual frequency of an element $x_{i}$. Suppose $\tilde{f}_{x_{i}}$ be the stored frequency in count min sketch, then the following is true with probability at least $(1-\delta), f_{x_{i}} \leq \tilde{f}_{x_{i}} \leq f_{x_{i}}+\epsilon S$.


## 3 Testing identity in the streaming model using PCOND

In this section, we revisit the identity testing problem using PCOND queries: given sample access and PCOND query access to an unknown distribution $D$ we have to test whether $D$ is identical to a fully specified distribution $D^{*}$ or they are $\epsilon$ far from each other. Canonne et al ([12]) address the problem and propose a PCOND query-based identity tester. In their algorithm, the domain of $D^{*}$ is divided into a set of "buckets" where the points are having almost the same weights. The algorithm samples $\tilde{O}\left(\log ^{2} n / \operatorname{poly}(\epsilon)\right)$ points from $D$ and estimates the weight of each bucket. They prove if $D$ and $D^{*}$ are far then there exists at least one bucket where the weight of $D^{*}$ and weight of $\tilde{D}$ will differ. If not, then the algorithm runs a process called Compare to estimate the ratio of the weight of each pair of points $(y, z)$ where $y$ is taken from a set of samples drawn from $D^{*}$ and $z$ is taken from a set of samples according to $D$. The following lemma is used to compare the weights of two points.

- Lemma 7 ([12]). Given as input two disjoint subsets of points $X, Y$ together with parameters $\eta \in(0,1], K \geq 1$ and $\delta \in\left(0, \frac{1}{2}\right]$ as well as COND query access to a distribution $D$, there exists a procedure Compare which estimates the ratio of the weights of two sets and either outputs a value $\rho>0$ or outputs High or Low and satisfies the following:
- If $D(X) / K \leq D(Y) \leq K \cdot D(X)$ then with probability at least $1-\delta$ the procedure outputs a value $\rho \in[1-\eta, 1+\eta] D(Y) / D(X)$;
- If $D(Y)>K \cdot D(X)$ then with probability at least $1-\delta$ the procedure outputs either High or a value $\rho \in[1-\eta, 1+\eta] D(Y) / D(X)$;
- If $D(Y)<D(X) / K$ then with probability at least $1-\delta$ the procedure outputs either Low or a value $\rho \in[1-\eta, 1+\eta] D(Y) / D(X)$.
The procedure performs $O\left(\frac{K \log 1 / \delta}{\eta^{2}}\right)$ conditional queries on the set $X \cup Y$.
However, for storing $\tilde{O}\left(\log ^{2} n / p o l y(\epsilon)\right)$ samples for estimating the weights of the buckets, an $\tilde{O}\left(\log ^{3} n / p o l y(\epsilon)\right)$ space is required considering each sampled point takes $\log n$ bits of memory. As we are dealing with a memory constraint of $m$ bits, for $m<O\left(\log ^{3} n\right)$, implementing the algorithm is not memory efficient. We use the main idea of Canonne et al ([12]), but instead of storing all samples, we use the CountMin sketch data structure for storing the frequencies of the elements of the stream. Later, the frequencies are used to estimate the weight of each bucket. By choosing the parameters of the CountMin sketch suitably, the total space required for our algorithm is at most $O(m / \epsilon)$ bits. The main concept of our algorithm lies in the theorem below,
- Theorem 8 (Testing Identity [12]). There exists an identity tester that uses an $\tilde{O}\left(\log ^{4} n / \epsilon^{4}\right)$ PCOND queries and does the following: for every pair of distributions $D, D^{*}$ over $[n]$, where $D^{*}$ is fully specified, the algorithm outputs Accept with probability at least $2 / 3$ if $D=D^{*}$ and outputs Reject with probability at least $2 / 3$ if $d_{T V}\left(D, D^{*}\right) \geq \epsilon$.

Before moving into the algorithm, we define the bucketization technique according to ([12]). For an explicit distribution $D^{*}$, the domain is divided into $\ell$ buckets $\mathcal{B}=\left\{B_{1}, \ldots, B_{\ell}\right\}$, where each bucket contains a set of points which satisfies $B_{j}=\left\{i \in[n]: 2^{j-1} \eta / n \leq D^{*}(i) \leq 2^{j} \eta / n\right\}$ and $B_{0}=\left\{i \in[n]: D^{*}(i)<\eta / n\right\}$, where $\eta=\epsilon / c$ for $c$ to be a constant. The number of buckets $\ell=O(\lceil\log n / \eta+1\rceil+1)$.

We are now ready to present our PCOND query-based one-pass streaming algorithm for identity testing. Our algorithm and the correctness borrow from ([12]) with the extra use of CountMin sketches to improve the trade-off between the sample complexity and the space used.

Algorithm 1 PCOND Identity Testing Streaming.
Input : SAMP and PCOND access to $D$, an explicit distribution $D^{*}$, parameters
$0<\epsilon \leq 1, \eta=\epsilon / 6, \ell$ buckets of $D^{*}$, space requirement $O(m)$ bits
$\frac{\log n \sqrt{\log \log n}}{\epsilon} \leq m \leq \frac{\log ^{2} n}{\epsilon}$
Output: Accept if $D=D^{*}$, Reject if $d_{T V}\left(D, D^{*}\right) \geq \epsilon$
Sample $S=O\left(\frac{\log ^{2} n \log \log n}{m \epsilon^{2}}\right)$ points $\left\{x_{1}, \ldots, x_{S}\right\}$ from SAMP
for $(i=1$ to $S$ ) do
Estimate the frequency of $x_{i}$ using CountMin sketch $\left(\frac{\epsilon}{m}, \frac{1}{100}\right)$ such that $f_{x_{i}} \leq \tilde{f}_{x_{i}} \leq f_{x_{i}}+\frac{\epsilon}{m} S$
4 Define the frequency of each bucket $B_{j}$ to be $f_{B_{j}}=\sum_{x_{i} \in B_{j}} f_{x_{i}}$, such that $f_{B_{j}} \leq \tilde{f}_{B_{j}} \leq f_{B_{j}}+\frac{\epsilon}{m} S^{2}$
if $\frac{\tilde{f}_{B_{j}}}{S}<D^{*}\left(B_{j}\right)-\frac{\sqrt{m} \epsilon}{\log n}$ or $\frac{\tilde{f}_{B_{j}}}{S}>D^{*}\left(B_{j}\right)+\frac{\sqrt{m} \epsilon}{\log n}+\frac{\log ^{2} n \log \log n}{\epsilon m^{2}}$ then
Reject and Exit
Select $s=O(\ell / \epsilon)$ points $\left\{y_{1}, \ldots, y_{s}\right\}$ from $D^{*}$
for each $y_{k} \in s$ do Sample $s$ points $\left\{z_{1}, \ldots, z_{s}\right\}$ from $D$ as a stream for each pair of points $\left(y_{k}, z_{l}\right)$ such that $\frac{D^{*}\left(y_{k}\right)}{D^{*}\left(z_{l}\right)} \in[1 / 2,2]$ do Run Compare ( $y_{k}, z_{l}, \eta / 4 \ell, 2,1 / 10 s^{2}$ ))
if Compare returns Low or a value smaller than $(1-\eta / 2 \ell) \frac{D^{*}\left(y_{k}\right)}{D^{*}\left(z_{l}\right)}$ then
Reject and Exit

Accept

- Theorem 9. The algorithm PCOND IDENTITY TESTING STREAMING uses an
$O\left(\log ^{2} n \log \log n / m \epsilon^{2}\right)$ length stream of standard access query points and an $\tilde{O}\left(\log ^{4} n / \epsilon^{4}\right)$ length of conditional stream and does the following, If $D=D^{*}$, it returns Accept with probability at least $2 / 3$, and if $d_{T V}\left(D, D^{*}\right) \geq \epsilon$, it returns Reject with probability at least $2 / 3$. The memory requirement for the algorithm is $O\left(\frac{m}{\epsilon}\right)$ (due to the parameters set in CountMin sketch) where $\frac{\log n \sqrt{\log \log n}}{\epsilon} \leq m \leq \frac{\log ^{2} n}{\epsilon}$.

Proof.
Completeness. Suppose $D=D^{*}$. We prove that the algorithm does not return Reject in Line 6. Let $\tilde{D}\left(B_{j}\right)$ be the estimated weight of a bucket $B_{j}$ where $\tilde{D}\left(B_{j}\right)=\frac{f_{B_{j}}}{S}$ for $S=$ $O\left(\log ^{2} n \log \log n / m \epsilon^{2}\right)$. An additive Chernoff bound [followed by a union bound over the buckets] shows that with high probability, $\forall B_{j},\left|D\left(B_{j}\right)-\tilde{D}\left(B_{j}\right)\right| \leq \frac{\sqrt{m} \epsilon}{\log n}$. Using Lemma 6,
with probability at least $99 / 100$, for every element $x_{i}$ in the stream, $f_{x_{i}} \leq \tilde{f}_{x_{i}} \leq f_{x_{i}}+\frac{\epsilon S}{m}$. Summing over all the elements in a bucket $B_{j}$, we get $\tilde{f}_{B_{j}}-\frac{\epsilon}{m} S^{2} \leq f_{B_{j}} \leq \tilde{f}_{B_{j}}$. Substituting $\tilde{D}\left(B_{j}\right)=\frac{f_{B_{j}}}{S}$, we can see that $\frac{\tilde{f}_{B_{j}}}{S}-\frac{\epsilon S}{m} \leq \tilde{D}\left(B_{j}\right) \leq \frac{\tilde{f}_{B_{j}}}{S}$. As $D=D^{*}, \tilde{D}\left(B_{j}\right)$ is a good estimate of $D^{*}\left(B_{j}\right)$. Using $\left|D^{*}\left(B_{j}\right)-\tilde{D}\left(B_{j}\right)\right| \leq \frac{\sqrt{m} \epsilon}{\log n}$, we get $\frac{\tilde{f}_{B_{j}}}{S}-\frac{\epsilon S}{m}-\frac{\sqrt{m} \epsilon}{\log n} \leq D^{*}\left(B_{j}\right) \leq$ $\frac{\tilde{f}_{B_{j}}}{S}+\frac{\sqrt{m} \epsilon}{\log n}$. This can be written as $D^{*}\left(B_{j}\right)-\frac{\sqrt{m} \epsilon}{\log n} \leq \frac{\tilde{f}_{B_{j}}}{S} \leq D^{*}\left(B_{j}\right)+\frac{\sqrt{m} \epsilon}{\log n}+\frac{\log ^{2} n \log \log n}{\epsilon m^{2}}$ by replacing $S=O\left(\log ^{2} n \log \log n / m \epsilon^{2}\right)$. Hence, the algorithm will not output Reject with high probability. As $D=D^{*}$, for all pairs $\left(y_{k}, z_{l}\right)$ such that $\frac{D^{*}\left(y_{k}\right)}{D^{*}\left(z_{l}\right)} \in[1 / 2,2]$, it follows from Lemma 7 that the estimated ratio of weights of each pair $\left(y_{k}, z_{l}\right)$ is less than $(1-\eta / 2 \ell) \frac{D^{*}\left(y_{k}\right)}{D^{*}\left(z_{l}\right)}$ [for $\eta=\epsilon / 6$ ] with probability at most $1 / 10 s^{2}$. A union bound over all $O\left(s^{2}\right)$ pairs proves that with a probability of at least $9 / 10$ the algorithm outputs Accept .
Soundness. Let $d_{T V}\left(D, D^{*}\right) \geq \epsilon$. In this case, if one of the estimates of $\tilde{f}_{B_{j}}$ passes Line 5, the algorithm outputs Reject . Let's assume that the estimates are correct with high probability. The rest of the analysis follows from ([12]), we give a brief outline of the proof for making it self-contained. Define high-weight and low-weight buckets in the following way, for $\eta=\epsilon / 6$, as follows: $H_{j}=\left\{x \in B_{j}: D(x)>D^{*}(x)+\eta / \ell\left|B_{j}\right|\right\}$, and $L_{j}=\left\{x \in B_{j}: D(x) \leq D^{*}(x)-\eta / \ell\left|B_{j}\right|\right\}$. It can be shown that at least one point will occur from the low-weight bucket while sampling $s$ points in Line 7 and at least one point will come from the high-weight bucket while obtaining $s$ points in Line 9. Using the definition of high-weight and low-weight buckets, there exists a pair $\left(y_{k}, z_{l}\right)$ such that $D\left(y_{k}\right) \leq(1-\eta / 2 \ell) D^{*}\left(y_{k}\right)$ and $D\left(z_{k}\right)>(1+\eta / 2 \ell) D^{*}\left(z_{k}\right)$. By Lemma 7 , with probability at least $1-1 / 10 s^{2}$, Compare will return low or a value at most $(1-\eta / 2 \ell) \frac{D^{*}\left(y_{k}\right)}{D^{*}\left(z_{l}\right)}$ in Line 12. Hence, the algorithm outputs Reject with high probability.

We use CountMin sketch with parameters $\left(\frac{\epsilon}{m}, \frac{1}{100}\right)$ in our algorithm. Comparing it with $(\epsilon, \delta)$ CountMin sketch defined in ([15]), we set the width of the array to be $w=e m / \epsilon$ and depth $d=\log 100$. So the space required for the algorithm is $w . d$ words which imply $O\left(\frac{m}{\epsilon}\right)$ bits. For running the Compare procedure, we are not using any extra space for storing samples. This is because for every element in $\left\{y_{1}, \ldots, y_{s}\right\}$ we are sampling $s$ length stream $\left\{z_{1}, \ldots, z_{s}\right\}$ and running Compare for each pair of points taken from each stream respectively. This leads to running compare process $s^{2}$ times. A single run of compare works in the following way in the streaming settings, for a pair $\left(y_{k}, z_{l}\right)$, sample $O\left(\log ^{2} n / \epsilon^{2}\right)$ points from $D$ conditioned on ( $y_{k}, z_{l}$ ) and keep two counters for checking the number of times each of them appeared in the stream. Each round of Compare process requires $O\left(\log ^{2} n / \epsilon^{2}\right)$ length of the stream. Hence, the total stream length is $\tilde{O}\left(\log ^{4} n / \epsilon^{4}\right)$.

## 4 Testing Monotonicity in the streaming model using SAMP

In this section, we give an algorithm for testing monotonicity in the SAMP model when the samples are obtained via a one-pass stream. The algorithm of Batu et al ([5]) provides a sample-efficient algorithm for testing monotonicity, by dividing the support [ $n$ ] into intervals which are either low-weight or close to uniform. In our case, we start with the oblivious decomposition of Birge ([8]) and check if the total weight of the intervals that are far from uniform is small. To check if an interval is far from uniform, we count the number of collisions in the sample obtained from the interval. To improve the space complexity of the algorithm, we modify the part of counting collisions to counting bipartite collisions, like in ([17]). We now describe the algorithm for testing monotonicity using bipartite collisions. The sample
complexity for this algorithm is worse than the algorithm of Batu et al ([5]), but we will then show that this can be converted to an algorithm in the one-pass streaming model with better space complexity.

### 4.1 Testing Monotonicity using Bipartite Collisions

In this section, we perform the monotonicity testing in a slightly different fashion which functions as the building block of a streaming-based monotonicity tester. Here, unlike counting pairwise collisions between the samples, we divide the samples into two sets and count the bipartite collisions between them. The idea of the bipartite collision tester is adapted from ([17]). A key Lemma 11 proves how the bipartite collision is used to estimate the collision probability. Given sample access to an unknown distribution $D$ over [ $n$ ], first, we divide the domain according to the oblivious decomposition. We count the bipartite collisions inside the intervals where enough samples lie. If $D$ is monotone, the total weight of high collision intervals can not be too high. Prior to describing the algorithm, the lemma below clarifies the fact "enough samples" and the intervals holding them.

- Lemma 10. Let $D$ be a distribution over $[n]$, and $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$ be an interval partitions of $[n]$. Let $\mathcal{J} \subset \mathcal{I}$ be the set of intervals and for all $I_{j} \in \mathcal{J}, D\left(I_{j}\right) \geq \epsilon_{1} / \log n$, where $\epsilon_{1}=\epsilon^{2}$. If $S=O\left(\frac{n \log n}{\epsilon^{8}}\right)$ samples are drawn according to $D$, then all $I_{j} \in \mathcal{J}$ contain $\left|S_{I_{j}}\right| \geq O\left(\left|I_{j}\right| / \epsilon^{4}\right)$ samples.

Proof. Fix an $I_{j}$ and define a random variable, $X_{i}=1$ if $i^{t h}$ sample is in $I_{j}$ else 0 . Let $X=\sum_{i=1}^{S} X_{i}=S_{I_{j}}$. Then the expectation $\mathbb{E}[X]=|S| \cdot D\left(I_{j}\right) \geq \frac{|S| \epsilon_{1}}{\log n}$.

By Chernoff bound, we can see that $\operatorname{Pr}\left[X<(1-\epsilon) \frac{|S| \epsilon_{1}}{\log n}\right]=\operatorname{Pr}[X<(1-\epsilon) \mathbb{E}[X]] \leq$ $e^{-\epsilon^{2} \mathbb{E}[X]} \leq e^{-\epsilon^{2} \frac{|S| \epsilon^{2}}{\log n}}<\frac{\epsilon^{2}}{10 \log n}$.

The last inequality is obtained from the fact that $|S|=O\left(\frac{n \log n}{\epsilon^{8}}\right)$ and using $\frac{n}{\epsilon^{4}}>$ $\log \left(10 \log n / \epsilon^{2}\right)$. Applying union bound over all $\ell=O\left(\frac{\log n}{\epsilon_{1}}\right)$ partitions, we can conclude that, [ $\left.\epsilon_{1}=\epsilon^{2}\right] \forall I_{j}$; such that $D\left(I_{j}\right) \geq \frac{\epsilon_{1}}{\log n}$ with probability at least $9 / 10$, the following happens, $S_{I_{j}} \geq(1-\epsilon) \frac{|S| \epsilon_{1}}{\log n} \geq(1-\epsilon) \frac{n}{\epsilon^{6}} \geq O\left(\left|I_{j}\right| / \epsilon^{4}\right)$

The main intuition behind our algorithm is counting the bipartite collision between a set of samples. The next lemma, defines the necessary conditions for estimating collision probability using bipartite collision count.

- Lemma 11. Let $D$ be an unknown distribution over $[n]$ and $S$ be the set of samples drawn according to $S A M P$. Let $I \subset[n]$ be an interval and $S_{I}$ be the set of points lying in the interval I. Let $S_{I}$ be divided into two disjoint sets $S_{1}$ and $S_{2} ;\left\{S_{1}\right\} \cup\left\{S_{2}\right\}=\left\{S_{I}\right\}$ such that $\left|S_{1}\right| \cdot\left|S_{2}\right| \geq O\left(\left|S_{I}\right| / \epsilon^{4}\right)$, then with probability at least $2 / 3$,

$$
\left\|D_{I}\right\|_{2}^{2}-\frac{\epsilon^{2}}{64|I|} \leq \frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \leq\left\|D_{I}\right\|_{2}^{2}+\frac{\epsilon^{2}}{64|I|}
$$

Proof. Define the random variable $X_{i j}=1$ if $i^{t h}$ sample in $S_{1}$ is same as $j^{\text {th }}$ sample in $S_{2}, 0$ otherwise.

$$
\begin{aligned}
X & =\sum_{(i, j) \in S_{1} \times S_{2}} X_{i j}=\operatorname{coll}\left(S_{1}, S_{2}\right) \\
\mathbb{E}[X] & =\left|S_{1}\right| \cdot\left|S_{2}\right| \cdot\left\|D_{I}\right\|_{2}^{2}
\end{aligned}
$$

Where $\left\|D_{I}\right\|_{2}$ is collision probability. Let $Y_{i j}=X_{i j}-\mathbb{E}\left[X_{i j}\right]=X_{i j}-\left\|D_{I}\right\|_{2}^{2}$.

$$
\begin{aligned}
\operatorname{Var}\left[\sum_{(i, j) \in S_{1} \times S_{2}} X_{i j}\right] & =\mathbb{E}\left[\left(\sum_{(i, j) \in S_{1} \times S_{2}} Y_{i j}\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{(i, j) \in S_{1} \times S_{2}} Y_{i j}^{2}+\sum_{(i, j) \neq(k, l) ;|\{i, j, k, l\}|=3} Y_{i j} Y_{k l}\right]
\end{aligned}
$$

We calculate the following,

$$
\begin{aligned}
\mathbb{E}\left[Y_{i j}^{2}\right] & =\mathbb{E}\left[X_{i j}^{2}\right]-2\left(\mathbb{E}\left[X_{i j}\right]\right)^{2}+\left(\mathbb{E}\left[X_{i j}\right]\right)^{2} \\
& =\left\|D_{I}\right\|_{2}^{2}-\left\|D_{I}\right\|_{2}^{4} \\
\mathbb{E}\left[Y_{i j} Y_{k l}\right] & =\mathbb{E}\left[\left(X_{i j}-\left\|D_{I}\right\|_{2}^{2}\right)\left(X_{k l}-\left\|D_{I}\right\|_{2}^{2}\right)\right] \\
& =\mathbb{E}\left[X_{i j} X_{k l}\right]-\left\|D_{I}\right\|_{2}^{2}\left(\mathbb{E}\left[X_{i j}\right]+\mathbb{E}\left[X_{k l}\right]\right)+\left\|D_{I}\right\|_{2}^{4} \\
& =\mathbb{E}\left[X_{i j} X_{k l}\right]-\left\|D_{I}\right\|_{2}^{4}
\end{aligned}
$$

Now,

$$
\begin{aligned}
\operatorname{Var}\left[\sum_{(i, j) \in S_{1} \times S_{2}} X_{i j}\right] & =\sum_{(i, j) \in S_{1} \times S_{2}}\left(\left\|D_{I}\right\|_{2}^{2}-\left\|D_{I}\right\|_{2}^{4}\right)+ \\
& \sum_{(i, j) \neq(k, l) ;\{\{i, j, k, l\} \mid=3}\left(\mathbb{E}\left[X_{i j} X_{k l}\right]-\left\|D_{I}\right\|_{2}^{4}\right) \\
& =\left|S_{1}\right| \cdot\left|S_{2}\right|\left(| | D_{I}\left\|_{2}^{2}-\right\| D_{I} \|_{2}^{4}\right)+\sum_{(i, j) ;(k, j) \in S_{1} \times S_{2} ; i \neq k} \mathbb{E}\left[X_{i j} X_{k j}\right] \\
& +\sum_{(i, j) ;(i, l) \in S_{1} \times S_{2} ; j \neq l} \mathbb{E}\left[X_{i j} X_{i l}\right]-\sum_{(i, j) \neq(k, l) ;|\{i, j, k, l\}|=3}\left\|D_{I}\right\|_{2}^{4} \\
& =\left|S_{1}\right| \cdot\left|S_{2}\right|\left(| | D_{I}\left\|_{2}^{2}-\right\| D_{I} \|_{2}^{4}\right)+\left|S_{2}\right|\binom{\left|S_{1}\right|}{2}\left\|D_{I}\right\|_{3}^{3} \\
& +\left|S_{1}\right|\binom{\left|S_{2}\right|}{2}\left\|D_{I}\right\|_{3}^{3}-\left(\left|S_{2}\right|\binom{\left|S_{1}\right|}{2}+\left|S_{1}\right|\binom{\left|S_{2}\right|}{2}\right)\left\|D_{I}\right\|_{2}^{4} \\
& \leq\left|S_{1}\right|\left|S_{2}\right|\left[\left(\left\|D_{I}\right\|_{2}^{2}-\left\|D_{I}\right\|_{2}^{4}\right)+\left(\left|S_{1}\right|+\left|S_{2}\right|\right)\left(\left\|D_{I} \mid\right\|_{3}^{3}-\left\|D_{I}\right\|_{2}^{4}\right)\right]
\end{aligned}
$$

Applying Chebyshev's inequality, we get,

Where the third inequality uses the fact that $\left\|D_{I}\right\|_{3} \leq\left\|D_{I}\right\|_{2}$ and the fourth inequality uses the fact that $\left\|D_{I}\right\|_{2}^{3} \leq\left\|D_{I}\right\|_{2}^{2}$ as $\left\|D_{I}\right\|_{2} \in(0,1]$. To make the probability $<1 / 3$, we have,

$$
\begin{aligned}
\left|S_{1}\right| \cdot\left|S_{2}\right| & \geq 3 \times 64^{2}|I|^{2} \frac{1}{\epsilon^{4}}\left\|D_{I}\right\|_{2}^{2}\left(1-\left\|D_{I}\right\|_{2}^{2}\right)\left(1+\left|S_{1}\right|+\left|S_{2}\right|\right) \\
& \geq 3 \times 64^{2} \frac{|I|^{2}}{\epsilon^{4}}\left\|D_{I}\right\|_{2}^{2} \frac{| | D_{I} \|_{2}^{2}}{100}\left(\left|S_{1}\right|+\left|S_{2}\right|\right) \\
& \geq 3 \times 64^{2} \frac{1}{100 \epsilon^{4}}\left(\left|S_{1}\right|+\left|S_{2}\right|\right) \\
& \geq O\left(\frac{S_{I}}{\epsilon^{4}}\right)
\end{aligned}
$$

In the second inequality we have used the fact that $\left(1-\left\|D_{I}\right\|_{2}^{2}\right) \geq \frac{1}{100}\left\|D_{I}\right\|_{2}^{2}$ as $\left\|D_{I}\right\|_{2}^{2} \leq$ $\frac{100}{101}<1$. The third inequality is obtained from the fact that $\|D\|_{2}^{2} \geq \frac{1}{|I|}$. The final inequality is obtained from the fact that $\left|S_{I}\right|=\left|S_{1}\right|+\left|S_{2}\right|$. Therefore, provided $\left|S_{1}\right| \cdot\left|S_{2}\right| \geq O\left(\frac{\left|S_{I}\right|}{\epsilon^{4}}\right)$, with probability at least $2 / 3,\left\|D_{I}\right\|_{2}^{2}-\frac{\epsilon^{2}}{64|I|} \leq \frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \leq\left\|D_{I}\right\|_{2}^{2}+\frac{\epsilon^{2}}{64|I|}$.

The bipartite collision-based tester works by verifying the total weight of the intervals where the conditional distributions are far from uniformity. Let $S_{I}$ be the set of samples inside an interval $I$ and let it satisfy the condition of Lemma 11. The following lemma shows that bipartite collision count is used to detect such intervals.

- Lemma 12. Let $D$ be an unknown distribution over $[n]$ and $I \subset[n]$ is an interval. Let $S_{I}$ be the set of points lying in the interval $I$ and $S_{I}$ can be divided into two sets $S_{1}$ and $S_{2}$ such that $\left|S_{1}\right|\left|S_{2}\right| \geq O\left(\left|S_{I}\right| / \epsilon^{4}\right)$, then the following happens with probability at least $2 / 3$
- If $d_{T V}\left(D_{I}, \mathcal{U}_{I}\right)>\frac{\epsilon}{4}$, then $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|}>\frac{1}{|I|}+\frac{\epsilon^{2}}{64|I|}$
- If $d_{T V}\left(D_{I}, \mathcal{U}_{I}\right) \leq \frac{\epsilon}{4}$, then, $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \leq \frac{1+\epsilon^{2} / 64}{|I|}+\frac{\epsilon^{2}}{16}$

Proof. Let, $d_{T V}\left(D_{I}, \mathcal{U}_{I}\right)>\frac{\epsilon}{4}$, squaring both sides, we get $\left(d_{T V}\left(D_{I}, \mathcal{U}_{I}\right)\right)^{2}>\frac{\epsilon^{2}}{16}>\frac{\epsilon^{2}}{32}$. Using the fact that $d_{T V}\left(D_{I}, \mathcal{U}_{I}\right) \leq \sqrt{|I|} \cdot\left\|D_{I}-\mathcal{U}_{I}\right\|_{2}$, we deduce $|I| \cdot\left\|D_{I}-\mathcal{U}_{I}\right\|_{2}^{2}>\frac{\epsilon^{2}}{32}$. Simplifying the inequality, we get $\left\|D_{I}-\mathcal{U}_{I}\right\|_{2}^{2}>\frac{\epsilon^{2}}{32|I|}$. Now, we obtain the following inequality by using $\left\|D_{I}-\mathcal{U}_{I}\right\|_{2}^{2}=\left\|D_{I}\right\|_{2}^{2}-\frac{1}{|I|}$.

$$
\begin{aligned}
& \left\|D_{I}\right\|_{2}^{2}-\frac{1}{|I|}>\frac{\epsilon^{2}}{32|I|} \\
& \left\|D_{I}\right\|_{2}^{2}>\frac{\epsilon^{2}}{32|I|}+\frac{1}{|I|}
\end{aligned}
$$

Consider $S_{I}$ is divided into two sets so that $\left|S_{1}\right| \cdot\left|S_{2}\right| \geq O\left(\left|S_{I}\right| / \epsilon^{4}\right)$, by Lemma 11 we obtain,

$$
\begin{aligned}
\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|}+\frac{\epsilon^{2}}{64|I|} & >\frac{\epsilon^{2}}{32|I|}+\frac{1}{|I|} \\
\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} & >\frac{1}{|I|}+\frac{\epsilon^{2}}{64|I|}
\end{aligned}
$$

Similarly, when $d_{T V}\left(D_{I}, \mathcal{U}_{I}\right) \leq \frac{\epsilon}{4}$, we get $\left\|D_{I}\right\|_{2}^{2} \leq \frac{\epsilon^{2}}{16}+\frac{1}{|I|}$. Given $S_{I}$ can be divided into two sets such that $\left|S_{1}\right| \cdot\left|S_{2}\right| \geq O\left(\left|S_{I}\right| / \epsilon^{4}\right)$, by Lemma $11, \frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right| \cdot\left|S_{2}\right|} \leq \frac{1+\epsilon^{2} / 64}{|I|}+\frac{\epsilon^{2}}{16}$.

Now, we present the bipartite collision-based monotonicity tester.

Algorithm 2 Bipartite Collision Monotonicity.
Input : SAMP access to $D, \ell=O\left(\frac{1}{\epsilon_{1}} \log \left(n \epsilon_{1}+1\right)\right)$ oblivious partitions
$\mathcal{I}=\left\{I_{1}, . ., I_{\ell}\right\}$ and error parameter $\epsilon, \epsilon_{1} \in(0,1]$, where $\epsilon_{1}=\epsilon^{2}$
Output: Accept if $D$ is monotone, Reject if $D$ is not $7 \epsilon$ close to monotone
Sample $T=O\left(\frac{1}{\epsilon^{6}} \log ^{2} n \log \log n\right)$ points from SAMP
Get the empirical distribution $\tilde{D}$ over $\ell$
Obtain an additional sample $S=O\left(\frac{n \log n}{\epsilon^{8}}\right)$ from SAMP
Let $J$ be the set of intervals where the number of samples (in each interval $I_{j}$ ) is $\left|S_{I_{j}}\right| \geq O\left(\left|I_{j}\right| / \epsilon^{4}\right)$ and $S_{I_{j}}$ can be partitioned into two disjoint sets $S_{1}$ and $S_{2}$ such
that $\left|S_{1}\right|\left|S_{2}\right| \geq O\left(\left|I_{j}\right| / \epsilon^{8}\right)$ and $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \geq\left(\frac{1+\epsilon^{2} / 64}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{16}\right)$
if $\sum_{I_{j} \in J} \tilde{D}\left(I_{j}\right)>5 \epsilon$ then
Reject and Exit
Define a flat distribution $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ over $[n]$
Output Accept if $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ is $2 \epsilon$-close to a monotone distribution. Otherwise output Reject

- Theorem 13. The algorithm BIPARTITE COLLISION MONOTONICITY uses $O\left(\frac{n \log n}{\epsilon^{8}}\right)$ SAMP queries and outputs Accept with probability at least $2 / 3$ if $D$ is a monotone distribution and outputs Reject with probability at least $2 / 3$ when $D$ is not $7 \epsilon$-close to monotone.

Proof. While sampling $O\left(n \log n / \epsilon^{8}\right)$ points according to $D$, an application of Chernoff bound shows that the intervals with $D\left(I_{j}\right) \geq \epsilon^{2} / \log n$ will contain at least $S_{I_{j}}=O\left(\left|I_{j}\right| / \epsilon^{4}\right)$ points. There will be at least one such interval with $D\left(I_{j}\right) \geq \epsilon^{2} / \log n$ as there are $O\left(\log n / \epsilon^{2}\right)$ partitions.
Completeness. Let $D$ be monotone. By oblivious partitioning with parameter $\epsilon_{1}=\epsilon^{2}$, we have $\sum_{j=1}^{\ell} \sum_{x \in I_{j}}\left|D(x)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| \leq \epsilon_{1}$ which implies $\sum_{j=1}^{\ell} D\left(I_{j}\right) d_{T V}\left(D_{I_{j}}, \mathcal{U}_{I_{j}}\right) \leq \epsilon^{2}$. Let $J^{\prime}$ be the set of intervals where for all $I_{j}, d_{T V}\left(D_{I_{j}}, \mathcal{U}_{I_{j}}\right)>\frac{\epsilon}{4}$, then $\sum_{I_{j} \in J^{\prime}} D\left(I_{j}\right) \leq 4 \epsilon$.

Let $\hat{J}$ is the set of intervals where $\left|S_{1}\right|\left|S_{2}\right| \geq O\left(\left|S_{I_{j}}\right| / \epsilon^{4}\right)$ and $d_{T V}\left(D_{I_{j}}, \mathcal{U}_{I_{j}}\right)>\frac{\epsilon}{4}$. So, $\hat{J} \subseteq J^{\prime}$. From Lemma 12, we know $\hat{J}$ is the set of intervals where $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|}>\frac{1}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{64\left|I_{j}\right|}$. Let $J$ be the set of intervals where $\left|S_{1}\right|\left|S_{2}\right| \geq O\left(\left|S_{I_{j}}\right| / \epsilon^{4}\right)$ and $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|}>\frac{1+\epsilon^{2} / 64}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{16}$, then $J \subseteq \hat{J} \subseteq J^{\prime}$. We know $\sum_{I_{j} \in J^{\prime}} D\left(I_{j}\right) \leq 4 \epsilon$. So, we can conclude that $\sum_{I_{j} \in J} D\left(I_{j}\right) \leq 4 \epsilon$.

When $d_{T V}\left(D_{I_{j}}, \mathcal{U}_{I_{j}}\right) \leq \frac{\epsilon}{4}$, the algorithm does not sum over such $D\left(I_{j}\right)$ even if $\left|S_{1}\right|\left|S_{2}\right| \geq$ $O\left(\left|S_{I_{j}}\right| / \epsilon^{4}\right)$. This is because by Lemma 12 we know $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \leq \frac{1+\epsilon^{2} / 64}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{16}$. As a result, we can say that when $D$ is monotone $\sum_{I_{j} \in J} D\left(I_{j}\right) \leq 4 \epsilon$.

We use the empirical distribution $\tilde{D}$ and deduce that $\sum_{I_{j} \in J} \tilde{D}\left(I_{j}\right) \leq 5 \epsilon$. Hence, the algorithm will NOT output Reject in Step 6. We also conclude as $D$ is monotone, the flattened distribution $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ is $2 \epsilon$ close to monotone and the algorithm will output Accept in Step 8.
Soundness. We prove the contrapositive of the statement. Let the algorithm outputs Accept, then we need to prove that $D$ is $7 \epsilon$ close to monotone.

As the algorithm accepts, $\sum_{I_{j} \in J} \tilde{D}\left(I_{j}\right) \leq 5 \epsilon$, for the set of intervals $J$ where $\left|S_{1}\right|\left|S_{2}\right| \geq$ $O\left(\left|S_{I_{j}}\right| / \epsilon^{4}\right)$ and $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \geq\left(\frac{1+\epsilon^{2} / 64}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{16}\right)$. For all such intervals $I_{j} \in J$ by Lemma 11, we obtain $d_{T V}\left(D_{I_{j}}, \mathcal{U}_{I_{j}}\right) \geq \frac{\epsilon}{4}$.

Now, we calculate the distance between $D$ and the flattened distribution and we get $d_{T V}\left(D,\left(D^{f}\right)^{\mathcal{I}}\right)<4 \epsilon$

We also know from Lemma 3, $d_{T V}\left(\left(D^{f}\right)^{\mathcal{I}},\left(\tilde{D}^{f}\right)^{\mathcal{I}}\right)<\epsilon . \quad$ By triangle inequality, $d_{T V}\left(D,\left(\tilde{D}^{f}\right)^{\mathcal{I}}\right)<5 \epsilon$. As the algorithm outputs accept, there exists a monotone distribution $M$, such that $\left.d_{T V}\left(\tilde{D}^{f}\right)^{\mathcal{I}}, M\right) \leq 2 \epsilon$. By triangle inequality, we have $d_{T V}(D, M)<7 \epsilon$.

### 4.2 Testing Monotonicity in Streaming model

In this section, we present the monotonicity tester in the streaming settings. A set of samples is drawn according to the standard access model that is revealed online one at a time. The task is to test whether an unknown distribution is a monotone or $\epsilon$ far from monotonicity. Also, there is a memory bound of $m$ bits. We use the notion of bipartite collision monotonicity tester 2 discussed in the previous section. For satisfying the memory bound, we store an optimal number of samples for such intervals and count bipartite collision between the stored samples and the remaining ones. We present the algorithm below,

Algorithm 3 Streaming Monotonicity.
Input : SAMP access to $D, \ell=O\left(\frac{1}{\epsilon_{1}} \log \left(n \epsilon_{1}+1\right)\right)$ oblivious partitions
$\mathcal{I}=\left\{I_{1}, . ., I_{\ell}\right\}$ and error parameter $\epsilon, \epsilon_{1} \in(0,1]$, where $\epsilon_{1}=\epsilon^{2}$, memory
requirement $\log ^{2} n / \epsilon^{6} \leq m \leq \sqrt{n} / \epsilon^{3}$
1 Sample $T=\tilde{O}\left(\frac{1}{\epsilon^{6}} \log ^{2} n\right)$ points from SAMP
2 Get the empirical distribution $\tilde{D}$ over $\ell$
3 Obtain an additional sample $S=O\left(\frac{n \log n}{m \epsilon^{8}}\right)$ from SAMP
4 For each interval store the first set of $S_{1}=O\left(\frac{m \epsilon^{2}}{\log ^{2} n}\right)$ samples in memory
5 Let $J$ be the set of intervals, where for the next set of $S_{2}=O\left(\frac{n}{m \epsilon^{4}}\right)$ points, the
following condition is satisfied, $\frac{\operatorname{coll}\left(S_{1}, S_{2}\right)}{\left|S_{1}\right|\left|S_{2}\right|} \geq\left(\frac{1+\epsilon^{2} / 64}{\left|I_{j}\right|}+\frac{\epsilon^{2}}{16}\right)$
6 Check if $\sum_{I_{j} \in J} \tilde{D}\left(I_{j}\right)>5 \epsilon$ then
$7 \quad$ Reject and Exit
8 Define a flat distribution $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ over $[n]$
9 Output Accept if $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ is $2 \epsilon$-close to a monotone distribution. Otherwise output Reject

- Theorem 14. The algorithm STREAMING MONOTONICITY uses $O\left(\frac{n \log n}{m \epsilon^{8}}\right)$ SAMP queries and outputs Accept with probability at least $2 / 3$ if $D$ is a monotone distribution and outputs Reject with probability at least $2 / 3$ when $D$ is not $7 \epsilon$ close to monotone. It uses $O(m)$ bits of memory for $\log ^{2} n / \epsilon^{6} \leq m \leq \sqrt{n} / \epsilon^{3}$.

Proof. As there are $O\left(\frac{\log n}{\epsilon^{2}}\right)$ partitions, there will be at least one interval with $D\left(I_{j}\right) \geq \frac{\epsilon^{2}}{\log n}$. An application of Chernoff bound shows that with high probability all such intervals contain $\left|S_{I_{j}}\right|=O\left(n / m \epsilon^{4}\right)$ points. In the algorithm, we divide $S_{I_{j}}$ into two sets $S_{1}$ and $S_{2}$ such that for $\log ^{2} n / \epsilon^{6} \leq m \leq \sqrt{n} / \epsilon^{3},\left|S_{1}\right|+\left|S_{2}\right|=O\left(m \epsilon^{2} / \log ^{2} n\right)+O\left(n / m \epsilon^{4}\right)=O\left(n / m \epsilon^{4}\right)$ and $\left|S_{1}\right| \cdot\left|S_{2}\right|=O\left(n / \epsilon^{2} \log ^{2} n\right) \geq O\left(n / m \epsilon^{8}\right)=\left(1 / \epsilon^{4}\right)\left|S_{I_{j}}\right|$. (The inequality is obtained by the fact that $m \geq \log ^{2} n / \epsilon^{6}$ ). This implies that the condition of Lemma 11 is satisfied by these intervals and they are eligible for estimating the collision probability using bipartite collision count. The rest of the analysis follows from Theorem 13.

The algorithm uses $O(m)$ bits of memory for implementation in a single-pass streaming model. For obtaining the empirical distribution $\tilde{D}$, we will use one counter for each of the $\ell$ intervals. When a sample $x$ comes, if $x \in I_{j}$, the corresponding counter for $I_{j}$ will be incremented by 1 . In the end, the counters will give the number of samples that fall in
each of the intervals, and using those values we can explicitly obtain the distribution $\tilde{D}$. Each counter takes $O(\log n)$ bits of memory. There are total $\ell=\left(\log n / \epsilon^{2}\right)$ counters. So, the memory requirement for this step is $O\left(\log ^{2} n / \epsilon^{2}\right)<m$ bits. Also, using the distribution $\tilde{D}$ we can obtain the flattened distribution $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ without storing it explicitly. Hence, the Line 9 does not require any extra space for checking whether $\left(\tilde{D}^{f}\right)^{\mathcal{I}}$ is $2 \epsilon$ close to monotone or not. For storing the first set of $S_{1}=O\left(m \epsilon^{2} / \log ^{2} n\right)$ samples for an interval will take $O\left(m \epsilon^{2} / \log n\right)$ bits of memory. As we are storing $S_{1}$ samples for all $\ell=O\left(\log n / \epsilon^{2}\right)$ intervals, it will take total $O(m)$ bits of memory.

- Remark 15. If the input to the algorithm is a monotone distribution, then the streaming algorithm computes a distribution over the intervals $\mathcal{I}$ such that the flattening is close to a monotone distribution. Since the number of intervals in the partition is $O(\log n / \epsilon)$, the explicit description of the distribution can be succinctly stored.

We would also like to point out that the final step in the algorithm requires testing if the learnt distribution is close to some monotone distribution, and we have not explicitly bounded the space required for that.

### 4.2.1 Lower bound for testing monotonicity

In this section, we prove the lower bound for monotonicity testing problem in the streaming settings. We start with the discussion of the uniformity testing lower bound by ([17]) in the streaming model and later we show how the same lower bound is applicable in our case.

- Theorem 16 (Uniformity testing lower bound in streaming framework [17]). Let $\mathcal{A}$ be an algorithm which tests if a distribution $D$ is uniform versus $\epsilon$-far from uniform with error probability $1 / 3$, can access the samples in a single-pass streaming fashion using $m$ bits of memory and $S$ samples, then $S . m=\Omega\left(n / \epsilon^{4}\right)$. Furthermore, if $S<n^{0.9}$ and $m>S^{2} / n^{0.9}$ then $S \cdot m=\Omega\left(n \log n / \epsilon^{4}\right)$.
The proof of the above lemma proceeds by choosing a random bit $X \in\{0,1\}$, where $X=0$ defines a Yes instance (uniform distribution) and $X=1$ defines a No instance ( $\epsilon$-far from uniform) and calculating the mutual information between $X$ and the bits stored in the memory after seeing $S$ samples. In their formulation, the Yes instance is a uniform distribution over $2 n$ and the No instance is obtained by pairing ( $2 i-1,2 i$ ) indices together and assigning values by tossing an $\epsilon$-biased coin. In particular, the No distribution is obtained as follows, pair the indices as $\{1,2\},\{3,4\}, \ldots,\{2 n-1,2 n\}$. Pick a bin $\{2 i-1,2 i\}$ and for each bin a random bit $Y_{i} \in\{ \pm 1\}$ to assign the probabilities as,

$$
(D(2 i-1), D(2 i))= \begin{cases}\frac{1+\epsilon}{2 n}, \frac{1-\epsilon}{2 n} & \text { if } Y_{i}=1 \\ \frac{1-\epsilon}{2 n}, \frac{1+\epsilon}{2 n} & \text { if } Y_{i}=-1\end{cases}
$$

It is straightforward that the Yes distribution is a monotone distribution as well. We show that any distribution $D$ from the $N o$ instance set is $O(\epsilon)$-far from monotonicity. We start by choosing an $\alpha \in(0, \epsilon / 4)$ and defining a set of partitions $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$ such that $\left|I_{j}\right|=\left\lfloor(1+\alpha)^{j}\right\rfloor$ for $1 \leq j \leq \ell$. Let $\left(D^{f}\right)^{\mathcal{I}}$ be the flattened distribution corresponding to $\mathcal{I}$. We use the following lemma from ([9]) which reflects the fact if $D$ is far from $\left(D^{f}\right)^{\mathcal{I}}$, then $D$ is also far from being monotone. In particular, we define the lemma as follows,

- Lemma 17 ([9]). Let $D$ be a distribution over domain $[n]$ and $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$ are the set of partitions defined obliviously with respect to a parameter $\alpha \in(0,1)$ where $\ell=O\left(\frac{1}{\alpha} \log n \alpha\right)$ and $\left|I_{j}\right|=\left\lfloor(1+\alpha)^{j}\right\rfloor$. If $D$ is $\epsilon$-close to monotone non-increasing, then $d_{T V}\left(D,\left(D^{f}\right)^{\mathcal{I}}\right) \leq 2 \epsilon+\alpha$ where $\left(D^{f}\right)^{\mathcal{I}}$ is the flattened distribution of $D$ with respect to $\mathcal{I}$.

Let, $D$ be a distribution chosen randomly from the No instance set. We have the following observation,

- Lemma 18. Let $\mathcal{I}=\left\{I_{1}, \ldots, I_{\ell}\right\}$ be the oblivious partitions of $D$ with parameter $\alpha$ such that $\left|I_{j}\right|=\left\lfloor(1+\alpha)^{j}\right\rfloor$.
- If $\left|I_{j}\right|$ is odd, then $\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right|=\frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{1}{\left|I_{j}\right|}\right)$.
- If $\left|I_{j}\right|$ is even, then $\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| \geq \frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{4}{\left|I_{j}\right|}\right)$.

Proof. If $\left|I_{j}\right|$ is odd, it will contain $k$ (any positive integer) number of bin where each bin is of form $(2 x-1,2 x)$ and an extra index $i^{\prime}$ which can have the probability weight either $\frac{1+\epsilon}{2 n}$ or $\frac{1-\epsilon}{2 n}$. Let $D\left(i^{\prime}\right)=\frac{1+\epsilon}{2 n}$. In this case, $D\left(I_{j}\right)=\frac{\left|I_{j}\right|}{2 n}+\frac{\epsilon}{2 n}$.

$$
\begin{aligned}
\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| & =\sum_{i \in I_{j}}\left|D(i)-\frac{1}{2 n}-\frac{\epsilon}{2 n\left|I_{j}\right|}\right| \\
& =\frac{\epsilon}{2 n}\left(1-\frac{1}{\left|I_{j}\right|}\right) \frac{\left|I_{j}\right|-1}{2}+\frac{\epsilon}{2 n}\left(1+\frac{1}{\left|I_{j}\right|}\right) \frac{\left|I_{j}\right|-1}{2}+\frac{\epsilon}{2 n}\left(1-\frac{1}{\left|I_{j}\right|}\right) \\
& =\frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{1}{\left|I_{j}\right|}\right)
\end{aligned}
$$

When $D\left(i^{\prime}\right)=\frac{1-\epsilon}{2 n}$, similar calculation will follow.
If $\left|I_{j}\right|$ is even, there are two possibilities, (i) $I_{j}$ consists of $k$ (positive integer) bins. So, there will be equal number of $\frac{1+\epsilon}{2 n}$ and $\frac{1-\epsilon}{2 n}$ in $I_{j}$ and $D\left(I_{j}\right)=\frac{\left|I_{j}\right|}{2 n}$. In this case, it is straightforward to observe that $\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right|=\frac{\epsilon\left|I_{j}\right|}{2 n}$. Another case is, (ii) $I_{j}$ contains $b_{p}, \ldots, b_{p+k-1}$ bins completely and $i^{\prime} \in b_{p-1}$, and $i^{\prime \prime} \in b_{p+k}$ where $D\left(i^{\prime}\right)=D\left(i^{\prime \prime}\right)$; the case when $D\left(i^{\prime}\right) \neq D\left(i^{\prime \prime}\right)$ will be similar to $(i)$ that we saw earlier. Let $D\left(i^{\prime}\right)=D\left(i^{\prime \prime}\right)=\frac{1+\epsilon}{2 n}$. In this case, $D\left(I_{j}\right)=\frac{\left|I_{j}\right|}{2 n}+\frac{\epsilon}{n}$.

$$
\begin{aligned}
\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| & =\sum_{i \in I_{j}}\left|D(i)-\frac{1}{2 n}-\frac{\epsilon}{n\left|I_{j}\right|}\right| \\
& =\frac{\epsilon}{2 n}\left(1-\frac{1}{\left|I_{j}\right|}\right) \frac{\left|I_{j}\right|-2}{2}+\frac{\epsilon}{2 n}\left(1+\frac{1}{\left|I_{j}\right|}\right) \frac{\left|I_{j}\right|-2}{2}+\frac{\epsilon}{n}\left(1-\frac{2}{\left|I_{j}\right|}\right) \\
& =\frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{4}{\left|I_{j}\right|}\right)
\end{aligned}
$$

Combining (i) and (ii), we say $\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| \geq \frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{4}{\left|I_{j}\right|}\right)$. Similar calculation will follow when $D\left(i^{\prime}\right)=D\left(i^{\prime \prime}\right)=\frac{1-\epsilon}{2 n}$.

In our case, we apply oblivious partitions on $D$ (chosen randomly from the No set) with respect to the parameter $\alpha$ and use the above lemma, to conclude the following,

- Lemma 19. Let $D$ be a randomly chosen distribution from the No instance set, then $D$ is $\epsilon / 4$-far from any monotone non-increasing distribution.

Proof. We calculate $\left.d_{T V}\left(D,\left(D^{f}\right)^{\mathcal{I}}\right)=\sum_{j=1}^{\ell} \sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right|=\sum_{\left|I_{j}\right| \text { is even }} \sum_{i \in I_{j}} \right\rvert\, D(i)-$ $\left.\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\left|+\sum_{\left|I_{j}\right| \text { is odd }} \sum_{i \in I_{j}}\right| D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|} \right\rvert\,$. Each odd length interval contributes $\sum_{i \in I_{j}} \mid D(i)-$ $\frac{D\left(I_{j}\right)}{\left|I_{j}\right|} \left\lvert\,=\frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{1}{\left|I_{j}\right|}\right)\right.$ and each even length interval contributes $\sum_{i \in I_{j}}\left|D(i)-\frac{D\left(I_{j}\right)}{\left|I_{j}\right|}\right| \geq$ $\frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{4}{\left|I_{j}\right|}\right)$.

Hence, simplifying the distance, we get, $d_{T V}\left(D,\left(D^{f}\right)^{\mathcal{I}}\right) \geq \sum_{\left|I_{j}\right| \text { is even }} \frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{4}{\left|I_{j}\right|}\right)+$ $\sum_{\left|I_{j}\right| \text { is odd }} \frac{\epsilon}{2 n}\left(\left|I_{j}\right|-\frac{1}{\left|I_{j}\right|}\right) \geq \frac{\epsilon}{2 n} \sum_{I_{j} \in \ell}\left|I_{j}\right|-\frac{\epsilon}{2 n}\left(\sum_{\left|I_{j}\right| \text { is even }} \frac{4}{\left|I_{j}\right|}+\sum_{\left|I_{j}\right| \text { is odd }} \frac{1}{\left|I_{j}\right|}\right) \geq \epsilon-\frac{\epsilon}{2 n} .5 \ell \geq$ $\frac{3 \epsilon}{4}>2 \frac{\epsilon}{4}+\alpha$, for $\alpha=\epsilon / 4$. The third inequality is obtained by using the fact that $\left|I_{j}\right| \geq 1$ and the fourth inequality considers $\ell<n / 10$. Now, by using the contra-positive of the Lemma $17, D$ is $\epsilon / 4$-far from any monotone non-increasing distribution.

Therefore, the uniformity testing lower bound from [17] is applicable in our case for distinguishing monotone from $\epsilon / 4$-far monotone. We formalize this in the theorem below.

- Theorem 20. Let $\mathcal{A}$ be an algorithm that tests if a distribution $D$ is monotone versus $\epsilon / 4$-far from monotonicity with error probability $1 / 3$, can access the samples in a single-pass streaming fashion using $m$ bits of memory and $S$ samples, then S.m $=\Omega\left(n / \epsilon^{4}\right)$. Furthermore, if $n^{0.34} / \epsilon^{8 / 3}+n^{0.1} / \epsilon^{4} \leq m \leq \sqrt{n} / \epsilon^{3}$, then $S . m=\Omega\left(n \log n / \epsilon^{4}\right)$.

We obtain the above theorem as analogous to the Theorem 16 by showing that lower bound for uniformity implies lower bound for monotonicity in the streaming framework. In particular, the uniform distribution is monotone non-increasing by default and we show that a randomly chosen distribution from No instance set is $\epsilon / 4$-far from monotone no-increasing. Hence, the correctness of the above theorem follows directly from the Theorem 16.

### 4.3 Learning decomposable distributions in the streaming model

The algorithm and analysis from the previous section of monotone distributions extend to a more general class of structured distributions known as $(\gamma, L)$-decomposable distributions ( $[11,18]$ ). Formally, the class of $(\gamma, L)$-decomposable distributions is defined as follows.

- Definition 21 ( $(\gamma, L)$-decomposable distribution). A class $\mathcal{C}$ of distributions is said to be $(\gamma, L)$-decomposable, if for every $D \in \mathcal{C}$, there exists an $\ell \leq L$ and a partition $\mathcal{I}=\left\{I_{1}, . ., I_{\ell}\right\}$ of $[n]$ into intervals such that for every interval $I_{j} \in \mathcal{I}$ one of the following conditions hold.
- $D\left(I_{j}\right) \leq \frac{\gamma}{L}$
- $\max _{i \in I_{j}} D(i) \leq(1+\gamma) \min _{i \in I_{j}} D(i)$

In particular, monotone distributions, $k$-modal distributions, $k$-histograms are $(\gamma, L)$ decomposable for suitable values of $\gamma$ and $L$. We refer to the appendix for a discussion regarding the same. We can use the ideas from the previous section and modify the algorithm of Fischer et al ([18]) to obtain trade-offs between the sample complexity and space complexity for learning the class of $(\gamma, L)$-decomposable distributions. In particular, we have the following theorem,

- Theorem 22. If $D$ is an $(\epsilon / 2000, L)$-decomposable distribution, then the algorithm LEARNIng $L$-DECOMPOSABLE DISTRIBUTION STREAMING outputs a distribution ( $\left.\tilde{D}^{f}\right)^{\mathcal{I}}$ such that $d_{T V}\left(D,\left(\tilde{D}^{f}\right)^{\mathcal{I}}\right) \leq \epsilon$ with probability at least $1-\delta$. The algorithm requires $O\left(\frac{n L \log (1 / \epsilon)}{m \epsilon^{9}}\right)$ samples from $D$ and needs $O(m)$ bits of memory where $\log n / \epsilon^{4} \leq m \leq O\left(\sqrt{n \log n} / \epsilon^{3}\right)$.


## 5 Conclusion

We give efficient algorithms for testing identity, monotonicity and ( $\gamma, L$ )-decomposability in the streaming model. For a memory constraint $m$, the number of samples required is a function of the support size $n$ and the constraint $m$. For monotonicity testing, our bounds are nearly optimal. We note that the trade-off that we achieve, and lower bounds work for
certain parameters of the value $m$. Furthermore, we have not tried to tighten the dependence of the bound on the parameter $\epsilon$. One natural question to ask is if the dependence of sample complexity on $m$ can be improved, and whether it can work for a larger range of values.
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#### Abstract

General factors are a generalization of matchings．Given a graph $G$ with a set $\pi(v)$ of feasible degrees，called a degree constraint，for each vertex $v$ of $G$ ，the general factor problem is to find a （spanning）subgraph $F$ of $G$ such that $\operatorname{deg}_{F}(v) \in \pi(v)$ for every $v$ of $G$ ．When all degree constraints are symmetric $\Delta$－matroids，the problem is solvable in polynomial time．The weighted general factor problem is to find a general factor of the maximum total weight in an edge－weighted graph．Strongly polynomial－time algorithms are only known for weighted general factor problems that are reducible to the weighted matching problem by gadget constructions．

In this paper，we present a strongly polynomial－time algorithm for a type of weighted general factor problems with real－valued edge weights that is provably not reducible to the weighted matching problem by gadget constructions．As an application，we obtain a strongly polynomial－time algorithm for the terminal backup problem by reducing it to the weighted general factor problem．
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## 1 Introduction

A matching in an undirected graph is a subset of the edges that have no vertices in common， and it is perfect if its edges cover all vertices of the graph．Graph matching is one of the most studied problems both in graph theory and combinatorial optimization，with beautiful structural results and efficient algorithms described，e．g．，in the monograph of Lovász and Plummer［38］and in relevant chapters of standard textbooks［43，34］．In particular，the weighted（perfect）matching problem is to find a（perfect）matching of the maximum total weight for a given graph of which each edge is assigned a weight．This problem can be solved in polynomial time by the celebrated Edmonds＇blossom algorithm［14，15］．Since then，a number of more efficient algorithms have been developed［20，35，31，8，22，27，24，23，26，29］． Table III of［10］gives a detailed review of these algorithms．
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The $f$-factor problem is a generalization of the perfect matching problem in which one is given a non-negative integer $f(v)$ for each vertex $v \in V$ of $G=(V, E)$. The task is to find a (spanning) subgraph $F=\left(V_{F}, E_{F}\right)$ of $G$ such that $\operatorname{deg}_{F}(v)=f(v)$ for every $v \in V .{ }^{1}$ The case $f(v)=1$ for every $v \in V$ is the perfect matching problem. This problem, as well as the weighted version, can be solved efficiently by a gadget reduction to the perfect matching problem [16]. In addition, Tutte gave a characterization of graphs having an $f$-factor [47], which generalizes his characterization theorem for perfect matchings [46]. Subsequently, the study of graph factors has attracted much attention with many variants of graph factors, e.g., $b$-matchings, $[a, b]$-factors, $(g, f)$-factors, parity $(g, f)$-factors, and anti-factors introduced, and various types of characterization theorems proved for the existence of such factors. We refer the reader to the book [1] and the survey [40] for a comprehensive treatment of the developments on the topic of graph factors.

In the early 1970s, Lovász introduced a generalization of the above factor problems [36, 37], for which we will need a few definitions. For any nonnegative integer $n$, let $[n]$ denote $\{0,1, \ldots, n\}$. A degree constraint $D$ of arity $n$ is a subset of $[n] .{ }^{2}$ We say that a degree constraint $D$ has a gap of length $k$ if there exists $p \in D$ such that $p+1, \ldots, p+k \notin D$ and $p+k+1 \in D$. An instance of the general factor problem (GFP) $[36,37]$ is given by a graph $G=(V, E)$ and a mapping $\pi$ that maps every vertex $v \in V$ to a degree constraint $\pi(v) \subseteq\left[\operatorname{deg}_{G}(v)\right]$ of arity $\operatorname{deg}_{G}(v)$. The task is to find a subgraph, if one exists, $F$ of $G$ such that $\operatorname{deg}_{F}(v) \in \pi(v)$ for every $v \in V$. The case $\pi(v)=\{0,1\}$ for every $v \in V$ is the matching problem, and the case $\pi(v)=\{1\}$ for every $v \in V$ is the perfect matching problem. Cornuéjols showed that the GFP is solvable in polynomial time if each degree constraint has gaps of length at most 1 [7]. When a degree constraint having a gap of length at least 2 occurs, the GFP is NP-complete [37, 7] except for the case when all constraints are either 0 -valid or 1-valid. A degree constraint $D$ of arity $k$ is 0 -valid if $0 \in D$, and 1 -valid if $k \in D$. When all constraints are 0 -valid, the empty graph is a factor. When all constraints are 1 -valid, the underlying graph is a factor of itself. In both cases, the GFP is trivially tractable.

In this paper, we consider the weighted general factor problem (WGFP) where each edge is assigned a real-valued weight and the task is to find a general factor of the maximum total weight. We suppose that each degree constraint has gaps of length at most 1 for which the unweighted GFP is known to be polynomial-time solvable. Some cases of the WGFP are reducible to the weighted matching or perfect matching problem by gadget constructions, and hence are polynomial-time solvable. In these cases, the degree constraints are called matching-realizable (see Definition 18). For instance, the degree constraint $D=[b]$ where $b>0$, for $b$-matchings is matching realizable [48]. The weighted $b$-matching problem is interesting in its own right in combinatorial optimization and has been well studied with many elaborate algorithms developed [41, 39, 21, 3, 25]. Besides $b$-matchings, Cornuéjols showed that the parity interval constraint $D=\{g, g+2, \ldots, f\}$ where $f \geq g \geq 0$ and $f \equiv g \bmod 2$, is matching realizable [7], and Szabó showed that the interval constraint $D=\{g, g+1, \ldots, f\}$ where $f \geq g \geq 0$, for ( $g, f$ )-factors is matching realizable [45]. Thus, the WGFP where each degree constraint is an interval or a parity interval is reducible to the weighted matching problem (with some vertices required to have degree exactly 1) and hence solvable in polynomial-time by Edmonds' algorithm, although Szabó gave a different

[^49]algorithm for this problem [45]. By reducing the WGFP with interval and parity interval constraints to the weighted $(g, f)$-factor problem, a faster algorithm was obtained in [11] based on Gabow's algorithm [21].

In [45], Szabó further conjectured that the WGFP is solvable in polynomial time without requiring each degree constraint should be an interval or a parity interval, as long as each degree constraint has gaps of length at most 1. To prove the conjecture, a natural question is then the following: Are there other WGFPs that are polynomial-time solvable by a gadget reduction to weighted matchings? In other words, are there other degree constraints that are matching realizable? In this paper, we show that the answer is no.

- Theorem 1. A degree constraint with gaps of length at most 1 is matching realizable if and only if it is an interval or a parity interval.

Previous results beyond matchings realizable degree constraints. With the answer to the above question being negative, new algorithms need to be devised for the WGFP with degree constraints that are not intervals or parity intervals. Unlike the weighted matching problem and the weighted $b$-matching problem for which various types of algorithms have been developed, only a few algorithms have been presented for the more general and challenging WGFP: For the cardinality version of WGFP, i.e., the WGFP where each edge is assigned weight 1, Dudycz and Paluch introduced a polynomial-time algorithm for this problem with degree constrains having gaps of length at most 1 , which leads to a pseudo-polynomial-time algorithm for the WGFP with non-negative integral edge weights [11].

The algorithm in [11] is based on a structural result showing that if a factor is not optimal, then a factor of larger weight can be found by a local search, which can be done in polynomial time. However, it is not clear how much larger the weight of the new factor is. In order to get an optimal factor, the algorithm needs to repeat local searches iteratively until no better factors can be found, and the number of local searches is bounded by the total edge weight, which makes the algorithm pseudo-polynomial-time. Later, in an updated version [12], by carefully assigning edge weights, the algorithm was improved to be weakly polynomial-time with a running time $O\left(\log W m n^{6}\right)$, where $W$ is the largest edge weight, $m$ is the number of edges and $n$ is the number of vertices. Later, Kobayash extended the algorithm to a more general setting called jump system intersections [33].

Our main contribution. Independently of [12], in this paper, we make a step towards a strongly polynomial-time algorithm for the WGPF. Let $p \geq 0$ be an arbitrary integer. Consider the following two types of degree constraints $\{p, p+1, p+3\}$ and $\{p, p+2, p+3\}$ (of arbitrary arity). We will call them type-1 and type-2 respectively. These are the "smallest" degree constraints that are not matching realizable.

- Theorem 2. There is a strongly polynomial-time algorithm for the WGFP with real-valued edge weights where each degree constraint is an interval, a parity interval, a type-1, or a type-2 (of arbitrary arities). The algorithm runs in time $O\left(n^{6}\right)$ for a graph with $n$ vertices.

The requirement of degree constraints in our result may look overly specific. However, the scope of our algorithm is not narrow. First, our result implies a complexity dichotomy for the WGFP on all subcubic graphs (see the following Theorem 3), which for many is a large and interesting class of graphs. More importantly, there are interesting problems arising from applied areas that are encompassed by the WGPF with constraints considered in this paper.

For instance, the terminal backup problem from network design is the following problem. Given a graph consisting of terminal nodes, non-terminal nodes, and edges with non-negative costs. The goal is to find a subgraph with the minimum total cost such that each terminal node
is connected to at least one other terminal node (for the purpose of backup in applications). It is known that an optimal solution of the terminal backup problem consists of edge-disjoint paths containing 2 terminals and stars containing 3 terminals [49]. In other words, in an optimal subgraph of the terminal backup problem, each terminal node has degree 1 and each non-terminal node has degree 0,2 or 3 . Thus, the terminal backup problem can be expressed as a WGFP with degree constraints $\{1\}$ and $\{0,2,3\}$ (both of arbitrary arities). A weakly polynomial-time algorithm was given for the terminal backup problem in [2]. Our result gives a strongly polynomial-time algorithm for this problem.

In addition, our algorithm gives a tractability result for the WGFP with degree constraints that are provably not matching realizable, thus going beyond existing algorithms. The algorithm is a recursive algorithm, reducing the problem to a smaller sub-problem of itself by fixing the parity of degree constraints on vertices. Its correctness is based on a delicate structural result, which is stronger than that of [12]. ${ }^{3}$ Equipped with this result, our algorithm can directly find an optimal factor (not just a better one) of an instance of a larger size by performing only one local search from an optimal factor of a smaller instance. Here, the important part is not how to find a better factor by local search (the main result of [12]) but rather how to ensure that the better factor obtained by only one local search is actually optimal under certain assumptions. This is the key to making our algorithm strongly polynomial. In addition, as a by-product, we give a simple proof of the result of [12] for the special case of WGFP with interval, parity interval, type-1 and type-2 degree constraints by reducing the problem to WGFP on subcubic graphs and utilizing the equivalence between 2 -vertex connectivity and 2-edge connectivity of subcubic graphs.

Relation with (edge) constraint satisfaction problems. The graph factor problem is encompassed by a special case of the Boolean constraint satisfaction problem (CSP), called edge-CSP, in which every variable appears in exactly two constraints [30, 17]. When every constraint is symmetric (i.e, the value of the constraint only depends on the Hamming weight of its input), the Boolean edge-CSP is a graph factor problem.

For general Boolean edge-CSPs, Feder showed that the problem is NP-complete if a constraint that is not a $\Delta$-matroid occurs, except for those that are tractable by Schaefer's dichotomy theorem for Boolean CSPs [42]. In a subsequent line of work [9, 28, 18, 13], tractability of Boolean edge-CSPs has been established for special classes of $\Delta$-matroids, most recently for even $\Delta$-matroids [32]. A complete complexity classification of Boolean edgeCSPs is still open with the conjecture that all $\Delta$-matroids are tractable. A degree constraint (i.e., a symmetric constraint) is a $\Delta$-matroid if and only if it has gaps of length at most 1 . Thus, the above conjecture holds for symmetric Boolean edge-CSPs by Cornuéjols' result on the general factor problem [7]. A complexity classification for weighted Boolean edge-CSPs is certainly a more challenging goal: The complexity of weighted Boolean edge-CSPs with even $\Delta$-matroids as constraints is still open. Our result in Theorem 2 gives a tractability result for weighted Boolean edge-CSPs with certain symmetric $\Delta$-matroids as constraints. Combining our main result with known results on Boolean valued CSPs [6], we obtain a complexity dichotomy for weighted Boolean edge-CSPs with symmetric constraints of arity no more than 3, i.e., the WGFP on subcubic graphs.

[^50]Let $D$ be a degree constraint of arity at most 3 . If $D \neq\{0,3\}$, then $D$ is an interval, a parity interval, a type- 1 , or a type- 2 . Thus, if the constraint $\{0,3\}$ (of arity 3 ) does not occur, then the WGFP is strongly polynomial-time solvable by our main theorem. Otherwise, the constraint $\{0,3\}$ occurs. In this case, for a vertex $v$ labeled by $\{0,3\}$, the three edges incident to it must take the same assignments in a feasible factor (i.e., the three edges are all either present or absent in any factor). Thus, the vertex $v$ can be viewed as a Boolean variable and it appears in three other degree constraints connected to it. By viewing all vertices with $\{0,3\}$ as variables appearing three times and the other edges as variables appearing twice, the WGFP becomes a special case of valued CSPs where some variables appear three times and the other variables appear twice. It is known that once variables are allowed to appear three times in a CSP, then they can appear arbitrarily many times [9]. Thus, the WGPF with $\{0,3\}$ occurring is equivalent to a standard (non-edge) CSP [19]. By the dichotomy theorem for valued CSPs [6], one can check that the problem is tractable if and only if for every degree constraint $D$ of arity $k \leq 3, D \subseteq\{0, k\}$. Thus, we have the following complexity dichotomy.

- Theorem 3. The WGFP on subcubic graphs is strongly polynomial-time solvable if

1. the degree constraint $\{0,3\}$ of arity 3 does not occur,
2. or for every degree constraint $D$ of arity $k \leq 3, D \subseteq\{0, k\}$.

Otherwise, the problem is NP-hard.

Organization. In Section 2, we present basic definitions and notation. In Section 3, we describe our algorithm and give a structural result for the WGFP that ensures the correctness and the strongly polynomial-time running time of our algorithm. In Section 4, we introduce basic augmenting subgraphs as an analogy of augmenting paths for weighed matchings and give a proof of the structural result. The proof is based on a result regarding the existence of certain basic factors for subcubic graphs, for which we give a proof sketch in Section 5. Finally, we discuss matching realizability and its relation with $\Delta$-matroids in Appendix A. All omitted proofs can be found in the full version [44].

## 2 Preliminaries

Let $\mathcal{D}$ be a (possibly infinite) set of degree constraints.

- Definition 4. The weighted general factor problem parameterized by $\mathcal{D}$, denoted by $\operatorname{WGFP}(\mathcal{D})$, is the following computational problem. An instance is a triple $\Omega=(G, \pi, \omega)$, where $G=(V, E)$ is a graph, $\pi: V \rightarrow \mathcal{D}$ assigns to every $v \in V$ a degree constraint $D_{v} \in \mathcal{D}$ of arity $\operatorname{deg}_{G}(v)$, and $\omega: E \rightarrow \mathbb{R}$ assigns to every $e \in E$ a real-valued weight $w(e) \in \mathbb{R}$. The task is to find, if one exists, a general factor $F$ of $G$ such that the total weight of edges in $F$ is maximized.

The general factor problem $\operatorname{GFP}(\mathcal{D})$ is the decision version of $\operatorname{WGFP}(\mathcal{D})$; i.e., deciding whether a general factor exists or not.

Suppose that $\Omega=(G, \pi, \omega)$ is a WGFP instance. If $F$ is a general factor of $G$ under $\pi$, then we say that $F$ is a factor of $\Omega$, denoted by $F \in \Omega$. In terms of this inclusion relation, $\Omega$ can be viewed as a set of subgraphs of $G$. We extend the edge weight function $\omega$ to subgraphs of $G$. For a subgraph $H$ of $G$, its weight $\omega(H)$ is $\sum_{e \in E(H)} \omega(e)(\omega(H)=0$ if $H$ is the empty graph). If $H$ contains an isolated vertex $v$, then $\omega(H)=\omega\left(H^{\prime}\right)$, where $H^{\prime}$ is the graph obtained from $H$ by removing $v$. Moreover, $H \in \Omega$ if and only if $H^{\prime} \in \Omega$. In the
following, without other specification, we always assume that a factor does not contain any isolated vertices. The optimal value of $\Omega$, denoted by $\operatorname{Opt}(\Omega)$, is $\max _{F \in \Omega} \omega(F)$. We define $\operatorname{Opt}(\Omega)=-\infty$ if $\Omega$ has no factor. A factor $F$ of $\Omega$ is optimal in $\Omega$ if $\omega(F)=\operatorname{Opt}(\Omega)$.

For a WGFP instance $\Omega^{\prime}=\left(G^{\prime}, \pi^{\prime}, \omega^{\prime}\right)$, where $G^{\prime} \subseteq G^{4}$ and $\omega^{\prime}$ is the restriction of $\omega$ on the edges of $G^{\prime}$, we say $\Omega^{\prime}$ is a sub-instance of $\Omega$, denoted by $\Omega^{\prime} \subseteq \Omega$, if $F \in \Omega$ for every $F \in \Omega^{\prime}$. In particular, $\Omega^{\prime}$ is a subset of $\Omega$ by viewing them as two sets of subgraphs of $G$. If $\Omega^{\prime} \subseteq \Omega$, then $\operatorname{Opt}\left(\Omega^{\prime}\right) \leq \operatorname{Opt}(\Omega)$. For two WGFP instances $\Omega_{1}=\left(G, \pi_{1}, \omega\right)$ and $\Omega_{2}=\left(G, \pi_{2}, \omega\right)$, we use $\Omega_{1} \cup \Omega_{2}$ to denote the union of factors of these two instances, i.e., $\Omega_{1} \cup \Omega_{2}=\left\{F \subseteq G \mid F \in \Omega_{1}\right.$ or $\left.F \in \Omega_{2}\right\}$, and $\Omega_{1} \cap \Omega_{2}$ to denote the intersection, i.e., $\Omega_{1} \cap \Omega_{2}=\left\{F \subseteq G \mid F \in \Omega_{1}\right.$ and $\left.F \in \Omega_{2}\right\}$. Note that $\Omega_{1} \cup \Omega_{2}$ and $\Omega_{1} \cap \Omega_{2}$ are sets of subgraphs of $G$ and may not define WGFP instances on $G$.

We use $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ to denote the set of degree constraints that are intervals and parity intervals, respectively, and $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ to denote the set of degree constraints that are type-1 and type-2, respectively. Let $\mathcal{G}=\mathcal{G}_{1} \cup \mathcal{G}_{2}$ and $\mathfrak{T}=\mathcal{T}_{1} \cup \mathcal{T}_{2}$. In this paper, we study the problem $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$.

Let $H_{1}=\left(V_{1}, E_{1}\right)$ and $H_{2}=\left(V_{2}, E_{2}\right)$ be two subgraphs of $G$. The symmetric difference graph $H_{1} \Delta H_{2}$ is the induced subgraph of $G$ induced by the edge set $E_{1} \Delta E_{2}$. Note that there are no isolated vertices in a symmetric difference graph. When $E_{1} \cap E_{2}=\emptyset$, we may write $H_{1} \Delta H_{2}$ as $H_{1} \cup H_{2}$. When $E_{2} \subseteq E_{1}$, we may write $H_{1} \Delta H_{2}$ as $H_{1} \backslash H_{2}$. A subcubic graph is defined to be a graph where every vertex has degree 1,2 or 3 . Unless stated otherwise, we use $V_{G}$ and $E_{G}$ to denote the vertex set and the edge set of a graph $G$, respectively.

## 3 Algorithm

We give a recursive algorithm for the problem $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$, using the problems $\operatorname{WGFP}(\mathcal{G})$ and the decision problem $\operatorname{GFP}(\mathcal{G} \cup \mathcal{T})$ as oracles.

Given an instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$, we define the following sub-instances of $\Omega=(G, \pi, \omega)$ that will be used in the recursion. Recall that $V_{G}$ denotes the vertex set of the graph $G$. Let $T_{\Omega}$ denote the set $\left\{v \in V_{G} \mid \pi(v) \in \mathcal{T}\right\}$. (We may omit the subscript $\Omega$ of $T_{\Omega}$ when it is clear from the context.)

For every vertex $v \in T_{\Omega}$, we split the instance $\Omega$ in two by splitting the degree constraint $\pi(v)$ in two parity intervals. More precisely, we define

$$
\begin{array}{lll}
D_{v}^{0}=\left\{p_{v}+1, p_{v}+3\right\} \text { and } D_{v}^{1}=\left\{p_{v}\right\} & \text { if } & \pi(v)=\left\{p_{v}, p_{v}+1, p_{v}+3\right\} \in \mathcal{T}_{1} ; \\
D_{v}^{0}=\left\{p_{v}, p_{v}+2\right\} \text { and } D_{v}^{1}=\left\{p_{v}+3\right\} & \text { if } \quad \pi(v)=\left\{p_{v}, p_{v}+2, p_{v}+3\right\} \in \mathcal{T}_{2} .
\end{array}
$$

We have $D_{v}^{0}, D_{v}^{1} \in \mathcal{G}_{2}$. For $i \in\{0,1\}$ and $v \in T_{\Omega}$, we define $\Omega_{v}^{i}=\left(G, \pi_{v}^{i}, \omega\right)$ to be the sub-instance of $\Omega$ where $\pi_{v}^{i}(x)=\pi(x)$ for every $x \in V_{G} \backslash\{v\}$ and $\pi_{v}^{i}(v)=D_{v}^{i}$. Then, for every $v \in T_{\Omega}$, we have $\Omega_{v}^{0} \cap \Omega_{v}^{1}=\emptyset$ and $\Omega_{v}^{0} \cup \Omega_{v}^{1}=\Omega$. Moreover, $T_{\Omega_{v}^{0}}=T_{\Omega_{v}^{1}}=T_{\Omega} \backslash\{v\}$.

Let $F$ be a factor of $\Omega$. Similarly to above, one can partition $\Omega$ into $2^{\left|T_{\Omega}\right|}$ many subinstances according to $F$ such that each one is an instance of $\operatorname{WGFP}(\mathcal{G})$ - for each $v \in T_{\Omega}$, we choose one of the two splits of $\pi(v)$ as above. (We note that the algorithm will not consider all exponentially many sub-instances.) In detail, for every vertex $v \in T_{\Omega}$, we define $D_{v}^{F}=D_{v}^{i}$ where $\operatorname{deg}_{F}(v) \in D_{v}^{i}$ as follows:

[^51]\[

$$
\begin{array}{lll}
D_{v}^{F}=\left\{p_{v}\right\} & \text { if } \quad \pi(v)=\left\{p_{v}, p_{v}+1, p_{v}+3\right\} \in \mathcal{T}_{1} \quad \text { and } \quad \operatorname{deg}_{F}(v)=p_{v} \\
D_{v}^{F}=\left\{p_{v}+1, p_{v}+3\right\} & \text { if } \quad \pi(v)=\left\{p_{v}, p_{v}+1, p_{v}+3\right\} \in \mathcal{T}_{1} \quad \text { and } \quad \operatorname{deg}_{F}(v) \neq p_{v} ; \\
D_{v}^{F}=\left\{p_{v}+3\right\} & \text { if } \quad \pi(v)=\left\{p_{v}, p_{v}+2, p_{v}+3\right\} \in \mathcal{T}_{2} \quad \text { and } \quad \operatorname{deg}_{F}(v)=p_{v}+3, \\
D_{v}^{F}=\left\{p_{v}, p_{v}+2\right\} & \text { if } \quad \pi(v)=\left\{p_{v}, p_{v}+2, p_{v}+3\right\} \in \mathcal{T}_{2} \quad \text { and } \quad \operatorname{deg}_{F}(v) \neq p_{v}+3 .
\end{array}
$$
\]

By definition, $\operatorname{deg}_{F}(v) \in D_{v}^{F} \subseteq \pi(v)$ and $D_{v}^{F} \in \mathcal{G}_{2}$. In fact, $D_{v}^{F}$ is the maximal set such that $\operatorname{deg}_{F}(v) \in D_{v}^{F} \subseteq \pi(v)$ and $D_{v}^{F} \in \mathcal{G}_{2}$. One can also check that for every $v \in T_{\Omega}$, $\pi(v) \backslash D_{v}^{F} \in \mathcal{G}_{2}$, and moreover for every $p \in D_{v}^{F}$ and $q \in \pi(v) \backslash D_{v}^{F}, p \not \equiv q \bmod 2$.

For every $W \subseteq T_{\Omega}$, we define $\Omega_{W}^{F}=\left(G, \pi_{W}^{F}, \omega\right)$ to be the sub-instance of $\Omega$ where $\pi_{W}^{F}(v)=\pi(v) \backslash D_{v}^{F}$ for $v \in W, \pi_{W}^{F}(v)=D_{v}^{F}$ for $v \in T_{\Omega} \backslash W$, and $\pi_{W}^{F}(v)=\pi(v)$ for $v \in V \backslash T_{\Omega}$. Then for every $W, \Omega_{W}^{F}$ is an instance of $\operatorname{WGFP}(\mathcal{G})$. Moreover, we have $\cup_{W \subseteq T} \Omega_{W}^{F}=\Omega$ and $\Omega_{W_{1}}^{F} \cap \Omega_{W_{2}}^{F}=\emptyset$ for every $W_{1} \neq W_{2}$. Thus, $\left\{\Omega_{W}^{F}\right\}_{W \subseteq T_{\Omega}}$ is a partition of $\Omega$ (viewed as a set of subgraphs of $G$ ). When $W=\emptyset$, we write $\Omega_{W}^{F}$ as $\Omega^{F}$.

Our algorithm is given in Algorithm 1.
Algorithm 1 Finding an optimal factor for an instance of $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$.
Function Decision:
Input : An instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$.
Output: A factor of $\Omega$, or "No" if $\Omega$ has no factor.
2 Function Optimization:
Input : An instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G})$.
Output: An optimal factor of $\Omega$, or "No" if $\Omega$ has no factor.

## Function Main:

Input : An instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$.
Output: An optimal factor $F \in \Omega$, or "No" if $\Omega$ has no factor.
$T \leftarrow\{v \in V \mid \pi(v) \in \mathcal{T}\} ;$
if $T$ is the empty set then
return Optimization ( $\Omega$ );
else
Arbitrarily pick $u \in T$;
if Decision $\left(\Omega_{u}^{0}\right)$ returns "No" then
return Main $\left(\Omega_{u}^{1}\right)$;
else
$F^{\mathrm{opt}} \leftarrow \operatorname{Main}\left(\Omega_{u}^{0}\right) ;$
foreach $v \in T$ do
// Elements of $T$ can be traversed in an arbitrary order.
$W \leftarrow\{u\} \cup\{v\}$;
if Optimization $\left(\Omega_{W}^{F^{\text {opt }}}\right) \neq "$ No" then $F^{\prime} \leftarrow \operatorname{Optimization}\left(\Omega_{W}^{F^{\text {opt }}}\right)$;
if $\omega\left(F^{\prime}\right)>\omega\left(F^{\text {opt }}\right)$ then $F^{\text {opt }} \leftarrow F^{\prime}$;
end return $F^{\text {opt }}$
end
end

The key that makes our algorithm running strongly polynomial-time is the following structural result (Theorem 5) for the problem $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T})$. It says that given an optimal factor $F$ of $\Omega_{u}^{0}$ for some $u \in T_{\Omega}$, if $F$ is not optimal in $\Omega$, then we can directly find an optimal factor of $\Omega$ by searching at most $n$ sub-instances of $\Omega$ which are in $\operatorname{WGFP}(\mathcal{G})$. Note that the number of searches is independent of the edge weights. Thus, the problem of finding an optimal factor in $\Omega$ can be reduced to finding an optimal factor in $\Omega_{u}^{0}$, where there is one fewer vertex $u$ with constraints in $\mathcal{T}$. By recursively reducing an instance to another with fewer vertices with constraints in $\mathcal{T}$, we eventually get an instance of WGFP $(\mathcal{G})$ which can be solved in polynomial-time. This leads to a strongly polynomial-time algorithm for finding an optimal factor.

- Theorem 5. Suppose that $\Omega=(G, \pi, \omega)$ is an instance of $\operatorname{WGFP}(\mathcal{G} \cup \mathcal{T}), F$ is a factor of $\Omega$ and $F$ is optimal in $\Omega_{u}^{0}$ for some $u \in T_{\Omega}$. Then a factor $F^{\prime}$ is optimal in $\Omega$ if and only if $\omega\left(F^{\prime}\right) \geq \omega(F)$ and $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or 2 .

In other words, if $F$ is not optimal in $\Omega$, then there is an optimal factor of $\Omega$ which belongs to $\Omega_{W}^{F}$ for some $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or $|W|=2$.

- Remark 6. This result is stronger than the main result (Theorem 2) of [12], and it is not simply implied by [12]. To clarify this, we give a simple proof outline of Theorem 5 here.

In order to prove Theorem 5, it suffices to prove the direction that if $\omega\left(F^{\prime}\right) \geq \omega(F)$ and $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or 2 , then $F^{\prime}$ is optimal in $\Omega$. We prove this by contradiction. Suppose that $F^{\prime}$ is not optimal in $\Omega$, and $F^{*}$ is an optimal factor of $\Omega$. Then, $\omega\left(F^{*}\right)>\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}$ where $|W| \leq 2$. Also, $\omega\left(F^{*}\right) \notin \Omega_{u}^{0}$ since $\omega\left(F^{*}\right)>\omega(F)=\operatorname{Opt}\left(\Omega_{u}^{0}\right)$. Thus, $\operatorname{deg}_{F^{*}}(u) \not \equiv \operatorname{deg}_{F}(u) \bmod 2$.

By [12], a canonical path $M \subseteq F \Delta F^{*}$ with positive weight ${ }^{5}$ can be found, and then $F \Delta M$ is a factor of $\Omega$ with larger weight than $F$ and $F \Delta M \in \Omega_{W}^{F}$ for some $W \subseteq T_{\Omega}$ where $|W| \leq 2$. However, this does not lead to a contradiction. To get a contradiction, we need to show that the positive weighted canonical path $M$ (a basic augmenting subgraph) further satisfies $\operatorname{deg}_{M}(u) \equiv 0 \bmod 2$. Then, $\operatorname{deg}_{F \Delta M}(u) \equiv \operatorname{deg}_{F}(u) \bmod 2$. Thus, $F \Delta M$ is a factor with larger weight than $F$ and $F \Delta M \in \Omega_{u}^{0}$, which contradicts with $F$ being optimal in $\Omega_{u}^{0}$.

The existence of a basic augmenting subgraph $M$ satisfying $\operatorname{deg}_{M}(u) \equiv 0 \bmod 2$ is formally stated in the second property of Lemma 12. The main technical part of the paper (Section 5.2 of the full paper) is devoted to prove it. In Section 5 of this short version, we give an example to illustrate the proof ideas. The existence of such a basic augmenting subgraph is highly non-trivial. In fact, it does not hold anymore after a subtle change of the condition " $F$ is optimal in $\Omega_{u}^{0}$ " to " $F$ is optimal in $\Omega_{u}^{1 "}$ for some $u \in T_{\Omega}$. We give the following example (see Figure 1) to show this.


Figure 1 An example that violates Theorem 5 when $F$ is optimal in $\Omega_{u}^{1}$ instead of $\Omega_{u}^{0}$.

In this instance, $\pi(u)=\pi(v)=\pi(t)=\{0,1,3\}$ (denoted by hollow nodes) and $\pi(s)=$ $\{0,2,3\}$ (denoted by the solid node), and $\omega\left(C_{1}\right)=\omega\left(p_{v s}\right)=\omega\left(p_{s u}\right)=\omega\left(p_{s u}^{\prime}\right)=\omega\left(p_{u t}\right)=$ $\omega\left(C_{2}\right)=1$. Inside the cycles $C_{1}$ and $C_{2}$, and the paths $p_{v s}, p_{s u}, p_{u t}$, and $p_{s u}^{\prime}$, there are

[^52]other vertices of degree 2 with the degree constraint $\{0,2\}$ so that the graph $G$ is simple. We omit these vertices of degree 2 in Figure 1. In this case, $T_{\Omega}=\{u, v, s, t\}$. Consider the sub-instance $\Omega_{u}^{1}=\left(G, \pi_{u}^{1}, \omega\right)$. We have $\pi_{u}^{1}(u)=D_{u}^{1}=\{0\}$ since $\pi(u)=\{0,1,3\}$. Then, the only factor $F$ of $\Omega_{u}^{1}$ is the empty graph (assuming there are no isolated vertices in factors), and $F$ is not optimal in $\Omega$. Also, the only optimal factor of $\Omega$ is the graph $G$ and $G \in \Omega_{T_{\Omega}}^{F}$ where $\left|T_{\Omega}\right|=4$. Clearly, $\operatorname{deg}_{G}(u) \not \equiv \operatorname{deg}_{F}(u) \bmod 2$. One can check that for any factor $F^{\prime}$ of $\Omega$ with larger weight than $F, \operatorname{deg}_{F^{\prime}}(u) \not \equiv \operatorname{deg}_{F}(u) \bmod 2$. In other words, there is no basic augmenting subgraph $M$ such that $\operatorname{deg}_{M}(u) \equiv 0 \bmod 2$. Moreover, one can check that in this case, Theorem 5 also does not hold. In other words, the existence of a basic augmenting subgraph satisfying $\operatorname{deg}_{M}(u) \equiv 0 \bmod 2$ is crucial for the correctness of Theorem 5 .

Using Theorem 5, we now prove that Algorithm 1 is correct.

- Lemma 7. Given an instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$, Algorithm 1 returns either an optimal factor of $\Omega$, or "No" if $\Omega$ has no factor.

Proof. Recall that for an instance $\Omega=(G, \pi, \omega)$, we define $T_{\Omega}=\left\{v \in V_{G} \mid \pi(v) \in \mathcal{T}\right\}$ where $V_{G}$ is the vertex set of $G$. We prove the correctness by induction on the $\left|T_{\Omega}\right|$.

If $\left|T_{\Omega}\right|=0, \Omega$ is an instance of $\operatorname{WGFP}(\mathcal{G})$. Algorithm 1 simply returns Optimization $(\Omega)$. By the definition of the function Optimization, the output is correct.

Suppose that Algorithm 1 returns correct results for all instances $\Omega^{\prime}$ of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ where $\left|T_{\Omega^{\prime}}\right|=k$. We consider an instance $\Omega$ of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ where $\left|T_{\Omega}\right|=k+1$. Algorithm 1 first calls the function Decision $\left(\Omega_{u}^{0}\right)$ for some arbitrary $u \in T$.

We first consider the case that Decision $\left(\Omega_{u}^{0}\right)$ returns "No". By the definition, $\Omega_{u}^{0}$ has no factor. Moreover, since $\Omega=\Omega_{u}^{0} \cup \Omega_{u}^{1}$, we have $F \in \Omega$ if and only if $F \in \Omega_{u}^{1}$. Then, a factor $F \in \Omega_{u}^{1}$ is optimal in $\Omega$ if and only if it is optimal in $\Omega_{u}^{1}$. Note that $\Omega_{u}^{1}$ is an instance of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ where $\left|T_{\Omega_{u}^{1}}\right|=k$. By the induction hypothesis, Algorithm 1 returns a correct result Main $\left(\Omega_{u}^{1}\right)$ for the instance $\Omega_{u}^{1}$, which is also a correct result for the instance $\Omega$.

Now, we consider the case that Decision $\left(\Omega_{u}^{0}\right)$ returns a factor of $\Omega_{u}^{0}$. Then, Main $\left(\Omega_{u}^{0}\right)$ returns an optimal factor $F$ of $\Omega_{u}^{0}$. After the loop (lines 13 to 17) in Algorithm 1, we get a factor $F^{\text {opt }}$ of $\Omega$ such that $\omega\left(F^{\mathrm{opt}}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $u \in W \subseteq T_{\Omega}$ where $|W|=1$ (when $u=v)$ or $|W|=2($ when $u \neq v)$ and $\omega\left(F^{\mathrm{opt}}\right) \geq \omega(F)$. By Theorem $5, F^{\text {opt }}$ is an optimal factor of $\Omega$. Thus, Algorithm 1 returns a correct result.

Now, we consider the time complexity of Algorithm 1. The size of an instance is defined to be the number of vertices of the underlying graph of the instance.

- Lemma 8. Run Algorithm 1 on an instance $\Omega=(G, \pi, \omega)$ of size $n$. Then,
- the algorithm will stop the recursion after at most $n$ recursive steps;
- the algorithm will call Decision at most $n$ many times, call Optimization at most $\frac{n(n+1)}{2}+1$ many times, and perform at most $\frac{n(n+1)}{2}$ many comparisons;
- the algorithm runs in time $O\left(n^{6}\right)$.

Proof. Let $\Omega^{k}=\left(G, \pi^{k}, \omega\right)$ be the instance after $k$ many recursive steps. Here $\Omega^{0}=\Omega$. Recall that $T_{\Omega^{k}}=\left\{v \in V \mid \pi^{k}(v) \in \mathcal{T}\right\}$. For an instance $\Omega^{k}$ with $\left|T_{\Omega^{k}}\right|>0$, the recursive step will then go to the instance $\left(\Omega^{k}\right)_{u}^{0}$ or $\left(\Omega^{k}\right)_{u}^{1}$ for some $u \in T_{\Omega^{k}}$. Thus, $\Omega^{k+1}=\left(\Omega^{k}\right)_{u}^{0}$ or $\left(\Omega^{k}\right)_{u}^{1}$. In both cases, $T_{\Omega^{k+1}}=T_{\Omega^{k}} \backslash\{u\}$ and hence $\left|T_{\Omega^{k+1}}\right|=\left|T_{\Omega^{k}}\right|-1$. By design, the algorithm will stop the recursion and return Optimization $\left(\Omega^{m}\right)$ when it reaches an instance $\Omega^{m}$ with $\left|T_{\Omega^{m}}\right|=0$. Thus, \#recursive steps $=m=\left|T_{\Omega}\right|-0 \leq|V|=n$. To prove the second item, we consider the number of operations inside the recursive step for the instance $\Omega^{k}=\left(G, \pi^{k}, \omega\right)$. Note that $k \leq$ $n$ and $\left|T_{\Omega^{k}}\right|=\left|T_{\Omega}\right|-k \leq n-k$. If $\left|T_{\Omega^{k}}\right|=0$, then the algorithm will simply call Optimization
once. If $\left|T_{\Omega^{k}}\right|>0$, then inside the recursive step, the algorithm will call Decision once, and call Optimization once or $\left|T_{\Omega^{k}}\right|$ many times depending on the answer of Decision. Moreover, in the later case, the algorithm will also perform $\left|T_{\Omega^{k}}\right|$ many comparisons. Thus, we have \#calls of Decision $=\sum_{\left|T_{\Omega k}\right|>0} 1=\sum_{i=1}^{\left|T_{\Omega}\right|} 1=\left|T_{\Omega}\right| \leq n$, \#calls of Optimization $\leq$ $1+\sum_{\left|T_{\Omega^{k}}\right|>0}\left|T_{\Omega^{k}}\right|=1+\sum_{i=1}^{\left|T_{\Omega}\right|} i \leq \frac{n(n+1)}{2}+1$, and \#comparisons $\leq \sum_{\left|T_{\Omega^{k}}\right|>0}\left|T_{\Omega^{k}}\right| \leq \frac{n(n+1)}{2}$. Let $t_{\text {Main }}(n)$ denote the running time of Algorithm 1 on an instance of size $n$, and $t_{\text {Dec }}(n)$ and $t_{\mathrm{opt}}(n)$ denote the running time of algorithms for functions Decision and Optimization, respectively. Then, $t_{\text {Dec }}(n)=O\left(n^{4}\right)$ by the algorithm in [7] and $t_{\text {opt }}(n)=O\left(n^{4}\right)$ by the algorithm in [11]. Thus, $t_{\text {Main }}(n) \leq n t_{\text {Dec }}(n)+\frac{n(n+1)+2}{2} t_{\text {Opt }}(n)+\frac{n(n+1)}{2}=O\left(n^{6}\right)$.

## 4 Proof of Theorem 5

In this section, we give a proof of Theorem 5. The general strategy is that starting with a non-optimal factor $F$ of an instance $\Omega=(G, \omega, \pi)$, we want to find a subgraph $H$ of $G$ such that by taking the symmetric difference $F \Delta H$, we get another factor of $\Omega$ with larger weight. The existence of such subgraphs is trivial (Lemma 10). However, the challenge is how to find one efficiently. As an analogy of augmenting paths in the weighted matching problem, we introduce basic augmenting subgraphs (Definition 11) for the weighted graph factor problem, which can be found efficiently. We will show that given a non-optimal factor $F$, a basic augmenting subgraph always exists (Lemma 12, property 1). Then, we can efficiently improve the factor $F$ to another factor with larger weight. As shown in [12], this already gave a weakly polynomial-time algorithm. However, the existence of basic augmenting subgraphs is not enough to get a strongly polynomial-time algorithm, which requires the number of improvement steps being independent of edge weights. Thus, in order to prove Theorem 5 , which leads to a strongly polynomial-time algorithm, we further establish that there exists a basic augmenting subgraph that satisfies certain stronger properties under suitable assumptions (Lemma 12, property 2). This result will imply Theorem 5.

- Definition 9 ( $F$-augmenting subgraphs). Suppose that $F$ is a factor of an instance $\Omega=$ $(G, \pi, \omega)$. A subgraph $H$ of $G$ is $F$-augmenting if $F \Delta H \in \Omega$ and $\omega(F \Delta H)-\omega(F)>0$.
- Lemma 10. Suppose that $F$ is a factor of an instance $\Omega$. If $F$ is not optimal in $\Omega$, then there exists an $F$-augmenting subgraph.

Proof. Since $F$ is not optimal, there is some $F^{\prime} \in \Omega$ such that $\omega\left(F^{\prime}\right)>\omega(F)$. Let $H=F \Delta F^{\prime}$. We have $F \Delta H=F^{\prime} \in \Omega$ and $\omega(H)=\omega\left(F^{\prime}\right)-\omega(F)>0$. Thus, $H$ is $F$-augmenting.

Recall that for an instance $\Omega=(G, \pi, \omega)$ of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T}), T_{\Omega}$ is the set $\left\{v \in V_{G} \mid \pi(v) \in \mathcal{T}\right\}$. For two factors $F, F^{*} \in \Omega$, we define $T_{\Omega}^{F \Delta F^{*}}=\left\{v \in T_{\Omega} \mid \operatorname{deg}_{F \Delta F^{*}}(v) \equiv 1 \bmod 2\right\}$.

- Definition 11 (Basic augmenting subgraphs). Suppose that $F$ and $F^{*}$ are factors of an instance $\Omega=(G, \pi, \omega)$ and $\omega(F)<\omega\left(F^{*}\right)$. An $F$-augmenting subgraph $H=\left(V_{H}, E_{H}\right)$ is $\left(F, F^{*}\right)$-basic if $H \subseteq F \Delta F^{*},\left|V_{H}^{\text {odd }}\right| \leq 2$, and $V_{H}^{\text {odd }} \cap T_{\Omega} \subseteq T_{\Omega}^{F \Delta F^{*}}$ where $V_{H}^{\text {odd }}=\left\{v \in V_{H} \mid\right.$ $\left.\operatorname{deg}_{H}(v) \equiv 1 \bmod 2\right\}$.
- Lemma 12. Suppose that $F$ and $F^{*}$ are two factors of an instance $\Omega=(G, \pi, \omega)$.

1. If $\omega\left(F^{*}\right)>\omega(F)$, then there exists an $\left(F, F^{*}\right)$-basic subgraph.
2. If $\omega\left(F^{*}\right)>\operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}^{F \Delta F^{*}}$ with $|W| \leq 2$, and $T_{\Omega}^{F \Delta F^{*}}$ contains a vertex $u$ such that $F \in \Omega_{u}^{0}$ (i.e., $\operatorname{deg}_{F}(u) \in D_{u}^{0}$ ), then there exists an $\left(F, F^{*}\right)$-basic subgraph $H$ where $\operatorname{deg}_{H}(u) \equiv 0 \bmod 2$.

- Remark 13. The first property of Lemma 12 implies the following: a factor $F \in \Omega$ is optimal if and only if $\omega(F) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}$ with $|W| \leq 2$. This is a special case of the main result (Theorem 2) of [12] where the authors consider the WGFP for all constraints with gaps of length at most 1 . The second property of Lemma 12 is more refined than the first property and it implies our main result (Theorem 5). In this paper, as a by-product of the proof of property 2, we give a simple proof of Theorem 2 of [12] for the special case $\mathrm{WGFP}(\mathcal{G} \cup \mathcal{T})$ based on certain properties of subcubic graphs.

Using the second property of Lemma 12, we can prove Theorem 5.

- Theorem (Theorem 5). Suppose that $F$ is a factor of an instance $\Omega=(G, \pi, \omega)$, and $F$ is optimal in $\Omega_{u}^{0}$ for some $u \in T_{\Omega}$. Then a factor $F^{\prime}$ is optimal in $\Omega$ if and only if $\omega\left(F^{\prime}\right) \geq \omega(F)$ and $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or 2 .
Proof. If $F^{\prime}$ is optimal in $\Omega$, then clearly $\omega\left(F^{\prime}\right) \geq \omega(F)$ and $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or 2 . Thus, to prove the theorem, it suffices to prove the other direction. Since $\omega\left(F^{\prime}\right) \geq \omega(F)$ and $F$ is optimal in $\Omega_{u}^{0}$, we have $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}$ where $u \notin W$ and $|W| \leq 2$. Also, since $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W$ where $u \in W \subseteq T_{\Omega}$ and $|W|=1$ or 2 , we have $\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}$ where $|W| \leq 2$. For a contradiction, suppose that $F^{\prime}$ is not optimal in $\Omega$. Let $F^{*}$ be an optimal factor of $\Omega$. Then, $\omega\left(F^{*}\right)>\omega\left(F^{\prime}\right)$. Thus, $\omega\left(F^{*}\right)>\omega\left(F^{\prime}\right) \geq \operatorname{Opt}\left(\Omega_{W}^{F}\right)$ for every $W \subseteq T_{\Omega}$ where $|W| \leq 2$. Also, $F^{*} \notin \Omega_{u}^{0}$ since $\omega\left(F^{*}\right)>\omega(F)$ and $F$ is optimal in $\Omega_{u}^{0}$. Thus, $\operatorname{deg}_{F^{*}}(u) \not \equiv \operatorname{deg}_{F}(u)$ $\bmod 2$. Then, $T_{\Omega}^{F \Delta F^{*}}$ contains the vertex $u$ such that $F \in \Omega_{u}^{0}$. By Lemma 12, there exists an $\left(F, F^{*}\right)$-basic subgraph $H$ where $\operatorname{deg}_{H}(u) \equiv 0 \bmod 2$. Let $F^{\prime \prime}=F \Delta H$. Then $F^{\prime \prime} \in \Omega$ and $\omega\left(F^{\prime \prime}\right)>\omega(F)$. Also, $F^{\prime \prime} \in \Omega_{u}^{0}$ since $\operatorname{deg}_{F^{\prime \prime}}(u) \equiv \operatorname{deg}_{F}(u) \bmod 2$. This is a contradiction with $F$ being optimal in $\Omega_{u}^{0}$.

Now it suffices to prove Lemma 12. By a type of normalization maneuver, we can transfer any instance of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ to an instance of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ defined on subcubic graphs, called a key instance (Definition 14). Recall that a subcubic graph is a graph where every vertex has degree 1, 2 or 3. For key instances, there are five possible forms of basic augmenting subgraphs, called basic factors (Definition 15). Then, the crux of the proof of Lemma 12 is to establish the existence of certain basic factors of key instances (Theorem 16). For a proof of Lemma 12 using Theorem 16, please refer to the proof of Lemma 4.4 in the full paper.

- Definition 14 (Key instance). $A$ key instance $\Omega=(G, \pi, \omega)$ is an instance of $\operatorname{WGFP}(\mathcal{G}, \mathcal{T})$ where $G$ is a subcubic graph, and for every $v \in V_{G}, \pi(v)=\{0,1\}$ if $\operatorname{deg}_{G}(v)=1, \pi(v)=\{0,2\}$ if $\operatorname{deg}_{G}(v)=2$, and $\pi(v)=\{0,1,3\}$ (i.e., type-1) or $\{0,2,3\}$ (i.e., type-2) if $\operatorname{deg}_{G}(v)=3$. We say a vertex $v$ of degree 3 is of type-1 or type-2 if $\pi(v)$ is type- 1 or type-2 respectively. We say a vertex $v$ of any degree is 1-feasible or 2-feasible if $1 \in \pi(v)$ or $2 \in \pi(v)$ respectively.
- Definition 15 (Basic factor). Let $\Omega$ be a key instance. A factor of $\Omega$ is a basic factor if it is in one of the following five forms: a path, a cycle, a tadpole graph (i.e., a graph consisting of a cycle and a path such that they intersect at one endpoint of the path), a dumbbell graph (i.e., a graph consisting of two vertex disjoint cycles and a path such that the path intersects with each cycle at one of its endpoints), and a theta graph (i.e., a graph consisting of three vertex disjoint paths with the same two endpoints).
- Theorem 16. Suppose that $\Omega=(G, \pi, \omega)$ is a key instance.

1. If $\omega(G)>0$, then there is a basic factor $F$ of $\Omega$ such that $\omega(F)>0$.
2. If $\omega(G)>0, \omega(G)>\omega(F)$ for every basic factor $F$ of $\Omega$, and $G$ contains a vertex $u$ with $\operatorname{deg}_{G}(u)=1$ or $\operatorname{deg}_{G}(u)=3$ and $\pi(u)=\{0,2,3\}$, then there is a basic factor $F^{*}$ of $\Omega$ such that $\omega\left(F^{*}\right)>0$ and $\operatorname{deg}_{F^{*}}(u) \equiv 0 \bmod 2$. (Recall that $\operatorname{deg}_{F^{*}}(u)=0$ if $u \notin V_{F^{*}}$.)

- Remark 17. For the second property of Theorem 16, the requirement of $\pi(u)=\{0,2,3\}$ when $\operatorname{deg}_{G}(u)=3$ is crucial. Consider the instance $\Omega=(G, \pi, \omega)$ as shown in Figure 1. Note that $\Omega$ is a key instance. and $\pi(u)=\{0,1,3\}$. In this case where $\pi(u)=\{0,1,3\}$, it can be checked that the second property does not hold.


## 5 Proof Sketch of Theorem 16

In this section, we give a proof sketch of Theorem 16 and we focus on the proof of the second property using the first property. Omitted proofs can be found in Section 5 of the full paper.

Proof sketch. By property 1 of Theorem 16 , there exists at least one basic factor of $\Omega$ such that its weight is positive. Among all such basic factors, we pick an $F$ such that $\omega(F)$ is the largest. Consider the graph $G^{\prime}=G \backslash F$, i.e., the subgraph of $G$ induced by the edge set $E_{G} \backslash E_{F}$. We consider the instance $\Omega^{\prime}=\left(G^{\prime}, \pi^{\prime}, \omega^{\prime}\right)$ where for every $x \in V_{G^{\prime}}, \pi^{\prime}(x)=\{0,1\}$ if $\operatorname{deg}_{G^{\prime}}(x)=1, \pi^{\prime}(x)=\{0,2\}$ if $\operatorname{deg}_{G^{\prime}}(x)=2$ and $\pi^{\prime}(x)=\pi(x)$ if $\operatorname{deg}_{G^{\prime}}(x)=3$, and $\omega^{\prime}$ is the weight function $\omega$ restricted to $G^{\prime}$. Note that $\Omega^{\prime}$ is also a key instance, but it is not necessarily a sub-instance of $\Omega$. Since $\omega(G)>\omega(F)$, we have $\omega^{\prime}\left(G^{\prime}\right)=\omega\left(G^{\prime}\right)=\omega(G)-\omega(F)>0$. Without causing ambiguity, we may simply write $\omega^{\prime}$ as $\omega$ in the instance $\Omega^{\prime}$. By property 1 of Theorem 16, there exists a basic factor $F^{\prime}$ of $\Omega^{\prime}$ such that $\omega\left(F^{\prime}\right)>0$. Since $E_{F^{\prime}} \subseteq E_{G} \backslash E_{F}$, $F$ and $F^{\prime}$ are edge-disjoint. Let $H=F \cup F^{\prime}$, which is the subgraph of $G$ induced by the edge set $E_{F} \cup E_{F^{\prime}}$. We will show that we can find a subgraph $F^{*}$ of $H$ such that $F^{*}$ is the desired basic factor of $\Omega$ satisfying $\omega\left(F^{*}\right)>0$ and $\operatorname{deg}_{F^{*}}(u) \equiv 0 \bmod 2$.

First, we show that $H$ is a factor of $\Omega$. Let $V_{\cap}=V_{F} \cap V_{F^{\prime}}$. We show that for every $x \in V_{H} \backslash V_{\cap}, \operatorname{deg}_{H}(x) \in \pi(x)$. If $x \in V_{F} \backslash V_{\cap}$, then $\operatorname{deg}_{H}(x)=\operatorname{deg}_{F}(x)$. Since $F \in \Omega$, $\operatorname{deg}_{F}(x) \in \pi(x)$. Then, $\operatorname{deg}_{H}(x) \in \pi(x)$. If $x \in V_{F^{\prime}} \backslash V_{\cap}$, then $\operatorname{deg}_{H}(x)=\operatorname{deg}_{F^{\prime}}(x)$. Since $x \notin V_{F}$ and $G^{\prime}=G \backslash F, \operatorname{deg}_{G^{\prime}}(x)=\operatorname{deg}_{G}(x)$. Then, by the definition of $\Omega^{\prime}$, we have $\pi^{\prime}(x)=\pi(x)$. Since $F^{\prime}$ is a factor of $\Omega^{\prime}, \operatorname{deg}_{F^{\prime}}(x) \in \pi^{\prime}(x)$. Thus, $\operatorname{deg}_{H}(x) \in \pi(x)$. Now, we consider vertices in $V_{\cap}$. Since $F$ and $F^{\prime}$ are edge disjoint, for every $x \in V_{\cap}$ we have $\operatorname{deg}_{H}(x)=\operatorname{deg}_{F}(x)+\operatorname{deg}_{F^{\prime}}(x) \leq \operatorname{deg}_{G}(x) \leq 3$. Also, $\operatorname{deg}_{F}(x), \operatorname{deg}_{F^{\prime}}(x) \geq 1$ since $F$ and $F^{\prime}$ are subcubic graphs which have no isolated vertices.

- If $\operatorname{deg}_{F}(x)=1$, then $1 \in \pi(x)$. The vertex $x$ is 1 -feasible. Thus, $\operatorname{deg}_{G}(x) \neq 2$. Since $\operatorname{deg}_{G}(x)>\operatorname{deg}_{F}(x)=1, \operatorname{deg}_{G}(x)=3$. Then, $\operatorname{deg}_{G^{\prime}}(x)=\operatorname{deg}_{G}(x)-\operatorname{deg}_{F}(x)=2$, $\pi^{\prime}(x)=\{0,2\}$ and $\operatorname{deg}_{F^{\prime}}(x)=2$.
- If $\operatorname{deg}_{F}(x)=2$, then $\operatorname{deg}_{G}(x)=3$ since $\operatorname{deg}_{G}(x)>\operatorname{deg}_{F}(x)$. Then, $\operatorname{deg}_{G^{\prime}}(x)=\operatorname{deg}_{G}(x)-$ $\operatorname{deg}_{F}(x)=1, \pi^{\prime}(x)=\{0,1\}$ and $\operatorname{deg}_{F^{\prime}}(x)=1$.
Thus, for every $x \in V_{\cap}, \operatorname{deg}_{H}(x)=\operatorname{deg}_{F}(x)+\operatorname{deg}_{F^{\prime}}(x)=3 \in \pi(x)$. Thus, $H$ is a factor of $\Omega$. Then, we finish the proof by a careful analysis of possible forms of $F$ and $F^{\prime}$, and possible intersection vertices in $V_{\cap}$. Here, we give an example where $F$ is a tadpole graph with a vertex $u$ of degree 3 and a vertex $v$ of degree 1 to illustrate this. Since $\operatorname{deg}_{F}(u)=3$, by assumption, $\pi(u)=\{0,2,3\}$. Also, since $\operatorname{deg}_{F}(v)=1 \in \pi(v), v$ is 1-feasible.

Consider possible vertices in $V_{\cap}$. Recall that for every $x \in V_{\cap}, \operatorname{deg}_{F}(x)=1$ and $\operatorname{deg}_{F^{\prime}}(x)=2$, or $\operatorname{deg}_{F}(x)=2$ and $\operatorname{deg}_{F^{\prime}}(x)=1$. Since $\operatorname{deg}_{F}(u)=3=\operatorname{deg}_{G}(u)$, we have $u \notin V_{\cap}$. Also, consider the possible forms of $F^{\prime}$. We show that $F^{\prime}$ is not a cycle. For a contradiction, suppose that $F^{\prime}$ is a cycle. Then, all vertices of $F^{\prime}$ have degree 2. Thus, the only possible vertex in $V_{\cap}$ is $v$. If $V_{\cap}=\emptyset$, then for every $x \in V_{F^{\prime}}, \operatorname{deg}_{F^{\prime}}(x)=\operatorname{deg}_{H}(x) \in \pi(x)$. Thus, $F^{\prime}$ is a basic factor of $\Omega$ where $\omega\left(F^{\prime}\right)>0$ and $\operatorname{deg}_{F^{\prime}}(u)=0$. We are done. Otherwise, $V_{\cap}=\{v\}$. Then, $\operatorname{deg}_{F}(v)=1$ and $\operatorname{deg}_{F^{\prime}}(v)=2$. Since $F$ is a tadpole graph, the graph $H$ is a dumbbell graph where $u$ and $v$ are the two vertices of degree 3 . Thus, $H$ is a basic factor of $\Omega$. Since $\omega\left(F^{\prime}\right)>0$, we have $\omega(H)=\omega(F)+\omega\left(F^{\prime}\right)>\omega(F)$ which leads to a contraction
with $F$ being a basic factor with the largest weight. Thus, $F^{\prime}$ is a basic factor which is not a cycle. By Definition $15, F^{\prime}$ contains exactly two vertices of odd degree, denoted by $s$ and $t$. Then, we have $V_{\cap} \subseteq\{v, s, t\}$.

Recall that $F$ is a tadpole graph consisting of a path and a cycle. We use $C$ to denote the cycle part of $F$, and $V_{C}$ denotes its vertex set. Consider $\{s, t\} \cap V_{C}$. Now, we handle possible subcases according to intersection vertices appearing in $V_{C}$. There are three subcases. Below, for two points $x$ and $y$, we use $p_{x y}$ or $p_{x y}^{\prime}$ to denote a path with endpoints $x$ and $y$.

1. $\{s, t\} \subseteq V_{C}$. Then, $\operatorname{deg}_{F}(s)=\operatorname{deg}_{F}(t)=\operatorname{deg}_{C}(s)=\operatorname{deg}_{C}(t)=2$. In this case, $\operatorname{deg}_{H}(u)=$ $\operatorname{deg}_{H}(s)=\operatorname{deg}_{H}(t)=3$ and $\pi(u)=\pi(s)=\pi(t)=\{0,2,3\}$. Also, $\operatorname{deg}_{F^{\prime}}(s)=\operatorname{deg}_{F^{\prime}}(t)=$ 1. Thus, $F^{\prime}$ is a path with endpoints $s$ and $t$. Note that in this case, it is possible that $v \in V_{F^{\prime}}$. If $v \in V_{F^{\prime}}$, then $\operatorname{deg}_{H}(v)=3$ and $\pi(v)=\{0,1,3\}$; otherwise, $\operatorname{deg}_{H}(v)=1$ and $\pi(v)=\{0,1\}$ or $\{0,1,3\}$. The points $u$, $s$, and $t$ split $C$ into three paths, $p_{u s}, p_{s t}, p_{t u}$. Then, $C=p_{u s} \cup p_{s t} \cup p_{t u}$. (See Figure 2.) If $\omega(C)>0$, then we are done since $C$ is a basic factor of $\Omega$ and $\operatorname{deg}_{C}(u)=2$. Thus, we may assume that $\omega(C) \leq 0$.

$v \in V_{F^{\prime}}$

$v \notin V_{F^{\prime}}$

Figure 2 The two possible forms of graph $H$ when $\{s, t\} \in V_{C}$. Hollow nodes denote 1-feasible vertices, and solid nodes denote 2 -feasible vertices; red-colored lines denote paths in $F$, and bluecolored lines denote paths in $F^{\prime}$.

Consider the graph $H_{1}=H \backslash p_{s t}=\left(F \backslash p_{s t}\right) \cup F^{\prime}$. Note that $V_{H_{1}}=\left(V_{H} \backslash V_{p_{s t}}\right) \cup\{s, t\}$. For every $x \in V_{H_{1}} \backslash\{s, t\}$, we have $\operatorname{deg}_{H_{1}}(x)=\operatorname{deg}_{H}(x) \in \pi(x)$ since $H$ is a factor of $\Omega$. Also, $\operatorname{deg}_{H_{1}}(s)=2 \in \pi(s)$ and $\operatorname{deg}_{H_{1}}(t)=2 \in \pi(t)$. Thus, $H_{1}$ is a factor of $\Omega$. Also, $H_{1}$ is a tadpole graph if $\operatorname{deg}_{H}(v)=1$ or a theta graph if $\operatorname{deg}_{H}(v)=3$. Thus, in both cases, $H_{1}$ is a basic factor of $\Omega$. Since $F$ is a basic factor of $\Omega$ with the largest weight, we have $\omega(F) \geq \omega\left(H_{1}\right)=\omega(F)-\omega\left(p_{s t}\right)+\omega\left(F^{\prime}\right)$. Thus, $\omega\left(p_{s t}\right) \geq \omega\left(F^{\prime}\right)>0$. Since $\omega(C)=\omega\left(p_{s t}\right)+\omega\left(p_{u s}\right)+\omega\left(p_{t u}\right) \leq 0, \omega\left(p_{u s}\right)+\omega\left(p_{t u}\right)<0$. Without loss of generality, we may assume that $\omega\left(p_{u s}\right)<0$. Then, consider the graph $H_{2}=H \backslash p_{u s}$. Similarly, one can check that $H_{2}$ is a factor of $\Omega$, and $\operatorname{deg}_{H_{2}}(u)=2$. Also, $H_{2}$ is a tadpole graph if $\operatorname{deg}_{H}(v)=1$, or a theta graph if $\operatorname{deg}_{H}(v)=3$. Thus, $H_{2}$ is a basic factor of $\Omega$. Moreover, $\omega\left(H_{2}\right)=\omega(H)-\omega\left(p_{\text {us }}\right)>0$. We are done.
2. $\{s, t\} \cap V_{C}=\{s\}$ or $\{t\}$. Without loss of generality, we may assume that $s \in V_{C}$. Then, $\operatorname{deg}_{H}(u)=\operatorname{deg}_{H}(s)=3$ and $\pi(u)=\pi(s)=\{0,2,3\}$. If $\omega(C)>0$, then we are done since $C$ is a basic factor of $\Omega$ and $\operatorname{deg}_{C}(u)=2$. Thus, we may assume that $\omega(C) \leq 0$. Vertices $s$ and $u$ split $C$ into two paths $p_{u s}$ and $p_{u s}^{\prime}$. Since $\omega(C)=\omega\left(p_{u s}\right)+\omega\left(p_{u s}^{\prime}\right) \leq 0$, among them at least one is non-positive. Without loss of generality, we assume that $\omega\left(p_{u s}\right) \leq 0$. Consider the graph $H^{\prime}=H \backslash p_{u s}$. We have $\omega\left(H^{\prime}\right)=\omega(H)-\omega\left(p_{u s}\right)>0$, and $\operatorname{deg}_{H^{\prime}}(u)=2$. Similar to the above case, one can check that $H^{\prime}$ is a factor of $\Omega$. However, it is not clear whether $H^{\prime}$ is a basic factor of $\Omega$. Consider the sub-instance $\Omega_{H}^{\prime}=\left(H^{\prime}, \pi_{H^{\prime}}, \omega_{H^{\prime}}\right)$ of $\Omega$ defined on the subgraph $H^{\prime}$ of $G$ where $\pi_{H^{\prime}}(x)=\pi(x) \cap\left[\operatorname{deg}_{H^{\prime}}(x)\right] \subseteq \pi(x)$ for every $x \in V_{H^{\prime}}$ and $\omega_{H^{\prime}}$ is the restriction of $\omega$ on $E_{H^{\prime}}$ (we may write $\omega_{H^{\prime}}$ as $\omega$ for simplicity). Since $\omega\left(H^{\prime}\right)>0$, by property 1 of Theorem 16 , there is a basic factor $F^{*} \in \Omega_{H^{\prime}}$ such that $\omega\left(F^{*}\right)>0$. Then, $\operatorname{deg}_{F^{*}}(u) \in \pi_{H^{\prime}}(u)=\{0,2\}$. Now, $F^{*}$ is a basic factor of $\Omega$.
3. $\{s, t\} \cap V_{C}=\emptyset$. In this case, the cycle $C$ does not intersect with $F^{\prime}$. Then, by viewing the cycle $C$ as an enlargement of the vertex $u$, this case is similar to the case that $F$ is a path with endpoints $u$ and $v$, which is proved separately. Please refer to the full paper for its proof.
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## A $\Delta$-Matroids and Matching Realizability

A $\Delta$-matroid is a family of sets obeying an axiom generalizing the matroid exchange axiom. Formally, a pair $M=(U, \mathcal{F})$ is a $\Delta$-matroid if $U$ is a finite set and $\mathcal{F}$ is a collection of subsets of $U$ satisfying the following: for any $X, Y \in \mathcal{F}$ and any $u \in X \Delta Y$ in the symmetric difference of $X$ and $Y$, there exits a $v \in X \Delta Y$ such that $X \Delta\{u, v\}$ belongs to $\mathcal{F}$ [4]. A $\Delta$-matroid is symmetric if, for every pair of $X, Y \subseteq U$ with $|X|=|Y|$, we have $X \in \mathcal{F}$ if and only if $Y \in \mathcal{F}$. A $\Delta$-matroid is even if for every pair of $X, Y \subseteq U,|X| \equiv|Y| \bmod 2$.

Suppose that $U=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$. A subset $V \subseteq U$ can be encoded by a binary string $\alpha_{V}$ of $n$-bits where the $i$-th bit of $\alpha_{V}$ is 1 if $u_{i} \in V$ and 0 if $u_{i} \notin V$. Then, a $\Delta$-matroid $M=(U, \mathcal{F})$ can be represented by a relation $R_{M}$ of arity $|U|$ which consists of binary strings that encode all subsets in $\mathcal{F}$. Such a representation is unique up to a permutation of variables of the relation. A degree constraint $D$ of arity $n$ can be viewed as an $n$-ary symmetric relation which consists of binary strings with the Hamming weight $d$ for every $d \in D$. By the definition of $\Delta$-matroids, it is easy to check that a degree constraint $D$ (as a symmetric relation) represents a $\Delta$-matroid if and only if $D$ has all gaps of length at most 1 .

- Definition 18 (Matching Gadget). A gadget using a set $\mathcal{D}$ of degree constraints consists of a graph $G=(U \cup V, E)$ where $\operatorname{deg}_{G}(u)=1$ for every $u \in U$ and there are no edges between vertices in $U$, and a mapping $\pi: V \rightarrow \mathcal{D}$. A matching gadget is a gadget where $\mathcal{D}=\{\{0,1\},\{1\}\}$. A degree constraint $D$ of arity $n$ is matching realizable if there exists a matching gadget $(G=(U \cup V, E), \pi: V \rightarrow\{\{0,1\},\{1\}\})$ such that $|U|=n$ and for every $k \in[n], k \in D$ if and only if for every $W \subseteq U$ with $|W|=k$, there exists a matching $F=\left(V_{F}, E_{F}\right)$ of $G$ such that $V_{F} \cap U=W$ and for every $v \in V$ where $\pi(v)=\{1\}, v \in V_{F}$.

The definition of matching realizability can be extended to a relation $R$ of arity $n$ by requiring the set $U$ of $n$ vertices in a matching gadget to represent the $n$ variables of $R$. If $R$ is realizable by a matching gadget $G=(U \cup V, E)$, then for every $\alpha \in\{0,1\}^{n}, \alpha \in R$ if and only if there is a matching $F=\left(V_{F}, E_{F}\right)$ of $G$ such that $V_{F} \cap U$ is exactly the subset of $U$ encoded by $\alpha$ (i.e., for every $u_{i} \in U, u_{i} \in V_{F}$ if and only if $\alpha_{i}=1$ ), and for every $v \in V$
where $\pi(v)=\{1\}, v \in V_{F}$. Note that the matching realizability of a relation is invariant under a permutation of its variables. We say that a $\Delta$-matroid is matching realizable if the relation representing it is matching realizable. ${ }^{6}$

The following result generalizes Lemma A. 1 of [32].

- Lemma 19. Suppose that $M=(U, \mathcal{F})$ is a matching realizable $\Delta$-matroid, and $V_{1}, V_{2} \in$ $\mathcal{F}$. Then, $V_{1} \Delta V_{2}$ can be partitioned into single variables $S_{1}, \ldots, S_{k}$ and pairs of variables $P_{1}, \ldots, P_{\ell}$ such that for every $P=S_{i_{1}} \cup \cdots \cup S_{i_{r}} \cup P_{j_{1}} \cup \cdots \cup P_{j_{t}}\left(\left\{i_{1}, \ldots, i_{r}\right\} \subseteq\right.$ $\left.[k],\left\{j_{1}, \ldots, j_{t}\right\} \subseteq[\ell]\right), V_{1} \Delta P \in \mathcal{F}$ and $V_{2} \Delta P \in \mathcal{F}$.
- Theorem 20. A degree constraint $D$ of gaps of length at most 1 is matching realizable if and only if all its gaps are of the same length 0 or 1.
Proof. By the gadget constructed in the proof of [7, Theorem 2], if a degree constraint has all gaps of length 1 then it is matching realizable. ${ }^{7}$ We give the following gadget (Figure 3) to realize a degree constraint $D$ with all gaps of length 0 , which generalizes the gadget in [48]. Suppose that $D=\{p, p+1, \ldots, p+r\}$ of arity $n$ where $n \geq p+r \geq p \geq 0$. Consider the following graph $G=(U \cup V, E)$ : $U$ consists of $n$ vertices of degree 1, and $V$ consists of two parts $V_{1}$ with $\left|V_{1}\right|=n$ and $V_{2}$ with $\left|V_{2}\right|=n-p$; the induced subgraph $G(V)$ of $G$ induced by $V$ is a complete bipartite graph between $V_{1}$ and $V_{2}$, and the induced subgraph $G\left(U \cup V_{1}\right)$ of $G$ induced by $U \cup V_{1}$ is a bipartite perfect matching between $U$ and $V_{1}$. Every vertex in $V_{1}$ is labeled by the constraint $\{1\}$. There are $r$ vertices in $V_{2}$ labeled by $\{0,1\}$ and the other $n-p-r$ vertices in $V_{2}$ labeled by $\{1\}$. One can check that this gadget realizes $D$.

- Figure 3 A matching gadget realizing $D=\{p, p+1, \ldots, p+r\}$ of arity $n$.

For the other direction, without loss of generality, we may assume that $\{p, p+1, p+3\} \subseteq D$ and $p+2 \notin D$. Since $D$ has gaps of length at most 1 , it can be associated with a symmetric $\Delta$-matroid $M=(U, \mathcal{F})$. Then, there is $V_{1} \in \mathcal{F}$ with $\left|V_{1}\right|=p$ and $V_{2} \in \mathcal{F}$ with $\left|V_{2}\right|=p+3$. Since $M$ is symmetric, we may pick $V_{2}=V_{1} \cup\left\{v_{1}, v_{2}, v_{3}\right\}$ for some $\left\{v_{1}, v_{2}, v_{3}\right\} \cap V_{1}=\emptyset$. Let $S=V_{1} \Delta V_{2}=\left\{v_{1}, v_{2}, v_{3}\right\}$. By Lemma $19, S$ can be partitioned into single variables and/or pairs of variables such that for any union $P$ of them, $V_{2} \backslash P \in \mathcal{F}$. Since $|S|=3$, there exists at least a single variable $x_{i}$ in the partition of $S$ such that $V_{2} \backslash\left\{v_{i}\right\} \in \mathcal{F}$. Note that $\left|V_{2} \backslash\left\{v_{i}\right\}\right|=p+2$. Thus, $p+2 \in D$. A contradiction.

[^53]
[^0]:    ${ }^{1}$ This is a variation of the placement graph used for the same problem for continuous curves in $\mathbb{R}^{2}$ [32].

[^1]:    ${ }^{1}$ As an example, the class of $K_{1,5}$-free graphs, which admits a brute-force $\mathcal{O}\left(n^{6}\right)$ time recognition algorithm, contains the class of unit 2-track interval graphs, which is NP-hard to recognize [18].
    ${ }^{2}$ In the literature, it is not always specified whether the intervals considered for the intersection representation of interval graphs are open or closed. As discussed in [24], the reason for this might be that both definitions lead to the same class of finite graphs [14], even for unit interval graphs. However, note that if we allow the use of both open and closed intervals within one representation, then the class of unit interval graphs obtained is not the same as if we only allowed open or closed intervals within one representation [24].

[^2]:    ${ }^{1}$ Hereafter, $\tilde{O}(\cdot)$ hides factors polynomial in $\log n$.

[^3]:    ${ }^{2}$ For integers $i, j \in \mathbb{Z}$, denote $[i . . j]=\{k \in \mathbb{Z}: i \leq k \leq j\},[i . . j)=\{k \in \mathbb{Z}: i \leq k<j\}$, and $(i . . j]=\{k \in \mathbb{Z}: i<k \leq j\}$.

[^4]:    1 The $\tilde{\mathcal{O}}(f)$ notation denotes $\mathcal{O}(f \cdot \operatorname{polylog}(n))$.
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[^5]:    ${ }^{2}$ We process the substrings of length $k \in[1,2 b]$ separately: for each block $B_{j}$, we compute an array $\mathrm{LS}_{j}$ of size $b$ such that $\mathrm{LS}_{j}[q]$ is the length the longest substring of length up to $2 b$ starting at position $q$ in $B_{j}$ that occurs in $T$ before position $(j-1) b+q$. This is done as described in the proof of Lemma 8 and requires $\mathcal{O}\left(\frac{n^{2} \log b}{b}\right)$ total time. At the end of this procedure, we just maintain $\max \left\{S_{T}(k) \mid k \in[1,2 b]\right\}$.

[^6]:    ${ }^{3}$ Let us remark that this problem has already been considered in the conference version [8], with a slightly different definition but essentially the same proof. However, our goal is a deterministic algorithm and to this end we need [9], the extended version of [8].

[^7]:    ${ }^{1}$ Weak general position is a condition that requires only subsets of the points of the form $\left\{p_{1}, \ldots, p_{n}, p_{n+1}\right\}$ for $p_{i} \in P_{i}$ for $1 \leq i \leq n$ and $p_{n+1} \in P_{1} \cup \ldots \cup P_{n}$ to be in general position.

[^8]:    ${ }^{2}$ Simply find a Eulerian path through the graph and place one point per character in the respective color. If some color has an even number of points, add one more to an existing component.

[^9]:    ${ }^{1}$ Of course, as with parameterized algorithms in general, there is a large number of works that fall into the regime of FPT-in-P algorithms before the term had been coined.

[^10]:    1 Although their data structure uses $3 n+o(n)$ bits if the graph is not connected, this is due to using $n$ additional bits to determine if vertices belong to the same component. A $O(\sqrt{n})$ additional bit solution to detect components can be found using the equivalence class data structure of El-Zein et al [15].

[^11]:    ${ }^{2}$ If $l=l_{v}$, then one of $w$ and $v$ contain the other, and we can easily handle this case by aborting.

[^12]:    ${ }^{3}$ Though $\operatorname{jump}(i)=\operatorname{parent}(i)$, it flows more naturally when we describe it as an action, as it is a verb.

[^13]:    ${ }^{1}$ An edge $e$ can be covered by a vertex $v$ if $v$ is an endpoint of $e$.
    ${ }^{2}$ For VDS, when $t(v)=1$ for every vertex $v$ in the graph, VDS is the dominating set problem. For TSS, a reduction from dominating set to TSS can be found in the work of Charikar et al. [8].

[^14]:    ${ }^{3}$ The well known W-hierarchy is $F P T \subseteq W[1] \subseteq W[2] \subseteq \ldots \subseteq W[P]$, where $F P T$ denotes the set of problems which admits FPT algorithms. The basic conjecture on parameterized complexity is $F P T \neq W[1]$. We refer the readers to $[18,20,15]$ for more details.
    4 The algorithm can be modified to output a solution with size as promised. See the remark in Appendix B.

[^15]:    ${ }^{5}$ By our definition of vertex subset problem, the set of solutions can be empty. However any instance of TSS or VDS admits at least one solution which is the whole vertex set.

[^16]:    ${ }^{1}$ We say that $\left(a_{1}, a_{2}\right) \leq\left(b_{1}, b_{2}\right)$ if $a_{1} \leq b_{1}$ and $a_{2} \leq b_{2}$.
    ${ }_{2}$ This is also known as virtual machine instantiation [5].
    ${ }^{3}$ We give the proof of Theorem 1 in Section 4.

[^17]:    ${ }^{4}$ W.l.o.g we assume that $\|x\|=\sum_{C \in \mathcal{C}} \mathbf{x}_{C}=m$.

[^18]:    ${ }^{5}$ We did not attempt to optimize the constants.

[^19]:    ${ }^{1}$ Consider any $h>l$ such that $P \notin M C S\left(X_{\leq h}, Y_{\leq m}\right)$. Since $P=p_{1} \cdots p_{s} \in M C S\left(X_{\leq l}, Y_{\leq m}\right)$ and we are only extending string $X, P$ can only become non-maximal if an insertion occurs between $p_{i}$ and $p_{i+1}$, for $i<s$. If $h^{\prime}$ is the last occurrence of $p_{s}=X[l]$ before $h$, it is $P \notin M C S\left(X_{<h^{\prime}}, Y_{<m}\right)$, as the substring of $X$ between $h^{\prime}$ and $h$ does not contain a suffix of $P$ as subsequence. The minimum index $i>l$ such that $P \notin M C S\left(X_{\leq i}, Y_{\leq m}\right)$ must satisfy $X[i]=X[l]$.

[^20]:    1 All missing proofs can be found in the full version.

[^21]:    ${ }^{1}$ The definitions of $s(c)$ and $s^{\infty}$ appear below Lemma 9.

[^22]:    1 The chains on maximal independent sets and maximal b-matchings are not strictly Glauber dynamics, but we will use the same term for the graph, redefining the edge set as pairs connected by the moves we define in the appendix of the full version.

[^23]:    References
    1 Noga Alon and Vitali D Milman. $\lambda 1$, isoperimetric inequalities for graphs, and superconcentrators. Journal of Combinatorial Theory, Series B, 38:73-88, 1985.
    2 Júlio Araújo, Nathann Cohen, Frédéric Giroire, and Frédéric Havet. Good edge-labelling of graphs. Discrete Applied Mathematics, 160:2502-2513, 2012.

[^24]:    1 The hidden constant of the $O(n)$ time in Theorem 1 is $2^{O\left(t^{3}\right)}$. Recently, Korhonen [17] gave a 2approximation algorithm that runs in $O\left(2^{O(t)} n\right)$ time, which suffices for our application. Interested readers are also referred to [12] for an $O\left(t^{7} n \log n\right)$ time, $O(t)$-approximation algorithm.

[^25]:    ${ }^{2}$ One can detect whether the edge weight change incurs a negative cycle, by using Lemma 3 at the partitioned component subgraphs.

[^26]:    1 Notation $[n]$ stands for $\{1,2, \ldots, n\}$.
    ${ }^{2}$ We only consider undirected graphs in this work, i.e. no self-loops and $(u, v, t) \in E$ if and only if $(v, u, t) \in E$

[^27]:    3 That is why earlier we referred to a static world problem of interest as the Unrestricted Vertex Separator problem to emphasize that there is no balancedness requirement.

[^28]:    4 The concept of flattening is not new, and it is similar to the static expansion of a temporal graph - see, for example, [19].

[^29]:    ${ }^{1}$ We remark that regular PCPs were called smooth PCPs in a few forks following the definition of smooth locally decodable codes [27]. In PCP the term "smooth PCP" was also used with a completely different meaning [21]. Hence, we will use the term "regularity" and not "smoothness".

[^30]:    ${ }^{2}$ In a robust PCP [5], in the soundness case, only $s$ fraction of tests are even $s$-close (in Hamming distance) to satisfying. This notion is equivalent to projection PCP [11].

[^31]:    ${ }^{3}$ We mention that this can be optimized to $N-N^{1-\epsilon}$ for any constant $\epsilon>0$.

[^32]:    ${ }^{1}$ Note that the arXiv-version contains an improved running time over the version published in the ITCS 2019 proceedings.

[^33]:    ${ }^{1}$ corresponding author
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[^34]:    ${ }^{2}$ Several such constant factor approximation algorithms exist [3, 4, 12].

[^35]:    3 The reason is how Haussler's lemma is applied to bound the cost difference.

[^36]:    4 This observation was used in both [8] and [2].

[^37]:    ${ }^{1}$ For any two matrices $A$ and $B$ of the same dimension, we write $A \preceq B$ if $B-A$ is positive semi-definite.
    2 Although this relationship is not symmetric, this informal definition is sufficient for the proof sketch and is not used directly in our analysis.
    3 The list of stored subsets can be thought of as an epsilon cover of all possible subsets.

[^38]:    ${ }^{1}$ Outlined in Appendix A. 1 in the full version of their paper found on arXiv.

[^39]:    ${ }^{2}$ Blelloch and Farzan use $r^{\prime}=\log n / \log \log n$ in their publication, but make it clear that there is a large degree in freedom as long as the choice is of size $o(\log n)$.

[^40]:    ${ }^{1}$ From the proof in Lemma 4.1 of [10], one can in fact observe that a digraph is upward planar if and only if it is a subgraph of an st-planar graph defined over the same set of vertices.

[^41]:    1 Leontief matrices defined in this paper are sometimes called pre-Leontief matrices in the literature.

[^42]:    ${ }^{2}$ The unit-positive matrices coincide with the transposes of integral gainfree Leontief matrices considered in [16], since in [16] any positive element of the matrices is assumed to be one.

[^43]:    ${ }^{3}$ We may regard $\alpha M+\beta$ as an element $(\alpha, \beta)$ of $\mathbb{R}^{2}$ equipped with a lexicographical order, i.e., $\left(\alpha_{1}, \beta_{1}\right)>$ $\left(\alpha_{2}, \beta_{2}\right)$ if and only if $\alpha_{1}>\alpha_{2}$ or ( $\alpha_{1}=\alpha_{2}$ and $\beta_{1}>\beta_{2}$ ). This fact was pointed out by a reviewer. We use notation $\alpha M+\beta$, since we substitute some value for $M$ in our algorithm.

[^44]:    4 DualSolution uses a division, however, we can avoid the division by using ValueIteration in [16] to obtain a feasible dual solution.

[^45]:    ${ }^{1}$ It is shown in [12] that this assumption is not essential when we consider 2-ECSS.
    2 Such edge sets are sometimes called simple 2-matchings and simple 2-edge-covers in the literature.

[^46]:    1 The algorithm in [21], which uses dynamic programming, is for the weighted case where each segment has a weight. Our problem is simpler since it is an unweighted case. We can use a simple greedy algorithm to solve it.

[^47]:    1 This assumption is only valid for $d=2$. To see this, observe that by conditioning on $A_{i}=a_{i}$, the point $z_{i}$ is distributed uniformly on the $(d-1)$-sphere with radius $a_{i}$. For $d>2$, the density of $\phi$ is thus concentrated near $\phi=\pi / 2$. An upper bound for this density can be obtained by setting $s=0$ in Theorem 5, yielding $O(\sqrt{d})$. As Englert et al. assume $d$ to be constant, this has no effect on their eventual result.

[^48]:    ${ }^{1}$ Our problem can also be seen as a Gap-Threshold function. Threshold function is defined as $f_{n}^{k}(x)=1$ iff $|x| \geq k$.
    ${ }^{2}$ Theorem 12 is also a new result for total symmetric Boolean functions.

[^49]:    ${ }^{1}$ In graph theory, a graph factor is usually a spanning subgraph. Here, without causing ambiguity, we allow $F$ to be an arbitrary subgraph including the empty graph and we adapt the convention that $\operatorname{deg}_{F}(v)=0$ if $v \in V \backslash V_{F}$.
    ${ }^{2}$ We always associate a degree constraint with an arity. Two degree constraints are different if they have different arities although they may be the same set of integers.

[^50]:    3 The result in [12] holds for the more general WGFP with all degree constraints having gaps of length at most 1, while our result only works for the WGFP with interval, parity interval, type-1 and type-2 degree constraints.

[^51]:    ${ }^{4}$ We use the term "subgraph" and notation $G^{\prime} \subseteq G$ throughout for the standard meaning of a "normal" subgraph i.e., if $G=\left(V^{\prime}, E^{\prime}\right)$ and $G=(V, E)$ then $G^{\prime} \subseteq G$ means $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$.

[^52]:    ${ }^{5}$ See definition 3 of [12]. They are defined as basic augmenting subgraphs (Definition 11) in this paper.

[^53]:    6 This definition of matching realizability for $\Delta$-matroids is different from the one that is usually used for even $\Delta$-matroids [5, 13, 32], in which the gadget is only allowed to use the constraint $\{1\}$ for perfect matchings, and hence the resulting $\Delta$-matroid must be even.
    7 We remark that [7] includes gadgets for other types of degree constraints, including type-1 and type-2, but only under a more general notion of gadget constructions that involve edges and triangles. The gadget that only involves edges is a matching gadget defined in this paper.

