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—— Abstract

We study the fine-grained complexity of listing all 4-cycles in a graph on n nodes, m edges, and
t such 4-cycles. The main result is an (N)(min(nz,m4/3) + t) upper bound, which is best-possible
up to log factors unless the long-standing O(min(nQ,m4/3)) upper bound for detecting a 4-cycle
can be broken. Moreover, it almost-matches recent 3-SUM-based lower bounds for the problem by
Abboud, Bringmann, and Fischer (STOC 2023) and independently by Jin and Xu (STOC 2023).
Notably, our result separates 4-cycle listing from the closely related triangle listing for which higher
conditional lower bounds exist, and rule out such a “detection plus ¢” bound. We also show by
simple arguments that our bound cannot be extended to mild generalizations of the problem such as

reporting all pairs of nodes that participate in a 4-cycle.

Independent work: Jin and Xu [26] also present an algorithm with the same time bound.
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1 Introduction

Finding small patterns in large graphs is a classical task. In the detection formulation we
only want to decide if a small pattern H exists in a large graph G (as a not-necessarily
induced subgraph); this is known as the Subgraph Isomorphism problem and is one of
the most extensively studied problems in graph algorithms. Its time complexity has been
investigated from various angles, including classical algorithms (e.g. [34, 22, 4, 28, 39]),
parameterized complexity (e.g. [19, 32]), streaming algorithms (e.g. [24, 23]), distributed
computing (e.g. [14, 13]), quantum algorithms (e.g. [31, 30]) and so on.!

In the listing formulation we are asked to return all occurrences of the pattern in the graph
as efficiently as possible. This problem has received much attention both from the classic graph
algorithms literature (e.g. [27, 8, 15, 9]) and also from the large literature on enumerating
answers to queries in databases (where they focus on the closely related problem of listing
all patterns with small delay between consecutive outputs), see [18, 37, 20, 10, 11, 12].

1 An extensive list of citations for each of these topics is infeasible.
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Our interest is in the fine-grained complexity of such problems and we therefore focus on
the simplest patterns without near-linear time algorithms: triangles and 4-cycles. Besides
the theoretical interest, the enumeration of short cycles has received much attention due to
applications, see e.g. [6, 7, 21, 38].

Throughout the paper, we assume that graphs are unweighted, undirected, and have
n nodes and m edges unless stated otherwise. The classical Johnson’s Algorithm [27] lists
all cycles in a graph in time that is polynomial in n and in their number ¢. Four decades
later, its time complexity was improved significantly so that it runs in the optimal O(m + t)
time [8]. One may hope that such an efficient algorithm can list all k-cycles for a fized k
such as k =3 or k = 4 in time O(m +t) (here ¢ is the number of k-cycles). Unfortunately,
this is not known and is impossible under popular conjectures as we discuss below.

A simple observation (discussed in Section 3.1) shows that we cannot hope for an
O(T(n,m) +t) upper bound for listing unless we can solve the detection problem in time
O(T(n,m)). Moreover, note that the +t term is necessary because typically the number
of occurrences of a pattern could be much larger than T(n,m). Thus, our starting point
is the state-of-the-art for detecting triangles and 4-cycles. The best known algorithms for
detecting if a graph has at least one pattern take O(min(n®, m?*/(“+1)) for triangle [4],
where w < 2.37188 is the fast matrix multiplication exponent [3, 17], and O(min(n?, m*/3))
for 4-cycle [4]. Note that if w = 2 then the two bounds are the same. Thus, the main
question is whether we can solve the listing problem with a time complexity that matches
these bounds, plus ¢. In particular, can we list all 4-cycles in O(min(n?, m*/3) 4 t) time?

Such a result is unlikely for triangle listing. A reduction by Kopelowitz, Pettie, and
Porat [29] that optimizes a construction by P&tragcu [35] shows that an O(n“ + t) bound or
any O(min(n®~¢,m3/27¢) 4+ t) algorithm for any & > 0 would refute the 3-SUM Conjecture?.

The actual state-of-the-art for triangle listing is more complicated. An exhaustive search
lists all triangles in O(n?) time. An algorithm of time O(m?2) can be achieved by a simple
application of low-degree/high-degree separation technique (see for example [4]). A work
by Chiba and Nishizeki [15] shows how to list all triangles (and all 4-cycles) in O(ma(G))
time where a(G) is the arboricity® of the graph G. This running time is essentially the
same as O(m?) because a(G) < m!'/2, but it shows an improvement for graphs with low
arboricity (such as planar graphs). These algorithms are essentially optimal because a graph
may contain ©(min(n?, m%)) triangles, but better results can be achieved if we also take the
number of triangles into account. Then, denoting the number of triangles in the graph by ¢, a
more clever algorithm by Bjorklund, Pagh, Vassilevska William, and Zwick [9] solves triangle
listing in time O(n% + ng(gi;l)t%) and O(mfir1 + mg(:i:)t%). Assuming w = 2 the
running times simplify to O(n? + nt?/3) and O(m*? 4+ mt'/3). A matching tight (assuming
w = 2) lower-bound under the 3-SUM Conjecture exists [35, 29] and also, more recently,
under the APSP Conjecture? [41].

The hardness of achieving “detection plus ¢” time for triangle listing may suggest that we
cannot achieve the desired O(min(n?, m*/3) +t) time for 4-cycle listing. Indeed, in Section 3
we present some simple observations showing that such a bound is conditionally impossible

The 3-SUM problem is as follows: Given a set A C {—n?’7 ey n3} of n elements, decide if there are
three distinct elements a,b, c € A such that a +b+ ¢ = 0. The 3-SUM Conjecture is the conjecture that
solving the 3-SUM problem requires n?~°W time.

The arboricity of a graph is the minimum number of edge-disjoint spanning forests into which the graph
can be decomposed.

All-Pairs Shortest Paths (APSP): Given an n-node edge-weighted directed graph with positive weights in
{1,... ,no(l)}, compute for all pairs of nodes the shortest distance between them. The APSP Conjecture
is the conjecture that solving All-Pairs Shortest Paths requires n37°M time.
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for mild generalizations of the problem such as in directed graphs, or if the task is to count
the number of 4-cycles rather than list them (without a +t term), or if our task is to report
which pairs of nodes participate in 4-cycles. Fortunately, none of these reductions give a
lower bound in the basic setting of the problem.

Our main result is a positive resolution to the above question, achieving the best-possible
“detection plus t” bound for 4-cycle listing. Before our work, only the trivial O(n® +t) bound
was known.

» Theorem 1. 4-cycle listing can be solved in O(min(n? +t, (m*/3 +t) -log n)) time.

Notably, this running time is faster than the aforementioned lower bound for triangle
listing stating that there is no O(min(n3~2, m3/2=¢) 4 t) algorithm for triangle listing for
any € > 0 (assuming 3-SUM) and therefore separates the two problems.

Any improvement on our upper bound would break the longstanding upper bound for
4-cycle detection, as discussed in Section 3.1. Moreover, a recent “short cycle removal”
technique in fine-grained complexity introduced by Abboud, Bringmann, Khoury, and Zamir
[2], can prove conditional lower bounds for 4-cycle listing that holds even if 4-cycle detection
turns out to be easier. In particular, two independent papers [1, 26] use this technique to
prove a (min(n?, m*/3) +t)'=°(1) lower bound under the 3-SUM Conjecture, showing that
our algorithm is tight.> One interesting aspect of our result (mentioned in [1]) is that it
proves, in some sense, the optimality of the lower-bound machinery in these recent works.

The main technical ingredient underlying our results, which distinguish 4-cycle from
triangle and from the variants discussed in Section 3 is a (well-known) supersaturation result
stating that if the number of edges in a graph is larger than a certain threshold, then the
graph must have a large number of 4-cycles.

Independent work: Jin and Xu [26] independently obtained an algorithm for 4-cycle listing
of the same running time (they have fewer log factors) by a similar approach, but some
lemmas are proved differently.%

1.1 Qutline of the Paper

We organize this paper as follows. In Section 2 we present and analyze an efficient algorithm
for 4-cycle listing. In Section 3 we discuss some hardness results for mild generalizations
of the problem. Lastly, in Section 4 we discuss two related open problems which we find
interesting. The first open problem is regarding the generalization of our results for longer
even cycles. The second open problem is determining which detection problem is harder:
triangle or 4-cycle detection.

2 Upper Bounds for 4-Cycle Listing

In Section 2.1, we start with a simple extension of the folklore O(n?)-time algorithm for
4-cycle detection [36] to an O(n? + t)-time algorithm for 4-cycles listing, where ¢ is their
number.

These lower bounds are for enumeration with constant delay; our upper bounds also apply in that
formulation of the listing problem by standard techniques. We choose to present our results for listing
rather than enumeration (which would have made the theorems slightly stronger) because it makes our
analysis more intuitive.

The two papers appeared simultaneously on ArXiv, but their results were included in a paper with
more results that were published in STOC 2023; their main results were lower bounds.

25:3
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Then, in Section 2.2, we present our main result, which is an O(m4/ 3 +t)-time algorithm
for 4-cycles listing.

2.1 Warm-up: An O(n? + t)-time Algorithm

The simple O(n?)-time detection algorithm can be described as follows. We enumerate
all 2-paths (u,z,v) in the graph until we notice that some pair (u,v) has appeared as the
endpoints of more than a single 2-path; when that happens, we stop and report the existence
of a 4-cycle (since two 2-paths sharing the same endpoints form a 4-cycle). While enumerating
the 2-paths, the algorithm marks in an n x n table all the pairs (u,v) that have already
been seen as endpoints of 2-paths, and therefore it knows when to stop. Importantly, the
algorithm never enumerates more than n? + 1 2-paths before stopping, giving the desired
upper bound on the running time.

Another important point implicit in the above description is that all 2-paths can be
enumerated efficiently, in linear time in m and the number of 2-paths listed so far: For each
node a, for each neighbor b € N(a), for each neighbor ¢ € N(b) enumerate the 2-path (a, b, ¢).

The O(n? +1t) listing algorithm does exactly the same thing, except it does not stop after
finding the first 4-cycle but continues enumerating all the 2-paths of the graph. (Additionally,
it records all 2-paths in the entry of the table corresponding to a pair of nodes (u,v) so that
all 4-cycles involving (u,v) can be listed.) The following observations analyze the running
time.

We start with a worst-case bound on the number of 2-paths in a graph, as a function of
the number of 4-cycles.

» Observation 2. Given a graph G, the number of 2-paths in G is at most n? + 4t where t
s the number of 4-cycles in G.

Proof. Let p be the total number of 2-paths in the graph and, for a pair of nodes u, v, let
Du,» be the number of 2-paths between u and v and notice that

4t =2 Z (p;;u)z Z Pup =P — Z pu,uZP—<;)2p—n2. |

u,veV u,veV u,veV
Pu,v>1 Pu,p=1

This leads to the O(n? +t) bound on the simple algorithm above that lists all 2-paths in
the graph, as formalized in the following observation.

» Observation 3. Given a graph G, there is an O(n? + t)-time algorithm that lists all the
4-cycles, where t is their number.

Proof. Recall the algorithm above that lists all 2-paths (u, z,v) and indexes them by their
endpoints (u, v), and then lists all 4-cycles formed by two 2-paths sharing the same pair (u,v)
as endpoints. First, note that the algorithm lists each 4-cycle (u,z,v,y) exactly twice (once
for the pair (u,v) and once for the pair (z,y)). The time complexity is thus upper bounded
by a constant factor times the number of 2-paths, plus the number of 4-cycles ¢, plus the
number of pairs n2. By the upper bound on the number of 2-paths from Observation 2, we
get the O(n? + t) bound. <

2.2 An O(m?*3 4 t)-time Algorithm

In order to improve the O(n? + t)-time algorithm, we can’t afford listing all 2-paths. For
instance, in a star graph, there are O(n?) 2-paths, but no 4-cycles. Hence, intuitively
speaking, we need to narrow our attention to a certain type of 2-paths that are useful for
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listing 4-cycles efficiently. Indeed, to overcome the star example, it suffices to note that there
is no point in listing 2-paths with endpoints of degree one (leaves), as these 2-paths can’t be
extended to 4-cycles.

To extend this intuition, perhaps one could try to split the nodes into low-degree and
high-degree groups, denoted by L and H, respectively, and consider different types of 2-paths
with respect to this partitioning. The advantage of such partitioning is that we can narrow
our attention to specific types of 2-paths that are more challenging for listing (i.e., types
of 2-paths that could be too expensive to list). For instance, one can immediately spot
two types of 2-paths that can be listed efficiently: 2-paths with a low-degree node at the
center, and 2-paths that use only high-degree nodes. Indeed, to list all the 2-paths with a
low-degree node at the center, we can go over all the edges e incident to a low-degree node,

and list the corresponding 2-paths with a low-degree node at the center that e is part of.

This takes O(mA) time, where A is the degree threshold. To list all the 2-paths that use
only high-degree nodes H, we can use the O(|H|? +t) = O((m/A)? + t)-time algorithm from
Observation 3. By picking A = m!/3, listing these two types of 2-paths takes O(m*/® + t)
time (as shown in Lemma 8). Furthermore, listing these two types of 2-paths suffices for
listing all types of 4-cycles, except the 4-cycles that use two overlapping 2-paths of the form
LHH (2-paths with a high degree node at the center, one low degree endpoint, and one high
degree endpoint). That is, these 4-cycles are of the form LHHL. To list these 4-cycles, we
need to find a way to list 2-paths of the form LHH.

Unfortunately, we can’t afford listing all 2-paths of the form LHH. For instance, take
a graph where there is a node u that is connected to O(n) leaves (low degree nodes) and
to @(n2/ 3-¢) high-degree nodes, where each of these high-degree nodes is connected to
O(n'/3+) leaves. In this example, we have m = O(n) edges, m>/3=¢ > m*/3 2-paths of the
form LHH (the ones that go through u), but no 4-cycles.

To overcome such examples, recall that the only remaining type of 4-cycles that we need
to list are the ones of the form LH H L. Since we know how to list 2-paths of the form HLL
(2-paths with a low-degree node at the center) efficiently, it suffices to list only one of the
two LH H 2-paths that such a 4-cycle consists of. Hence, for the 4-cycles of the form LHHL,
one could wonder: is there a property that one of the two overlapping LH H paths (that the
4-cycle consists of) must have, that would make it easier to list such 4-cycles?

Indeed, given a 4-cycle of the form LH H L, consider the two middle high-degree nodes.

One of them must have a degree greater or equal to the other. Therefore, it suffices to list
2-paths of the form LHH, where the degree of the middle node is at most the degree of
the third node (the high-degree endpoint). We refer to such 2-paths as L — H — H (the
orientation from a node u to a node v here means that u’s degree is at most v’s). The question
that remains is: can we afford to list all 2-paths of the form L — H — H? Interestingly,
we answer this question affirmatively. Roughly speaking, we show that there can’t be too
many L — H — H paths compared to 4-cycles, unless the number of such 2-paths was small
enough for our purposes. Hence, we use a charging argument that allows us to list all such
2-paths.

For instance, going back to the graph construction we discussed with m°/3—¢ LHH
2-paths and no 4-cycles, it contains only O(m) L — H — H 2-paths.

A road-map for the technical parts. First, in Section 2.3, we prove a helpful theorem
that shows that there can’t be too many 2-paths of the form . - H — H compared to
4-cycles. We refer to this theorem as the L — H — H theorem. Then, in Section 2.4, we put
everything together and prove our main result - an O(m?*/3 + t)-time algorithm for 4-cycle
listing.

25:5
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2.3 The L - H — H Theorem

In this section, we prove the following theorem that connects the number of 4-cycles in a
graph to the number of 2-paths of a certain type. The degree of a node v is denoted by

deg(v).

» Theorem 4. Given an undirected graph G = (V, E) with m edges, let H be the set of
nodes with degree larger than m'/3, and L =V \ H. Orient all the edges {u,v} € E from
u to v if deg(u) < deg(v) (break ties arbitrarily). Let P be the number of directed 2-paths
of the form L — H — H in G. It holds that if P > 100m*/3log® m, then there are at least
P/(1001log® m) 4-cycles in G.

In order to prove Theorem 4, we use two helper lemmas. In Lemma 5, we show that the
number of 4-cycles is Q(d* — n?), where d is the average degree. In Lemma 6, we provide a
view of the graph that has some nice properties. In particular, this view is a partitioning of
the graph that has a useful regularity property, while the number of L — H — H 2-paths is
preserved. The proof of Theorem 4 is provided after the proof of Lemma 6.

» Lemma 5. Any graph with n nodes and average degree d has Q(d* —n?) 4-cycles.

Proof. Let G = (V, E) be a graph with n nodes and average degree d. Let A be the adjacency
matrix of G. Denote by Ay > Ay > .- > )\, the n eigenvalues of A. The top eigenvalue \;
of A is at least d. This is because:

A1 = max vT Av
vTy=1

Now, consider u = (1/y/n,...,1/y/n). Clearly, it holds that uTu = 1. On the other hand,
we have that:

T 1
u Au = wge - deg(w) =2|E(G)|/n=4d

The number of closed 4-walks in G is at least d*. This is because this number is exactly
the trace of A* and

Let T be the number of 4-cycles. To finish the proof, we show that the number of closed
4-walks is at most

3T + 2n? (1)

This would imply that T > (d* — 2n?)/3 which would imply that T = Q(d* — n?). To
prove Equation 1, notice that the distinct types of closed 4-walks are exactly 4-cycles, 2-paths
and edges. There are T 4-cycles and at most n? edges. By Observation 2, the number of
2-paths is bounded by n? + 27". <

» Lemma 6. Given a graph G = (V, E) with m edges, let H be the set of nodes with degree
larger than m'/3, and L =V \ H. Orient all the edges {u,v} from u to v if deg(u) < deg(v)
(break ties arbitrarily). Let P be the number of directed 2-paths of the form L — H — H.
There is a partition of a subset of H into two parts Hy and Hy (i.e. Hi N Hy = 0 and
HyUHy C H), such that:
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1. The number of directed 2-paths of the form L — Hy; — Hj is at least P/(4 log? n).

2. FEach node in Hy has the same number of incoming edges from L up to a multiplicative
2-factor.

3. Fach node in Hy has the same number of outgoing edges to Ho up to a multiplicative
2-factor.

4. Fach node in Hs has at least one incoming edge from Hi.

Proof. We start by describing a simpler partitioning. This simpler partitioning splits the set
of high-degree nodes H into two sets H] and H} such that the number of 2-paths of the form
L — H{ — H} is at least P/4. Such a partitioning exists by the probabilistic method: Each
node in H joins Hj with probability 1/2 independently and otherwise it joins H5. Thus, the
probability that a 2-path w — v — w of the form L — H — H survives in L — H] — H} is
Pr(u € H{ Av € H)) = 1/4. Hence, in expectation, we get P/4 such paths in L — H{ — H}.

Next, for any node u € Hj, let deg s, (u) be the number of incoming edges from L.
Similarly, let deg,;,,;(u) be the number of outgoing edges to Hj. Let B;; = {u € Hj :
degy. s, (u) €[22 ] A deg,; ps (u) € [27,271]}. Tt holds that the number of 2-paths of the
form L — Hy — H) is

P/4 = Z degy ¢ (u) - deg,; g (u) = Z Z degepi(u) - degyign (u)

u€H] i,j€[logn] u€EB;;

Hence, there are ', j' € [logn] such that

Z degleft(u) . degright(u) 2 P/(4 10g2 ’I’L),

uEBi/j/

which implies that there are at least P/(4log?n) L — H| — H} 2-paths that go through
By/j. Let Hy := By and define Hy to be all the vertices in H) with at least one incoming
edge from Hi. The sets L, Hy, and H, satisfy the desired properties. |

Now we are ready to prove Theorem 4.

Proof of Theorem 4. First, take the partitioning from Lemma 6. We know that the number
of 2-paths of the form L — H; — Hy is P/ > P/(4 log® m) > 25m*/3. Recall that each node
in H; has the same in-degree from L up to a multiplicative 2-factor. Denote by djy; the
minimum over these degrees. Similarly, each node in H; has the same out-degree to Hy (up
to a multiplicative 2-factor). Denote the minimum over these degrees by d;;gn:. Furthermore,
each node in Hs has at least one incoming neighbor from Hj.

We show that the number of 4-cycles is Q(P’). For this, let dy be the average degree of
the subgraph of G induced by the nodes in H; U Hs. Since we have at most 2m?/3
Hy U Ha, it suffices to show, by Lemma 5, that dj = Q(P’).

For this, we split the proof into two cases:

nodes in

Case 1: |H;| > |Hs|. Observe that in this case, do > dyigni/2. Hence, it suffices to show
that dﬁight = Q(P’). For this, recall that P’ < 4|Hq| - djeys - drignt (where the 4 factor is
coming from the two 2 factors for dj.s; and dyigne), and assume towards a contradiction
that (d.ignt)* < P', which implies (by substituting dyign; with P'/(4|Hq| - djeyt)) that
(P)3 < (4|Hy| - djesi)*. Therefore, we get that P’ < 16m*/? (as |Hy| - djeys < m), which
is a contradiction.

25:7
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Case 2: |Hy| < |H2|. In this case, we have that dy > drigns - [H1|/(2|H2|). Hence, it
suffices to show that (dyigne|H1|/2|H2|)* > P’. Assume towards a contradiction that
(drignt|Hi|/2|Ha|)* < P'. By substituting dyigns with P’/(4djc st - |Hq|), this implies that
(P')3 < (8djeft - |Hz|)*. Now we want to argue that djcs - |[Hz| is at most m to get a
contradiction to P’ > 25m%/3. For this, recall that each node in Hy has at least one
incoming edge from H;, which implies that the degree (in G) of each node in Hj is at
least djc:. Hence, we have that m > ZueH2 deg(u) > Zu€H2 dieft = |Ha| - dicfe, as
desired. |

2.4 Listing 4-Cycles
In this section, we prove the following theorem.

» Theorem 7. Listing all the 4-cycles in an undirected graph G = (V, E) can be done in
O(m4/3 logzm + tlog2 m) time, where m is the number of edges and t is the number of
4-cycles.

The proof of Theorem 7 is based on listing several types of 2-paths efficiently. Lemma 8
shows that we can list each of these types of 2-paths efficiently.

» Lemma 8. Given a graph G = (V, E) with m edges and t 4-cycles. Let H be the set of

nodes with degrees larger than m'/® and L =V \ H.

1. Listing all the 2-paths with nodes only from H can be done in O(m4/3 +t) time.

2. Listing all the 2-paths with a node from L at the center can be done in O(m*/3) time.

3. Orient all the edges {u,v} from u to v if deg(u) < deg(v) (break ties arbitrarily). Listing
all the directed 2-paths of the form L — H — H can be done in O(m?*/3 log? m + t log? m)
time.

Proof.

1. Let G’ be the subgraph of G induced by H. Denote by n’ the number of nodes in G’ and
by t' the number of 4-cycles in G’. Observe that n’ < 2m?/3 and t' < t. By using an
argument similar to the one used in Observation 3, we can list all the 2-paths in G’ in
time O(n'2 +t') = O(m? +t).

2. Scan all the edges in G and for those with at least one endpoint in L scan all the neighbors
of the endpoints in L. This procedure finds all the 2-paths with a node from L in the
middle. Each node in L has at most m!/3 neighbors. Therefore, the running time of this
procedure is O(m#).

3. We can list all the L —+ H — H 2-paths in time that is linear in their number and the
number of edges. This can be done by going over all the nodes v € L, and then going
over the neighbors v € H of u, and then going over all neighbors of v with higher degree
than v. This can be done in time that is linear in the number of edges and the number of
L — H — H 2-paths. This is because we can prepare a set of higher degree nodes in H
for all the nodes u € V', via a simple O(m)-time preprocessing step, where we go over
all the edges (with at least one endpoint in H), detect for each edge the higher degree
endpoint, and store it. Therefore, the running time of the algorithm is O(m + P) where
P is the number of directed L — H — H 2-paths. Since by Theorem 4 we have that
P = O(m*/31og® n + tlog® n), the claim follows. <

Proof of Theorem 7. We consider all the different types of 4-cycles (in terms of low-high
degree nodes) and show that we can list all of them in the desired running time.
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Type 1: 4-cycles that use only high-degree nodes. This class of 4-cycles can be decom-
posed into two 2-paths of all high-degree nodes. These 2-paths can be listed in O(m4/ 341
time as shown in Lemma 8.

Type 2: 4-cycles with two non-adjacent low-degree nodes. This class of 4-cycles can be
decomposed into two 2-paths with a low-degree node at the center. Theses 2-paths can
be listed in O(m?*/3) time as shown in Lemma 8.

Type 3: 4-cycles with three high-degree nodes and one low-degree node. This class can
be decomposed into a 2-path of all high-degree nodes and a 2-path with a low-degree
node at the center. Using Lemma 8 these 2-paths can be listed in O(m*/3 + t) time.

Type 4: 4-cycles with two adjacent low-degree nodes and two adjacent high-degree nodes.
These 4-cycles can be decomposed into a directed L. - H — H 2-path and an LLH
2-path. Using Lemma 8 we can list all these 2-paths in O(m?*/3 log®n +t - log? n) time.

To sum up, we showed how to list all the different types of 4-cycles in O(m*/? log® n+t-log? n)

time, as desired. <

Type 1 Type 2 Type 3 Type 4
HI:IH | I:I - I:IH L‘.H
H H H\L L H H L& ®'H
Figure 1 The types of 4-cycles. A 4-cycle of the fourth type always consists of an L — H — H
directed 2-path and a 2-path with a low-degree node at the center.

3 Hardness Results

In this section, we give a set of hardness results that more or less follow from folklore
reductions (e.g. similar to the hardness reductions for general cyclic queries in databases [5]).

3.1 Lower Bound for 4-Cycle Listing from 4-Cycle Detection

In this section we give a general argument showing that listing cannot be solved faster than
the “detection plus t” bound. We will prove it specifically for 4-cycle but the proof is more
general.

» Observation 9. If 4-cycle listing can be solved in time O(T (n,m)+t) when t is the number
of 4-cycles in the graph, then 4-cycle detection can be solved in time O(T(n,m)).

Proof. We will show a fine-grained reduction from 4-cycle detection to 4-cycle listing. Given
a graph G, run the 4-cycle listing algorithm on G. If the algorithm terminates in O(T)
time then if the algorithm outputs at least one 4-cycle then we also detected a 4-cycle and
otherwise, there isn’t a 4-cycle in G. If the algorithm takes more than ¢I' time for large
enough constant ¢, then we know that there are at least T 4-cycles in G. Therefore we
detected a 4-cycle. In conclusion, we have an O(T) time algorithm for 4-cycle detection as
we wanted. <

Note that even an o(min(n?, m*/3)) time algorithm for 4-cycle is not known [42, 16], so
our listing upper bound is tight up to the polylog factor.
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3.2 Hardness of All-Pairs 4-Cycle

In this section, we define a new natural problem which we call all-pairs 4-cycle. We show an
algorithm for this problem and a conditional lower-bound from triangle-finding.

» Definition 10 (all-pairs 4-cycle). Given an undirected graph G, all-pairs 4-cycle is the
problem of deciding for each pair of distinct vertices u,v € V(G) whether there is a 4-cycle
(u,z,v,y) in G (for z,y € V(G)).

Note that if 4-cycle listing is in time O(T) then all-pairs 4-cycle is also in time O(T), as
there is a trivial reduction from all-pairs 4-cycle to 4-cycle listing. But, we will see that this
problem cannot be solved in n“~¢ time as long as triangle detection cannot be solved in
n¥~"¢ time.

> Claim 11. There is an algorithm for all-pairs 4-cycle in O(n®)-time. In addition, if there
is an O(n?"¢) time algorithm for all-pairs 4-cycle then there is an O(n?*¢) time algorithm
for triangle detection.

Proof. The all-pairs 4-cycle problem can be solved in O(n*) time by simply computing A2
where A is the adjacency matrix of G' and checking for any pair u,v whether A%[u,v] > 2.
Assume there is an O(n?%?) time algorithm (for § > 0) for all-pairs 4-cycle. We will show
that we can solve triangle detection in O(n?*9) time. Let G be an n-node graph. We define
G* as an extension of G by adding a new vertex x and connecting it to all the vertices in G.
If there is a 4-cycle (u,t,v,w) in G*, and wv € F(G) then u,v participate in a triangle in G
(because at most one of the vertices ¢, w can be x). For the other direction, if u, v participate
in a triangle (u,t,v) then after adding = they must participate in a 4-cycle (u,t,v,x) and
uv € E(G). Therefore, we can solve triangle detection by running all-pairs 4-cycle on G*,
and check if there is a pair of distinct vertices u,v € V(G) such that all-pairs 4-cycle returned
“yes” on them and u,v € E(G). The time required is O(n?*? + n?) = O(n?*9). <

3.3 4-Cycle Counting is Triangle Counting Hard

We now present a folklore reduction from triangle counting to 4-cycle counting.

» Observation 12. There is a fine-grained reduction from triangle counting to 4-cycle
counting. The reduction time is quadratic in n and linear in n + m.

Proof. We will show a reduction from triangle counting to 4-cycle counting. Let G = (V| E)
be a graph and our goal is to count the triangles in G. We construct a new graph G’ by
duplicating the vertices of G three times into three parts, and connecting by an edge a pair of
vertices from distinct parts if they are a duplication of adjacent vertices in G. More formally,
G =(VaUVpUVg, E') where Vag ={va:v eV}, Vg={vg:veV}, Vo={vc:veV}
and E' = {ugvp : uwv € E} U{upve : uv € E} U{ucvs : wv € E}. Clearly, every triangle
(u,v,w) in G has exactly six matching triangles in G’.

Let G” be the graph formed from G’ by duplicating V4 and put edges between a vertex in
V4 to its duplication. That is, G” = (V4UV4 UVEUVe, E”) such that Vs = {var :vq € Va}
is a duplication of v, and the set of edges E” is defined as follows: E” = {vavar : v4 €
AYU(E'NVaxVe)U(E' NV x Ve)U{uavp : uavp € E'}. Notice that any triangle in
G’ becomes a 4-cycle in G”. But, there may be 4-cycles in G” that are not corresponding
to triangles in G’. However, these 4-cycles can’t include edges in {vavar : va € A}. Let G*
be G” after removing the edges in {vavar : vq4 € A}. The 4-cycles in G* are exactly the
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4-cycles in G” that are not corresponding to triangles in G’. So, by counting the number
of 4-cycles in G” and subtracting the number of 4-cycles in G* we get the exact number
of triangles in G’. Since there are six triangles in G’ for each triangle in G, we can get the
number of triangles in G.

The running time of the reduction is O(n + m) = O(n?) for constructing the graphs G’,
G" and G*. <

» Corollary 13. An O(min(n“”s,mﬁ:l_s))—time algorithm for 4-cycle counting (for some
2w
e > 0) would imply an O(min(n®~¢, m=+1"%))-time algorithm for triangle counting.

3.4 Hardness of Directed 4-Cycle Listing from Triangle Listing

With a similar reduction to the previous one, we can show the hardness of 4-cycle listing in
directed graphs via a reduction from triangle listing.

» Definition 14 (directed 4-cycle listing). Given a directed graph G, directed 4-cycle listing is
the problem of listing all the directed 4-cycles in G.

> Claim 15. If directed 4-cycle listing is in time O(T'(n, m) 4 t) then triangle listing is also
in time O(T'(n,m) + t).

Proof. Given a triangle listing instance G we create a graph G as in the previous proof.

Now, we create a directed graph G”' from G” by directing all the edges as follows: V4 —
Vi — Vp — Vo — V4. Thus, any directed 4-cycle in this new graph corresponds to a
triangle in G’, and recall that any triangle in G becomes six triangles in G’. Therefore, the
number of 4-cycles in G”” and the number of triangles in G have a one-to-six correspondence,
and so any directed 4-cycle listing algorithm can be used to list triangles with an additional
factor six overhead in ¢. <

v

4-cycle detection 4-cycle listing

all-pairs 4-cycle

triangle . . R directed
detection triangle listing 4-cycle listing

v

v

triangle counting 4-cycle counting

Figure 2 Overview of the reductions in Section 3.
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4 Open Problems

We conclude with two open problems that we find interesting.

4.1 Generalization for Larger Even Cycles

A natural follow-up question for our work is, how hard is it to list all the cycles of length 2k
for constant k > 27

Yuster and Zwick developed an algorithm for 2k-cycle detection in time O(n?) [42]. Later
on, Dahlgaard et al. showed an algorithm in time O(mk%cl) [16]. It is natural to ask whether
can we generalize our 4-cycle listing algorithm to an algorithm for 2k-cycle listing for any
k > 2 in the same time as 2k-cycle detection plus the number of cycles.

» Open Question 16. Can 2k-cycle listing be solved in time O(n? +t) where n is the number
of vertices and t is the number of 2k-cycles in G ¢

» Open Question 17. Can 2k-cycle listing be solved in time O(mk%c1 +t) where m is the
number of edges and t is the number of 2k-cycles in G ?

The O(n? + t)-algorithm for 4-cycle listing is pretty simple: just list all the 2-paths and
construct 4-cycles from the 2-paths. The key observation of the analysis is that any new
2-path we found after n? 2-paths were already found must form at least one more 4-cycle.

A naive candidate for an algorithm for 2k-cycle listing in O(n? + t) is to list all the
k-paths and construct all the 2k-cycles from them by looking for pairs of k-paths between a
certain pair of vertices. But notice that there is a problem. In the 4-cycle case, any pair of
2-paths between a certain pair of vertices form a 4-cycle. However, this is not the case in the
general 2k-cycle case. For example, a pair of 3-paths between a certain pair of vertices may
collide in the middle and thus form a 4-cycle with an additional edge instead of a 6-cycle.
Therefore, there can be too many 3-paths but not enough 6-cycles.

For regular graphs, this simple algorithm achieves O(n? + t) time. The analysis is simple:
The number of k-paths is at most nd*. If d = O(n'/*) this number is at most O(n?).
Otherwise, the graph is “supersaturated” and the number of 2k-cycles is t = Q(d?*) [25, 33]
and t > nd* (otherwise d = O(n'/*)). Therefore, in this case, the number of k-paths is at
most O(t). Hence, we can always bound the number of k-paths by O(n? + t) and bound the
running time of the algorithm by O(n? +t).

To show that this simple algorithm doesn’t work for general graphs we show the following
example. Consider the following 4-layered graph G = (AU B U {u} U D, E), such that
A = B =D = 0(n), which is defined as follows. AU B is a bipartite regular graph with
degree n'/3—¢

random bipartite graph such that each edge exists with probability n~
1/3—¢ 2—6e

and n27% 6-cycles. This graph exists by a probabilistic argument. Consider a

2/3=¢_1In expectation,

each vertex has a degree of n and the number of 6-cycles is n . Every vertex in B is

connected to u and every vertex in D is connected to w (i.e. BU {u} and {u} U D are full

bipartite graphs). The example is illustrated in Figure 3.

The number of 3-paths in this graph is at least n?*1/3=¢ while the number of 6-cycles is

at most 72 4 n .t (79 = O(n?*+1/374%) This is because there are n?~%¢ 6-cycles in the

bipartite graph AU B, and every 4-path in AU B that starts in B generates a 6-cycle with u

4:(5-9) such 4-paths. Notice that there are no other 6-cycles. To

24+1/3—¢

and there are at most n - n
conclude, the number of 3-paths is at least n and it is asymptotically bigger than
n? + t where the number of 6-cycles is t = O(n?+1/3=4¢). Therefore the running time of the

algorithm we suggested is lower bounded by n2*1/3=0() L Q(t).
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A B D
bipartite U
regular
O(n) gaph  O(n) o(n)
d=nt/3~¢

Figure 3 An example of a graph with O(nQH/S*S) 3-paths but O(n2+1/3745) 6-cycles. The
example shows that 6-cycle listing by listing 3-paths must take n2+t1/3=°M 4 Q(¢) time.

4.2 4-Cycles vs. Triangles: Which is Harder?

As we already mentioned, triangles and 4-cycles are the smallest patterns that are not trivial
to find. As such, it is natural to ask which of these patterns are harder to detect. 4-cycle
detection can be solved in O(min(n2,m?)) time while triangle detection can be solved in
O(min(n®, mw%)) time, which is higher as long as w > 2. This supports the intuition that
triangle detection is harder, but this is not formally known. In order to show hardness
formally, we have to show a reduction.

» Open Question 18. Is there a (fine-grained) reduction from 4-cycle to triangle? Concretely,
would an O(m*/3=2) algorithm for triangle detection (for some ¢ > 0) imply an O(m*/3=9%)
algorithm for 4-cycle detection (for some 6 = () > 0)?

Even a weak reduction is not known: Suppose that triangle detection is in O(m) time.
Does it imply an o(m*/3) algorithm for 4-cycle detection?

In an attempt to develop such a reduction we encountered the following barrier: If such
a reduction would preserve the number of occurrences (i.e. the number of triangles in the
input graph is the same as the number of 4-cycles in the graph generated by the reduction),
then this reduction works also for other variations of problems such as listing and counting.

In this paper, we showed that 4-cycle listing is indeed easier than triangle listing (assuming
3-SUM conjecture). But there is still a gap in the counting problems. The state of the art
running time for triangle counting is O(min(n*, m%)) [4] while the best known running
time for 4-cycle counting is O(min(n®, m%)) [43, 40]. Under the assumption w = 2 the
running times in the sparse cases are O(m?*/?) and O(m"/®) correspondingly. This means
that at least in sparse graphs, 4-cycle counting actually seems harder than triangle counting.

» Open Question 19. [s there an algorithm for 4-cycle counting in time O(m%)? Or
alternatively, can we show a hardness result for 4-cycle counting?
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