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Abstract
For numerous graph problems in the realm of parameterized algorithms, using the size of a smallest
deletion set (called a modulator) into well-understood graph families as parameterization has led
to a long and successful line of research. Recently, however, there has been an extensive study of
structural parameters that are potentially much smaller than the modulator size. In particular,
recent papers [Jansen et al. STOC 2021; Agrawal et al. SODA 2022] have studied parameterization
by the size of the modulator to a graph family H (modH(·)), elimination distance to H (edH(·)),
and H-treewidth (twH(·)). These parameters are related by the fact that twH lower bounds edH,
which in turn lower bounds modH. While these new parameters have been successfully exploited
to design fast exact algorithms their utility (especially that of edH and twH) in the context of
approximation algorithms is mostly unexplored.

The conceptual contribution of this paper is to present novel algorithmic meta-theorems that
expand the impact of these structural parameters to the area of FPT Approximation, mirroring
their utility in the design of exact FPT algorithms. Precisely, we show that if a covering or packing
problem is definable in Monadic Second Order Logic and has a property called Finite Integer Index
(FII), then the existence of an FPT Approximation Scheme (FPT-AS, i.e., (1 ± ϵ)-approximation)
parameterized by modH(·), edH(·), and twH(·) is in fact equivalent. As a consequence, we obtain
FPT-ASes for a wide range of covering, packing, and domination problems on graphs with respect
to these parameters. In the process, we show that several graph problems, that are W[1]-hard
parameterized by modH, admit FPT-ASes not only when parameterized by modH, but even when
parameterized by the potentially much smaller parameter twH(·). In the spirit of [Agrawal et al.
SODA 2022], our algorithmic results highlight a broader connection between these parameters in the
world of approximation. As concrete exemplifications of our meta-theorems, we obtain FPT-ASes for
well-studied graph problems such as Vertex Cover, Feedback Vertex Set, Cycle Packing
and Dominating Set, parameterized by twH(·) (and hence, also by modH(·) or edH(·)), where H
is any family of minor free graphs.
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1 Introduction

One of the most widely studied graph problems in the area of parameterized complexity is
the F-Vertex Deletion problem, where the input is a graph G and a number k and the
goal is – “Compute a set of at most k vertices whose deletion places the resulting graph
in the graph family F or correctly conclude that such a set does not exist.” A solution to
an instance of F-Vertex Deletion is called a modulator into F and there are numerous
results in parameterized complexity on exploiting modulators into various graph families
to design algorithms. Much of this research has been motivated by the fact that inputs
that have modulators of small size into F turn out to be tractable for many problems that
are NP-complete in general while being polynomial-time solvable on F . In other words,
it is possible to take efficient algorithms for some problems on graphs in F , and lift them
to efficient algorithms for these problems on graphs that are not necessarily in F , but
have a small vertex modulator into F , i.e., graphs that are “close” to F . This leads to
fixed-parameter algorithms for these problems (i.e., running time bounded by f(k) · nO(1),
where k is the modulator size and n is the input size) under these parameterizations. Using
the size of the smallest vertex modulator of a graph into tractable graph families or “the
distance from triviality” methodology [12] has therefore become a rich source of interesting
and useful parameters for graph problems over the last two decades.

In light of the success of this line of research, recent years have seen a shift towards
identifying and exploring the power of “hybrid” parameters that are upper bounded by
the modulator size as well as certain graph-width measures and can be arbitrarily (and
simultaneously) smaller than both the modulator size and these graph-width measures.
Two specific parameters studied in this line of research are: H-elimination distance and H-
treewidth of G. The H-elimination distance of a graph G (denoted edH(G)) was introduced
by Bulian and Dawar [2] and roughly speaking, it expresses the number of rounds needed
to obtain a graph in H by removing one vertex from every connected component in each
round. We refer the reader to Section 2 for a more formal definition. Note that edH(G)
(respectively, twH(G)) can be arbitrarily smaller than both modH(G) and the treedepth of
G (respectively, the treewidth of G). For example, let H be the (infinite) family of complete
graphs, and let G be a graph that contains a vertex v that is adjacent to some (non-empty)
subset of vertices from a clique of size t, for some t ≥ 1. Then, tw(G) = t − 1, whereas
twH(G) = 0 (in fact, even edH(G) = 0). Further, twH(G) itself can be arbitrarily smaller
than edH(G) (see [9, 15] for some examples).

Recent work by Agrawal et al. [1] and Jansen et al. [15] show that for many basic graph
problems in the literature and well-understood graph families F , one can indeed obtain FPT
algorithms parameterized by edH and twH, thus expanding the notion of useful distance
from triviality to encompass these parameters as well. Agrawal et al. [1] also showed a tight
connection between modH, edH and twH by showing that for these problems, having an FPT
algorithm parameterized by modH was sufficient to obtain FPT algorithms parameterized
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by the other two “smaller” parameters. In addition to these results, there is also some
recent work on computing edH and twH, where H is the family of bipartite graphs [14], or
a minor-closed family [19].

Despite these leaps in our understanding of the parameterized complexity of many prob-
lems, limitations remain. For instance, by requiring that the problem be FPT parameterized
by modH, we are implicitly requiring that the problem be polynomial-time solvable on
the class H. This rules out meaningful results for many basic problems and established
graph families H. For instance, it is not interesting to study Vertex Cover parameterized
by modH when H is the class of planar graphs since Vertex Cover is NP-complete on
planar graphs [10]. However, it is efficiently approximable on planar graphs (i.e., even has
an Efficient PTAS) [7]. This state of the art brings us to the following two natural questions
and is the main motivation behind this work.

Question 1: Can good approximation algorithms for a problem on the class H be used
to obtain good FPT approximation algorithms for the same problem parameterized
by modH?

Question 2: Could one obtain positive answers to the above question, but for the
parameters edH and twH?

The notion of an FPT approximation algorithm is easily motivated by the simultaneous
existence of fixed-parameter intractability results as well as polynomial-time inapproximability
results for numerous problems in the literature. Hence, the topic of FPT approximation, has
been an extremely active area of research in the last decade. For a comprehensive survey of
the state of the art, we refer the reader to the survey by Feldman et al. [5].

We note that we are not the first to study Question 1. In Marx’s classic survey [18] on
parameterized approximation, he outlines an FPT approximation algorithm for Chromatic
Number parameterized by the modulator to planar graphs. More recently, Demaine et al. [4]
studied this question systematically, albeit restricted to polynomial-time approximation.
They developed a general theorem that gives sufficient conditions on the problem in order to
guarantee an affirmative answer to this question when the class H has bounded treewidth
or arboricity, but in their context, the approximation ratio of the algorithms depends on
modH. However, Question 1 in the setting of FPT approximation is largely unexplored. To
the best of our knowledge, Question 2 has not been considered in the literature and this is
the main focus of our paper.

1.1 Our contributions

The main conceptual message of the paper is the following meta-result (stated informally):

If a problem can be captured by a very expressible logic fragment (i.e, Counting
Monadic Second Order Logic (CMSO)) and has an appropriate graph replacement
subroutine (i.e., has Finite Integer Index (FII)) and fulfills a few other mild require-
ments, then the existence of an FPT-AS for the problem parameterized by any of the
three parameters modH, edH and twH is equivalent to each other.

FSTTCS 2023
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The formal version of our first meta-theorem in the context of the well-studied family of
vertex-deletion problems is given below. Say that a family of graphs is well-behaved if it is
hereditary and closed under disjoint union.

▶ Theorem 1. Let H, F be well-behaved families of graphs, where F is CMSO-definable.
Suppose Π = Vertex Deletion to F has FII. Then, the following statements are equival-
ent.
1. Π admits an FPT-AS parameterized by modH(·) and ϵ.
2. Π admits an FPT-AS parameterized by edH(·) and ϵ.
3. Π admits an FPT-AS parameterized by twH(·) and ϵ.

In the full version of the paper, we also prove meta-theorems similar to Theorem 1
where Π is F-Subgraph Packing (i.e., pack maximum number of vertex-disjoint subgraphs
isomorphic to graphs in F) or F-Minor Packing (i.e., pack maximum number of vertex-
disjoint minor-models of graphs in F).

In order to invoke these equivalence theorems, we first show that a wide range of graph
problems, that are W[1]-hard (or para-NP hard) parameterized by modH, admit FPT
Approximation Schemes (FPT-ASes, i.e., (1 ± ϵ)-approximation) when parameterized by
modH. Hence, as corollaries of our meta-results, we also get the first FPT-ASes for the
following (non-exhaustive list of) problems parameterized by twH (and hence, also by edH).
When H is apex-minor free, we obtain this result for Independent Set, Triangle Packing
(note that the latter is a special case of F-Subgraph Packing). When H is minor free,
we are able to infer the same result for Vertex Cover, Feedback Vertex Set, Cycle
Packing (and more generally, F-Minor Packing). 5

Finally, we identify Dominating Set, Connected Dominating Set, and Connected
Vertex Cover as interesting special cases that are not covered by the framework developed
above and give purpose-built FPT-ASes for them parameterized by modH and then also prove
an equivalence theorem in the same spirit as Theorem 1. Among these three problems, we
give the details for Dominating Set, and defer the results for the connectivity constrained
problems to the full version of the paper.

In summary, our work highlights many natural problems for which the answer to Question 2
is affirmative. Finally, we note that in Theorem 1 and its variants, due to their generality,
we only obtain non-uniform FPT-ASes. In Conclusion, we briefly discuss certain scenarios
where it may be possible to obtain uniform FPT-ASes.

1.2 Our techniques
We first summarize the technique behind our FPT-ASes parameterized by modH, which we
dub “Bucket vs Ocean”. Recall that this is required in order to invoke Theorem 1 to get our
eventual results, i.e., FPT-ASes parameterized by twH and edH. We remark that throughout
the paper, we assume that our FPT-AS parameterized by, say modH (resp. edH, twH) is also
provided with a modulator to H (resp. H-elimination/tree decomposition) of the appropriate
size (resp. width). For edH and twH, one can use algorithms from [9, 15, 1, 14] to compute
the appropriate decompositions exactly. Alternatively, one can use the recent result of [16]
to compute constant approximations thereof.

Consider a special case of Vertex Deletion to F , say Vertex Cover. Consider
an H-minor free graph family H, where VC admits an EPTAS. Consider a graph G and
M ⊆ V (G) of size modH(G) such that G − M ∈ H. We use the known EPTAS on G − M to
compute an (1 + ϵ/2)-approximate solution to VC, call it S. Next, we compare |S| with |M |,
and consider two cases. If |M | < ϵ/3 · |S| ≤ (1 + ϵ/2) · OPT(G − M), i.e., OPT(G − M) is
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like an “ocean”, compared to a “bucket” of water that is M , then we can add the bucket to
the ocean “for free”, i.e., |S| + |M | ≤ (1 + ϵ) · OPT(G − M) ≤ (1 + ϵ) · OPT(G). Otherwise,
if |M | and |S| are comparable, then OPT(G) ≤ 3modH(G)/ϵ, in which case we can use the
FPT algorithm for Vertex Cover, which is in fact in FPT in modH and ϵ. This is the
high level idea behind our FPT-ASes parameterized by modH, although one has to overcome
several problem-specific challenges to make it work for the other problems.

A more sophisticated version of the idea also turns out to be useful in proving the
equivalence theorem. Again, let us consider the example of Vertex Cover and H being
an H-minor free graph family. Having armed ourselves with an FPT-AS parameterized by
modH as in the previous paragraph, now our task is to generalize to twH. To this end,
we consider each bag χ(t) corresponding to a node t in the H-tree decomposition (defined
formally in the next section), which consists of ℓ ≤ twH(G) + 1 vertices, say Rt, which locally
act like a modulator to a disjoint “base graph”, say G[Ht] ∈ H. We use the same “Bucket vs
Ocean” idea to classify each node as good or bad. A node t is good, if a (1 + ϵ)-approximate
solution St for G[Ht] is like an “ocean” compared to Rt. In this case, we can again add Rt

to St “for free”. Otherwise, we say that a node t is bad, if OPT(G[Ht]) is bounded by 3ℓ/ϵ.
From here, our task is to reduce the treewidth of the graph induced by the vertices in the
bags of bad nodes. To this end, we use the FII property as well as the FPT-AS to perform
a series of “graph replacements” in each bad node, where in each iteration, we replace the
corresponding bag with an “equivalent subgraph” of size bounded by a function of ℓ and ϵ.
At the end of this procedure, the resulting graph has treewidth bounded by a function of ℓ

and ϵ, and we can use the CMSO-definability and Courcelle’s theorem [3] to find an optimal
solution (that can then be translated back to the original instance). It can be shown that
the resulting solution is a (1 + ϵ)-approximate solution for the entire graph, and the whole
algorithm runs in time FPT in twH and ϵ.

Due to space constraints some of the results and figures are moved to appendix and can
be found in the full version of the paper [13].

2 Preliminaries

For an instance I of an optimization problem Π, we denote the value/size of an optimal
solution by OPTΠ(I), and may omit the subscript if the problem is clear from the context.
An algorithm that, for any feasible instance of minimization (resp. maximization) problem Π,
returns a solution of cost/size at most (resp. at least) α · OPT, is called an α-approximation.
We say that a minimization (resp. maximization) problem Π admits an FPT-AS (FPT-
Approximation Scheme) parameterized by a parameter t and ϵ, if there exists an (1 + ϵ)-
approximation (resp. (1 − ϵ)-approximation) algorithm with running time of the form
f(t, ϵ) · |I|O(1), for some computable function f . Similarly, we say that Π admits an EPTAS
(efficient polynomial-time approximation scheme), if there exists a (1 + ϵ)-approximation
(resp. a (1 − ϵ)-approximation) algorithm with running time of the form g(ϵ) · |I|O(1), for
some computable function g.

Let G denote the family of all graphs. We say that a family F ⊆ G of graphs is hereditary
if for any graph G ∈ F , every induced subgraph G′ of G also belongs to F . We say that a
family F ⊆ G is closed under disjoint union if for any G1, G2 ∈ F , the graph G obtained by
taking the disjoint union of G1 and G2, also belongs to F .

FSTTCS 2023
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Graph Decompositions

The following definitions are borrowed from [1]. For a graph G, modH(G) denotes the size
of a smallest vertex set S such that G − S ∈ H. If G − S ∈ H, then S is called a modulator
to H.

▶ Definition 2. For a graph family H, an H-elimination decomposition of G is a triple
(T, χ, L), where T is a rooted forest, χ : V (T ) → 2V (G), and L ⊆ V (G) such that:
1. For each internal node t ∈ V (T ), we have that |χ(t)| ≤ 1, and χ(t) ⊆ V (G) \ L.
2. The sets (χ(t))t∈V (T ) form a partition of V (G).
3. For each leaf t in T , we have χ(t) ⊆ L, such that the graph G[χ(t)], called a base

component, belongs to H. Furthermore, (χ(t))leaf t forms a partition of L.
4. For each edge uv ∈ V (G), if u ∈ χ(t1), and v ∈ χ(t2), then t1 and t2 are in ancestor-

descendant relation in T .

The depth of a rooted tree T is the maximum number of edges on a root-to-leaf path in T .
We refer to the union of base components as the set of base vertices. The H-elimination
distance of G, denoted as edH(G), is the minimum depth of an H-elimination forest for G.
Note that a pair (T, χ) is a (standard) elimination forest of H is a class of empty graphs, i.e.,
the base components are empty. In this case, edH(G) is known as the treedepth of G, and is
denoted as td(G).

Just like the notion of H-elimination decomposition generalizes the notion of elimination
forest, the following is an analogous generalization of the notion of tree decomposition.

▶ Definition 3. For a graph family H, an H-tree decomposition of a graph G is a triple
(T, χ, L), where T is a rooted tree, χ : V (T ) → 2V (G), and L ⊆ V (G), such that:
1. For each v ∈ V (G), the nodes {t ∈ V (T ) : v ∈ χ(t)} induce a non-empty connected subtree

in T .
2. For each edge uv ∈ E(G), there is a node t ∈ V (G) with {u, v} ∈ χ(t).
3. For each vertex v ∈ L, there is a unique leaf t ∈ V (T ) for which v ∈ χ(t).
4. For each leaf node t ∈ V (T ), the graph G[χ(t) ∩ L] ∈ H.

The width of an H-tree decomposition is defined as max
{

0, maxt∈V (T ) |χ(t) \ L| − 1
}

.
The H-treewidth of G, denoted by twH(G), is the minimum width of an H-tree decomposition
of G. The connected components of G[L] are called base components, and the vertices in L

are called base vertices.
A pair (T, χ) is a (standard) tree decomposition if (T, χ, ∅) satisfies all conditions of an

H-decomposition, where the choice of H is irrelevant.
Additional preliminaries can be found in the full version of the paper.

3 Vertex Deletion to F

In this section we give our “first equivalence” result. Towards that, first in Section 3.2, we
design concrete FPT-ASes for several Vertex Deletion to F type problems (e.g., Vertex
Cover, Feedback Vertex Set parameterized by modH, where H is an apex-minor family
of graphs. Then, in Section 3.3 we prove our main equivalence theorem, which lets us extend
the previous FPT-ASes parameterized by modH(·) to edH(·), and twH(·).
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3.1 Preliminaries for Vertex Deletion to F
We focus on the following problem, specifically on the case where F is some fixed well-behaved
family of graphs.

In Vertex Deletion to F problem, we are given an instance (G, k), where G = (V, E)
is a graph, and k ≥ 0 is an integer. And the question is does there exist a subset S ⊆ V (G)
of size at most k, such that G − S ∈ F?

Optimization variant

Let F be a well-behaved family of graphs. For a graph G, a set S ⊆ V (G) is said to be a
solution to Vertex Deletion to F , if G − S ∈ F . In the optimization variant of Vertex
Deletion to F , we want to find a solution of the smallest cardinality. By slightly abusing
the notation, we will use Vertex Deletion to F to refer to the decision as well as the
optimization version, and will only disambiguate when strictly necessary. Note that assuming
F contains at least one graph, the hereditary property implies that the empty graph belongs
to F , which means that V (G) is always a solution to Vertex Deletion to F . The proof
of the following observation is straightforward and can be found in the full version.

▶ Observation 4. Let F be a well-behaved family, and let Π = Vertex Deletion to F .
Then, for any graph G and any subset S ⊆ V (G), it holds that

OPTΠ(G − S) ≤ OPTΠ(G) ≤ OPTΠ(G − S) + |S|.

We also note that Vertex Deletion to F is self-reducible, i.e., an algorithm for the
decision version can be used to actually find a solution set. We define this notion formally
and give the proof in the full version.

3.2 FPT-ASes for Vertex Deletion to F Parameterized by modH(·)
Let H, F be well-behaved families of graphs, such that Π = Vertex Deletion to F
admits an EPTAS for (the optimization variant of) Π on any G ∈ H. Then, we show how to
design an FPT-AS for Π parameterized by modH(·), and ϵ. Note that, for a graph G, when
p := modH(G) = 0, and in this case our algorithm is essentially an EPTAS. In this sense, we
generalize the assumed EPTAS on H to a larger family of graphs that are at most p vertices
away from H.

Let M ⊆ V (G) be a modulator to H of size p, i.e., G − M =: F ∈ H. We first compute
a (1 + ϵ/2)-approximate solution S for F using EPTAS in time g(ϵ) · nO(1). Note that
S ⊆ V (G) \ M , and p ≤ (1 + ϵ/2) · OPT(F ) ≤ (1 + ϵ/2)OPT(G), where the last inequality
follows from Observation 4. Depending on the relative sizes of M , and the approximate
solution S, we consider the following two cases.
1. p ≤ ϵ

3 · |S|.
Then we simply return X ∪ S as a solution for G. Note that |M | + |S| ≤ (1 + ϵ/3)(1 +
ϵ/2) · OPT(F ) ≤ (1 + ϵ) · OPT(F ) ≤ (1 + ϵ) · OPT(G).

2. p > ϵ
3 · |S|, i.e, OPT(F ) ≤ |S| ≤ 3p

ϵ .
Then, by Observation 4, OPT(G) ≤ OPT(F ) + |M | ≤ p + 3p

ϵ =: p′. In this case, we use
an FPT algorithm parameterized by the solution size, to find an optimal solution for G.
Note that this takes h(p′) · nO(1), i.e., f(p, ϵ) · nO(1) time, where f(p, ϵ) = h(p + 3p/ϵ).

Thus, we get the following theorem.

FSTTCS 2023
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▶ Theorem 5. Let F , H be well-behaved families of graphs. Moreover, suppose that
Π = Vertex Deletion to F admits an EPTAS on any graph in H, and that Π is FPT
parameterized by the solution size. Then, there exists an FPT-AS for Π, parameterized by
p := modH(G) with running time max{g(ϵ), f(p, ϵ)} · nO(1).

Corollaries

Let Π be either Vertex Cover or Feedback Vertex Set. Note that Π is Vertex
Deletion to F , where F is family of isolated vertices, and forests, respectively. If H
is a family of apex-minor free graphs, then Π admits an EPTAS on H with running time
2O(1/ϵ) · nO(1) ([7], Corollary 2). Furthermore, Π is FPT parameterized by solution size on
general graphs, with running time 2O(k) · nO(1), where k denotes the solution size. Therefore,
we get an FPT-AS parameterized by p := modH(G) with running time 2O(p/ϵ) · nO(1) for
Vertex Cover and Feedback Vertex Set.

We note that it is possible to improve the running time of FPT-AS for Vertex Cover
using an even simpler algorithm – we simply guess the intersection of an optimal solution
with X by iterating over all subsets of X. Let Y ⊆ X be a guess. If Y is feasible, then it must
be that U := X \ Y must be an independent set, and M := N(U) ∩ (V (G) \ X) must belong
to the solution. Thus, the remaining graph is G \ (M ∪ X), which belongs to the family H.
Then, we use the 2O(1/ϵ) · nO(1) time EPTAS on H to obtain a solution S and return the
smallest possible solution of the form Y ∪ M ∪ S. Thus, we get a 2O(modH(G)+1/ϵ) · nO(1)

time FPT-AS.

▶ Corollary 6. There exists an FPT-AS for Vertex Cover (resp. Feedback Vertex
Set) that runs in time 2O(p+ 1

ϵ ) · nO(1) (resp. 2O(p/ϵ) · nO(1)), where p = modH(G), and H
is a family of apex-minor free graphs.

More generally, this result extends for Planar R-Deletion, which is a special case
of Vertex Deletion to F , where the family F is characterized by a set R of forbidden
minors containing at least one planar graph. We note that Fomin et al. [7] give an EPTAS for
this problem on H-minor free graphs. On the other hand, this problem is known to admit
a single-exponential FPT algorithm parameterized by the solution size via the results from
Fomin et al. [6]. Thus, we get the following corollary.

▶ Corollary 7. There exists an FPT-AS for Planar R-Deletion, that runs in time
f(p, ϵ) · nO(1), where p = modH(G), and H is a family of H-minor free graphs, for some
fixed graph H and some computable function f . In particular, this implies an FPT-AS for
Treewidth-η-Modulator.1

Finally, we mention Odd Cycle Transversal. Note that there exists a polynomial
time 9

4 -approximation for Odd Cycle Transversal on planar graphs [11], and there exists
a 3knO(1) time algorithm for the problem parameterized by the solution size [20]. Thus, by
using the 9/4-approximation instead of an (1 + ϵ/2)-approximation on G \ X, followed by a
similar case analysis, we get the following result.

▶ Corollary 8. There exists an algorithm that runs in time 2O(p/ϵ) · nO(1), where p is the
size of planar vertex deletion set, to compute a ( 9

4 + ϵ)-approximation for Odd Cycle
Transversal.

1 For a fixed η ≥ 0, Treewidth-η-Modulator is the problem of deciding whether one can delete at
most k vertices from a given graph G, such that the resulting graph has treewidth at most η.
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3.3 Equivalence Theorem
In this section we obtain the following equivalence statement.

▶ Theorem 1. Let H, F be well-behaved families of graphs, where F is CMSO-definable.
Suppose Π = Vertex Deletion to F has FII. Then, the following statements are equival-
ent.
1. Π admits an FPT-AS parameterized by modH(·) and ϵ.
2. Π admits an FPT-AS parameterized by edH(·) and ϵ.
3. Π admits an FPT-AS parameterized by twH(·) and ϵ.

Proof. To prove that the three items are equivalent, we first note that for any graph G

and any well-behaved family H, it holds that modH(G) ≥ edH(G) ≥ twH(G). Therefore,
3=⇒2=⇒1. Thus, we focus on proving 1=⇒3. Let Pmod denote the assumed FPT-AS for Π
parameterized by modH and ϵ. That is, for any graph G on n vertices, Pmod runs in time
f(modH(G), ϵ) · nO(1), and returns a subset S ⊆ V (G) such that (i) G − S ∈ F , and (ii)
|S| ≤ (1 + ϵ) · OPTΠ(G). 2.

Let G = (V, E) be a graph, and let (T, χ, L) be the given H-tree decomposition of G of
width at most twH(G), and let ℓ := twH(G) (resp. ℓ := edH(G)). Recall that Pmod returns
a (1 + ϵ)-approximation to Π on any instance (G, k) of Π.

For every leaf node t ∈ V (T ), let Vt := χ(t), and let Ht = Vt ∩ L and Rt = Vt \ L.
The properties of H-tree decomposition imply that G[Ht] ∈ H, and |Rt| ≤ ℓ. Equivalently,
Rt ⊆ V (G) \ L is a modulator to H for the graph G[χ(t)]. Note that the base vertices,
i.e., the vertices in L, are partitioned across the leaf bags, which implies that the graphs
{G[Ht]}leaf t∈V (T ) are disjoint.

We iterate over every leaf nodes t ∈ V (T ), and proceed as follows. Note that G[Ht] ∈ H,
thus G[Ht] has a modulator of size zero to the family H. Therefore, we can use Pmod
to obtain a set St ⊆ Ht that is a (1 + ϵ/2)-approximation for Π on the graph G[Ht], i.e.,
|St| ≤ (1 + ϵ/2) · OPT(G[Ht]). This takes f(0, ϵ/2) · |Ht|O(1) ≤ h(ϵ) · nO(1) time for some
function h(·). In other words, Pmod is an EPTAS for Π on G[Ht].

For every leaf node t ∈ V (T ), if |Rt| ≤ ϵ/3 · |St|, then we say that the node is good.
Otherwise, we say that t ∈ V (T ) is bad. Furthermore, all non-leaf nodes are classified as bad.
Note that for a good node t ∈ V (T ), |Rt| ≤ (1+ϵ/2)·(ϵ/3)·OPT(G[Ht]) ≤ (ϵ/2)·OPT(G[Ht]).
On the other hand, for a bad node t ∈ V (T ), ℓ ≥ |Rt| ≥ ϵ/3 · |St| ≥ ϵ/3 · OPT(G[Ht]). Let
Ug and Ub denote the set of good and bad nodes respectively. Let S1 =

⋃
t∈Ug

St, and
S2 =

⋃
t∈Ug

Rt.
Furthermore, let Vg =

⋃
t∈Ug

χ(t), and Vb = V \ Vg. Now, let Sb ⊆ Vb denote an (1 + ϵ)-
approximate solution to Π on the graph G[Vb]. We first state the following lemma, whose
proof is given after the current proof.

▶ Lemma 9. |S| ≤ (1 + ϵ) · OPT(G), where S = S1 ∪ S2 ∪ Sb as defined above.
Let F = G[Vb]. From the H-tree decomposition (T, χ, L) of G of width ℓ, it is possible

to obtain a H-tree decomposition of F of width at most ℓ, by deleting the vertices of Vg

from every bag. For simplicity, we will continue to use (T, χ, L) for the new “projected”
H-tree decomposition of F . As suggested by Lemma 9, we need to find a set Sb, which is
an (1 + ϵ)-approximation to Π on F := G[Vb]. In fact, we will show how to find an optimal
solution. To this end, we rely on the following technical lemma.

2 Note that Pmod may in fact be a family of approximation algorithms, containing an algorithm for
each value of modH(·) and ϵ. We slightly abuse the notation and assume that we use an appropriate
algorithm from this family, based on the value of modH of the relevant graph, and ϵ.

FSTTCS 2023
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▶ Lemma 10. Let H, F be well-behaved families of graphs, where F is CMSO-definable.
Suppose that Π = Vertex Deletion to F has FII. Furthermore, suppose there exists an
FPT-AS Pmod for Π, parameterized by modH(·) and ϵ. Then, for every positive integer ℓ,
there exists an algorithm Aℓ, that takes input (G, T, χ, L), where
1. G is a graph on at most n vertices, and
2. A H-tree decomposition (T, χ, L) of G of width ℓ, such that:

⋆ for every leaf t ∈ V (T ), the graph Ht := G[χ(t) ∩ L] satisfies OPTΠ(Ht) ≤ 3ℓ/ϵ.
The algorithm Aℓ runs in time g(ℓ, ϵ) · nO(1), where g is some function, and returns an
optimal solution S ⊆ V (G) to Π on G, i.e., |S| = OPTΠ(G), and G − S ∈ F .

The idea of the proof of Lemma 10 is similar to that of Theorem 6.1 from [1]. However,
they require that Pmod be an exact algorithm for Π. Our result builds upon the fact that,
when the input graph satisfies the property ⋆, an approximation algorithm can be made to
behave like an exact algorithm by a suitable choice of ϵ. However, a formal proof requires
several technical definitions pertaining to FII, and thus is deferred to the full version of the
paper.

Now we finish the proof of Theorem 1. Note that the graph G[Vb] and the H-tree decom-
position (T, χ, L) restricted to G[Vb] satisfies the requirements of Lemma 10 by construction
(recall that Vb =. Thus, using the algorithm from Lemma 10, we can, in fact, get an optimal
solution Sb ⊆ Vb to Π on G[Vb]. This concludes the proof of Theorem 1, modulo the proof of
Lemma 9. ◀

Proof of Lemma 9. Recall the definitions of the partial solutions S1, S2, Sb as defined in the
proof of Theorem 1. From Observation 4, we have the following inequality.

OPT(G − S2) ≤ OPT(G) (1)

Note that the properties of H-tree decomposition imply that, if we delete S2 from G, the
graph G − S2 consists of disjoint induced subgraphs Ht for t ∈ Ug, as well as G[Vb] (note
that each of these induced subgraphs may or may not be connected). Now, consider

|S| = |S1| + |S2| + |Sb| (Since S = S1 ⊎ S2 ⊎ Sb.)

≤
∑
t∈Ug

(|St| + |Rt|) + |Sb| (Since S1 =
⋃

t∈Ug
St and S2 =

⋃
t∈Ug

Rt)

≤

 ∑
t∈Ug

(1 + ϵ/2) · OPT(G[Ht]) + ϵ/2 · OPT(G[Ht])

 + (1 + ϵ) · OPT(G[Vb])

(Using bounds on St, Rt and Sb respectively)

≤ (1 + ϵ) ·

 ∑
t∈Ug

OPT(G[Ht])

 + OPT(G[Vb])


≤ (1 + ϵ) · OPT(G) (since V (G) \ S2 = Vb ⊎

⊎
t∈Ug

Ht, and (1))

◀

3.4 Variations of the Equivalence Theorem
Theorem 1 gives non-uniform FPT-ASes. In the following, we obtain a simpler, and explicit
version of Theorem 1 for Vertex Deletion to F when F satisfies the following property,
called treewidth-η-modulated: Suppose there exists a constant η, such that the (standard)
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treewidth of every graph in F is bounded by η. In this case, we say that the family F is
treewidth-η-modulated, or simply, η-modulated. Note that many natural Vertex Deletion
to F problems are η-modulated. For example, Vertex Cover (resp. Feedback Vertex
Set) is η-modulated for η = 0 (resp. η = 1). More generally, it is also known if the family
F is characterized by a family of excluded minors O containing at least one planar graph,
then Vertex Deletion to F is known as Planar O-Deletion, and is also η-modulated
for some η that depends on O. The proof of this theorem is straightforward given the
η-modulated property of F . A formal proof can be found in the full version.

▶ Theorem 11. Let H, F be well-behaved families of graphs. Moreover, suppose that Π
= Vertex Deletion to F is such that: (i) F is η-modulated for some constant η ≥ 0, and
(ii) there exists an exact FPT algorithm for Π parameterized by tw(·). Then, the following
statements are equivalent.
1. Π admits an FPT-AS parameterized by modH(·) and ϵ.
2. Π admits an FPT-AS parameterized by edH(·) and ϵ.
3. Π admits an FPT-AS parameterized by twH(·) and ϵ.

Note that Theorem 11 requires that Π admit an FPT-AS parameterized by modH(G).
In particular, when modH(G) = 0⇐⇒G ∈ H, Π should have an EPTAS. However, in some
cases, we only know an α-approximation for Π even when G ∈ H, where α ≥ 1. In such
cases, the following theorem may be applicable, if, Π is also known to be FPT parameterized
by the size of the solution.

▶ Theorem 12. Let H, F be well-behaved families of graphs. Moreover, suppose that
Π = Vertex Deletion to F satisfies the following properties: (i) Π is CMSO-definable,
(ii) has FII, and (iii) Π is FPT parameterized by the size of the solution. Also suppose that
for some constant α ≥ 1, Π admits an α-approximation in time f(modH(·)) · nO(1). Then,
1. Π admits an (α + ϵ)-approximation in time g(edH(·), ϵ) · nO(1), and
2. Π admits an (α + ϵ)-approximation in time h(twH(·), ϵ) · nO(1).

Plugging in Corollary 8 into Theorem 12, we obtain the following corollary.

▶ Corollary 13. There exists an algorithm that runs in time f(ℓ, ϵ) ·nO(1), where ℓ is edH(G)
(or twH(G)) to planar graphs, and computes a ( 9

4 + ϵ)-approximation for Odd Cycle
Transversal.

4 FPT-ASes for Dominating Set

In this section, we consider Dominating Set, defined as follows.

Blue-White Dominating Set
Input: An instance (G, k), where G is a graph, and k is a non-negative integer
Question: Does G contain a dominating set of size at most k, i.e., does there exist a
set S ⊆ V (G) such that for each u ∈ V (G), N [v] ∩ S ̸= ∅?

Note that the main difficulty is that Dominating Set is not monotone, i.e., it does
not necessarily hold that for any S ⊆ V (G), OPT(G − S) ≤ OPT(G). Thus, the approach
for Vertex Deletion to F does not immediately generalize, and the arguments for
Dominating Set are technically more involved. Furthermore, it is not immediately clear
that Dominating Set is self-reducible. Therefore, we need to rely on different annotated
versions of Dominating Set to design approximation algorithms for the problem.
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First, the following theorem that is proved using arguments involving bidimensionality.
The formal proof of the theorem can be found in the full version in the appendix.

▶ Theorem 14. Suppose we are given a graph G, and a set M ⊆ V (G) of size p, such that
G′ := G \ M ∈ H, where H is a family of apex-minor free graphs. Then, there exists an
f(p, ϵ) · nO(1) time algorithm to find a (1 + ϵ)-approximation for Dominating Set on G,
where f(p, ϵ) = max

{
2O(p+

√
p
ϵ ), 2O(1/ϵ)

}
.

Next, we prove the equivalence theorem (cf. Theorem 15), which implies FPT-AS for
Dominating Set, parameterized by edH(·) (resp. twH(·)) and ϵ. The proof of this theorem
is conceptually similar to that of Theorem 1; however, it is technically much more involved
due to the reasons mentioned above.

4.1 Equivalence Theorem for Dominating Set
In this section, we prove the following equivalence theorem for Dominating Set, assuming
that H be well-behaved, i.e., hereditary and closed under disjoint union.

▶ Theorem 15. Let H be any well-behaved family of graphs, and let Π = Dominating Set.
Then, the following statements are equivalent.
1. Π admits an FPT-AS parameterized by modH(·) and ϵ.
2. Π admits an FPT-AS parameterized by edH(·) and ϵ.
3. Π admits an FPT-AS parameterized by twH(·) and ϵ.

Proof. We prove 1=⇒3. Let Pmod be the assumed FPT-AS for Π parameterized by modH
and ϵ. Let G = (V, E) be the input graph on n vertices, along with an H-tree decomposition
(T, χ, L). Let ℓ denote the width of the given H-tree decomposition. First, if H only contains
the empty graph (∅, ∅), our goal is to prove that Dominating Set admits an FPT-AS
parameterized by (standard) tw(·). Indeed, since Dominating Set is FPT parameterized
by tw(·), we assume that H contains at least one non-empty graph. In particular, due to
hereditary property, H must contain a graph on a single vertex. Furthermore, we assume
that ℓ ≥ 1 – otherwise G is a disjoint union of graphs belonging to H. This implies that
G ∈ H, in which case all three statements are trivially equivalent.

As before, for any leaf node t ∈ V (T ), let Vt = χ(t), Ht = Vt ∩ L, and Rt = Vt \ Ht.
Note that G[Ht] ∈ H, and the sets {Ht}t∈V (T ) are pairwise disjoint, and |Rt| ≤ ℓ for any
t ∈ V (T ).

We iterate over every leaf node t ∈ V (T ), and create a new graph G̃t as follows. Let
v∗ be a new vertex that is not in Vt. Let V ′

t = Vt ∪ {v∗}. Let E′
t = E(G[Vt]) ∪ Ẽ, where

Ẽ = {v∗u : u ∈ Rt}. That is, the graph G̃t is obtained by adding a new vertex v∗ to the
graph G[Vt] and making it adjacent to all vertices of Rt.

Note that G̃t − Rt = G[Ht] ⊎ G∗, where G∗ = (v∗, ∅) is an isolated component containing
v∗. Now, G[Ht] ∈ H, and G∗ ∈ H, which implies that G̃t − Rt = G[Ht] ⊎ G∗ ∈ H, since H is
closed under disjoint union. Now, we use Pmod on G̃t to obtain S̃t ⊆ V (G̃t), such that (i)
S̃t is a dominating set for G̃t, and (ii) |S̃t| ≤ (1 + ϵ/4) · OPT(G̃t). Let St = S̃t \ {v∗}.

For a leaf node t ∈ V (T ) if ℓ ≤ ϵ
29 · |St|, then we say that t is a good node; and bad

otherwise. All internal nodes are classified as bad. Let Ug, Ub denote the sets of good and
bad nodes respectively. Let Vg =

⋃
t∈Ug

Ht, Vm =
⋃

t∈Ug
Rt, and Vb = V (G) \ (Vg ∪ Vm).

Let D∗ be an optimal dominating set for G, and for any t ∈ Ug, let D∗
1,t = Ht ∩ D∗, and

D∗
2,t = Rt ∩ D∗, and D∗

t = D∗
1,t ∪ D∗

2,t. Let D∗
1 =

⋃
t∈UG

D∗
1,t, and D∗

2 =
⋃

t∈Ug
D∗

2,t. Note
that

{
D∗

1,t

}
t∈Ug

is a partition of D∗
1 , whereas a vertex in D∗

2 may belong to multiple D∗
2,t’s.

Finally, let D∗
b = D∗ ∩ Vb. Note that {D∗

1 , D∗
2 , D∗

b } is a partition of D∗.
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Now, let S1 :=
⋃

t∈Ug
St, and S2 :=

⋃
t∈Ug

Rt. We wish to add S1 ∪ S2 to our solution.
Since each Rt is a separator between Ht and G − χ(t), we can delete Vg from the graph.
However, we cannot simply delete Vm = S2 from the graph – since the vertices in S2 may
already dominate a subset of vertices in Vb. Therefore, we need to “remember” that we
have decided to add S2 into our solution. To this end, we define an annotated version
of Dominating Set, which we call Blue-White Dominating Set. The Blue-White
Dominating Set problem is defined as follows.

Blue-White Dominating Set
Input: An instance (G, B, W, k), where G is a graph, V (G) = B ⊎ W , and k is a
non-negative integer
Question: Does there exist a subset S ⊆ V (G) of size at most k such that (i) S is a
dominating set for G, and (ii) B ⊆ S?

Let F := G[S2 ⊎ Vb]. We want to find the smallest integer k′, such that (F, S2, Vb, k′) is a
yes-instance of Blue-White Dominating Set. Let Sb denote an (1 + ϵ/2)-approximate
solution on this instance, i.e., (i) Sb ⊆ S2 ∪ Vb is a dominating set for F , (ii) S2 ⊆ Sb, and
(iii) |Sb| ≤ (1 + ϵ/2) · OPT′(F ), where OPT′(F ) denotes the size of the optimal solution for
the Blue-White Dominating Set instance. We prove the following technical lemma, the
proof of which is rather involved, and thus given in the full version.

▶ Lemma 16. |S| = |S1| + |S2| + |Sb| ≤ (1 + ϵ) · OPT(G)

Thus, our task is reduced to finding an approximate solution to Blue-White Dominating
Set on (F, S2, Vb, k′); in fact, we will find an exact solution. To do this, first we prove the
following lemma, which shows that Blue-White Dominating Set can be reduced to the
(standard) dominating problem on an auxiliary graph. The proof is straightforward, and is
given in the full version.

▶ Lemma 17. Let I = (G, B, W, k) be an instance of Blue-White Dominating Set. Let
G′ be the graph obtained by attaching N = n2 distinct pendant vertices to each vertex in B,
where n = |V (G)|. Let I ′ = (G′, k) be the resulting instance of Dominating Set. Then I
is a yes-instance of Blue-White Dominating Set iff I ′ is a yes-instance of Dominating
Set.

As suggested by Lemma 17, we create a graph F ′, as follows. For each u ∈ S2, let Pu

denote the set of |V (F )|2 distinct pendant vertices attached to u. By slightly abusing the
notation, let (T, χ, L) be the original H-tree decomposition, restricted to the vertices of F .
We modify this to obtain an H-tree decomposition for F ′. Consider a vertex u ∈ S2, and
note that u ∈ Rt for some t ∈ V (T ). We pick one such arbitrary node t, and add a child tu,
which becomes a leaf in T . For this node tu, we define its bag χ′(tu) = Pu ∪ {u}, where Pu

becomes the set of base vertices in χ′(tu), and u is a non-base vertex in χ′(tu). Note that
G[Pu] is a set of isolated vertices, and thus belongs to H. For all original nodes t ∈ V (T ),
we set χ′(t) = χ(t). Finally, L′ =

⋃
u∈S2

Pu, and let T ′ be the resulting tree. It is easy to see
that (T ′, χ′, L′) is a valid H-tree decomposition for F ′ of width at most ℓ.

Now, we can prove an analogous version of Lemma 10 for the instance (F, k′) of Dominat-
ing Set. It is known that Dominating Set is CMSO-definable and has FII [8]. We highlight
the key differences required to perform replacement using the FII property of Dominating
Set. Note that for a node that was earlier classified as bad, OPT(F [Ht]) = OPT(G[Ht]) ≤
29ℓ/ϵ, which implies that OPT(F [χ′(t)]) ≤ 29ℓ/ϵ + ℓ ≤ 30ℓ/ϵ. On the other hand, if t is a
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newly added leaf node then OPT(F [χ′(t)]) ≤ |Rt| ≤ ℓ. This implies that, when we want to
find a replacement for G[χ′(t)] using an application of FII, we want to decide instances of
the form F [χ′(t)] ⊕ Y , where |V (Y )| is upper bounded by some function of ℓ. Therefore,
OPT(F [χ′(t)] ⊕ Y ) ≤ OPT(F [χ′(t)]) + |V (Y )|, which is upper bounded by some function of
ℓ and ϵ. Therefore, a version of Lemma 10 can solve the decision version of Blue-White
Dominating Set.

Now, we discuss how to find a solution, using the algorithm for the decision version as
an oracle. We try the following for the values of k = |S2|, |S2| + 1, . . ., until the first time
the decision version returns that Blue-White Dominating Set(F, S2, V (F ) \ S2, k) is a
yes-instance. Let k∗ denote this value.

We maintain a partial solution Sb, which is initialized to S2. Consider a leaf node
t ∈ V (T ), such that Sb does not already dominate all vertices of χ′(t) ∩ L′. We pick
an arbitrary original vertex u ∈ χ′(t) ∩ L′, and use the algorithm to decide the instance
(F, Sb ∪ {u} , V (F ) \ (Sb ∪ {u}), k∗) of Blue-White Dominating Set. If the algorithm
returns no, then we conclude that u does not belong to a solution of size k∗. Otherwise, we
update Sb by adding u to it, and proceed to the next iteration.

Now we discuss the technicalities when we use the reduction from Lemma 17 on the newly
created Blue-White Dominating Set instance. In this reduction, we add N = n2 distinct
pendant vertices to u, and let Fu be the resulting graph. We add all these vertices to L′ and
to χ′(t). We also remove u from L, i.e., move it from Ht to Rt. Note that the resulting base
graph is a disjoint union of F ′[Ht] − u and the N pendant vertices, each of which belong
to H due to the well-behaved property. The size of the modulator increases by 1. However,
since OPT(F [χ(t)]) is bounded by 29ℓ/ϵ, therefore, we move at most 29ℓ/ϵ vertices from Ht

to Lt. Thus, the width of the resulting H-tree decomposition remains bounded by ℓ + 29ℓ/ϵ.
Furthermore, even for an incorrect choice of u, OPT(F ′[χ′(t)]) remains bounded by a function
of ℓ and ϵ. Thus, a version of Lemma 10 can still be used to obtain a solution Sb of size k∗

to the original instance (F, S2, Vb, k∗). This concludes the proof of the theorem. ◀

5 Conclusion

In this paper, we have initiated a systematic exploration of the impact that recently introduced
“hybrid” graph parameters have on the existence of good approximations for fundamental
graph problems. In fact, we have shown that as far as the task of obtaining an FPT-AS
is concerned, for many problems, designing an FPT-AS parameterized by the largest of
these, i.e., modH, is sufficient to obtain an FPT-AS parameterized by both edH and twH .
This result gives an approximation analogue of recent equivalence obtained between these
parameters in the exact algorithmic setting.

To demonstrate concrete applicability of our techniques, we first designed FPT-ASes
for many classical graph problems parameterized by modH, where H is an apex/H-minor
free graph family. Then, using our equivalence theorems, we are able to lift these FPT-
ASes to edH and twH. At this point, we would like to highlight that, in several concrete
applications of our equivalence theorems, the non-uniform FPT-ASes can be made uniform.
For example, we believe that one can obtain uniform FPT-ASes parameterized by modH, edH
and twH for problems such as Vertex Cover, Feedback Vertex Set, Independent
Set, Dominating Set, Cycle Packing, where H is an apex-minor free graph family.

We conclude with two final remarks. Firstly, the assumption of CMSO-definability can
be relaxed. In fact, we only require an EPTAS for the problem on graphs of bounded
treewidth. This would then enable one to apply our framework to problems that are not
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CMSO-definable but are known to have good approximations on the graph family under
consideration. Secondly, the initial step of our algorithm, i.e., FPT-ASes parameterized by
modH, can be made to work with other graph families, such as (Unit) Disk Graphs, using
known EPTASes for a number of graph problems [7, 17].
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