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Abstract
Cluster Editing is the problem of finding the minimum number of edge-modifications that
transform a given graph G into a cluster graph G′, that is, each connected component of G′ is a
clique. Similarly, in the Cluster Deletion problem, we further restrict the sought cluster graph G′

to contain only edges that are also present in G. In this work, we consider the parameterized
complexity of a local search variant for both problems: LS Cluster Deletion and LS Cluster
Editing. Herein, the input also comprises an integer k and a partition C of the vertex set of G that
describes an initial cluster graph G∗, and we are to decide whether the “k-move-neighborhood” of G∗

contains a cluster graph G′ that is “better” (uses less modifications) than G∗. Roughly speaking,
two cluster graphs G1 and G2 are k-move-neighbors if G1 can be obtained from G2 by moving at
most k vertices to different connected components.

We consider parameterizations by k + ℓ for some natural parameters ℓ, such as the number of
clusters in C, the size of a largest cluster in C, or the cluster-vertex-deletion number (cvd) of G.
Our main lower-bound results are that LS Cluster Editing is W[1]-hard when parameterized
by k even if C has size two and that both LS Cluster Deletion and LS Cluster Editing are
W[1]-hard when parameterized by k + ℓ, where ℓ is the size of the largest cluster of C. On the
positive side, we show that both problems admit an algorithm that runs in kO(k) · cvd3k ·nO(1) time
and either finds a better cluster graph or correctly outputs that there is no better cluster graph in
the k-move-neighborhood of the initial cluster graph.

As an intermediate result, we also obtain an algorithm that solves Cluster Deletion in
cvdcvd ·nO(1) time.
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1 Introduction

Graph-based data clustering is a fundamental task with numerous applications [40]. Within
this broad setting, we focus on the approach of modfying an input graph into a cluster graph
(that is, a disjoint union of cliques) with as few edge modifications as possible. Herein, edges
may be deleted or inserted, leading to the well-known Cluster Editing or Correlation
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20:2 Graph Clustering Problems Under the Lens of Parameterized Local Search

Clustering [2, 4, 41] problem. If only edge deletions are allowed, then the problem is called
Cluster Deletion [41]. One important advantage of the graph-modification approach is
that the number of clusters is not part of the input but is determined implicitly.

Cluster Deletion and, in particular, Cluster Editing are highly relevant in practice,
with application areas ranging from bioinformatics [4] to data mining [2] and psychology [46].
Unfortunately, it is NP-hard to decide whether a given graph is at most a given number
of modifications away from being a cluster graph [41]. Therefore, efforts have been made
to circumvent this hardness. One particularly successful approach are parameterized algo-
rithms [8, 13, 18, 23, 26, 37]. Given the amount of research and the practical relevance, it is
no surprise that Cluster Editing was selected as the problem for the sixth installment
of the parameterized implementation challenge PACE 2021 [32]. The results revealed the
strength of local search for Cluster Editing: The top ten submissions in the heuristic
track all involve local search. Moreover, the top three submissions always returned a solution
less than 1.001 times larger than the best known solution, that is, the relative error is
below 10−3. This is in stark contrast to the best known polynomial-time approximation
having an approximation factor of 2.06 [12], thus having a relative error that is three orders
of magnitude larger!

In this work we complement the results of the PACE 2021 heuristic track with a theoretical
study of the local search problems associated with Cluster Editing and Cluster Dele-
tion. More precisely, we study the following question: Can we improve a given clustering1

of the input graph G by “moving” at most k vertices to different clusters? Many local search
algorithms submitted to PACE 2021 try to move vertices between clusters to improve their
solution [3, 7, 22, 32, 42]. For Cluster Editing we are free to move any vertex in any
cluster (inserting missing edges within a cluster and deleting edges between clusters) while,
for Cluster Deletion, we have to ensure that there are no missing edges within any cluster
we create. The respective local search versions of the problems are called LS-Cluster
Editing and LS-Cluster Deletion (see Section 2 for precise problem definitions).

Related Work. In the more general setting, our work fits into the theme of parameterized
local search. Unfortunately, most parameterized local search problems turn out to be W[1]-
hard with respect to their local search radius k [9, 15, 17, 21, 27, 28, 33, 39, 43]. Consequently,
one often tries to combine k with some structural parameter ℓ in the hope of obtaining an
FPT algorithm. Experimental evaluation showed that such algorithms often achieve very
good solutions quickly [19, 20, 25, 29, 31].

Dörnfelder et al. [15] already proved the W[1]-hardness of a local search version of
Cluster Editing with a different local neighborhood: they search for a better solution
by modifying at most k edges in the given solution. Recently, Luo et al. [38] considered the
closely related Dynamic Cluster Editing problem, in which a given clustering C for a
graph G has to be adapted while the graph G changes dynamically, keeping the modification
distance between them low. In this setting, the main question is whether minor changes
to C are sufficient to produce a good clustering for the (slightly) changed new graph. Since,
in this setting, the old graph G is actually irrelevant for the computational problem, there
are only minor technical differences to LS-Cluster Editing. Luo et al. [38] measure the
distance to C by the number of vertices moving to a different cluster (they call this “matching
distance”) – the same measure we use. They analyzed the parameterized complexity of

1 A clustering can be viewed as an equivalence relation (“which vertices will end up in the same cluster?”)
or, equivalently, a partition of the vertex set of G.
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Dynamic Cluster Editing with respect to the solution size ℓ (number of edges to modify
in G) and the number k of changes allowed to be done to the given solution. They obtained
W[1]-hardness for each of the parameters k and ℓ individually and fixed-parameter tractability
with respect to the combined parameter k + ℓ.

Besides the work on Dynamic Cluster Editing, there are numerous works on Cluster
Editing, including search-tree based algorithms [8, 23], kernelizations [10, 13, 18, 26], and
above lower-bound parameterizations [6, 37]. For Cluster Deletion, there are search-tree
based algorithms [30, 45] and problem kernels [10, 11].

Our Results. We consider the number k of vertices allowed to be moved to different clusters,
since this number can be expected to be small (mostly one-digit values in PACE 2021 local
search submissions). We show that LS-Cluster Deletion and LS-Cluster Editing are
– like many other local search problems – W[1]-hard with respect to the local search radius k,
so we try to combine k with different structural parameters. If a parameter combination k + ℓ

allows for fixed-parameter tractability, then we aim for running times of the form ℓO(k) · nO(1)

as advocated by Komusiewicz and Morawietz [34]. The motivation is that k is expected to
be much smaller than even ℓ which, in turn, is hopefully considerably smaller than n. Thus,
the resulting algorithms are expected to be very efficient in practice, which is particularly
important since local search subroutines are called excessively in the solvers (see for example
the PACE 2021 solvers [32]).

We combine k with the maximum degree ∆, the maximum size of any clique in the
given solution, or the cluster vertex deletion number cvd, that is, the number of vertices to
remove to obtain a cluster graph. In Section 3, we present algorithms with running times of
the form (ℓ · k)O(k)nO(1) for ℓ = ∆ (see Theorem 3.3) and ℓ = cvd (see Corollary 3.8 and
Theorem 3.9). As an intermediate result, we obtain an algorithm solving Cluster Deletion
in cvdcvd ·nO(1) time (see Theorem 3.6). We complement the algorithms for LS-Cluster
Deletion and LS-Cluster Editing with lower bounds in Section 4. In particular, we show
that LS-Cluster Editing is W[1]-hard with respect to the sum of k, the maximum cluster
size, and the degeneracy of the input graph G (see Theorem 4.2) and that LS-Cluster
Editing is W[1]-hard with respect to k in the restricted case that the given clustering
consists of only two clusters (see Theorem 4.5). LS-Cluster Deletion is also W[1]-hard
with respect to the sum of k and the maximum cluster size (see Theorem 4.6). Moreover,
the employed reductions also show that neither LS-Cluster Editing nor LS-Cluster
Deletion can be solved in f(k) · no(k) time unless the ETH fails. This shows that in the
above mentioned algorithms the O(k) in the exponent cannot be replaced by o(k).

Due to space restriction, proofs of statements marked with (⋆) are deferred to a full
version.

2 Preliminaries

For details about relevant definitions of parameterized complexity such as fixed-parameter
tractability, W[1]-hardness, parameterized reductions, kernelization, and ETH, we refer to
the standard monographs [14, 16].

Let X and Y be sets. We denote by A ⊕ B := (A \ B) ∪ (B \ A) the symmetric difference
between A and B. A partition P of X is a collection of non-empty and pairwise disjoint
subsets of X such that ∪P ∈PP = X. Moreover, for an integer k, we denote by

(
X
k

)
the

collection of all size-k subsets of X. Let G = (V, E) be a graph. For a vertex set S ⊆ V , we
denote by EG(S) :=

(
S
2
)

∩ E the edges of G between the vertices of S. If G is clear from the
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20:4 Graph Clustering Problems Under the Lens of Parameterized Local Search

context, we may omit the subscript. A partition C of V is called a clustering of G. Each
vertex set C of C is called a cluster. For a clustering C, we denote by E(C) :=

⋃
C∈C

(
C
2
)

the
edges inside the clusters of C.

We call a function χ : V → N a coloring of V . We say that color i ∈ N is used by χ if there
is at least one vertex v ∈ V with χ(v) = i. For a coloring χ, let Cχ denote the clustering of G

where for each color i used by χ, χ−1(i) = {v′ ∈ V | χ(v′) = i} is a cluster of Cχ. We call χ

a cluster-coloring of Cχ and we call Cχ the clustering of χ. Note that each clustering has
infinitely many cluster-colorings and that all these cluster-colorings are identical with respect
to isomorphism. Here, two colorings χ and χ′ are isomorphic if there is a bijection f : N → N
such that χ = f ◦ χ′.

Let χ and χ′ be colorings of V . We denote by Move(χ, χ′) := {v ∈ V | χ(v) ̸= χ′(v)}
the vertices that receive different colors under χ and χ′. Moreover, we set move(χ, χ′) :=
|Move(χ, χ′)|. Two colorings χ and χ′ are k-move-neighbors if move(χ, χ′) ≤ k. Analogously,
two clusterings C and C′ are k-move-neighbors if there is a cluster-coloring χ of C and a cluster-
coloring χ′ of C′ such that χ and χ′ are k-move-neighbors. We also denote by move(C, C′)
the smallest integer k such that C and C′ are k-move-neighbors. Note that move(C, C′) can
be computed in polynomial time [38]. For a clustering C we define cost(C) := |E(C) ⊕ E|. A
clustering C′ is improving over a clustering C, if cost(C′) < cost(C).

For a function f : A → B and C ⊆ A we denote by f |C the function f restricted to C.

▶ Observation 2.1. Let G be a graph and let C and C′ be clusterings of G with move(C, C′) ≤ k.
Then, |C ∩ C′| ≥ |C| − 2k.

In this work, we consider the parameterized complexity of the following problems.

LS-Cluster Deletion
Input: An undirected graph G = (V, E), an integer k and a clustering C of G

with E(C) ⊆ E.
Question: Is there an improving k-move-neighbor C′ of C for G with E(C′) ⊆ E?

LS-Cluster Editing
Input: An undirected graph G = (V, E), an integer k and a clustering C of G.
Question: Is there an improving k-move-neighbor C′ of C for G?

Further, we also analyze the permissive version of both problems, that is, the problem,
where we want to find any better solution or correctly output that the given solution has no
improving k-move-neighbor. Thus, the permissive problem variants allow to return better
clusterings even if these are not k-move-neighbors of C.

3 Algorithms for Permissive Problem variants

In this section, we present our algorithmic results. We start with the parameterization
maximum degree ∆ and k. A first observation allows us to assume that any given clustering
in our instance of LS-Cluster Editing consists exclusively of clusters that have diameter
at most two in the input graph. Note that for LS-Cluster Deletion, the input clusters in
the given clustering must all have diameter one, that is, they are cliques in the input graph.

▶ Observation 3.1. Let G be a graph and let C be a clustering of G. If there is a cluster C ∈ C
that has diameter at least three in G, then there is an improving 1-move-neighbor C′ of C.
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Proof. Let u, v ∈ C be two vertices of distance at least three in G. Thus, we have N(u) ∩
N(v) = ∅. Assume without loss of generality that |N(v) ∩ C| ≤ |N(u) ∩ C|.

We show that C′ := (C \ {C}) ∪ {C \ {v}, {v}} is an improving 1-move-neighbor of C.
Clearly, C′ is a 1-move-neighbor of C as only v moves to a previously empty cluster. Moreover,
this move costs |N(v) ∩ C| edge deletions but saves at least |N(u) ∩ C| + 1 many edge
insertions. Since |N(v) ∩ C| ≤ |N(u) ∩ C|, it follows that C′ is improving over C. ◀

With the knowledge that the given clusters are connected, it is not too hard to see that
we can restrict ourselves to looking for solutions where the vertices that change clusters are
not too far apart from each other; otherwise we can simply ignore parts of the changes and
obtain a better clustering by moving even fewer vertices. The formal statement is as follows:

▶ Lemma 3.2 (⋆). Let G be a graph and C a clustering and C′ an improving clustering
for C. Let C1, . . . , Cq be the clusters in C that change in C′ (that is, {C1, . . . , Cq} :=
C \ C′). If G[C1 ∪ . . . ∪ Cq] is not connected, then there is an improving clustering C∗ of C
with move(C, C∗) < move(C, C′). Moreover, if E(C′) ⊆ E, then E(C∗) ⊆ E.

With Observation 3.1 and Lemma 3.2 we can show that checking for solutions for LS-
Cluster Editing and LS-Cluster Deletion boils down to finding subgraphs of bounded
size in graphs of bounded degrees for which we can apply an algorithm of Komusiewicz and
Sommer [35]. Overall this results in the following statement.

▶ Theorem 3.3 (⋆). LS-Cluster Editing and LS-Cluster Deletion can be solved in
∆8k(6ek)2k+1nO(1) time.

We remark that an algorithm solving LS-Cluster Editing or LS-Cluster Deletion
in f(∆) ·nO(1) time is unlikely: Setting k := n and applying this algorithm repeatedly until no
improvement is found would solve Cluster Editing or Cluster Deletion in f(∆) · nO(1)

time; this is unlikely as both problems are NP-hard for constant maximum degree [36].

Parameterization by cluster vertex deletion number and k. In the remainder of the
section we provide two algorithms exploiting small modulators to cluster graphs – one for
LS-Cluster Deletion in Section 3.1 and one for LS-Cluster Editing in Section 3.2.
For both of our algorithms, we use the following notation. We say that a vertex set M ⊆ V is
a (cluster) modulator of G if G[V \M ] is a cluster graph. Let B be the connected components
of G[V \ M ]. We call each clique B ∈ B a bag. We denote by cvd(G) the cluster vertex
deletion number, that is, the size of a smallest cluster modulator of G. If the graph G is
clear from the context, we may simply write cvd.

3.1 An Algorithm for LS-Cluster Deletion
Let G = (V, E) be a graph and let C be a clustering of G. Moreover, let S ⊆ V and let CS

be a clustering of G[S]. We say that C extends CS if for each cluster C ∈ CS there is a
cluster C ′ ∈ C with C ′ ∩ S = C.

▶ Lemma 3.4. Let G = (V, E) be a graph and let M be a cluster modulator of G. Moreover,
let CM be a given clustering of G[M ] with E(CM ) ⊆ E. In 3|CM | · nO(1) time, one can find a
best clustering C of G among all clusterings C′ of G with E(C′) ⊆ E that extend CM .

IPEC 2023



20:6 Graph Clustering Problems Under the Lens of Parameterized Local Search

Proof. Note that for each clustering C of G that extends CM , the edges between vertices
of M in both E(C) and E(CM ) are equal. Consequently, the task can also be reformulated
as follows: find a clustering C∗ of G that maximizes the number of edges having at least
one endpoint in V \ M among all clusterings C of G with E(C) ⊆ E that extend CM . In the
following, we describe a dynamic program solving this reformulated task.

Fix an arbitrary ordering of the bags and let Bi denote the ith bag of B according to
this ordering. The dynamic programming table T has entries of type T [X, i] with X ⊆ CM

and i ∈ [0, |B|]. For X ⊆ CM and i ∈ [0, |B|], let VX denote the union of all clusters of X and
let V i

X denote the union of VX and the first i bags. The entry T [X, i] stores the maximal
number of edges having at least one endpoint in V i

X \ M of any clustering Ci
X of G[V i

X ]
with E(C) ⊆ E that extends X. Intuitively, this entry stores the best way to distribute the
vertices of the first i bags among the clusters of X.

To compute an entry T [X, i], we iterate over all subsets X ′ of X and check for the best
way to distribute the vertices of the first i − 1 bags among the clusters of X ′ and the best
way to distribute the vertices of the ith bag among the clusters of X \ X ′.

Formally, for each X ⊆ CM , we set T [X, 0] := 0 and for each i ∈ [1, |B|], we set

T [X, i] := max
X′⊆X

T [X ′, i − 1] + gainX\X′

i .

Here, gainX\X′

i is the number of edges having at least one endpoint in bag Bi of the best
way to distribute the vertices of Bi among the clusters of X \ X ′. This recurrence is correct
because no cluster C in a clustering C of G can contain vertices of two distinct bags without
violating E(C) ⊆ E.

In the following, we describe how to compute gainY
i for each i ∈ [1, |B|] and each Y ⊆ CM .

▷ Claim 3.5. In 3|CM | · nO(1) time, the values gainY
i can be computed for all i ∈ [1, |B|] and

all Y ⊆ CM .

Proof. The computation of this value relies on the following observation: Let C be a best
clustering of G[VY ∪ Bi] with E(C) ⊆ E that extends Y . Moreover, let C be a largest cluster
of C. Then C contains all vertices of Bi that are adjacent to all vertices of C ∩ M . This is
true, since if there would be a cluster C ′ in C containing a vertex v of {v ∈ Bi | C ⊆ N(v)},
then C′ := (C \ {C, C ′}) ∪ {C ∪ {v}, C ′ \ {v}} is a clustering with E(C′) ⊆ E that improves
over C. The properties of C′ hold since C is a largest cluster of C and Bi is a clique in G.

Hence, to solve this intermediate task, we can branch which cluster C of Y ∪ {∅} will
be extended to be the largest cluster in C, add all vertices of Bi to C that may fit into this
cluster and solve the task recursively.

This can also be done by a dynamic program. We introduce the dynamic programming
table Di with entries of type Di[Y, Z] with Y ⊆ CM and Z ⊆ Y .

For each set Z ⊆ Y , we let RemainZ
Y := Bi \

(⋃
C∈Y \Z{v ∈ Bi | C ⊆ N(v)}

)
denote the

set of vertices of Bi that do not fit in any cluster of Y \ Z. The entry Di[Y, Z] stores the
maximal number of edges having at least one endpoint in RemainZ

Y of any clustering Ci
Z

of G[RemainZ
Y ∪

⋃
C∈Y C] with E(C) ⊆ E that extend Z.

For each Y ⊆ CM , we set Di[Y, ∅] :=
(|Remain∅

Y |
2

)
and for each non-empty Z ⊆ Y , we set

Di[Y, Z] := max
((

|RemainZ
Y |

2

)
, max

C∈Z

(
|FitC |

2

)
+ |FitC | · |C| + Di[Y, Z \ {C}]

)
,

where FitC := {v ∈ RemainZ
Y | C ⊆ N(v)} denotes the set of vertices of RemainZ

Y that fit
into the cluster C.
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This recurrence is correct by the above observation: in each optimal clustering Ci
Z

of G[RemainZ
Y ∪

⋃
C∈Y C] with E(C) ⊆ E that extend Z, there is a largest cluster C ′ ∈ Ci

Z

that contains all vertices of FitC′∩M .
Finally, for each Y ⊆ CM , we set gainY

i := Di[Y, Y ]. Since for each i ∈ [1, |B|], the
table Di contains 3|CM | entries and each such entry can be computed in nO(1) time, the
values gainY

i can be computed for all i ∈ [1, |B|] and all Y ⊆ CM in the stated running time.
Moreover, note that a corresponding clustering can be computed via traceback. ◁

Let C∗ be any best clustering of G among all clusterings C of G with E(C) ⊆ E that
extend CM . Then, the number of edges of E(C∗) having at least one endpoint in any bag is
stored in T [CM , |B|]. Moreover, a corresponding clustering can be found via traceback.

Since for each i ∈ [0, |B|] and each X ⊆ CM , the table entry T [X, i] can be computed in
2|X| · nO(1) time and there are 2|CM | choices for X, each table entry of T can be computed in
time

∑|CM |
i=1

(|CM |
i

)
· 2i · nO(1) ⊆ 3|CM | · nO(1). ◀

Note that this implies the following FPT-algorithm for Cluster Deletion when
parameterized by cvd: First, compute a minimum cluster modulator M of G in 1.811cvd ·
nO(1) time [44]. Second, iterate over all possible clusterings of G[M ] and apply the algorithm
behind Lemma 3.4. This implies a running time of 1.811cvd · Bcvd · nO(1), where Bcvd is
the cvd-th Bell number which denotes the number of partitions of a set of size cvd. Since for
each n ∈ N, Bn < ( n

ln(n+1) )n [5], this implies the following.

▶ Theorem 3.6. Cluster Deletion can be solved in cvdcvd ·nO(1) time.

Next, we show how we can use Lemma 3.4 to obtain a permissive algorithm for LS-
Cluster Deletion when parameterized by cvd and k.

▶ Theorem 3.7. Let G be a graph and let M be a given cluster modulator of G. Moreover,
let C be a clustering of G with E(C) ⊆ E and let k ∈ N. In |M |2k ·

(|M |
k

)
· kk · 34k · nO(1) time,

one can find a clustering C′ of G with E(C′) ⊆ E that is at least as good as a best clustering C∗

of G with E(C∗) ⊆ E and move(C, C∗) ≤ k.

Proof. Let C∗ be a clustering of G that maximizes |E(C∗)| among all clusterings C′′ of G

with E(C′′) ⊆ E and move(C, C′′) ≤ k. Moreover, let M := {C ∈ C | C ∩ M ≠ ∅} and
M∗ := {C ∈ C∗ | C ∩ M ̸= ∅} denote the sets of clusters intersecting M , of C and C∗,
respectively.

Let CM := {C ∩ M | C ∈ M} denote the clusters of M restricted to the vertices of M .
Similarly, let C∗

M := {C ∩M | C ∈ M∗}. Note that move(C, C∗) ≤ k implies move(CM , C∗
M ) ≤

k. Hence, to find a clustering C′ of G that is at least as good as C∗, it suffices to enumerate
all clusterings C′

M of G[M ] with move(CM , C′
M ) ≤ k (which includes C∗

M ) and to compute, for
each such clustering C′

M , any best clustering for G that extends C′
M . As the latter task can

be done in 3|C′
M | · nO(1) time by Lemma 3.4, it remains to describe how one can enumerate

all such clusterings C′
M of G[M ].

This can be done in
(|M |

k

)
·(|M|+k)k ·nO(1) time by iterating over all possible subsets M ′ ⊆

M of size k and iterating over all possible ways to move these k vertices into any of the
clusters of M (including the clusters where these vertices came from) or opening a new
cluster.

Hence, this algorithm runs in
(|M |

k

)
· (|M| + k)k · 3|M|+k · nO(1) time. Note that this is not

the desired running time since |M| occurs in the exponent of the running time and might be
much larger than k.

IPEC 2023



20:8 Graph Clustering Problems Under the Lens of Parameterized Local Search

To still obtain the desired running time, we perform some initial branching if |M| > 2k.
The idea behind this initial branching relies on Observation 2.1. Since at most k vertices
were moved to obtain M∗ from M, Observation 2.1 implies |M ∩ M∗| ≥ |M| − 2k. In other
words, there is a subset M′ ⊆ M of size at most 2k such that M \ M′ ⊆ M ∩ M∗. This
implies that all edge modifications having at least one endpoint in any cluster of M \ M′

are identical in both E(C) and E(C∗). Hence, by applying for each subset M′ ⊆ M of size
at most 2k the above described algorithm on the graph G[V \

(
∪C∈M\M′C

)
], we find a

clustering C′ with E(C′) ⊆ E which is at least as good as C∗. This initial branching can be
done in |M|2k · nO(1) ⊆ |M |2k · nO(1) time.

Since for each such branching-instance, there are at most 2k clusters containing vertices
of M , the whole running time evaluates to |M |2k ·

(|M |
k

)
· (3k)k · 33k · nO(1) = |M |2k ·

(|M |
k

)
·

kk · 34k · nO(1) time. ◀

Since a cluster modulator can be 2-approximated in polynomial time [1], Theorem 3.7
implies the following:

▶ Corollary 3.8. The permissive version of LS-Cluster Deletion can be solved in (kk +
2O(k) · cvd3k) · nO(1) time.

Proof. Let I := (G = (V, E), k, C) be an instance of LS-Cluster Deletion. First, check in
1.811k ·nO(1) time, whether G has a cluster modulator of size at most k [44]. If this is the case,
one can find an optimal clustering C′ for G with E(C′) ⊆ E in time cvdcvd ·nO(1) ⊆ kk · nO(1)

due to Theorem 3.6. Otherwise, k < cvd. In this case, one can 2-approximate a cluster
modulator M in polynomial time [1] and find a clustering C′ of G with E(C′) ⊆ E that
is at least as good as a best clustering C∗ of G with E(C∗) ⊆ E and move(C, C∗) ≤ k

in time |M |2k ·
(|M |

k

)
· kk · 34k · nO(1) due to Theorem 3.7. Since k < cvd ≤ |M |, we get

that
(|M |

k

)
· kk ≤ |M |k · kk

k! ≤ |M |k · 2O(k). Hence, the running time of the case k < cvd
evaluates to 2O(k) · |M |3k · nO(1) ⊆ 2O(k) · (2 · cvd)3k · nO(1) = 2O(k) · cvd3k ·nO(1) time. In
both cases, the running time is upper-bounded by (kk + 2O(k) · cvd3k) · nO(1) time. ◀

3.2 An Algorithm for LS-Cluster Editing
In this subsection, we present a permissive algorithm for LS-Cluster Editing with a
running time similar to the one for LS-Cluster Deletion.

▶ Theorem 3.9. Let G = (V, E) be a graph, let C be a clustering of G, and let k ∈ N. In
2O(k) · kk · cvd3k ·nO(1) time, one can find a clustering that improves over C or correctly
output that there is no clustering C′ of G with move(C, C′) ≤ k that improves over C.

To give a better intuition for the following algorithm, we switch to the interpretation
of LS-Cluster Editing where the initial solution is a cluster coloring χC of C. That
is, if the given coloring χC can be improved within the k-move-neighborhood, then we
need to find any coloring χ∗ improving over χC. This coloring χ∗ is not required to be in
the k-move-neighborhood of χC .

Let I := (G = (V, E), k, χC) be an instance of LS-Cluster Editing, let M be a cluster
modulator of G. Let α ∈ N be a color used by χC. We say that α is a modulator color
if χ−1

C (α) ∩ M ̸= ∅. Otherwise, we say that α is a bag color. In the remainder of this
section, we denote by colMod and colBag the set of modulator colors and bag colors of χC,
respectively. Note that these sets of colors are defined with respect to the initial coloring χC
of the LS-Cluster Editing-instance I. Recall that each bag B ∈ B is a clique in G and a
connected component of G[V \ M ]. Fix an arbitrary ordering of the bags and let Bi denote
the ith bag of B according to this ordering.
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We first show that we can improve the initial coloring in polynomial time unless it has
some properties that we will exploit in the following.

▶ Observation 3.10. If there is a bag color α such that vertices of two distinct bags receive
color α under χC, then one can find a coloring χ′ of V in polynomial time that improves
over χC.

▶ Observation 3.11. If there is a bag B ∈ B such that two vertices of B receive distinct
bag colors under χC, then one can find a coloring χ′ of V in polynomial time that improves
over χC.

Hence, we assume in the following, that for each bag color α ∈ colBag, χ−1
C (α) contains

only vertices of a single bag and that for each bag Bi ∈ B, there is at most one bag
color αi ∈ colBag with χ−1

C (αi) ⊆ Bi.
Moreover, we assume in the following that colMod has size O(k). In the final algorithm

we use an initial branching – similar to the one used in the algorithm behind Theorem 3.7 –
to ensure that this assumption is fulfilled.

Let χ′ be a coloring of V and let χint be the coloring that agrees with χC on all vertices
of V \ M and that agrees with χ′ on all vertices of M . We call χint the intermediate coloring
for χ′. The idea behind this definition is the following.

▶ Observation 3.12. Let χ′ be a coloring of V . Moreover, let χint be the intermediate
coloring for χ′. It holds that move(χC , χint) + move(χint, χ′) = move(χC , χ′).

Suppose that there is an improving k-move-neighbor χ′ of χC . Then, to find a coloring of V

that improves over χC , it is sufficient to iterate over all colorings χint with move(χC , χint) ≤ k

that agree with χC on all vertices of V \ M , and to check whether there is a coloring χ′

that improves over χC with move(χint, χ′) ≤ k such that χint and χ′ agree on all vertices
of M , that is, where χint is the intermediate coloring for χ′. Unfortunately, such an approach
exceeds the desired running time for our algorithm since there are nO(k) possibilities for the
colorings χint due to the fact that there may be up to Θ(n) many bag colors and each vertex
of M may receive any color. To obtain the desired running time, we instead only iterate over
“template colorings”. Here, a coloring χtemp of V is a template coloring if

move(χC , χtemp) ≤ k,
χtemp agrees with χC on all vertices of V \ M , and
no vertex of M receives a color of colBag under χtemp.

For a template coloring χtemp, let colMove denote the colors of N \ (colMod ∪ colBag) that are
used by χtemp. We call the colors of colMove the moving colors of χtemp. Note that only
vertices of M may receive a moving color under χtemp and that there are at most k moving
colors.

Figure 1 gives an overview over the considered types of colorings and they way we use
them to find a coloring that improves over χC .

The idea behind template colorings is that a template coloring χtemp may represent
intermediate colorings for many colorings χ′ in the following way: For a coloring χ′ of V ,
we say that a template coloring χtemp is quasi-intermediate for χ′ if there is a “template
recolor-function” f : N → N such that f ◦ χtemp is the intermediate coloring for χ′. Herein,
a function f : N → N is a template recolor-function if f preserves identity on all colors
of N \ colMove and where f |colMove

maps each color of colMove to some color of N \ colMod
injectively. Essentially, this means that each of the moving colors of χtemp may be identified
with any bag color. Informally, this is due to the fact that each vertex that receives a moving
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χC χtemp χint χ′
vertices of M move template recolor-function vertices of V \ M move

brute-force by Lemma 3.13 dynamic programm behind Lemma 3.14

Figure 1 An overview over the four different kinds of considered colorings. For the initial
coloring χC and an improving coloring χ′ with move(χC, χ′) ≤ k, there is a template coloring χtemp

and an intermediate coloring χint such that there is a template recolor-function between χtemp

and χint. To find a coloring at least as good as χ′, we first brute-force all possible choices of
the template coloring χtemp and afterwards search for the best coloring for which χtemp is quasi-
intermediate. This is done by a dynamic program that simultaneously finds the best template
recolor-function and the best way to distribute the bag vertices by using at most k moves.

color under χtemp already changed its color and we may move all vertices of that moving
color together to any bag color while preserving the move-distance to χC. Note that, for
each coloring χ′ of V with move(χC , χ′) ≤ k, there is a template coloring χtemp which is
quasi-intermediate for χ′. In contrast to intermediate colorings, we can show that we can
enumerate a maximal set X of pairwise non-isomorphic template colorings in the desired
running time.

▶ Lemma 3.13. One can compute a maximal set X of pairwise non-isomorphic template
colorings in time (|colMod| + k)k · |M |k · nO(1).

Proof. Recall that for each template coloring χtemp, move(χC , χtemp) ≤ k. Moreover, by the
definition of a template coloring, Move(χC , χtemp) ⊆ M . Hence, to obtain a maximal set X
of pairwise non-isomorphic template colorings, consider all possible subsets of M of size at
most k and consider all possible ways of assigning colors of colMod ∪ X to these at most k

vertices, where X is an arbitrary set of k colors from N \ (colMod ∪ colBag). Note that this
can be done in the stated running time. ◀

Lemma 3.13 implies that, in order to find a coloring χ∗ of V that improves over χC
(provided that there is such a coloring in the k-move-neighborhood of χC), it suffices to do
the following: For each template coloring χtemp in a maximal set of pairwise non-isomorphic
template colorings, find the best coloring χ′ in the k-move-neighborhood of χC such that χtemp
is quasi-intermediate for χ′.

The latter task can be solved in 2O(|colMod|+k) · nO(1) time.

▶ Lemma 3.14 (⋆). Let χtemp be a template coloring. In 2O(|colMod|+k) · nO(1) time, one can
find a coloring of V that improves over χC or correctly output that the k-move-neighborhood
of χC does not contain a coloring χ′ such that χ′ improves over χC and where χtemp is
quasi-intermediate for χ′.

We now conclude our permissive algorithm for LS-Cluster Editing. As we can switch
between clusterings and cluster colorings in polynomial time, this also proves Theorem 3.9.

▶ Theorem 3.15. Let G = (V, E) be a graph, let χC be a coloring of V , and let k ∈ N. In
2O(k) · kk · cvd3k ·nO(1) time, one can find a coloring χ∗ that improves over χ or correctly
output that there is no coloring in the k-move-neighborhood of χC that improves over χC.
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Proof. First, we 2-approximate a cluster modulator M for G in polynomial time [1]. Let B
be the bags of G[V \ M ], let colMod and colBag be the modulator colors and bag colors of χC ,
respectively. If the condition of Observation 3.10 or Observation 3.11 applies, then we find a
coloring χ∗ of V that improves over χ in polynomial time. Hence, assume in the following
that this is not the case.

As mentioned at the beginning of this subsection, we perform an initial branching step to
ensure that the coloring χC uses at most 2k modulator colors. Let χ′ be the best coloring in
the k-move-neighborhood of χC . Assume that χ′ improves over χC . Since move(χC , χ′) ≤ k,
Observation 2.1 implies that there is a subset S ⊆ colMod of size at least |colMod|−2k such that
for each modulator color α ∈ S, χ−1

C (α) = χ′−1(α). Hence, to find a coloring that improves
over χC it is sufficient to branch into all subsets S ⊆ colMod of size at least |colMod| − 2k and
ask for a coloring χ̂′ of V̂ := V \ (∪α∈Sχ−1

C (α)) that improves over χ̂ := χC |
V̂

with respect
to the subgraph G[V̂ ]. Note that this branching takes |colMod|2k · nO(1) ≤ |M |2k · nO(1) time.

Hence, in the following, we assume that colMod has size at most 2k. Next, we iterate over
a maximal set X of pairwise non-isomorphic template colorings and compute for each such
template coloring χtemp a coloring χ∗ which is at least as good as a best coloring χ′′ in the k-
move-neighborhood of χC where χtemp is quasi-intermediate for χ′′. The latter task can be
done in 2O(|colMod|+k) · nO(1) time due to Lemma 3.14 for each template coloring χtemp ∈ X .
Due to Lemma 3.13, X can be computed in (|colMod| + k)k · |M |k · nO(1) time and has
size (|colMod| + k)k · |M |k · nO(1).

This algorithm is correct, since there is a template coloring χ′
temp such that χ′

temp is
quasi-intermediate for χ′. Thus, in this way, we will find a coloring at least as good as χ′.

The whole algorithm runs in |M |2k · (|colMod| + k)k · |M |k · 2O(|colMod|+k) · nO(1) time.
Since we ensured with the initial branching, that colMod has size at most 2k, this results
in a running time of 2O(k) · kk · |M |3k · nO(1) time. Finally, since M is a 2-approximated
cluster modulator, |M | ≤ 2 · cvd(G). Hence, we obtain the stated running time of 2O(k) · kk ·
cvd(G)3k · nO(1) time. ◀

4 Lower Bounds

In this section we present several hardness results for LS-Cluster Deletion and LS-
Cluster Editing. We obtain our hardness results for LS-Cluster Editing by reductions
from restricted instances of Densest-k-Subgraph, which is defined as follows

Densest-k-Subgraph
Input: A graph G = (V, E), integers k and d.
Question: Is there a subset S ⊆ V of size exactly k such that |E(S)| ≥

(
k
2
)

− d?

Hence, we first show that Densest-k-Subgraph provides these hardness results on the
desired restricted instances.

▶ Theorem 4.1 (⋆). Even if d = k−1
2 , Densest-k-Subgraph is W[1]-hard when parame-

terized by both k and the degeneracy of G and cannot be solved in f(k) · no(k) time for any
computable function f , unless the ETH fails. This holds even on instances where |E(S)| <(

k−1
2
)

− k−1
4 for each vertex set S of size k − 1.

Based on these hardness results for Densest-k-Subgraph, we are now able to analyze
the parameterized complexity of LS-Cluster Editing for the parameter combination of k

plus the size of the largest cluster of the initial clustering C.
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▶ Theorem 4.2. LS-Cluster Editing is W[1]-hard when parameterized by k + ℓ + degen,
where ℓ := maxC∈C |C| and degen denotes the degeneracy of G. Moreover, unless the ETH
fails, there is no computable function f such that LS-Cluster Editing can be solved
in f(k + ℓ) · no(k+ℓ) time.

Proof. We present a parameterized reduction from Densest-k-Subgraph with the re-
strictions listed in Theorem 4.1. Let I = (G = (V, E), k, d) be an instance of Densest-
k-Subgraph with d = k−1

2 such that |E(S)| <
(

k−1
2
)

− k−1
4 for each vertex set S of

size k − 1. We define an instance I ′ := (G′ := (V ′, E′), k, C) of LS-Cluster Editing
with maxC∈C |C| ∈ O(k) as follows: We initialize G′ as G and add for each vertex v ∈ V a
set Kv of 7k + k−3

2 vertices to G′ such that {v} ∪ Kv is a clique in G′. Additionally, we add
a clique K∗ of size 7k to G′ and add edges to G′, such that each vertex of V is adjacent to
each vertex of K∗. Finally, we set C := {K∗} ∪ {{v} ∪ Kv | v ∈ V }. Note that by definition
of C, each cluster C ∈ C is a clique in G′. The correctness proof is based on the following
claim.

▷ Claim 4.3. Let C′ := {K∗ ∪ S} ∪ {{Kv} | v ∈ S} ∪ {{v} ∪ Kv | v ∈ V \ S} be a clustering
of G′ for some vertex set S ⊆ V . The improvement of C′ over C is 2 · |EG(S)|−

(|S|
2
)

−|S| · k−3
2 .

Proof. We only have to consider the edges incident with at least one vertex of S in E(C)
and E(C′). Let F := E(C) and let F ′ := E(C′). Note that the symmetric difference
between F and F ′ are the edges of F ⊕ F ′ = {{v, x} | v ∈ S, x ∈ Kv ∪ K∗} ∪

(
S
2
)
. More

precisely, F \ F ′ = {{v, x} | v ∈ S, x ∈ Kv} and F ′ \ F = {{v, x} | v ∈ S, x ∈ K∗} ∪
(

S
2
)
. By

construction, all edges of F ⊕F ′ exist in G′, except for the edges of
(

S
2
)
\EG′(S) =

(
S
2
)
\EG(S).

Hence, the improvement of C′ over C is∑
v∈S

(|K∗| − |Kv|) + |EG′ (S)| −
((

|S|
2

)
− |EG′ (S)|

)
= 2 · |EG(S)| −

(
|S|
2

)
− |S| · k − 3

2 . ◁

Next, we show that I is a yes-instance of Densest-k-Subgraph if and only if I ′ is a
yes-instance of LS-Cluster Editing.

(⇒) Let S be a set of size k in G such that |EG(S)| ≥
(

k
2
)

− d. We set C′ := {K∗ ∪ S} ∪
{{Kv} | v ∈ S} ∪ {{v} ∪ Kv | v ∈ V \ S}. Note that move(C, C′) = k. We show that C′

is improving over C. Due to Claim 4.3 and since |EG(S)| ≥
(

k
2
)

− d and d = k−1
2 , the

improvement of C′ over C is at least(
k

2

)
− 2d − k · k − 3

2 =
(

k

2

)
− k + 1 − k · k − 3

2 =
(

k

2

)
− k · k − 1

2 + 1 = 1.

Hence, I ′ is a yes-instance of LS-Cluster Editing.
(⇐) Suppose that I ′ is a yes-instance of LS-Cluster Editing. Let C′ be the best

clustering for G′ with move(C, C′) ≤ k. Since I ′ is a yes-instance of LS-Cluster Editing,
C′ ̸= C. We make some observations about the potential moves between C and C′. The goal
is to show that there is a set S ⊆ V of size at most k such that C′ = {K∗ ∪ S} ∪ {Kv | v ∈
S} ∪ {{v} ∪ Kv | v ∈ V \ S}. To this end, we show some intermediate results.

First, we show that for each vertex v ∈ V there is a cluster C ∈ C′ with Kv ⊆ C. Suppose
that this is not the case. Hence, there is a vertex v ∈ V and at least two clusters C1 and C2
in C′ containing vertices of Kv. Since Kv has size more than k, at least one vertex of Kv

is not moved. Assume without loss of generality that C1 contains this vertex. Hence, each
vertex of C2 ∩ Kv moved to C2. Thus, C2 ∩ Kv contains at most k vertices. Let x be an
arbitrary vertex of C2 ∩ Kv. Since Kv has size more than 4k, C1 contains at least 3k vertices
of Kv and at most k vertices of V ′ \ Kv. By definition of Kv, the closed neighborhood of x is
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exactly Kv ∪ {v}. Hence, x has at most k neighbors in C2, at least 3k neighbors in C1 and
at most k non-neighbors in C1. Consequently, not moving x to C2 yields a better clustering.
Since C′ is the best clustering with move(C, C′) ≤ k, this is not possible.

Next, we show that there is a cluster C in C′ with K∗ ⊆ C. Suppose that this is not
the case. Hence, there are at least two clusters C1 and C2 in C′ containing vertices of K∗.
Since K∗ has size more than k, at least one vertex of K∗ is not moved. Assume without loss
of generality that C1 contains this vertex. Hence, each vertex of C2 ∩ K∗ moved to C2. Thus,
C2 ∩ K∗ contains at most k vertices. Let x be an arbitrary vertex of C2 ∩ K∗. Since K∗ has
size more than 4k, C1 contains at least 3k vertices of K∗ and at most k vertices of V ′ \ K∗.
By definition of K∗, the closed neighborhood of x is exactly K∗ ∪ V . Hence, since each
cluster in C contains at most one vertex of V , x has at most k + 1 neighbors in C2, at least 3k

neighbors in C1 and at most k non-neighbors in C1. Consequently, not moving x to C2 yields
a better clustering. Since C′ is the best clustering with move(C, C′) ≤ k, this is not possible.

The above implies that only vertices of V moved to obtain C′ from C.
Next, we show that for each vertex v ∈ V , the cluster C of C′ that contains v either

contains all vertices of K∗ or all vertices of Kv. Suppose that this is not the case and
let v be a vertex of V such that the cluster C ∈ C′ with v ∈ C is not a superset of K∗

and not a superset of Kv. Since v is only adjacent to at most one vertex in each cluster
of C \ {K∗, Kv ∪ {v}}, v has at most k neighbors in C. Let K ′

v be the cluster of C′ containing
all vertices of Kv. Since Kv has size more than 3k, K ′

v contains at most k non-neighbors of v

and at least 3k neighbors of v. Hence, not moving v from K ′
v to C yields a better clustering.

Since C′ is the best clustering with move(C, C′) ≤ k, this is not possible.
Concluding, there is a nonempty vertex set S of size at most k such that C′ = {K∗ ∪

S} ∪ {Kv | v ∈ S} ∪ {{v} ∪ Kv | v ∈ V \ S}. More precisely, the vertices of S are exactly the
vertices that are moved to obtain C′ from C.

It remains to show that S has size k and that EG(S) = EG′(S) contains at least
(

k
2
)

− d

edges. Due to Claim 4.3 and since C′ is improving over C, 2 · |EG(S)| −
(|S|

2
)

− |S| · k−3
2 ≥ 1.

▷ Claim 4.4. S has size k.

Proof. If |S| < k − 1, then 2|EG(S)| ≤ 2 ·
(|S|

2
)

< |S| · k−3
2 +

(|S|
2
)

+ 1. Since 2|EG(S)| ≥
|S| · k−3

2 +
(|S|

2
)

+ 1, we conclude |S| ≥ k − 1.
Assume towards a contradiction that S has size exactly k − 1. By assumption, |EG(S)| <(

k−1
2
)

− k−1
4 = (k − 1) · (k−2

2 − 1
4 ) = (k − 1) · 2k−5

4 . Hence, (k − 1) · 2k−5
2 > 2 · |ES(G)| ≥

|S| · k−3
2 +

(|S|
2
)

+ 1 = (k − 1) · k−3
2 +

((k−1)
2
)

+ 1 = (k − 1) · 2k−5
2 + 1, a contradiction.

Consequently, S contains exactly k vertices since to obtain C′ from C, each vertex of S

moved and move(C, C′) ≤ k. ◁

It remains to show that |EG(S)| ≥
(

k
2
)
−d. By Claim 4.3, 2|EG(S)| ≥ |S|· k−3

2 +
(|S|

2
)
+1 =

2k2−4k
2 +1 = k2−k−(k−1). Thus |EG(S)| ≥ k2−k

2 − k−1
2 =

(
k
2
)
−d. Hence, I is a yes-instance

of Densest-k-Subgraph.

Parameter bounds. Recall that the size ℓ := maxC∈C |C| of the largest cluster in C is O(k).
Due to Theorem 4.1, Densest-k-Subgraph cannot be solved in f(k) · no(k) time for any

computable function f , unless the ETH fails. This implies that LS-Cluster Deletion
cannot be solved in f(k + ℓ) · |V ′|o(k+ℓ) time for any computable function f , unless the ETH
fails, since |V ′| ∈ nO(1).

Next, we analyze the degeneracy degen′ of G′. Let degen denote the degeneracy of G.
Since each vertex of Kv for some vertex v ∈ V has only neighbors in Kv ∪{v}, each such vertex
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has degree O(k) in G′. Furthermore, each vertex of V has only |Kv|+ |K∗| ∈ O(k) additional
neighbors in G′. Hence, the degeneracy of G′ is O(k + degen). Consequently, LS-Cluster
Editing is W[1]-hard when parameterized by k + ℓ + degen′, since due to Theorem 4.1,
Densest-k-Subgraph is W[1]-hard when parameterized by k + degen. ◀

Next, we show that even when the initial clustering consists only of two clusters, LS-
Cluster Editing remains W[1]-hard when parameterized by k.

▶ Theorem 4.5 (⋆). Even when the initial clustering consists of only two clusters, LS-
Cluster Editing is W[1]-hard when parameterized by k and cannot be solved in f(k) ·
no(k) time for any computable function f , unless the ETH fails.

Hence, LS-Cluster Editing is W[1]-hard when parameterized by the arguably most
natural parameter combinations k + maxC∈C |C| and k + |C|.

Finally, we present our hardness results for LS-Cluster Deletion. As we show, these
hardness results also hold for the permissive version of LS-Cluster Deletion.

▶ Theorem 4.6. LS-Cluster Deletion
is W[1]-hard when parameterized by k + ℓ, where ℓ := maxC∈C |C| denotes the size of the
largest cluster in C,
cannot be solved in f(k + ℓ) · no(k+ℓ) time for any computable function f , unless the ETH
fails, and
does not admit a polynomial kernel when parameterized by k+vc, unless NP ⊆ coNP/poly,
where vc denotes the vertex cover number of G.

All of this holds even if there is an optimal clustering C∗ with E(C∗) ⊆ E in the k-move-
neighborhood of C.

Proof. We present a polynomial time reduction from Multicolored Clique, which is W[1]-
hard when parameterized by the size of the sought clique [14].

Multicolored Clique
Input: A graph G = (V, E) and an integer k such that G is k-partite.
Question: Is there a clique of size k in G?

Let I := (G = (V, E), k) be an instance of Multicolored Clique and let Vk be
the largest part of the k-partition (V1, . . . , Vk) of G. We define an instance I ′ := (G′ :=
(V ′, E′), k′, C) of LS-Cluster Deletion as follows: Initialize G′ as a copy of G. Then for
each i ∈ [1, k − 1], do the following:

add a vertex xi to G′ and
for each vertex v ∈ Vi, add a vertex set Kv of size z := 2k to G′ and turn Kv ∪ {v}
and Kv ∪ {xi} into cliques in G′.

Let X := {xi | 1 ≤ i ≤ k − 1}. Finally, we add two additional adjacent vertices a and b to G′

and make X ∪ {a} a clique in G′. This completes the construction of G′. We complete the
construction of I ′ by setting k′ := 2k − 1 and

C := {X ∪ {a}, {b}} ∪
⋃

v∈V \Vk

{Kv ∪ {v}} ∪
⋃

v∈Vk

{{v}}.

Note that by construction E(C) ⊆ E′ and |E(C)| = |V \ Vk| ·
(

z+1
2
)

+
(

k
2
)
.

Next, we show that there is a clique of size k in G if and only if there is a clustering C′

for G′ that improves over C. We further show that each clustering C′ for G′ that improves
over C is a k′-move-neighbor of C.
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(⇒) Let S be a clique of size k in G. Since (V1, . . . , Vk) is a k-partition of G, for
each i ∈ [1, k], S contains exactly one vertex of Vi. For each i ∈ [1, k], let vi be that unique
vertex of Vi ∩ S. We set

C′ := {S, {a, b}} ∪
⋃

i∈[1,k−1]

{Kvi
∪ {xi}} ∪

⋃
v∈V \(Vk∪S)

{Kv ∪ {v}} ∪
⋃

v∈Vk\{vk}

{{v}}.

Note that by construction, E(C′) ⊆ E′ and by definition of C′, |E(C′)| =
(

k
2
)

+ |X| ·
(

z+1
2
)

+
|V \ (Vk ∪ S)| ·

(
z+1

2
)

+ 1 = |V \ Vk| ·
(

z+1
2
)

+
(

k
2
)

+ 1 = |E(C)| + 1. Hence, C′ is improving
over C. Moreover, by construction of C′, C′ and C are k′-move-neighbors.

(⇐) Let C′ be a best clustering for G′ with E(C′) ⊆ E′ and suppose that C′ improves
over C. Before we show that there is a clique of size k in G, we prove some properties of the
clustering C′.

First, we show that for each vertex v ∈ V \ Vk, there is a cluster C ′
v in C′ with Kv ⊆ C ′

v.
Suppose that there are at least two clusters C ′

v and C ′′
v in C′ with Kv ∩C ′

v ̸= ∅ and Kv ∩C ′′
v ̸= ∅

and suppose that |C ′
v| ≥ |C ′′

v | . Let v′ be an arbitrary vertex of C ′′
v ∩ Kv. Recall that

by construction of G′, v′ has the same closed neighborhood as any other vertex of Kv.
Since E(C′) ⊆ E′, each vertex of C ′

v is part of the closed neighborhood of v′. Hence, the
clustering C′′ := (C \ {C ′

v, C ′′
v }) ∪ {C ′

v ∪ {v′}, C ′′
v \ {v′}} fulfills E(C′′) ⊆ E′ and improves

over C′. Since C′ is a best clustering for G′ with E(C′) ⊆ E′, no such two clusters exist and
thus for each vertex v ∈ V \ Vk, there is a cluster C ′

v in C′ with Kv ⊆ C ′
v.

Next, we show that for each i ∈ [1, k − 1] and each vertex v ∈ Vi, the cluster C ′
v is

either Kv ∪ {v} or Kv ∪ {xi}. Suppose that this is not the case and let i ∈ [1, k − 1] and let v

be a vertex of Vi such that C ′
v /∈ {Kv ∪ {v}, Kv ∪ {xi}}. Note that this implies that C ′

v = Kv.
Furthermore, let C ′′ be the cluster of C′ that contains v. Since E(C′) ⊆ E′ and v has only
neighbors in V ∪Kv, the cluster C ′′ is a clique in G. Moreover, since G is k-partite, this implies
that C ′′ has size at most k. Hence, the clustering C′′ := (C \ {C ′

v, C ′′}) ∪ {Kv ∪ {v}, C ′′ \ {v}}
fulfills E(C′′) ⊆ E′ and improves over C′. Since C′ is a best clustering for G′ with E(C′) ⊆ E′,
this implies that for each i ∈ [1, k−1] and each vertex v ∈ Vi, the cluster C ′

v is either Kv ∪{v}
or Kv ∪ {xi}.

Note that this implies that for each i ∈ [1, k − 1], there is at most one vertex vi ∈ Vi for
which C ′

vi
̸= Kv ∪ {vi}. Intuitively, if such a vertex vi moves out of its cluster from C, then

the vertex xi has to move into the original cluster of vi.
Let S′ ⊆ V ′ be a minimal set of vertices that have to move to obtain C′ from C. Moreover,

let S := S′ ∩ (V \ Vk). By the above, for each i ∈ [1, k − 1], S contains at most one vertex
of Vi. Recall that each vertex of Vk has neighbors only in V \ Vk and can thus only be in a
cluster of C′ with a (potentially empty) subset of vertices of S. Hence, S′ contains no vertex
of Vk. In the following, we show that there is a vertex vk ∈ Vk such that S ∪ {vk} is a clique
of size k in G.

To this end, we analyze the number of edges in the clusters CS ⊆ C′ that contain vertices
of S ∪ Vk and have size at least two and the number of edges in the clusters CX ⊆ C′ that
have size at least two and contain only vertices of X ∪ {a, b}. By the above, each cluster C

of CS contains only vertices of S ∪ Vk and C contains at most one vertex of Vk, since Vk is
an independent set in G′. Note that this implies that each cluster of CS contains at least
one vertex of S. Furthermore, note that E(C′) =

⋃
v∈V \Vk

(
C′

v
2
)

∪ E(CS) ∪ E(CX). Since for
each vertex v ∈ V \ Vk, C ′

v has size z + 1, |E(C′)| = |V \ Vk| ·
(

z+1
2
)

+ |E(CS)| + |E(CX)|.
Moreover, since C′ is improving over C, |E(C′)| − |E(C)| = |E(CS)| + |E(CX)| −

(
k
2
)

≥ 1. In
the following, we show that |E(CS)| + |E(CX)| ≤

(
k
2
)

+ 1 and that |E(CS)| + |E(CX)| ≤
(

k
2
)

if there is no vertex vk ∈ Vk such that S ∪ {vk} is a clique of size k in G. To this end, we
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analyze the size of E(CS) and the size of E(CX) separately.
First, we show that if CS has size at least two, then |E(CS)| <

(|S|+1
2
)
. This follows

inductively by the fact that each cluster of CS has size at least two and contains at most one
vertex of Vk, and for each i ≥ 2 and each j ≥ 2,

(
i
2
)

+
(

j
2
)

<
(

i+j−1
2
)
. Hence, E(CS) has size

at least
(|S|+1

2
)

if and only if there is a vertex vk ∈ Vk such that CS = {S ∪ {vk}}. Moreover,
this implies that |E(CS)| ≤

(|S|+1
2
)
.

Second, we analyze the size of E(CX). Since for each i ∈ [1, k − 1], if there is a
vertex vi ∈ Vi ∩ S, then the vertex xi moves to the cluster containing all vertices of Kvi , that
is, xi is not contained in any cluster of CX . Hence, at most k−1−|S| vertices of X are contained
in clusters of CX . Since b is adjacent only to a, this implies that |E(CX)| ≤

(
k−|S|

2
)

+ 1.
Finally, we show that for some vertex vk ∈ Vk, S ∪ {vk} is a clique of size k in G. Assume

that |S| < k − 1. Hence, by the above |E(CS)| + |E(CX)| ≤
(|S|+1

2
)

+
(

k−|S|
2
)

+ 1 <
(

k
2
)

+ 1
and thus |E(CS)| + |E(CX)| ≤

(
k
2
)
. Since |E(C′)| > |E(C)|, this is not possible.

Consequently, |S| = k−1. Hence, by the above |E(CS)|+|E(CX)| ≤
(|S|+1

2
)
+
(

k−|S|
2
)
+1 =(

k
2
)

+ 1. Hence, |E(C′)| ≤ |E(C)| + 1. Since C′ improves over C, |E(CS)| + |E(CX)| =
(

k
2
)

+ 1.
As shown before, |E(CS)|+ |E(CX)| =

(
k
2
)

+1 only holds if CS consists of a single cluster C ′ :=
S ∪{vk} for some vertex vk ∈ Vk. Hence, there is a clique of size k in G and I is a yes-instance
of Multicolored Clique.

Moreover, note that this implies that C′ is a k′-move-neighbor of C, since only the k − 1
vertices of S, the k − 1 vertices of X, and either a or b changed their cluster.

Parameter bounds. Let ℓ := maxC∈C |C|. Recall that since z = 2k, ℓ = 2k + 1. Since Mul-
ticolored Clique is W[1]-hard when parameterized by k and cannot be solved in
f(k) · no(k) time for any computable function f , unless the ETH fails [14], this implies
that LS-Cluster Deletion is W[1]-hard when parameterized by k′ +ℓ and cannot be solved
in f(k′ + ℓ) · |V ′|o(k′+ℓ) time for any computable function f , unless the ETH fails, since |V ′| ∈
nO(k). Moreover, note that V ′ \ Vk is a vertex cover of G′ of size |V \ Vk| · (2k + 1) + k + 1.
Since Multicolored Clique does not admit a polynomial kernel when parameterized
by k + |V \ Vk|, unless NP ⊆ coNP/poly [24], this implies that LS-Cluster Deletion does
not admit a polynomial kernel when parameterized by k′+vc(G′) unless NP ⊆ coNP/poly. ◀

Note that due to the last restriction, the permissive version of LS-Cluster Deletion
shares the same W[1]-hardness and the same ETH-based lower bound, meaning that also for
permissive LS-Cluster Deletion, the algorithms in Section 3 are essentially optimal.

5 Conclusion

We analyzed the parameterized complexity for LS-Cluster Editing and LS-Cluster
Deletion, leaving some open questions for future work: First, what is the complexity of
LS-Cluster Deletion with respect to the combined parameter number |C| of clusters
and k? Second, can we show lower bounds for the permissive variant of LS-Cluster
Editing? Finally, can some of the algorithmic ideas of our work be used to improve the
local-search based heuristics for Cluster Deletion or Cluster Editing?
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