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#### Abstract

Over the past decade, we witness an increasing amount of interest in the design of exact exponentialtime and parameterized algorithms for problems in Graph Drawing. Unfortunately, we still lack knowledge of general methods to develop such algorithms. An even more serious issue is that, here, "standard" parameters very often yield intractability. In particular, for the most common structural parameter, namely, treewidth, we frequently observe NP-hardness already when the input graphs are restricted to have constant (often, being just 1 or 2) treewidth.

Our work deals with both drawbacks simultaneously. We introduce a novel form of tree decomposition that, roughly speaking, does not decompose (only) a graph, but an entire drawing. As such, its bags and separators are of geometric (rather than only combinatorial) nature. While the corresponding parameter - like treewidth - can be arbitrarily smaller than the height (and width) of the drawing, we show that - unlike treewidth - it gives rise to efficient algorithms. Specifically, we get slice-wise polynomial (XP) time algorithms parameterized by our parameter. We present a general scheme for the design of such algorithms, and apply it to several central problems in Graph Drawing, including the recognition of grid graphs, minimization of crossings and bends, and compaction. Other than for the class of problems we discussed in the paper, we believe that our decomposition and scheme are of independent interest and can be further extended or generalized to suit even a wider class of problems. Additionally, we discuss classes of drawings where our parameter is bounded by $\mathcal{O}(\sqrt{n})$ (where $n$ is the number of vertices of the graph), yielding subexponential-time algorithms. Lastly, we prove which relations exist between drawn treewidth and other width measures, including treewidth, pathwidth, (dual) carving-width and embedded-width.
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## 1 Introduction

Over the past decade, we witness an increasing amount of interest in the design of exact exponential-time and parameterized algorithms for problems in Graph Drawing. For a few illustrative examples, let us mention that this includes studies of crossing minimization [32, $37,38]$, recognition of planar graph families such as upward planarity testing [16, 35] and grid graph recognition [34], as well as recognition of beyond planar graph families [4], turnminimization [27], linear layouts such as books embeddings [5, 8], clustered planarity and hybrid planarity [19, 40, 20], and bend minimization [24, 22]. For more information on recent progress on these and other topics, we refer to the report [28] and surveys such as [48]. Unfortunately, still, we have very limited knowledge of general methods to develop exact exponential-time and parameterized algorithms for problems in Graph Drawing.

An even more serious issue is that, for Graph Drawing problems, "standard" parameters very often yield intractability. In particular, for the most common structural parameter, namely, treewidth, ${ }^{1}$ we frequently observe NP-hardness already when the input graphs are restricted to have constant (often, being just 1 or 2) treewidth. The same result holds even for the larger parameter pathwidth. For example, Grid Recognition is NP-hard on graphs of treewidth 1 (being trees) [7] or pathwidth 2 [34], Orthogonal Compaction is NP-hard even on cycles [26] and hence on graphs of pathwidth (and treewidth) 2, Min-Area Planar Straight-Line Drawing is NP-complete on outerplanar graphs and hence on graphs of treewidth 2 [9, 39], and Grid Upward Drawing is NP-complete on graphs of treewidth 1 (being trees) [1, 10]. In light of this, we must seek parameterizations that are larger (or incomparable) to treewidth. Due to the nature of the problems at hand, it is natural to seek parameters of geometric flavors. Here, perhaps, the first choice that comes to mind is the height (or, rather, the minimum among the height and width) of the sought (or given) drawing. In particular, we can easily observe that this parameter for planar orthogonal grid drawings is bounded by $\Omega(\mathrm{tw})$, where tw is the treewidth of the drawn graph, and that it gives rise to the use of dynamic programming. However, denoting the number of vertices by $n$, we can also easily observe that this parameter can be as large as $\Omega(n)$ for ridiculously simple planar orthogonal grid drawings (and graphs)! For example, consider the path drawn in Figure 1a - here, already, both height and width are equal to (roughly) $n / 2$.

Our work deals with both drawbacks mentioned above simultaneously. We introduce a novel form of tree decomposition that, roughly speaking, does not decompose (only) a graph, but an entire drawing. As such, its bags and separators are of geometric (rather than only combinatorial) nature. We further discuss this concept (still informally but in more detail) in Section 1.1 ahead. While the corresponding parameter - like treewidth - can be arbitrarily smaller than the height (and width) of the drawing (e.g., for the aforementioned example in Figure 1a, our parameter is a fixed constant), we show that - unlike treewidth - it gives rise to efficient (that is, XP) algorithms. Specifically, we present a general scheme for the design of such algorithms (described in Section 1.3), and apply it to several central problems in Graph Drawing, including the recognition of grid graphs, minimization of crossings and bends, and compaction (see Section 1.4). We believe that our new concept of geometric tree decomposition is interesting on its own, and exploring the connections between it and notions concerning (classical) tree decompositions is a promising research direction. Furthermore, we believe that this concept and our scheme can be further extended or generalized to be applicable to problems other than those discussed in this paper. Due to lack of space, several concepts and proofs are deferred to the full version of this paper [33].
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Figure 1 (a) A drawing of a path on $n$ vertices with height and width $(n-1) / 2$. However, the drawn treewidth is 16 . (b) An illustration of a frame shown in orange with width 16.

### 1.1 The Concept of Drawn Tree Decomposition

Here, we discuss (informally) our main conceptual contribution: the introduction and study of the concepts of drawn tree decomposition and drawn treewidth, which we believe to be of independent interest. Then, in Section 1.2, we compare our parameter with several seemingly related graph parameters. Later, in Sections 1.3 and 1.4, we discuss our main technical contribution (which has been our initial motivation for these concepts): our general algorithmic scheme and its applications to problems in Graph Drawing. Our focus is on a class of rather general drawings of graphs on the Euclidean plane (allowing drawings of edges to have both crossings and bends, as well as to consist of segments that are not necessarily parallel to the axes), called polyline grid drawings. Roughly speaking, a polyline grid drawing $d$ of a graph $G$ is a mapping of the vertices of $G$ to distinct grid points (being points of the form $(i, j)$ where $i, j \in \mathbb{Z})$ and edges to straight-line paths between their endpoints. That is, the drawing of an edge is a simple curve that is the concatenation of straight-line segments (e.g, see Figure 11e in Section A.2). Towards the (informal) definition of a drawn tree decomposition ahead, we first introduce three critical terms: frame, cutter, and rectangular.

Frame. A frame is, simply, a straight-line cycle (defined analogously to a straight-line path above) whose segments are axis-parallel (see the orange polygon in Figure 2). In other words, it is a simple rectilinear polygon whose vertices lie on grid points.

For the definition of the width of our decomposition (presented later), we define the width of a frame. Roughly speaking, the width of a frame $f$, denoted by width $(f)$, is the sum of measures of the complexities of (i) the frame itself, and (ii) the "way" in which the drawing "traverses" the frame. For (i), we simply count the number of vertices of the frame (ignoring "superfluous" vertices, being those where the angle between incident edges is of 180 degrees). For (ii), we regard the drawings of vertices and edges separately (and sum up the two corresponding numbers). Specifically, for vertices, we simple count the number of vertices drawn on the frame. However, for edges, the measure is somewhat more complex, based on the notion of turning points (defined immediately); for each edge, we count the number of its turning points on the frame, and, then, the measure is the sum (over all edges) of these counters. We remark that some points on the plane might be counted multiple times - at the extreme case, the same point might be (a) a vertex of the frame, (b) a point on which a vertex of the graph is drawn, and (c) a turning point for one (or more) edges. We find this multi-count to be justified: the more complicated the frame and the drawing are at a certain point, the more that point "contributes" to the complexity of the measure.


Figure 2 The turning points of the black edge $e=\left\{u_{1}, u_{2}\right\}$ in the orange frame $f$ are $\left(p_{1}, e\right),\left(p_{3}, e\right),\left(p_{4}, e\right),\left(p_{6}, e\right)$ and $\left(p_{7}, e\right)$. Note that, $\left(p_{2}, e\right)$ and $\left(p_{5}, e\right)$ are not turning points in $f$. Similarly, the turning points of the blue edge $e^{\prime}=\left\{u_{3}, u_{4}\right\}$ in the frame $f$ are $\left(d\left(u_{3}\right), e^{\prime}\right),\left(p_{5}, e^{\prime}\right)$ and ( $p_{6}, e^{\prime}$ ). Note that ( $p_{5}, e^{\prime}$ ) is a turning point in $f$, but ( $p_{5}, e$ ) is not a turning point in $f$.

Now, let us define the notion of a turning point. For this purpose, consider some edge $e=\{u, v\}$ of the graph and some point $p$ on the frame. Then, roughly speaking, we refer to $(p, e)$ as a turning point if, when we traverse the drawing of $e$ from $u$ to $v$ or from $v$ to $u$, we encounter $p$, and "immediately" before this encounter, we were in the strict interior or exterior of the frame. Additionally, we refer to $(p, e)$ as a turning point if $u$ or $v$ themselves are drawn on $p$. An illustrative example is given in Figure 2.

For an example of the definition of the width of a frame, we refer to Figure 1b. Here, the frame itself (being a rectangle) consists of exactly 4 vertices. Second, the path contains exactly 4 vertices that are drawn on the frame. Third, every point on which one of these vertices, say, $v$, is drawn is a turning point of 2 edges, being the two edges incident to $v$. So, the width of the frame is $4+4+4 \cdot 2=16$.

Cutter. A cutter of a frame is, simply, a straight-line path whose segments are axis-parallel and which intersects the frame in exactly two points, which are the endpoints of the cutter. Later, we discuss the "futility" of two simpler definitions for a cutter. The utility of a cutter of a frame $f$ is, as its name suggests, in "cutting" $f$ into (exactly) two frames $f_{1}$ and $f_{2}$. Roughly speaking, we obtain one of $f_{1}$ and $f_{2}$ by the concatenation of the cutter with one path among the two subpaths of $f$ between the endpoints of the cutter, and we obtain the other of $f_{1}$ and $f_{2}$ by the concatenation of the cutter with the other path among the two subpaths of $f$ between the endpoints of the cutter. For more intuition, we refer the reader to Figure 3.

Rectangular. For the sake of intuition, the construction of a drawn tree decomposition may be thought of as a recursive process where, for a given frame, we compute a cutter that cuts it into two, and then proceed (recursively) with each of these two resulting frames. Then, two questions arise: What is the initial frame, and when does this process terminate? For the first question, the answer is simply the rectangular of the drawing (defined immediately). For the second question, the answer is even simpler - we stop when the current frame does not contain any grid point in its strict interior. Roughly speaking, the rectangular of a drawing is the (unique) frame whose interior is minimized among all frames whose "shape" is a rectangle and which contain the given drawing in their strict interior (see Figure 4).


Figure 3 An illustration for a cutter $c$, shown in blue, of a frame $f$, shown in orange, and its associated frames $f_{1}(c)$ and $f_{2}(c)$.


Figure 4 The frame shown in purple is $R_{d}$ where $d$ is the drawing inside the frame.

Drawn Tree Decomposition. At the heart of the concept of a drawn tree decomposition, lies our definition of a frame-tree (abbreviation for tree of frames). Informally, for a graph $G$ and a polyline grid drawing $d$ of $G$, a frame-tree is a pair $(\mathcal{T}, \alpha)$ where $\mathcal{T}$ is a binary rooted tree and $\alpha$ maps each vertex of $\mathcal{T}$ to a frame, such that: (i) the root is mapped to the rectangular of $d$; (ii) for every internal vertex $v$ of $\mathcal{T}$, there exists a (unique) cutter $c_{v}$ of $\alpha(v)$ so that the frames mapped to the children of $v$ are those obtained by cutting $\alpha(v)$ by $c_{v}$; (iii) the leaves of $\mathcal{T}$ (and none of the internal vertices of $\mathcal{T}$ ) are mapped to frames whose strict interior does not contain any grid point. For an illustrative example, see Figure 5.

Now, for the definition of a drawn tree decomposition, we consider a frame-tree $(\mathcal{T}, \alpha)$. Then, we "enrich" the frame-tree by the introduction of an additional mapping, $\beta$, from the vertex set of $\mathcal{T}$ to subsets of vertices of $G$. In particular, we define $\beta$ so that we can: $(P 1)$ prove that $(\mathcal{T}, \beta)$ is a tree decomposition (this proof is slightly technical, based on case analysis); (P2) prove that, for every vertex $v$ of $\mathcal{T},|\beta(v)|$ is at most twice the sum of the widths of the frames of $v$ and its two children (if they exist). For the definition of $\beta$, we (next) define the set of vertices associated with a frame, and the set of vertices associated with a cutter of a frame. Then, for a vertex $v$ of $\mathcal{T}, \beta(v)$ is simply the union of the set of vertices associated with $\alpha(v)$, and the set of vertices associated with the cutter $c_{v}$ of $\alpha(v)$. Correspondingly, the triple $(\mathcal{T}, \alpha, \beta)$ is a drawn tree decomposition.

So, consider a graph $G$, a polyline grid drawing $d$ of $G$, a frame $f$ and a cutter $c$ of $f$. Then, the set of vertices associated with $f$ is the union of the set of vertices of $G$ that $d$ draws on $f$ and the set of endpoints of edges of $G$ whose drawing (by $d$ ) is separated by $f-$ that is, edges having one endpoint in the strict interior of $f$ and the other endpoint in the strict exterior of $f$ (see Figure 6a). Similarly, the set of vertices associated with $c$ is the union of the set of vertices of $G$ that $d$ draws on $c$ and the set of endpoints of edges of $G$ whose drawing (by $d$ ) is separated by $c$ - that is, edges having one endpoint in the strict interior of one of the frames obtained by cutting $f$ by $c$, and the other endpoint in the strict interior of the other frame obtained by cutting $f$ by $c$ (see Figure 6 b ).


Figure 5 Example of frames and cutters of a frame-tree. For clarity, the polyline grid drawing is not shown.

Drawn Treewidth. The width of a drawn tree decomposition $\left(\mathcal{T}=\left(V_{T}, E_{T}\right), \alpha, \beta\right)$ is the maximum width of its frames, that is, $\max _{v \in V_{T}}$ width $(\alpha(v))$. Accordingly, the drawn treewidth of a polyline grid drawing $d$ of a graph $G$ is the minimum width of a drawn tree decomposition of $d$. Notably, due to (P1) and (P2) mentioned above, we can easily conclude that the treewidth of $G$ is at most 6 times its drawn treewidth.

We remark that the usage of frames bears similarity to that of cycle separators of planar graphs (being a central player in proofs of the planar separator theorem; see, e.g., [3, 42]). However, the corresponding widths (drawn treewidth versus treewidth) can be critically different: While treewidth is bounded from above by the order of drawn treewidth, we have already pointed out that for various problems where treewidth yields intractability, drawn treewidth does not - this, of course, implies that treewidth can, often, be arbitrarily smaller than drawn treewidth; for a concrete example, see Figure 7. Further, treewidth depends only on the graph, while drawn treewidth depends (as desired) on the drawing; for example, notice that Figures 1a and 7a depict the same graph, but the corresponding drawings have radically different drawn treewidths.

Besides its above-mentioned relation to treewidth, drawn treewidth for planar orthogonal grid drawings can also be related to height (and width). On the one hand, we prove the desirable property that - like treewidth - drawn treewidth is bounded from above by the order


Figure 6 Example of vertices associated with a frame and a cutter. (a) The edge $\left\{u_{5}, u_{6}\right\}$ is the only edge separated by the orange frame. The vertices associated with the orange frame are $u_{3}, u_{5}$ and $u_{6}$. (b) The vertices associated with the blue cutter of the orange frame are $u_{1}, u_{2}$ and $u_{9}$.

(a)

(b)

Figure 7 (a) A path $P$ on $n$ vertices and a frame $f$ shown in orange. (b) A grid graph $G$ on the same set of vertices and the frame $f$ shown in orange. Consider a frame, say $f$, in $P$ with width $w$. Observe that $f$ is also a frame in $G$. Moreover, the width of $f$ in $G$ is at most $3 w$ as every vertex has exactly 2 more edges in $G$ compared to $P$ so the vertex may be counted 2 more times in the width of $f$ in $G$ as the turning points of those 2 extra edges. As treewidth is a lower bound for drawn treewidth and the treewidth of a grid graph is $\sqrt{n}$, the drawn treewidth of $P$ is $\Omega(\sqrt{n})$ (while its treewidth is 1 ).
of the minimum among the height and width of the drawing. Notably, various central graph width measures do not have this property. For example, one of the most commonly used relaxations of pathwidth is treedepth (see, e.g., [18] for information on treedepth); however, the treedepth of an $n$-vertex path is $\left\lceil\log _{2}(n+1)\right\rceil$, while it can be easily drawn so that the height (or, symmetrically, width) of the drawing is 1 . On the other hand, we have already observed that the drawn treewidth can be arbitrarily smaller than the minimum among the height and width of a drawing (see Figure 1a).

Bounds for Specific Types of Drawings. For some classes of drawings (being subclasses of polyline grid drawings), we are able to prove that drawn treewidth is bounded by a sublinear function of $n$ (the number of vertices of the graph). For example, for grid drawings - which are mappings of vertices to distinct grid points and of edges to unit-length straight lines between their endpoints (see Figure 11b in Section A.2) - we prove that the drawn treewidth (and even the straight-line drawn treewidth, defined ahead) is bounded by $\mathcal{O}(\sqrt{n})$. More generally, we prove that given a graph $G$ and an orthogonal grid drawing $d$ of $G$, drawn treewidth of $d$ is $\mathcal{O}(\Delta \cdot \sqrt{\Delta \cdot \ell \cdot n} \cdot$ maxInt), where (i) $\Delta$ is the maximum degree in $G$, (ii) $\ell$ is the average length of the edges of $G$ in $d$, and (iii) maxint is the maximum number of edges and vertices intersected in a grid point in $d$.


Figure 8 Example of a rectilinear drawing of a graph on $n$ vertices with $t=\Omega(n)$. The horizontal/vertical drawn treewidth of this drawing is $\Omega(n)$.

At this point, a short discussion is in order. One of the most well-known results in graph theory about planar graphs is that every $n$-vertex planar graph has pathwidth (and hence treewidth) bounded by $\mathcal{O}(\sqrt{n})$ [13]. In particular, this result and generalizations thereof have found impactful applications in algorithm design, particularly of parameterized and approximation algorithms. In fact, (almost) all subexponential-time algorithms for problems on planar graphs rely on it. Here, a central component in several proofs is the planar separator theorem [3, 41, 42] (briefly mentioned earlier), which states that every $n$-vertex planar graph contains an $\mathcal{O}(\sqrt{n})$-sized subset of vertices (called separator) whose removal from the graph yields connected components that are each of size at most $2 n / 3$. Thus, due to the above-mentioned sub-quadratic bound on drawn treewidth for grid drawings, the following conjecture seems tempting: the drawn treewidth of any planar polyline grid drawing is $\mathcal{O}(\sqrt{n})$. However, we observe that the statement analogous to the planar separator theorem does not hold in our case, where our notion of a separator is that of a cutter and their sizes is, in particular, bounded from below by the size of the set of vertices associated with the cutter.

Drawbacks of Simpler Definitions for a Cutter. Lastly, we present and discuss two alternative restricted forms of cutters: horizontal (or vertical) cutters and straight-line cutters. A horizontal cutter (resp., vertical cutter) of a frame is a cutter of that frame where all vertices have the same $y$-coordinate (resp., $x$-coordinate). Then, a straightline cutter is a cutter that is either horizontal or vertical. The replacement of cutters by horizontal/vertical cutters or straight-line cutters yields corresponding definitions of horizontal/vertical drawn tree decompositions and straight-line drawn tree decompositions, and, accordingly, of horizontal/vertical drawn treewidth and straight-line drawn treewidth. In particular, when we use these restricted forms of cutters, every frame has the shape of a rectangle. In turn, this significantly simplifies the visualization (and, possibly, also the use) of these concepts.

Unfortunately, horizontal/vertical drawn treewidth and even straight-line drawn treewidth can be arbitrarily larger than drawn treewidth. To see this, let us first consider horizontal cutters (or, symmetrically, vertical cutters), and the graph depicted in Figure 8. Notably, this graph, in fact, admits exactly one grid drawing (up to isomorphism) - the one depicted in the figure. Now, notice that the horizontal drawn treewidth of this drawing is $\Omega(n)$. To see


Figure 9 (a) Example of a rectilinear drawing of a graph on $n$ vertices with $t=\Omega(n)$. The straight-line drawn treewidth of this drawing is $\Omega(n)$.(b) Example of a cutter used in the drawn tree decomposition of width $O(1)$.
this, notice that, for any horizontal tree decomposition and for each of the three horizontal straight lines in the "middle" of the drawing, the rooted tree will have to contain a vertex whose associate cutter "coincides" with that line. However, the drawn treewidth of this drawing is only $\mathcal{O}(1)$, and, more generally, recall that we prove that for any grid drawing, the straight-line drawn treewidth (and hence also the drawn treewidth) is $\mathcal{O}(\sqrt{n})$. So, for example, by using only horizontal (or vertical) cutters, we will not be able to attain the subexponential-time algorithm for Grid Recognition mentioned in Section 1.3.

Nevertheless, the straight-line treewidth of the drawing in Figure 8 can be seen to be bounded by $\mathcal{O}(1)$ as well. However, regarding straight-line cutters, we consider the graph depicted in Figure 9a. Notably, every rectilinear grid drawing of this graph (being a generalization of a grid drawing, where edges are straight-lines of arbitrary lengths) can be obtained from the one depicted in the figure by "stretching" the drawings of some of its edges (and up to isomorphism). Now, notice that the straight-line drawn treewidth of this drawing is $\Omega(n)$. To see this, notice that every axis-parallel straight-line that intersects this graph, intersects the drawings of at least $\Omega(n)$ distinct vertices and edges of this graph. However, the drawn treewidth of this drawing is only $\mathcal{O}(1)$. To see this, consider the usage of cutters as the one depicted in Figure 9b.

### 1.2 Comparison with Other Graph Width Parameters

Recall that, drawn tree decomposition is based on decomposing a given polyline grid drawing of a graph. Therefore, the drawn treewidth is dependent on the polyline grid drawing of the graph. For e.g., Figures 1a and 7a depicts two different drawings of the same path which have different drawn treewidth. As path has a unique embedding, this also shows that different drawings of the same embedded graph may have different drawn treewidth. To the best of our knowledge, our parameter is the only one that depends on the drawing (rather than the embedding or just the graph). Thus, we compare and discuss the differences between the drawn treewidth of a given polyline drawing of the graph and some seemingly related graph width parameters, namely: treewidth, pathwidth, carving-width, dual carving-width and embedded-width. Note that, the dual carving-width and the embedded-width is only defined when the given graph is a plane graph. Specifically, we prove the following theorem.

- Theorem 1.1. Given a graph $G$ and a polyline drawing d of $G$, we have the following.
(a) The treewidth of $G$ is at most 6 times the drawn treewidth of $d$. Moreover, the drawn treewidth of $d$ might be arbitrary larger than the treewidth of $G$.
(b) The pathwidth of $G$ and the drawn treewidth of $d$ are incomparable.
(c) The drawn treewidth of $d$ might be arbitrary larger than the carving-width of $G$.
(d) If $G$ is a plane graph, the dual carving-width and the embedded-width of $G$ might be arbitrary larger than the drawn treewidth of $d$.

We now give the proof of the above theorem. Let $\Delta, \mathrm{tw}$, pw , and cw be the maximum degree, treewidth, pathwidth and the carving-width of $G$, respectively. Further, if $G$ is a plane graph, let $\ell$, dcw and emw be the maximum face size, the dual carving-width (the carving width of the dual graph), and the embedded-width of $G$, respectively.

Comparison with Treewidth. As mentioned earlier in Section 1.1, we prove that given a graph and a polyline drawing of it, tw is at most 6 times the drawn treewidth. Moreover, we also show that given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the treewidth of the graph (see Figure 7).

Comparison with Pathwidth. In Figure 10, we have a rectilinear grid drawing of a binary tree. By using cutters as illustrated in the figure (in orange), we can get a drawn tree decomposition of constant width. In particular, one can see that each cutter intersects a constant number of edges and vertices. Since we use only straight cutters, and the maximum degree of the graph is 3 , we conclude that the width of each frame in such a drawn tree frame is bounded by a constant. Therefore, we get that the drawn treewidth of the drawing is bounded by a constant. Observe that this example can be expanded to a binary tree of any size. Furthermore, the pathwidth of a binary tree with $n$ vertices is $\Omega\left(\log _{2}(n)\right)$. So, given a graph and a polyline drawing of it, the pathwidth of the graph might be arbitrary larger than the drawn treewidth of the drawing.

On the other hand, Grid Recognition is NP-hard on graphs of pathwidth 2, and we show in this paper that the problem is XP with respect to drawn treewidth. So, given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the pathwidth of the graph. Thus, we conclude that the two parameters, pathwidth and drawn treewidth, are incomparable.

Comparison with Carving-width, Dual Carving-width and Embedded-width. It is known that $\mathrm{cw} \leq \Delta(\mathrm{tw}+1)$ [11]. As the Grid Recognition problem is NP-hard even for binary trees, we get that it is NP-hard even for graphs of carving-width at most 6 . In this paper, we show that the problem is XP with respect to drawn treewidth. So, given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the carving-width of the graph.

If the given graph is plane, it is known that $\ell \leq$ dcw and $\ell \leq$ emw [20]. Therefore, we get that both the dual carving-width and the embedded-width of a path are at least the size of its vertex set. In this paper, we show that there exists a drawing of any path with drawn treewidth at most 16 (see Figure 1b). So, given a plane graph and a polyline drawing of it, the dual carving-width and the embedded-width of the graph might be arbitrary larger than the drawn treewidth of the drawing. Thus, we conclude that drawn treewidth differs from carving-width, dual carving-width and embedded-width.

(a)

(c)

(b)

(d)

Figure 10 Example of a rectilinear drawing (in black) of a binary tree on $n$ vertices. The rectangular is shown in orange. Examples of cutters are shown in blue, green, pink, yellow, grey and brown. Each one of them intersects $O(1)$ vertices and edges. Overall, the pathwidth of the tree is $\Omega(\log n)$, while the drawn treewidth of this drawing is $O(1)$.

### 1.3 Our Scheme

Here, we present (informally) our general scheme for the design of algorithms for problems in Graph Drawing parameterized by the drawn treewidth of the sought drawing (that should be, in particular, a polyline grid drawing), based on dynamic programming. For the clarity of the discussion, we first introduce the four main definitions required for the scheme and its proof of correctness. Then, we discuss the usage of our scheme - specifically, which two procedures the user should design in order to apply the scheme as a black box. Afterwards, we specify the properties that a problem should satisfy so that our scheme will solve it correctly, and the running time that will be attained. Lastly, we present some technical details concerning the scheme itself, that is, how it is executed.

## Key Players: Info-Frames, Info-Cutters, Splitting and Glueing.

Info-Frames. The most basic definition required for our scheme is that of an info-frame. Briefly, an info-frame encodes information about the "behaviour" of the restriction of some drawing $d$ to the interior of some particular frame $f$. For that purpose, the info-frame consists of five components, where the first one is, simply, the frame $f$. The second component is a drawing $d_{f}$ that specifies the drawings of the vertices and edges (by $d$ ) of the graph on $f$ itself. More precisely, $d_{f}$ specifies which vertices of the graph are drawn on $f$ and where are they drawn on $f$. Additionally, for every edge $e$ of the graph, it specifies which are the turning points of $e$ on $f$ and where are these turning points drawn on $f$. Moreover, for the aforementioned turning points, it specifies the order in which they are encountered (when we "walk" along the drawing of $e$ from one end to the other), and for each maximal subcurve of the drawing of $e$ that does not contain a turning point internally, it specifies whether this subcurve is drawn on $f$ (i.e., being a subcurve of $f$ as well), and if yes, then it specifies the drawing of this subcurve (for which, knowing the drawings of its endpoints, we have only two options).

The third and fourth components, denoted by $U_{f}$ and $E_{f}$, concern the strict interior of $f$. Specifically, $U_{f}$ specifies which vertices of the graph are drawn strictly inside $f$. As for $E_{f}$, for every edge $e$ of the graph and for each maximal subcurve of the drawing of $e$ that does not contain a turning point internally, it specifies whether this subcurve is drawn in the strict interior of $f$ (except for, possibly, the endpoints of the curve). We remark that the number of "sensible" choices for $U_{f}$ and $E_{f}$ is much smaller than it might appear to be at first glance, supposing that the graph at hand is connected. The fifth component, roughly speaking, describes the "angles" in which drawings of edges cross $f$ using straight line segments attached to turning points. Such information is necessary, for example, to ensure that some subcurves corresponding to the drawings of the same edge lie in a single straight line, so that no bend - if forbidden by the problem at hand - occurs.

Importantly, the definition of an info-frame is independent of a specific drawing, being an "abstract" tuple of five components. Every drawing that can be described by the tuple (as discussed above) is said to be a drawing of the info-frame. So, one info-frame may describe multiple drawings, or none at all. We note that for an "abstract" five-component tuple to be an info-frame, it should satisfy various (considerably technical) properties, which, in particular, any info-frame that does describe at least one drawing must satisfy. On the one hand, these properties bound the number of possible info-frames, and, on the other hand, they are also used in the proof of correctness of our scheme.

Lastly, observe that the restriction of some drawing $d$ to the interior of some particular frame $f$ is not a drawing of a graph. Indeed, some edges are drawn (by $d$ ) partially in the interior of $f$ and partially in the strict exterior of $f$. However, if we "enrich" the graph by placing "virtual" vertices on turning points, then the restriction of $d$ to the interior of $f$ will be a drawing of a graph (being a subgraph of the enriched graph). So, for technical reasons, this is exactly what we do. For this purpose, we define and work with so-called $G^{\star}$-drawings; however, to keep the overview short and simple, we will not discuss $G^{\star}$-drawings and related technical terms in this overview.

Info-Cutters. Just as we use an info-frame to encode information about the "behaviour" of a drawing $d$ with respect to a frame $f$, we use an info-cutter of an info-frame to encode information about the "behaviour" of $d$ with respect to a cutter $c$ of $f$. Rather than directly describing how $d$ is drawn on $c$ and how $d$ is "split" by $c$ inside $f$, we find it easier to indirectly describe this information by defining an info-cutter based on two info-frames corresponding to the frames obtained by cutting $f$ with $c$ (later, for the dynamic programming implementation,
we can thus immediately know to which already computed entries to refer). Observe that, in particular, the two frames being part of these two info-frames contain $c$, and, thus, these two info-frames capture the aforementioned information.

To be more precise, an info-cutter $C$ of an info-frame $F$, where the first component of $F$ is some frame $f$, is a triple $\left(c, F_{1}, F_{2}\right)$, where, in particular, $c$ is a cutter of $f$, and $F_{1}$ and $F_{2}$ are info-frames for the two frames obtained by cutting $f$ with $c$. Additionally, for such a triple to be an info-cutter, it should satisfy (considerably technical) properties, which, in particular, any info-cutter that does describe at least one drawing must satisfy. Very briefly, these properties validate consistency between the information described by $F, F_{1}$ and $F_{2}$. This is more complicated than it might appear to be at first glance, since, even on the cutter $c, F_{1}$ and $F_{2}$ might describe the existence of different virtual vertices (having different turning points). For the sake of simplicity, we do not discuss these details in the overview.

Splitting and Glueing. First, let us consider the splitter function, which, for our scheme, is used only for the proof of correctness (where its input is assumed to contain a subdrawing of a hypothetical solution drawing). Given an info-frame $F$ whose first component (being a frame) is $f$, a drawing $d$ restricted to the interior of $f$ that is compatible with the description encoded by $F$, and a cutter $c$ of $f$, the splitter function returns an info-cutter $C=\left(c, F_{1}, F_{2}\right)$ and two drawings, $d_{1}$ and $d_{2}$. Let $f_{1}\left(f_{2}\right)$ be the first component of $F_{1}\left(F_{2}\right)$. Briefly, we define the output such that $d_{1}$ and $d_{2}$ would be the subdrawings of $d$ restricted to the interiors of $f_{1}$ and $f_{2}$, respectively, and $F_{1}$ and $F_{2}$ would be the info-frames that describe $d_{1}$ and $d_{2}$, respectively.

The glue function is, intuitively, the "inverse" of the split function, and it is used algorithmically in our scheme. Its input consists of an info-frame $F$, an info-cutter $C=$ $\left(c, F_{1}, F_{2}\right)$ of $F$, a drawing $d_{1}$ of $F_{1}$ and a drawing $d_{2}$ of $F_{2}$. Roughly speaking, this function aims to "glue" $d_{1}$ and $d_{2}$ into a single drawing $d$ that is restricted to the interior of $f$, being the first component of $F$, and that should be compatible with the description encoded by $F$; of course, this operation might be impossible, and then the function simply announces that. Among other proofs concerning these functions, we show, in particular, that the specific way in which we define the splitter and glue functions (not described in the overview) ensures that, if we apply the glue function on an output of the splitter function, we are able to reconstruct the drawing given as input to the splitter function.

The User's Point of View. For the execution of the scheme, we expect the user to provide four components: some universe denoted by INF, and three algorithmic procedures (that will be defined immediately). All of these components are problem-dependent.

- The first procedure, termed classifier and denoted by Classifer, is given an info-frame $F$ and a corresponding drawing $d$, and it returns an element from INF. Intuitively, this element describes the equivalence class of $d$. So, we say that two drawings corresponding to the same info-frame are equivalent if the classifier associates them with the same element.
- The second procedure, termed classifier algorithm, is given an info-frame $F$, an info-cutter $C=\left(c, F_{1}, F_{2}\right)$ of $F$ and $I_{1}, I_{2} \in \mathrm{INF}$, and it returns $I^{\prime} \in \mathrm{INF}$ such that: For any two drawings $d_{1}$ and $d_{2}$ corresponding to $F_{1}$ and $F_{2}$, respectively, such that $\operatorname{Classifier}\left(F_{1}, d_{1}\right)=$ $I_{1}$ and $\operatorname{Classifier}\left(F_{2}, d_{2}\right)=I_{2}$, we have $\operatorname{Classifier}(F, d)=I^{\prime}$ where $d=\operatorname{Glue}\left(F, C, d_{1}, d_{2}\right)$. In particular, notice that any two drawings of the same two equivalence classes always yield (when being glued) a drawing of the same equivalence class - this justifies our usage of the term equivalence in this context.
- The third procedure, termed leaf solver, is given an info-frame $F$ whose frame does not contain any grid point in its strict interior, and for every $I^{\prime} \in I N F$, it returns "yes" if and only if there exists a drawing $d$ corresponding to $F$ such that $\operatorname{Classifier}(F, d)=I^{\prime}$. Practically, we require this procedure to solve the basis of our dynamic programming computation, corresponding to info-frames whose frames do not contain any grid point in their strict interiors.

The scheme, once given these components, can be executed in a black box fashion. For the sake of simplicity of the overview, we do not discuss the technical details of the execution itself (as a white box) here.

To Which Type of Problems Does Our Scheme Apply? Roughly speaking, we prove that our scheme can be applied to any graph drawing problem $\Pi$ such that:

1. Every instance of $\Pi$ contains, in particular, a connected graph $G$, dimensions $h$ and $w$ for the sought drawing (which are, usually, bounded from above by the number of vertices $n$ of $G$ ), and the parameter $k$ (being any non-negative integer).
2. The objective is to determine whether $G$ admits a polyline grid drawing bounded by rectangle of dimensions $h \times w$, whose drawn treewidth is at most $k$, and that satisfies various problem-specific properties (for some examples, see Section 1.4).
3. The user can design the three algorithmic procedures discussed above.

For any such problem $\Pi$, we prove that the runtime of the scheme is bounded by

$$
\mathcal{O}(k \cdot h \cdot w \cdot n)^{\mathcal{O}(k)} \cdot|\mathrm{INF}|^{\mathcal{O}(1)} \cdot\left(2^{\mathcal{O}(\Delta \cdot k)} \cdot \mathrm{T} 2+\mathrm{T} 3\right)
$$

where T2 and T3 bound the runtimes of the second and third procedures provided by the user, and $\Delta$ is the maximum degree of $G$. In particular, if $h, w,|\mathrm{INF}|, \mathrm{T} 2$ and T3 can be bounded by $n^{\mathcal{O}(1)}$ (which is the case for many applications, such as grid recognition and orthogonal compaction), then the runtime above simplifies to $n^{\mathcal{O}(k)}$, that is, we obtain an XP-algorithm.

### 1.4 Applications of Our Scheme to Problems in Graph Drawing

For most of the problems considered in this paper, the time complexity of our scheme can be bounded by $n^{\mathcal{O}(k)}$, where $k$ is the input parameter that upper bounds the drawn treewidth of the output drawing. We remark that the formal definitions of these problems are relegated to Section A.3.

Grid Recognition. We first consider the relatively simple Grid Recognition problem in order to demonstrate the application of our scheme. Here, given a (connected) graph $G$, the objective is to determine whether $G$ is a grid graph, that is, whether it admits a grid drawing. The Grid Recognition problem was first proved to be NP-hard in 1987, on ternary trees of pathwidth 3 [7]. Two years later in 1989, the problem was proved to be NP-hard even on binary trees [31]. Recently in 2021, the problem was proved to be NP-hard even on trees of pathwidth 2 [34]. In the same paper, it was also proved that the problem is polynomial time solvable on graphs of pathwidth 1. A year later in 2022, it was proved that even if we require all the internal faces of the drawing to be rectangles, the problem is still NP-hard even for biconnected graphs [2]. In the same paper, it was also proved that if we require all the faces of the drawing to be rectangles (including outer face), the problem is cubic time solvable.

As we deal with the parameterized version of this problem where the parameter is the drawn treewidth of the sought drawing (or, more precisely, an upper bound on it), we are also given $k$ as input. We prove the following result.

- Theorem 1.2. There exists an algorithm that solves the Grid Recognition problem in time $n^{\mathcal{O}(k)}$.

Since for grid drawings, we also prove that $k \leq \mathcal{O}(\sqrt{n})$, we get the following corollary.

- Corollary 1.3. There exists an algorithm that solves the Grid Recognition problem in time $n^{\mathcal{O}(\sqrt{n})}$.

Thus, we obtain a subexponential-time algorithm for Grid Recognition, matching the running time of the current best known algorithm for this problem [21].

Crossing and Bend Minimization. For our second application, we study a variant of the Crossing Minimization problem. The Crossing Minimization problem is one of the most fundamental graph layout problems. It was shown to be NP-complete by Garey and Johnson in 1983 [29]. Later, it was proved to be NP-complete even on graph of maximum degree 3 [36] and also on almost planar graphs which are graphs that can be made planar by removing a single edge [15]. It was also shown that the problem remains NP-hard even if the cyclic order of the neighbours around each vertex is fixed and to be respected by the resulting drawing [44]. On the positive side, it is known the problem is FPT with respect to the number of crossings [32,38] and also with respect to the vertex cover [37]. There are many other variants of this problem which are studied in the literature. One of them concerns with minimizing the number of pairwise crossing edges in any straight-line drawing of the graph. This problem is known to be NP-hard [12] (and even $\exists \mathbb{R}$-complete [46]). For more information about the crossing minimization and its variants, we refer to the survey [48].

A related problem is the Bend Minimization problem. Given a graph $G$, the Bend Minimization problem asks for an orthogonal grid drawing of $G$ with minimum number of total bends. The problem was proved to be NP-complete in 2001, even when there are no bends [30]. On the positive side, if the input graph is plane, the problem can be solved in polynomial time [47]. When the input graph is not planar, there are polynomial time algorithms for subclasses of planar graphs, namely planar graphs with maximum degree 3 [17, $6,25,45]$ and series-parallel graphs [49].

We study the Straight-line Grid Crossing Minimization problem where the sought drawing should be a straight-line grid drawing. Here, given a (connected) graph $G$ and $h, w \in \mathbb{N}$, the objective is to determine a straight-line grid drawing of $G$ bounded by a rectangle of dimension $h \times w$ with minimum number of crossings, if one exists. Similar to the previous example, as we study the parameterized version of this problem, we are also given $k$ as input. We prove the following result.

- Theorem 1.4. There exists an algorithm that solves Straight-Line Grid Crossing Minimization problem in time $\mathcal{O}\left((k \cdot h \cdot w \cdot n)^{\mathcal{O}(k)} \cdot 2^{\mathcal{O}(\Delta \cdot k)}\right)$, where $\Delta$ is the maximum degree of the input graph.

More generally, our scheme can be applied to a very wide class of problems of such flavor; in particular, every problem where:

- The input consists of (some or all of) the following: a graph $G$; cross : $E(G) \rightarrow \mathbb{N}_{0} \cup \infty$; bend : $E(G) \rightarrow \mathbb{N}_{0} \cup \infty$, and $C, B, k \in \mathbb{N}_{0} \cup\{\infty\}$. Here, $E(G)$ is the edge set of $G$, and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.
- The objective is to determine whether $G$ admits a drawing that is (i) a grid drawing, or (ii) a rectilinear drawing, or (iii) an orthogonal grid drawing, or (iv) a straight-line grid drawing, or ( $v$ ) a polyline grid drawing, such that:
- For every edge $e \in E(G)$, the drawing of $e$ has at most cross $(e)$ crossings and at most bend (e) bends.
- In total, we have at most $C$ crossings and at most $B$ bends.

Further, the scheme can be applied to various variants of the above generic problem that were studied in the literature. For example, we can specify, for every edge, whether it should be crossed an even or odd number of times. Similarly, we can also consider the weighted crossing number.

Orthogonal Compaction. Lastly, we note that our scheme can also be applied to problems of flavors quite different than the above. As an example, we consider the Orthogonal Compaction problem. Here, given a planar orthogonal representation $H$ of a connected planar graph $G$, the objective is to compute a minimum-area drawing of $H$. The Orthogonal Compaction problem was first proved to be NP-hard on general graphs in 2001 [43]. Later, it was shown that the problem is NP-hard even on cycles [26], ruling out an FPT algorithm with respect to treewidth, unless $\mathrm{P}=\mathrm{NP}$. On the positive side, it was proved that the problem is linear time solvable for a restricted class of planar orthogonal representation [14]. Recently, it was also shown that the problem is FPT with respect to number of "kitty corner vertices", a parameter central to the problem [23].

Similar to the previous examples, as we study the parameterized version of this problem, we are also given $k$ as input. We prove the following result.

- Theorem 1.5. There exists an algorithm that solves the Orthogonal Compaction problem in time $n^{\mathcal{O}(k)}$.
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## A Preliminaries

In this paper, we only consider finite simple undirected graphs, unless stated otherwise. Moreover, we refer to straight line segments as line segments, unless stated otherwise. Let $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. For $k, i, j \in \mathbb{N}$, we denote $[k]=\{1,2, \ldots k\}$ and $[i, j]=\{i, i+1, \ldots, j\}$.

## A. 1 Graph Notation and Decompositions

For a graph $G=(V, E)$ and a subset of vertices $U \subseteq V$, we denote by $G[U]$ the subgraph of $G$ induced by $U$. For a given subset $V^{\prime} \subseteq V$ of vertices, we define the boundary of $V^{\prime}$ as the set of vertices in $V^{\prime}$ that are adjacent to a vertex in $V \backslash V^{\prime}$ :

- Definition A. 1 (Boundary). Let $G=(V, E)$ be a graph. Let $V^{\prime} \subseteq V$. Then the boundary of $V^{\prime}$ in $G$, denoted by $B_{G}\left(V^{\prime}\right)$, is the set of vertices of $V^{\prime}$ that have a neighbor in $V \backslash V^{\prime}$, i.e., $B_{G}\left(V^{\prime}\right)=\left\{v^{\prime} \in V^{\prime} \mid\right.$ there exists $v \in V \backslash V^{\prime}$ such that $\left.\left\{v, v^{\prime}\right\} \in E\right\}$.

When the graph $G$ is clear from the context, we drop it from the subscript. Given a path $P$, we represent $P$ as a sequence of vertices $v_{1}, v_{2}, \ldots, v_{k}$, such that $\left\{v_{i}, v_{i+1}\right\}$ is an edge in $P$ for every $1 \leq i \leq k-1$. Similarly, given a cycle $C$, we represent $C$ as a sequence of vertices $v_{1}, v_{2}, \ldots, v_{k}$, such that $v_{1}=v_{k}$ and $\left\{v_{i}, v_{i+1}\right\}$ is an edge in $C$ for every $1 \leq i \leq k-1$. Note that we use the terms path and cycle to refer to simple path and cycles. We now define the concepts of a tree decomposition and a path decomposition.

- Definition A. 2 (Tree Decomposition). A tree decomposition of a graph $G=(V, E)$ is a $\operatorname{pair}\left(\mathcal{T}=\left(V_{T}, E_{T}\right), \beta: V_{T} \rightarrow 2^{V}\right)$ where $\mathcal{T}$ is a tree such that:

1. For every $v \in V$, the subgraph of $\mathcal{T}$ induced by $\left\{x \in V_{T} \mid v \in \beta(x)\right\}$ is non-empty and connected.
2. For every $\{u, v\} \in E$, there exists $x \in V_{T}$ such that $\{u, v\} \subseteq \beta(x)$.

The width of $(\mathcal{T}, \beta)$ is defined to be $\max _{x \in V_{T}}|\beta(x)|-1$. For every $x \in V_{T}, \beta(x)$ is called a bag. The treewidth of a graph $G$ is the minimum width of any tree decomposition of $G$.

- Definition A. 3 (Path Decomposition). A path decomposition of a graph $G=(V, E)$ is a pair $\left(\mathcal{P}=\left(V_{P}, E_{P}\right), \beta: V_{P} \rightarrow 2^{V}\right)$ where $\mathcal{P}$ is a path such that:

1. For every $v \in V$, the subgraph of $\mathcal{P}$ induced by $\left\{x \in V_{P} \mid v \in \beta(x)\right\}$ is non-empty and connected.
2. For every $\{u, v\} \in E$, there exists $x \in V_{P}$ such that $\{u, v\} \subseteq \beta(x)$.

The width of $(\mathcal{P}, \beta)$ is defined to be $\max _{x \in V_{P}}|\beta(x)|-1$. For every $x \in V_{P}, \beta(x)$ is called a bag. The pathwidth of a graph $G$ is the minimum width of any path decomposition of $G$.

## A. 2 Graph Drawing

For a given graph $G$, a drawing of $G$ on the plane is a mapping of the vertices to distinct points of $\mathbb{R}^{2}$ and of the edges to simple curves in $\mathbb{R}^{2}$, connecting the images of their endpoints. A drawing of a graph is planar if no pair of edges, or an edge and a vertex, cross except at a common endpoint. Two planar drawings of the same graph are equivalent if they determine the same rotation at each vertex, that is, the same circular ordering for the edges around each vertex. An embedding is an equivalence class of planar drawings.

Given a drawing $d$ of $G$, we represent $d$ as a pair of functions $\left(d_{V}, d_{E}\right)$ as follows. The function $d_{V}: V \rightarrow \mathbb{R} \times \mathbb{R}$ is an injection, which maps each vertex $v$ of $G$ to a point $(i, j)$ in the plane; then, $i$ and $j$ are also denoted as $d_{\times}(v)$ and $d_{y}(v)$, respectively, that is, $d_{V}(v)=\left(d_{\mathrm{x}}(v), d_{\mathrm{y}}(v)\right)$. The function $d_{E}: E \rightarrow \mathcal{C}$, where $\mathcal{C}$ is the set of all simple curves in the plane, maps each edge $\{u, v\} \in E$ to a simple curve $c \in \mathcal{C}$ between $d_{V}(u)$ and $d_{V}(v)$. For simplicity, we refer to $\left(d_{V}, d_{E}\right)$ as one function, $d: V \cup E \rightarrow\{\mathbb{R} \times \mathbb{R}\} \cup \mathcal{C}$, such that $d(v)=d_{V}(v)$ for every $v \in V$, and $d(\{u, v\})=d_{E}(\{u, v\})$ for every $\{u, v\} \in E$. We call $V$ and $E$ the vertex set and the edge set associated with $d$, respectively. Let $d$ be a drawing of a graph $G$, and let $p \in \mathbb{R}^{2}$ be a point. We say that $p$ is on $d$ if $p$ is on the image of an edge of $G$ in $d$ or $p$ is the image of a vertex of $G$ in $d$. We denote by PlanePoints $(d)$ the set of points on $d$.

For two points $p_{1}=\left(x_{1}, y_{1}\right)$ and $p_{2}=\left(x_{2}, y_{2}\right)$ in the plane, we denote the line segment joining the points by $\ell\left(p_{1}, p_{2}\right)$. For four points, $p_{i}=\left(x_{i}, y_{i}\right) \in \mathbb{R}^{2}$ for every $1 \leq i \leq 4$, we say that $\ell\left(p_{1}, p_{2}\right)$ crosses $\ell\left(p_{3}, p_{4}\right)$ if the line segments $\ell\left(p_{1}, p_{2}\right)$ and $\ell\left(p_{3}, p_{4}\right)$ cross except at $p_{i}=\left(x_{i}, y_{i}\right)$ for every $1 \leq i \leq 4$. Let $a$ and $b$ be two points in $\mathbb{R}^{2}$ and let $\epsilon>0$. We denote $\ell\left(a, a_{\epsilon}\right)$ by line $(a, b)$, where $a_{\epsilon}$ is the point on the line $\ell(a, b)$ at distance $\epsilon$ from $a$ if it exists. For a pair of points $\left(p_{1}, p_{2}\right)$, and a point $p^{\prime}$, where $p_{1}, p_{2}, p^{\prime} \in \mathbb{R}^{2}$, we say that $\ell\left(p_{1}, p_{2}\right)$ intersects $p^{\prime}$ if $p^{\prime}$ is on the line $\ell\left(p_{1}, p_{2}\right)$, including its endpoints. We use the term grid points to refer to the infinite set of points $(x, y) \in \mathbb{R}^{2}$ where $x, y \in \mathbb{N}_{0}$. Given two distinct grid points $p_{1}=\left(x_{1}, y_{1}\right)$ and $p_{2}=\left(x_{2}, y_{2}\right)$, we say that $p_{1}<p_{2}$ if $x_{1}<x_{2}$ or $x_{1}=x_{2}$ and $y_{1}<y_{2}$.

A drawn graph is a graph with a prescribed drawing. A plane graph is a drawn graph whose prescribed drawing is planar. A drawing of a graph is called a straight-line drawing if the edges are mapped to line segments, connecting the images of their endpoints. We define a straight-line path (cycle) as a plane path (cycle), where the vertices are mapped to grid points and edges are mapped to line segments connecting the images of their endpoints. We denote by $\mathcal{P} \subset \mathcal{C}$ the (infinite) set of straight-line paths in $\mathbb{R}^{2}$. Moreover, we alternatively denote any path $P=\left(v_{1}, \ldots, v_{k}\right) \in \mathcal{P}$ by the sequence $\left(p_{1}, \ldots, p_{k}\right)$, where $p_{i} \in \mathbb{R}^{2}$ is the image of the vertex $v_{i}$ in $P$, for every $1 \leq i \leq k$. We define an axis-parallel path (cycle) as a straight-line path (cycle), where every edge of the path is parallel to the $X$ - or $Y$ - axis. For an axis-parallel path $P=\left(p_{1}, \ldots, p_{k}\right)$, we denote by $|P|$ the (Euclidean) length of $P$, that is, $|P|=\left|p_{2}-p_{1}\right|+\left|p_{3}-p_{2}\right|+\ldots+\left|p_{k}-p_{k-1}\right|$. Next, we define a grid drawing of a graph $G$ as a straight-line drawing of $G$ where the vertices are mapped to grid points and the edges are mapped to (axis-parallel) unit length line segments (e.g., see Figure 11b):

- Definition A. 4 (Straight-Line Grid Drawing). Let $G$ be a graph. A straight-line grid drawing $d$ of $G$ is a straight-line drawing $d$ of $G$ such that (i) for every $u \in V, d(u)$ is a grid point (ii) For every $\{u, v\},\left\{u^{\prime}, v^{\prime}\right\} \in E, d(\{u, v\})$ and $d\left(\left\{u^{\prime}, v^{\prime}\right\}\right)$ are intersected in at most one point.
- Definition A. 5 (Grid Drawing). Let $G=(V, E)$ be a graph. A grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ such that if $\{u, v\} \in E$ then $\left|d_{\times}(u)-d_{\times}(v)\right|+\left|d_{\mathrm{y}}(u)-d_{\mathrm{y}}(v)\right|=1$.

We now extend the concept of a grid drawing to a rectilinear grid drawing, where the edges are mapped to variable length line segments parallel to the axes (e.g., see Figure 11c):

- Definition A. 6 (Rectilinear Grid Drawing). Let $G=(V, E)$ be a graph. A rectilinear grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$, such that for every edge $\{u, v\} \in E, d(\{u, v\})$ is a line segment between $d(u)$ and $d(v)$ such that $d_{\times}(u)=d_{\times}(v)$ or $d_{\mathrm{y}}(u)=d_{\mathrm{y}}(v)$.

Further, we extend the concept of a rectilinear grid drawing to an orthogonal grid drawing, where the edges are mapped to straight-line paths, such that the edges of these paths are mapped to line segments parallel to the axes (e.g., see Figure 11d):

- Definition A. 7 (Orthogonal Grid Drawing). Let $G=(V, E)$ be a graph. An orthogonal grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$, such that for every edge $\{u, v\} \in E, d(\{u, v\})$ is an axis-parallel path between $d(u)$ and $d(v)$.

Finally, we extend the concept of an orthogonal grid drawing to a polyline grid drawing, where the edges are mapped to straight-line paths instead of axis-parallel paths (e.g., see Figure 11e).

- Definition A. 8 (Polyline Grid Drawing). Let $G=(V, E)$ be a graph. A polyline grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$.


## A. 3 Problem Definitions

In this subsection, we give the definitions for the problems we will solve using our new concept.

- Definition A. 9 (Grid Recognition Problem). The Grid Recognition problem is, given a graph $G$, to determine whether $G$ has a grid drawing.
- Definition A. 10 (Crossing Minimization Problem on Straight-Line Grid Drawings). The Straight-line Grid Crossing Minimization problem is, given a graph $G$ and $h, w \in \mathbb{N}$, to construct a straight-line grid drawing d of $G$ (if one exists) such that: (i) d is strictly bounded by $R_{h, w}$,(ii) d has minimum number of crossings out of all the straight-line grid drawings of $G$ which are strictly bounded by $R_{h, w}$. If such a drawing does not exists, return "no-instance".

In the Orthogonal Compaction problem we get a connected graph $G$. We assume to have an order on the vertices, that is, for every $u, v \in V$ such that $u \neq v$, either $u>v$ or $v<u$. In addition to $G$, we have, for every $\{u, v\} \in E$ where $u>v$, the relative position of $v$ compered to $u$, that is, the direction of the $\{u, v\}$ from $u$ to $v$. We denote these directions by U, D, L and R; this stands for "up", "down", "left" and "right", respectively. We assume that there exists a planar rectilinear grid drawing of $G$ such that for every $\{u, v\} \in E$, the relative position of $v$ compered to $u$ is as given as input. Our goal is to find such a drawing of minimum area. We start by defining the problem formally. For this purpose, we first have the following definition:


Figure 11 Different drawings (defined in Definitions A.5-A.8) of the graph $G$ shown in (a). A grid, a rectilinear grid, an orthogonal grid and a polyline grid drawings of $G$ are shown in (b), (c), (d) and (e), respectively.

- Definition A. 11 (Drawing Respects an Edge Direction). Let $G$ be a connected graph, let $\{u, v\} \in E$ such that $u>v$, and let $\operatorname{dir}_{\{u, v\}} \in\{\mathrm{U}, \mathrm{D}, \mathrm{L}, \mathrm{R}\}$. Let $d$ be a rectilinear grid drawing of $G$. We say that $d$ respects $\operatorname{dir}_{\{u, v\}}$ if the following conditions are satisfied

1. If $\operatorname{dir}_{\{u, v\}}=\mathrm{U}$, then $d_{\mathrm{x}}(v)=d_{\mathrm{x}}(u)$ and $d_{\mathrm{y}}(v)>d_{\mathrm{y}}(u)$.
2. If $\operatorname{dir}_{\{u, v\}}=\mathrm{D}$, then $d_{\mathrm{x}}(v)=d_{\mathrm{x}}(u)$ and $d_{\mathrm{y}}(v)<d_{\mathrm{y}}(u)$.
3. If $\operatorname{dir}_{\{u, v\}}=\mathrm{L}$, then $d_{\mathrm{y}}(v)=d_{\mathrm{y}}(u)$ and $d_{\mathrm{x}}(v)<d_{\mathrm{x}}(u)$.
4. If $\operatorname{dir}_{\{u, v\}}=\mathrm{R}$, then $d_{\mathrm{y}}(v)=d_{\mathrm{y}}(u)$ and $d_{\mathrm{x}}(v)>d_{\mathrm{x}}(u)$.

Now, we define the problem Orthogonal Compaction as follows:

- Definition A. 12 (Orthogonal Compaction Problem). Let $G$ be a connected graph. For every $\{u, v\} \in E$ let $\operatorname{dir}_{\{u, v\}} \in\{\mathrm{U}, \mathrm{D}, \mathrm{L}, \mathrm{R}\}$. The Orthogonal Compaction problem is to find a planar rectilinear grid drawing $d$ of $G$ such that (i) for every $\{u, v\} \in E$, $d$ respects $\operatorname{dir}_{\{u, v\}}$, and (ii) d is strictly bounded by $R_{h, w}$ such that $(h-1) \cdot(w-1)$ is minimum.


[^0]:    1 Definitions of standard terms and notations used in the Introduction can be found in Section A.

