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## Preface

The International Symposium on Parameterized and Exact Computation (IPEC, formerly IWPEC) is a series of international symposia covering research in all aspects of parameterized and exact algorithms and complexity. It started in 2004 as a biennial workshop and became an annual event in 2009. Previous iterations of the symposium were:

- 2004 Bergen, Norway
- 2006 Zürich, Switzerland
- 2008 Victoria, Canada
- 2009 Copenhagen, Denmark
- 2010 Chennai, India

2011 Saarbrücken, Germany

- 2012 Lubljana, Slovenia
- 2013 Sophia Antipolis, France
- 2014 Wrocław, Poland
- 2015 Patras, Greece
- 2016 Aarhus, Denmark
- 2017 Vienna, Austria
- 2018 Helsinki, Finland
- 2019 Munich, Germany
- 2020 virtual / Hong Kong, China
- 2021 virtual / Lisbon, Portugal
- 2022 Potsdam, Germany

This volume contains the papers presented at IPEC 2023: the 18th International Symposium on Parameterized and Exact Computation. IPEC 2023 was held on September 6-8 (Wed to Fri) as part of ALGO 2023, and took place in Amsterdam, the Netherlands at Centrum Wiskunde \& Informatica (CWI). In response to the call for papers, 85 extended abstracts were registered, of which 10 were withdrawn or otherwise failed to submit a full version. The resulting number of 75 full submissions represents a significant increase in interest in the conference compared to previous years. 34 papers were ultimately selected for presentation at the conference and inclusion in these proceedings. The reviews were performed in a double-blind fashion, and there were 106 external reviews out of a total of 223 reviews.

The Best Paper Award was given to Hans L. Bodlaender (Utrecht University), Isja Mannens (Utrecht University), Jelle Oostveen (Utrecht University), Sukanya Pandey (Utrecht University) and Erik Jan van Leeuwen (Utrecht University) for their paper "The Parameterised Complexity of Integer Multicommodity Flow". The Best Student Paper Award was given to Stefan Kratsch (Humboldt-Universität zu Berlin) and Pascal Kunz (Humboldt-Universität zu Berlin) for their paper "Approximate Turing kernelization and lower bounds for domination problems". The EATCS-IPEC Nerode Prize was given to Marek Cygan (University of Warsaw and Nomagic), Jesper Nederlof (Utrecht University), Marcin Pilipczuk (University of Warsaw), Michał Pilipczuk (University of Warsaw), Johan M. M. van Rooij (Utrecht University) and Jakub Onufry Wojtaszczyk (Google) for their paper "Solving Connectivity Problems Parameterized by Treewidth in Single Exponential Time". IPEC 2023 hosted an award ceremony with a talk given jointly by Michał Pilipczuk and Johan M. M. van Rooij. The Nerode Prize committee consisted of Fedor Fomin (chair; University of Bergen), Thore Husfeldt (IT University of Copenhagen) and Sang-il Oum (Korea Advanced Institute of Science and Technology). Tuukka Korhonen (University of Bergen) presented an invited tutorial on "New methods in FPT algorithms for treewidth". Finally, IPEC 2023 hosted the award ceremony of the eighth Parameterized Algorithms and Computational Experiments (PACE) challenge. These proceedings contain a report on the PACE 2023 challenge and brief communications of the winners about their solvers.

We thank the program committee and the external reviewers for their commitment in the paper selection process. We also thank all the authors who submitted their work. We are grateful to the local organizers of ALGO 2023 for the local arrangements.

Neeldhara Misra and Magnus Wahlström
Gandhinagar and London, October 2022
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# Kernelizing Temporal Exploration Problems 

Emmanuel Arrighi $\square$ ペ (<br>University of Bergen, Norway<br>University of Trier, Germany<br>Fedor V. Fomin $\square$ (D)<br>University of Bergen, Norway<br>Petr A. Golovach $\square$ (0)<br>University of Bergen, Norway<br>\section*{Petra Wolf $\boldsymbol{\square}$ 숭}<br>University of Bergen, Norway


#### Abstract

We study the kernelization of exploration problems on temporal graphs. A temporal graph consists of a finite sequence of snapshot graphs $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$ that share a common vertex set but might have different edge sets. The non-strict temporal exploration problem (NS-TEXP for short) introduced by Erlebach and Spooner, asks if a single agent can visit all vertices of a given temporal graph where the edges traversed by the agent are present in non-strict monotonous time steps, i.e., the agent can move along the edges of a snapshot graph with infinite speed. The exploration must at the latest be completed in the last snapshot graph. The optimization variant of this problem is the $k$-arb NS-TEXP problem, where the agent's task is to visit at least $k$ vertices of the temporal graph. We show that under standard computational complexity assumptions, neither of the problems NS-TEXP nor $k$-ARB NS-TEXP allow for polynomial kernels in the standard parameters: number of vertices $n$, lifetime $L$, number of vertices to visit $k$, and maximal number of connected components per time step $\gamma$; as well as in the combined parameters $L+k, L+\gamma$, and $k+\gamma$. On the way to establishing these lower bounds, we answer a couple of questions left open by Erlebach and Spooner.

We also initiate the study of structural kernelization by identifying a new parameter of a temporal $\operatorname{graph} p(\mathcal{G})=\sum_{i=1}^{L}\left(\left|E\left(G_{i}\right)\right|\right)-|V(G)|+1$. Informally, this parameter measures how dynamic the temporal graph is. Our main algorithmic result is the construction of a polynomial (in $p(\mathcal{G})$ ) kernel for the more general Weighted $k$-arb NS-TEXP problem, where weights are assigned to the vertices and the task is to find a temporal walk of weight at least $k$.
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## 1 Introduction

We investigate the kernelization of exploration and connectivity tasks in temporal networks. While kernelization, and in particular, structural kernelization, appears to be a successful approach for addressing many optimization problems on static graphs, its applications in temporal graphs are less impressive, to say the least. A reasonable explanation for this (we will provide some evidence of that later) is that most of the structural parameters of static graphs, like treewidth, size of a feedback vertex set, or the vertex cover number, do not seem to be useful when it comes to dynamic settings. This brings us to the following question.
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What structure of dynamic graphs could be "helpful" for kernelization algorithms?
We propose a new structural parameter of a temporal graph estimating how "dynamic" is the temporal graph. Our main result is an algorithm for the exploration problem on a temporal graph that produces a kernel whose size is polynomial in the new parameter. Before proceeding with the formal statement of the problem and our results, we provide a short overview of temporal graphs and kernelization.

Temporal exploration. Many networks considered nowadays show an inherently dynamic behavior, for instance connectivity in mobile ad-hoc networks, relationships in a social network, or accessibility of services in the internet. Classical graphs do not suffice to model those dynamic behaviors, which led to an intensive study of so-called temporal graphs. In general, temporal graphs are graphs that change over time. There are several models in the literature that consider different types of dynamic behaviors and encodings of the temporal graphs. Here, we consider a temporal graph $\mathcal{G}$ to consist of a sequence of snapshot graphs $G_{1}, G_{2}, \ldots, G_{L}$ that share a common set of vertices $V$ but might have different edge sets $E_{1}, E_{2}, \ldots, E_{L}$. We call the graph $G=\left(V, \bigcup_{i=1}^{L} E_{i}\right)$ the underlying graph of $\mathcal{G}$. We can think of the temporal graph $\mathcal{G}$ as the graph $G$ where only a subset of edges are present at a certain time step. The number of snapshots $L$ is commonly referred to as the lifetime of $\mathcal{G}$. Due to its relevance in modeling dynamic systems, a huge variety of classical graph problems have been generalized to temporal graphs. We refer to $[10,26,29,31]$ for an introduction to temporal graphs and their associated combinatorial problems.

Graph exploration is a fundamental problem in the realm of graph theory and has been extensively studied since its introduction by Shannon in 1951 [32]. The question of whether a given graph can be explored by a single agent was generalized to temporal graphs by Michail and Spirakis [30]. They showed that deciding whether a single agent can visit all vertices of a temporal graph within a given number of time steps while crossing only one edge per time step is an NP-hard problem. This hardness motivated the study of the parameterized complexity of the temporal exploration problem performed by Erlebach and Spooner in [19].

While the temporal exploration problem, TEXP for short, allows the agent to cross only one edge per time step, in some scenarios, the network only changes slowly, way slower than the speed of an agent. Then, it is natural to assume that the agent can travel with infinite speed and explore the whole connected component in which he is currently located in a single time step. Such scenarios arise for instance in delay-tolerant networks [9]. Erlebach and Spooner generalized TEXP to allow the agent to travel with infinite speed in [17] and called this problem the non-strict temporal exploration problem, NS-TEXP for short. In NS-TEXP the task is to identify whether an agent can visit all vertices of the graph starting from an initial vertex $v$ according to the following procedure. At step 1, the agent visits all vertices of the connected component $C_{1}$ of the snapshot graph $G_{1}$ containing $v$. At step $i \in\{2, \ldots, L\}$, the agent selects to explore the vertices of one of the components $C_{i}$ of $G_{i}$ that have a non-empty intersection with the component explored by the agent at step $(i-1)$.

Shifting to an infinite exploration speed allows for exploration times that can be significantly shorter than the number of vertices. While for classical graphs, the question if a graph can be explored with infinite speed simply reduces to the question of connectivity for temporal graphs, NS-TEXP is NP-complete [17]. The parameterized complexity of NS-TEXP was studied by Erlebach and Spooner in [19] where FPT algorithms for the parameter lifetime $L$ of the temporal graph (equivalently number of time steps during which the temporal exploration must be performed) was shown. They also studied an optimization
variant of NS-TEXP, where not all but at least $k$ arbitrary vertices must be visited during the lifetime of the graph. This variant is called $k$-ARB NS-TEXP. An FPT algorithm with parameter $k$ solving $k$-ARB NS-TEXP was obtained in [19]. In the long version of this study [20], it was stated as an open question whether NS-TEXP is in FPT or at least in XP for the parameter maximal number of connected components in a time step, $\gamma$, and, whether K-ARB NS-TEXP is in FPT for parameter $L$. These open problems were also stated at the 2022 ICALP satellite workshop Algorithmic Aspects of Temporal Graphs V. In this work, we will answer both of these questions negatively.

Kernelization. Informally, a kernelization algorithm is a preprocessing algorithm that consecutively applies various data reduction rules in order to shrink the instance size of a parameterized problem. Kernelization is one of the major research domains of parameterized complexity and many important advances in the area are on kernelization. These advances include general algorithmic findings on problems admitting kernels of polynomial size and frameworks for ruling out polynomial kernels under certain complexity-theoretic assumptions. We refer to the book [22] for an overview of the area. A fruitful approach in kernelization (for static graphs) is the study of the impact of various structural measurements (i.e., different than just the total input size or expected solution size) on the problem complexity. Such structural parameterizations, like the minimum size of a feedback vertex set, of a vertex cover, or the treedepth, measure the non-triviality of the instance [7, 24, 25, 34].

Our contribution. Our focus is on the possibility of kernelization for the problems NSTEXP and $k$-ARb NS-TEXP. In their work on the parameterized complexity of these problems, Erlebach and Spooner in [19, 20] established fixed-parameter tractability for some combinations of these problems and "standard" parameterizations like number of vertices $n$, lifetime $L$, number of vertices to visit $k$, and $L+\gamma$, where $\gamma$ is the maximal number of connected components per time step, see Table 1. As the first step, we rule out the existence of polynomial kernels for both problems when parameterized by each of these standard parameters. Moreover, our lower bounds hold even for "combined" parameters $L+k, L+\gamma$, and $k+\gamma$. On the way to establish our lower bounds for kernelization, we resolve two open problems from the parameterized study of NS-TEXP and $k$-ARB NS-TEXP posed by Erlebach and Spooner in [19, 20]. Namely, we show that NS-TEXP is NP-complete for constant values of $\gamma \geq 5$ and that $k$-ARB NS-TEXP is $\mathrm{W}[1]$-hard parameterized by $L$.

This motivates the study of structural kernelization of the exploration problems. While at the first glance, the most natural direction would be to explore the structure of the underlying graph of the temporal graph $\mathcal{G}$, this direction does not seem to bring new algorithmic results. The reason is that our lower bounds on NS-TEXP and $k$-ARB NS-TEXP hold for temporal graphs with very restricted underlying graphs. In particular, we show that the problems remain NP-hard even when the underlying graph is a tree with vertex cover number at most 2 . Thus a reasonable structural parameterization, in this case, should capture not only the "static" structure of the underlying graph but also the "dynamics" of the edges in $\mathcal{G}$. With this in mind, we introduce the new parameter of a temporal graph $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$, $p(\mathcal{G})=\sum_{i=1}^{L}\left(\left|E\left(G_{i}\right)\right|\right)-|V(G)|+1$.

Note that if $\sum_{i=1}^{L}\left(\left|E\left(G_{i}\right)\right|\right)<|V(G)|-1$, then the underlying graph is disconnected and hence the temporal graph $\mathcal{G}$ cannot be explored. The parameter $p(\mathcal{G})$ bounds both the structure and the dynamic of $\mathcal{G}$. Indeed, consider the multigraph on $V(\mathcal{G})$ obtained by inserting a copy of the edge $u v$ for each occurrence of $u v$ in a snapshot. Then, $p(\mathcal{G})$ corresponds to the size of a minimum feedback edge set of this multigraph. As an example,

Table 1 Overview of the parameterized complexity of NS-TEXP and $k$-ARB NS-TEXP. Our contribution is highlighted in red. The results stating that there is no polynomial kernel rely on the assumption that NP $\nsubseteq$ coNP/poly. Here, for a temporal graph $\mathcal{G}, n$ is the number of vertices, $L$ the lifetime, $\gamma$ is the maximal number of components per time step, and $p=p(\mathcal{G})$. For entries marked with *, we get a compression to the more general variant Weighted $k$-ARB NS-TEXP.

| Param. | NS-TEXP |  | $k$-ARB NS-TEXP |  |
| :---: | :---: | :---: | :---: | :---: |
|  | FPT | Kernel | FPT | Kernel |
| $p$ | $2^{\mathcal{O}(p)}(n L)^{\mathcal{O}(1)}$ | $\mathcal{O}\left(p^{4}\right)^{\star}$ | $2^{\mathcal{O}(p)}(n L)^{\mathcal{O}(1)}$ | $\mathcal{O}\left(p^{4}\right)^{\star}$ |
| $n$ | $\mathcal{O}^{*}\left((2 e)^{n} n^{\log n}\right)$ [20] | no poly kernel | FPT in $k$ [20] | no poly kernel |
| $L$ | $\mathcal{O}^{*}\left(L(L!)^{2}\right)[19]$ | no poly kernel | W[1]-hard | no poly kernel |
| $k$ | - | - | $\mathcal{O}^{*}\left((2 e)^{k} k^{\log k}\right)$ [20] | no poly kernel |
| $L+k$ | - | - | FPT in $k$ [20] | no poly kernel |
| $\gamma$ | in P for $\leq 2$ [20], | - | in P for $\leq 2$ [20], | - |
|  | NP-hard for $\geq 5$ |  | NP-hard for $\geq 5$ |  |
| $L+\gamma$ | FPT in $L$ [19] | no poly kernel | $\mathcal{O}\left(\gamma^{L} n^{\mathcal{O}(1)}\right)$ | no poly kernel |
|  |  | for $\gamma \geq 6$ |  | for $\gamma \geq 6$ |
| $k+\gamma$ | - | - | FPT in $k$ [20] | no poly kernel |

$p(\mathcal{G})=0$ means that the underlying graph of $\mathcal{G}$ is a tree and each edge of the underlying graph appears in exactly one snapshot. Hence, our parameter describes how far the graph is from such a tree. Our main result is a polynomial kernel for the more general problem Weighted $k$-arb NS-TEXP in the parameter $p=p(\mathcal{G})$. In Weighted $k$-arb NS-TEXP, the vertices contain weights and the task is to find a temporal walk that visits vertices with a total sum of weights of at least $k$ for some given integer $k$. The obtained kernel is of size $\mathcal{O}\left(p^{4}\right)$ and contains a number of vertices that is linear in the parameter $p$.

Our results are summarized in Table 1. Due to space constraints, the proofs of some results are either sketched or omitted in this extended abstract. The full details could be found in the full arXiv version [3].

Further related work. Michail and Spirakis [30] introduced the TEXP problem and showed that the problem is NP-complete when no restrictions are placed on the input. They proposed considering the problem under the always-connected assumption that requires that the temporal graph is connected in every time step. Erlebach et al. [14] followed this proposition and showed that for always-connected temporal graphs, computing a foremost exploration schedule is NP-hard to approximate with ratio $\mathcal{O}\left(n^{1-\epsilon}\right)$, for every $\epsilon>0$. Bodlaender and van der Zanden [6] showed that the TEXP problem, when restricted to always-connected temporal graphs whose underlying graph has pathwidth at most 2, remains NP-complete. Bounds on the length of exploration schedules where given in $[1,14,33]$ for temporal graphs where the underlying graph has a certain structure, and in $[15,16,18]$ for temporal graphs where each snapshot graph has a certain structure.

Erlebach and Spooner [19] studied the TEXP problem from a parameterized perspective. Based on the color coding technique [2], they gave an FPT algorithm parameterized by $k$ for the problems $k$-ARB TEXP and the non-strict variant $k$-ARB NS-TEXP. They also gave an FPT algorithm parameterized by the lifetime $L$ of the temporal graph for the problems TEXP and NS-TEXP. In the respective long version [20], Erlebach and Spooner further studied the parameter maximal number of connected components per time step $\gamma$ and showed
that TEXP is NP-hard for $\gamma=1$, but NS-TEXP is solvable in polynomial time for $\gamma \leq 2$. The NS-TEXP problem was introduced and studied by Erlebach and Spooner [17]. Among other things, they showed NP-completeness of the general problem, as well as $\mathcal{O}\left(n^{1 / 2-\epsilon}\right)$ and $\mathcal{O}\left(n^{1-\epsilon}\right)$-inapproximability for computing a foremost exploration schedule under the assumption that the number of time steps required to move between any pair of vertices is bounded by 2 , resp. 3 . Bumpus and Meeks [8] considered the parameterized complexity of a graph exploration problem that asks no longer to visit all vertices, but to traverse all edges of the underlying graph exactly once. They observed that for natural structural parameters of the underlying graph, the problem does not admit FPT algorithms. Similarly, Kunz et al. [28] obtained several hardness results for structural parameters of the underlying graph when studying the parameterized complexity of the problem of finding temporally disjoint paths and walks, a problem introduced by Klobas et al. [27]. Their obtained W [1]-hardness in the parameter number of vertices, that holds even for instances where the underlying graph is a star, indicates that simply considering structural parameters of the underlying graph is not sufficient to obtain FPT algorithms for temporal graph problems.

## 2 Preliminaries

Notations. We denote by $\mathbb{Z}$ the set of integers, by $\mathbb{N}$ the set of natural numbers including 0 , by $\mathbb{N}_{>0}$ the set of positive integers, and by $\mathbb{Q}$ the set of rational numbers. Let $n$ be a positive integer, we denote with $[n]$ the set $\{1,2, \ldots, n\}$. Given a vector $w=\left(w_{1}, w_{2}, \ldots, w_{r}\right) \in \mathbb{Q}^{r}$, we let $\|w\|_{\infty}=\max _{i \in[r]}\left|w_{i}\right|$ and $\|w\|_{1}=\sum_{i \in[r]}\left|w_{i}\right|$. Given $x \in \mathbb{Z}$, we let $\operatorname{sign}(x)$ be + if $x \geq 0$ and - otherwise.

Graphs. We consider a graph $G=(V, E)$ to be a static undirected graph. Given a graph $G$, we denote by $V(G)$ the set of vertices of $G$, by $E(G)$ the set of edges of $G$, by $N_{G}(x)$ the neighbors of a vertex $x$ in $G$, and by $\gamma(G)$ the number of connected components of $G$. Let $G=(V, E)$ be a graph, given a subset of vertices $X \subseteq V(G)$ and a subset of edges $E^{\prime} \subseteq E$, we define the following operation on $G: G[X]=(X,\{u v \in E \mid u, v \in X\})$, $G-X=G[V \backslash X]$ and $G-E^{\prime}=\left(V, E \backslash E^{\prime}\right)$. We call a walk in a graph $G$ an alternating sequence $W=v_{0}, e_{1}, v_{1}, \ldots, e_{r}, v_{r}$ of vertices and edges, where $v_{0}, \ldots, v_{r} \in V(G), e_{1}, \ldots, e_{r} \in E(G)$ and $e_{i}=v_{i-1} v_{i}$ for $i \in[r]$; note that $W$ may visit the same vertices and edges several times. A walk without repeated vertices is called a path. We say that $v_{0}$ and $v_{r}$ are end-vertices of $W$ and $W$ is a $\left(v_{0}, v_{r}\right)$-walk. We use $V(W) \subseteq V(G)$ to denote the set of vertices of $G$ visited by $W$ and denote by $E(W)$ the set of edges of $G$ that are in $W$. Given a walk $W=v_{0}, e_{1}, v_{1}, \ldots, e_{r}, v_{r}$, for $0 \leq i \leq j \leq r$, we call the sequence $W^{\prime}=v_{i}, e_{i+1}, \ldots, e_{j}, v_{j}$ a subwalk of $W$.

Temporal graphs. A temporal graph $\mathcal{G}$ over a set of vertices $V$ is a sequence $\mathcal{G}=$ $\left(G_{1}, G_{2}, \ldots, G_{L}\right)$ of graphs such that for all $t \in[L], V\left(G_{t}\right)=V$. We call $L$ the lifetime of $\mathcal{G}$ and for $t \in[L]$, we call $G_{t}=\left(V, E_{t}\right)$ the snapshot graph of $\mathcal{G}$ at time step $t$. We might refer to $G_{t}$ as $\mathcal{G}(t)$. We call $G=(V, E)$ with $E=\bigcup_{t \in[L]} E_{t}$ the underlying graph of $\mathcal{G}$. We denote by $V(\mathcal{G})$ the set of vertices of $\mathcal{G}$ and by $\gamma(\mathcal{G})=\max _{t \in L} \gamma\left(G_{t}\right)$ the maximum number of connected components over all snapshot graphs of $\mathcal{G}$. We write $V$ and $\gamma$ if the graph or temporal graph is clear from the context. For a temporal graph $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$, we define the total number of edge appearances as $\mathfrak{m}(\mathcal{G})=\sum_{i=1}^{L}\left|E\left(G_{i}\right)\right|$; we use $\mathfrak{m}$ to denote this value if $\mathcal{G}$ is clear for the context.

In the following, we will be interested in temporal walks where the agent has infinite speed within a snapshot graph. Those temporal walks are called non-strict temporal walks in [19]. In [19], a non-strict temporal walk is defined as a sequence of connected components. However, it is more convenient for us to consider a non-strict temporal walk as a monotone walk in the underlying graph. For a walk $W=v_{0}, e_{1}, v_{1}, \ldots, e_{r}, v_{r}$ in the underlying graph $G$ of $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$, we say that $W$ is monotone if there are $t_{1}, \ldots, t_{r} \in[L]$ with $1 \leq t_{1} \leq \cdots \leq t_{r} \leq L$ such that $e_{i} \in E\left(G_{t_{i}}\right)$ for each $i \in[r]$. The definition of a non-strict temporal walk immediately implies the following observation.

- Observation 1. Given a temporal graph $\mathcal{G}$ and a vertex $x, \mathcal{G}$ has a non-strict temporal walk starting in $x$ that visits exactly the vertices of a set $X$ if and only if the underlying graph $G$ has a monotone $(x, y)$-walk $W$ for some $y \in V(G)$ such that $X=V(W)$.

For the remainder of this paper, we are mainly interested in the computational problem of finding monotone walks that visit all vertices of a temporal graph. We might also call such a walk an exploration schedule or simply an exploration.

- Definition 2 (Non-Strict Temporal Exploration (NS-TEXP)).

Input: Temporal graph $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$, vertex $v \in V(\mathcal{G})$.
Question: Is there a monotone walk in $\mathcal{G}$ that starts in $v$ and visits all vertices in $V(\mathcal{G})$ ?
We further consider a more general variant of the NS-TEXP problem, called $k$-ARB NS-TEXP, were we ask for a monotone walk that visits at least $k$ vertices (instead of $|V|)$.

- Definition 3 ( $k$-arbitrary Non-Strict Temporal Exploration ( $k$-arb NS-TEXP) ). Input: Temporal graph $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$, vertex $v \in V(\mathcal{G})$, integer $k$.
Question: Is there a monotone walk in $\mathcal{G}$ that starts in $v$ and visits at least $k$ vertices?
We will further generalize the problem by considering the weighted version of $k$-ARB NS-TEXP. We refer to this problem as Weighted $k$-arb NS-TEXP.
- Definition 4 (Weighted $k$-arbitrary Non-Strict Temporal Exploration (Weighted $k$-arb NS-TEXP)).
Input: Temporal graph $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$, positive-valued weight function $w: V(\mathcal{G}) \rightarrow$ $\mathbb{N}_{>0}$, vertex $v \in V(\mathcal{G})$, integer $k$.
Question: Is there a monotone walk $W$ in $\mathcal{G}$ such that $W$ starts in $v$ and $w(V(W))=$ $\sum_{u \in V(W)} w(u) \geq k$ ?
Note that $k$-ARB NS-TEXP is a special case of WEIGHTEd $k$-ARB NS-TEXP.

Parameterized complexity and kernelization. We refer to books [22] and [12] for an introduction to the field.

A data reduction rule, or simply, reduction rule, for a parameterized problem $Q$ is a function $\phi: \Sigma^{*} \times \mathbb{N} \rightarrow \Sigma^{*} \times \mathbb{N}$ that maps an instance $(I, k)$ of $Q$ to an equivalent instance ( $I^{\prime}, k^{\prime}$ ) of $Q$ such that $\phi$ is computable in time polynomial in $|I|$ and $k$. We say that two instances of $Q$ are equivalent if the following holds: $(I, k) \in Q$ if and only if $\left(I^{\prime}, k^{\prime}\right) \in Q$. We refer to this property of the reduction rule $\phi$, that it translates an instance to an equivalent one, as to the safeness of the reduction rule.

Informally, kernelization is a preprocessing algorithm that consecutively applies various data reduction rules in order to shrink the instance size as much as possible. A preprocessing algorithm takes as input an instance $(I, k) \in \Sigma^{*} \times \mathbb{N}$ of $Q$, works in polynomial in $|I|$
and $k$ time, and returns an equivalent instance $\left(I^{\prime}, k^{\prime}\right)$ of $Q$. The quality of a preprocessing algorithm $\mathcal{A}$ is measured by the size of the output. More precisely, the output size of a preprocessing algorithm $\mathcal{A}$ is a function $\operatorname{size}_{\mathcal{A}}: \mathbb{N} \rightarrow \mathbb{N} \cup\{\infty\}$ defined as follows:

$$
\operatorname{size}_{\mathcal{A}}(k)=\sup \left\{\left|I^{\prime}\right|+k^{\prime}: \quad\left(I^{\prime}, k^{\prime}\right)=\mathcal{A}(I, k), I \in \Sigma^{*}\right\} .
$$

A kernelization algorithm, or simply a kernel, for a parameterized problem $Q$ is a preprocessing algorithm $\mathcal{A}$ that, given an instance $(I, k)$ of $Q$, works in polynomial in $|I|$ and $k$ time and returns an equivalent instance $\left(I^{\prime}, k^{\prime}\right)$ of $Q$ such that $\operatorname{size}_{\mathcal{A}}(k) \leq g(k)$ for some computable function $g: \mathbb{N} \rightarrow \mathbb{N}$. It is said that $g(\cdot)$ is the size of a kernel. If $g(\cdot)$ is a polynomial function, then we say that $Q$ admits a polynomial kernel. It is well-known that a decidable parameterized problem is FPT if and only if it admits a kernel [13]. However, up to some reasonable complexity assumptions, there are FPT problems that have no polynomial kernels. In particular, we are using the cross-composition technique introduced in [4] and [5] to show that a parameterized problem does not admit a polynomial kernel unless NP $\subseteq$ coNP /poly.

## 3 Lower Bounds

It was stated as an open problem in [19], whether NS-TEXP is in FPT with parameter $\gamma$ (i.e. maximum number of components in any snapshot graph). We answer this question negatively by showing that NS-TEXP is NP-complete for $\gamma \geq 5$.

- Theorem 5. NS-TEXP is NP-complete for $\gamma \geq 5$.

Proof. We give a reduction from the satisfiability problem SAT which asks if a given Boolean formula has a satisfying variable assignment. Let $\varphi=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a Boolean formula in conjunctive normal form over the variable set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. We construct from $\varphi$ a temporal graph $\mathcal{G}$, where each snapshot graph has 4 or 5 connected components, such that $\mathcal{G}$ has a monotone walk that visits all vertices in $V(\mathcal{G})$ if and only if $\varphi$ is satisfiable.

The main idea of the construction is the following. In $V(\mathcal{G})$, we have a vertex for each clause, vertices $\widehat{x_{i}}, x_{i}, \neg x_{i}$ for each variable $x_{i}$, and one single control vertex $\widehat{c}$. The sequence of snapshot graphs alternates between having four and five connected components. In the case of four connected components, one component collects all clause vertices, one component collects all variable vertices $x$ and $\neg x$, one component collects all not yet processed control vertices $\widehat{x}$ and $\widehat{c}$, and one component collects all processed control vertices $\widehat{x}$. In the case of five connected components, an additional component collects a negative literal $\neg x$ of a variable $x$ together with all clauses containing $\neg x$. In this step, the clauses containing $x$ are incorporated into the variable component, which still contains $x$. This will allow us to choose a variable assignment with the exploration schedule. In the next time step, and only in this time step, the control vertex $\hat{x}$ is contained in the variable component. For all later time steps, $\hat{x}$ is contained in the component collecting the processed control vertices. Thereby, the control vertices ensure that we return to the component containing the variables in each snapshot consisting of four connected components.

We now give a more formal construction. For this construction, we are interested in the connected components of each snapshot graph but not on the actual structure of the connected components. For simplicity, we define the connected components as set of vertices and assume that each connected component forms a clique. For a subset $S \subseteq V$, we denote by $K(S)$ the set of all possible edges between vertices in $S$. Thereby, $(S, K(S))$ is a clique. Let $\mathcal{G}=\left(G_{1}, G_{2}, \ldots, G_{L}\right)$ with $L=2 n+1$ be the temporal graph constructed
from $\varphi=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$. We define $V(\mathcal{G})=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\} \cup\left\{x_{i}, \neg x_{i}, \widehat{x_{i}} \mid x_{i} \in X\right\} \cup\{\widehat{c}\}$. For $E\left(G_{1}\right)=K\left(C_{1,1}\right) \cup K\left(C_{1,2}\right) \cup K\left(C_{1,3}\right)$ we set $C_{1,1}=\{\widehat{c}\} \cup\left\{\widehat{x_{i}} \mid x_{i} \in X\right\}, C_{1,2}=$ $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$, and $C_{1,3}=\left\{x_{i}, \neg x_{i} \mid x_{i} \in X\right\}$. The start vertex is set to $x_{1}$.

For the next time step, we define the edges of the snapshot graph as $E\left(G_{2}\right)=K\left(C_{2,1}\right) \cup$ $K\left(C_{2,2}\right) \cup K\left(C_{2,3}\right) \cup K\left(C_{2,4}\right)$ where $C_{2,1}=C_{1,1}=\{\widehat{c}\} \cup\left\{\widehat{x_{i}} \mid x_{i} \in X\right\}, C_{2,2}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\} \backslash$ $\left\{c \in \varphi \mid x_{1} \in c \vee \neg x_{1} \in c\right\}, C_{2,3}=\left(\left\{x_{i}, \neg x_{i} \mid x_{i} \in X\right\} \backslash\left\{\neg x_{1}\right\}\right) \cup\left\{c \in \varphi \mid x_{1} \in c\right\}$ and $C_{2,4}=\left\{\neg x_{1}\right\} \cup\left\{c \in \varphi \mid \neg x_{1} \in c\right\}$. The intuition is that the exploration schedule visits the vertices in $C_{2,3}$ after visiting the vertices in $C_{1,3}$ if the variable $x_{1}$ gets assigned with true and otherwise, visits $C_{2,4}$ after $C_{1,3}$ if $x_{1}$ gets assigned with false. Note that no other connected component is reachable from $C_{1,3}$ as only $C_{2,3}$ and $C_{2,4}$ have nonempty intersection with $C_{1,3}$.

In the next time step, we force the exploration schedule to return to the third connected component by passing the control vertex $\widehat{x_{1}}$ through this connected component. Therefore, we define $E\left(G_{3}\right)=K\left(C_{3,1}\right) \cup K\left(C_{3,2}\right) \cup K\left(C_{3,3}\right)$ with $C_{3,1}=\left(\{\widehat{c}\} \cup\left\{\widehat{x_{i}} \mid x_{i} \in X\right\}\right) \backslash\left\{\widehat{x_{1}}\right\}$, $C_{3,2}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$, and $C_{3,3}=\left\{x_{i}, \neg x_{i} \mid x_{i} \in X\right\} \cup\left\{\widehat{x_{1}}\right\}$.

For the remaining time steps, we alternate between the structure of the second and third time step with an additional connected component that collects the already processed control vertices $\widehat{x_{i}}$. As this connected component is monotone growing, it acts as a sink for the temporal walk, i.e., we could not leave this connected component if we ever enter it. Additionally, the first connected component containing the not yet processed control vertices is monotone shrinking, making it non-accessible from the start vertex of the temporal walk. The idea is now that the last control vertex $\widehat{c}$ will only leave the first component into the variable component in the last time step enforcing us to not go into the sink component of processed control vertices and thereby enforcing the exploration schedule to return to the variable component for each odd time step $t \geq 3$. We formalize this by defining the snapshot graphs $G_{j}$ for $3<j<2 n+1$ as follows.

First consider the case that $j$ is even. We define $E\left(G_{j}\right)=K\left(C_{j, 1}\right) \cup K\left(C_{j, 2}\right) \cup K\left(C_{j, 3}\right) \cup$ $K\left(C_{j, 4}\right) \cup K\left(C_{j, 5}\right)$ with $C_{j, 1}=\{\widehat{c}\} \cup\left\{\widehat{x_{i}} \mid x_{i} \in X, i \geq \frac{j}{2}\right\}, C_{j, 2}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\} \backslash\{c \in$ $\left.\varphi \left\lvert\, x_{\frac{j}{2}} \in c \vee \neg x_{\frac{j}{2}} \in c\right.\right\}, C_{j, 3}=\left(\left\{x_{i}, \neg x_{i} \mid x_{i} \in X\right\} \backslash\left\{\neg x_{\frac{j}{2}}\right\}\right) \cup\left\{c \in \varphi \left\lvert\, x_{\frac{j}{2}} \in c\right.\right\}, C_{j, 4}=$ $\left\{\neg x_{\frac{j}{2}}\right\} \cup\left\{c \in \varphi \left\lvert\, \neg x_{\frac{j}{2}} \in c\right.\right\}$, and $C_{j, 5}=\left\{\widehat{x}_{i} \mid x_{i} \in X, i<\frac{j}{2}\right\}$.

For the case that $j$ is odd, we define $E\left(G_{j}\right)=K\left(C_{j, 1}\right) \cup K\left(C_{j, 2}\right) \cup K\left(C_{j, 3}\right) \cup K\left(C_{j, 4}\right) \cup$ $K\left(C_{j, 5}\right)$ with $C_{j, 1}=\{\widehat{c}\} \cup\left\{\widehat{x_{i}} \mid x_{i} \in X, i>\frac{j}{2}\right\}, C_{j, 2}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}, C_{j, 3}=\left\{x_{i}, \neg x_{i} \mid x_{i} \in\right.$ $X\} \cup\left\{\widehat{x_{\frac{j-1}{2}}}\right\}, C_{j, 4}=\emptyset$, and $C_{j, 5}=\left\{\widehat{x_{i}} \mid x_{i} \in X, i<\frac{j-1}{2}\right\}$.

Finally, for the last time step $L=2 n+1$, we define $E\left(G_{L}\right)=K\left(C_{L, 1}\right) \cup K\left(C_{L, 2}\right) \cup$ $K\left(C_{L, 3}\right) \cup K\left(C_{L, 4}\right) \cup K\left(C_{L, 5}\right)$ with $C_{L, 1}=\emptyset, C_{L, 2}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}, C_{L, 3}=\left\{x_{i}, \neg x_{i} \mid x_{i} \in\right.$ $X\} \cup\{\widehat{c}\}, C_{j, 4}=\emptyset$, and $C_{j, 5}=\left\{\widehat{x_{i}} \mid x_{i} \in X\right\}$.

Let us now analyze how a potential exploration schedule for $\mathcal{G}$ can look like. Recall that for each time step $t$, the first connected component $C_{t, 1}$ is monotonously shrinking, i.e., for $t, t^{\prime} \in[L]$ with $t \leq t^{\prime}$ it holds that $C_{t, 1} \supseteq C_{t^{\prime}, 1}$. As the start vertex of the exploration schedule is contained in the third connected component, this means that (i) any exploration schedule cannot visit a first connected component as the connected component $C_{t, 1}$ never has a non empty intersection with any connected component $C_{t-1, \ell}$ for $1<t \leq L$, and $\ell \neq 1$.

Further, recall that the fifth connected component $C_{t, 5}$ is monotonously growing, i.e., for $t, t^{\prime} \in[L]$ with $t \leq t^{\prime}$ it holds that $C_{t, 1} \subseteq C_{t^{\prime}, 1}$. Therefore, (ii) an exploration schedule cannot leave any fifth connected component.

Now consider the vertex $\widehat{c}$. For all time steps $t \in[L-1]$, this vertex is contained in the first connected component $C_{t, 1}$ and therefore not reachable from the start vertex. The only time step in which $\widehat{c}$ is in another connected component is the last time step $t=2 n+1$
in which $\widehat{c}$ is contained in the third connected component $C_{t, 3}$ together with the variable vertices. As an exploration schedule need to reach $\widehat{c}$ and $\widehat{c}$ is never contained in a fifth connected component, observation (ii) implies, that we must never enter a fifth connected component. As all elements in $\left\{\widehat{x_{i}} \mid x_{i} \in X\right\} \cup\{\widehat{x}\}$ do only appear in a first, third or fifth connected component, observation (i) implies that (iii) we need to visit them in a third connected component.

We further need to visit all elements in $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$. Assume, we visit some of them for the first time in some second connected component in a time step $t$. By the construction of $\mathcal{G}$, the second connected component is only reachable from a third or fourth connected component in an odd time step. Note that the odd time step $t$ is the only time step in which the control vertex $\widehat{x_{\frac{t-1}{2}}}$ is contained in a third connected component. As by assumption the exploration schedule visits the second connected component in time step $t$ it will not visit $\widehat{x_{\frac{t-1}{2}}}$ in time step $t$. But observation (iii) implies that then, $\widehat{x_{\frac{t-1}{2}}}$ cannot be reached during the remaining walk. Hence, any exploration schedule cannot visit any second connected component and the vertices $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ must be visited in a third or fourth connected component in an even time step.

We already observed that any exploration schedule must be in the third component in any odd time step. From this component, it is only possible to visit some vertex $c_{j}$ by traversing to a component containing a literal that is contained in $c_{j}$. In each even time step $t$, it is possible to visit those clause vertices $c_{j}$ that contain a literal from the variable $x_{\frac{t}{2}}$. Thereby, we can either visit those containing the positive literal, or those containing the negative literal. An exploration schedule visiting all clause vertices $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ thereby corresponds to a satisfying variable assignment for $\varphi$. Conversely, a satisfying variable assignment for $\varphi$ gives us an exploration schedule for $\mathcal{G}$ by traversing to the component containing the satisfied literal of the variable $x_{i}$ in time step $x_{2 i}$.

We now shift our focus to restricting the graph class of the underlying graph. We show that NS-TEXP is NP-hard restricted to temporal graphs where the underlying graph is a tree consisting of two stars connected with an edge, or in other words, trees of diameter three. The vertex cover number of such trees is two. With a simple adaptation of the construction, we obtain that NS-TEXP is NP-hard even if every edge appears at most once, or is non-present in at most one time step and the underlying graph is a tree.

- Theorem $6(\star) .{ }^{1}$ NS-TEXP is NP-complete for temporal graphs even if:
- the underlying graph consists of two stars connected with a bridge, or
- every edge of the input temporal graph appears at most once, or
- the underlying graph is a tree and every edge is not present in at most one time step

For the combined parameter $\gamma+L$, there exists a trivial FPT-algorithm for the problem $k$-ARB NS-TEXP (and so for NS-TEXP) as this parameter bounds the size of a search tree, where $\gamma$ is the branching factor and $L$ is the depth of the tree. In this tree we consider for each time step all connected components that are reachable from the current connected component, starting with the component containing the start vertex $v$.

- Observation 7. $k$-ARB NS-TEXP can be solved in $\mathcal{O}\left(\gamma^{L} n^{\mathcal{O}(1)}\right)$ time.

[^1]In contrast, using a reduction from Hitting Set, we obtain that NS-TEXP does not have a polynomial kernel in the same parameter $\gamma+L$ unless NP $\subseteq$ coNP/poly. In fact, we show a stronger statement: if $\gamma$ is constant, there does not exists a polynomial kernel in $L$.

- Theorem $8(\star)$. Unless $N P \subseteq c o N P / p o l y$, there does not exist a polynomial kernel for NS-TEXP in the parameter $L$ for any constant $\gamma \geq 6$.

The size of an instance of NS-TEXP can be bounded by $n^{2} \times L$ and there exists FPT algorithms in the parameter $L$ as well as in the parameter $n$ [20]. We already showed that under standard complexity assumptions, there does not exists a polynomial kernel for the parameter $L$. The next result is obtained by a cross-composition from NS-TEXP into itself.

- Theorem $9(\star)$. Unless coNP $\subseteq N P /$ poly, NS-TEXP does not admit a polynomial kernel parameterized by $n$.

In [20] an FPT-algorithm based on color coding is given for the problem $k$-ARB NS-TEXP with parameter $k$. We obtain in the following that $k$-ARB NS-TEXP parameterized by $L$ is $\mathrm{W}[1]$-hard by a reduction from multicolored independent set. We thereby answer an open question from [20]. This hardness contrasts the FPT-algorithm in parameter $L$ for the problem NS-TEXP. We further obtain that $k$-ARB NS-TEXP does not admit a polynomial kernel in $L+k$ unless coNP $\subseteq$ NP/poly. This result is based on a cross-composition from the problem $k$-ARB NS-TEXP to itself.

- Theorem 10 ( $\star$ ). $k$-ARB NS-TEXP is W[1]-hard parameterized by $L$.
- Theorem $11(\star)$. Unless coNP $\subseteq$ NP/poly $k$-ARB NS-TEXP does not admit a polynomial kernel parameterized by $k+L$.


## 4 Polynomial Kernel for Bounded Number of Edge Appearances

In the field of static graphs, trees are nice structures that often lead to efficient algorithms. Building on this fact, structural parameters, like treewidth, defining a distance to trees were successfully introduced and used to design efficient algorithms. Unfortunately, we have seen in Theorem 6 that even when the underlying graph is a tree with vertex cover number 2 the problems we consider remain NP-hard. Therefore, in this section, we introduce a new structural parameter $p(\mathcal{G})$ which, intuitively, characterises how far $\mathcal{G}$ is from being a tree in which each edge appears exactly once. Using this new parameter, we investigate the complexity of $k$-ARB NS-TEXP.

We restate the definition of $p(\mathcal{G})$. Recall that for a temporal graph $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$, we write $\mathfrak{m}=\sum_{i=1}^{L}\left|E\left(G_{i}\right)\right|$. Observe that if $\mathfrak{m}<n-1$, then the underlying graph $G$ of $\mathcal{G}$ is disconnected. Let $X$ be the set of vertices of the connected component of $G$ containing the source vertex $v$. Then, $k$-ARB NS-TEXP for $\mathcal{G}$ is equivalent to $k$-ARB NS-TEXP for the temporal graph $\mathcal{G}[X]=\left(G_{1}[X], \ldots, G_{L}[X]\right)$. Hence, we can assume that the underlying graph is connected and $\mathfrak{m} \geq n-1$. This allows us to consider the above-guarantee parameter $p(\mathcal{G})=\mathfrak{m}-n+1$. We show that $k$-ARB NS-TEXP admits a polynomial kernel in $p(\mathcal{G})$ when the underlying graph is connected. In fact, we give a kernel for a more general variant of the problem with vertex weights called Weighted $k$-ARB NS-TEXP.

The starting point of our kernelization algorithm is a polynomial time algorithm for Weighted $k$-ARB NS-TEXP on temporal graphs in which each edge appears exactly once and the underlying graph is a tree (Lemma 14). In addition to this algorithm, the crucial observation that leads to a kernel is that the underlying graph of the input temporal graph


Figure 1 Structure of the underlying graph $G$ of a temporal graph $\mathcal{G}$ when the parameter $p=\mathfrak{m}-n+1$ is bounded. Here $|X| \leq 4 p$. (See Lemma 13.)
has a feedback edge set of bounded size (Lemma 12). By combining this observation and the fact that there is a bounded number of edges repetitions, we show that the input temporal graph $\mathcal{G}$ has some specific structure. Namely, there exists a core set $X \subseteq V(\mathcal{G})$ of vertices of bounded size such that the underlying graph of the remaining graph $\mathcal{G}-X$ is a forest $\mathcal{F}$ with the following property. In $\mathcal{G}-X$, each edge appears exactly once and each tree of $\mathcal{F}$ is connected to $X$ by at most two edges (see Figure 1 and Lemma 13). For each tree $T$ in $\mathcal{F}$, depending on its structure and its interaction with $X$, we are able to describe all possible ways an exploration can visit some of the vertices of $T$. Using the polynomial time algorithm for trees in which edges appear only once, we can then compute the maximum weight contributed by the vertices in $T$ for each of those cases and design a gadget of constant size that simulates the original tree $T$. Thereby, the gadget keeps the information of how many vertices, respectively vertex weights, were reachable in $T$ and is the reason why we need to work with the weighted version of $k$-ARB-NS-TEXP. This gives us several reduction rules (Reduction Rule 1-4). To conclude the kernel, we show that after applying these reduction rules exhaustively, the obtained temporal graph has linear size in $p$ (Claim 18). Lastly, by using an algorithm proposed by Frank and Tardos (Proposition 15), we can bound the size of the obtained weights on the vertices by $\mathcal{O}\left(p^{4}\right)$.

Throughout this section we assume that the temporal graphs under consideration have connected underlying graphs. Let $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$ be a temporal graph and $G$ its underlying graph. For $e \in E(G)$, we denote by $A(e)=\left\{t: e \in E\left(G_{t}\right)\right.$ for $\left.1 \leq t \leq L\right\}$ and set $m(e)=|A(e)|$. Note that $\mathfrak{m}(\mathcal{G})=\sum_{e \in E(G)} m(e)$.

By Observation 1, an instance $(\mathcal{G}, w, v, k)$ of WEIGHTED $k$-ARB NS-TEXP is a yesinstance if and only if the underlying graph $G$ has a monotone $(v, x)$-walk $W$ for some $x \in V(G)$ such that $w(V(W)) \geq k$. Slightly abusing notation, we write $w(W)$ instead of $w(V(W))$ for the total weight of vertices visited by a walk.

We start by showing that the underlying graph has a feedback edge set of bounded size. Recall that a set of edges $S \subseteq E(G)$ is a feedback edge set of a graph $G$, if $G-S$ is a forest. Let $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$ be a temporal graph and let $p=\mathfrak{m}-n+1$. We denote by $R$ the set of edges of the underlying graph $G$ appearing at least twice in $\mathcal{G}$. We refer to the edges of $R$ as red. We set $B=E(G) \backslash R$ and call the edges of $B$ blue.

- Lemma $12(\star)$. Let $\mathcal{G}$ be a temporal graph and let $p=\mathfrak{m}-n+1$. Then, the underlying graph $G$ of $\mathcal{G}$ has a feedback edge set $S$ of size at most $p$ such that every red edge is in $S$.

Lemma 12 implies that $G$ has a special structure that is used in our algorithm (see Figure 1).

- Lemma 13. Let $\mathcal{G}$ be a temporal graph with the underlying graph $G$ and let $p=\mathfrak{m}-n+1$. Let also $v \in V(G)$. Then, there is a set of vertices $X \subseteq V(G)$ of size at most $4 p$ such that (i) $v \in X$, (ii) every red edge is in $G[X]$, (iii) $G-E(G[X])$ is a forest and (iv) each connected component $T$ of $G-X$ is a tree with the properties that each vertex $x \in X$ has at most one neighbor in $T$ and
(a) either $X$ has a unique vertex $x$ that has a neighbor in $T$,
(b) or $X$ contain exactly two vertices $x$ and $y$ having neighbors in $T$.

Furthermore, if $q$ is the number of connected components $T$ of $G-X$ satisfying (b), then $q \leq 4 p-1$ and $G[X]$ has at most $5 p-q-1$ edges.

Proof. By Lemma 12, $G$ has a feedback edge set $S$ of size at most $p$ containing all red edges. We define $Y=\{v\} \cup\{x \in V(G) \mid x$ is an endpoint of an edge of $S\}$. Note that $|Y| \leq 2 p+1$. Consider the graph $G^{\prime}$ obtained from $G$ by the iterative deletion of vertices of degree one that are not in $Y$. Because $S$ is a feedback edge set, we obtain that $H=G^{\prime}-S$ is a forest such that every vertex of degree at most one is in $Y$. It is a folklore knowledge that any tree with $\ell \geq 2$ vertices of degree one (leaves) has at most $\ell-2$ vertices of degree at least three. This implies that the set $Z$ of vertices of $H$ with degree at least three has size at most $2 p-1$. We define $X=Y \cup Z$. By the construction, $|X| \leq 4 p$ and (i)-(iv) are fulfilled.

Let $q$ be the number of connected components $T$ of $G-X$ satisfying (b). Consider the multigraph $G^{\prime \prime}$ obtained from $G[X]$ by the following operation: for each connected component $T$ of $G-X$ satisfying (b), where $x$ and $y$ are the vertices of $X$ having neighbors in $T$, add the edge $x y$ to $G[X]$ and make it a multi-edge if $x y \in E(G[X])$. Because of (iii), $G^{\prime \prime}-E(G[X])$ is a tree on $|X|$ vertices, therefore, we have that $q \leq|X|-1 \leq 4 p-1$. Because $G$ has a feedback edge set of size at most $p, G^{\prime \prime}$ has the same property. Therefore, $G^{\prime \prime}$ has at most $|X|-1+p \leq 5 p-1$ edges. Hence, $G[X]$ has at most $5 p-q-1$ edges.

We show that Weighted $k$-arb NS-TEXP can be solved in polynomial time if each edge appears exactly once and the underlying graph is a tree. If an edge $e$ appears exactly once, then we use $t(e)$ to denote the unique element of $A(e)$.

- Lemma 14. There is an algorithm running in $\mathcal{O}(n+L)$ time that, given a temporal graph $\mathcal{T}=\left(F_{1}, \ldots, F_{L}\right)$ such that its underlying graph $T$ is a tree with $m(e)=1$ for each $e \in E(T)$, a weight function $w: V(T) \rightarrow \mathbb{N}_{>0}$ and two vertices $x, y \in V(T)$, either finds the maximum weight of a monotone $(x, y)$-walk $W$ in $T$ or reports that such a walk does not exist.
Proof sketch. The algorithm works as follow. Consider the unique $(x, y)$-path $P$ in $T$. Let $P=v_{0}, e_{1}, v_{1}, \ldots, e_{r}, v_{r}$ in $T$ with $x=v_{0}$ and $y=v_{r}$. As each edge $e$ can only be crossed in the single time step $t(e)$, there exists a monotone $(x, y)$-walk $W$ in $T$ if and only if $P$ is monotone. Suppose $P$ is monotone. For $i \in[r]$, let $t_{i}=t\left(e_{i}\right), t_{0}=0$ and $t_{r+1}=L$. Let $i \in\{0, \ldots, r\}$. Because edges cannot be crossed in two different time steps, any $(x, y)$-walk needs to be on $v_{i}$ between time step $t_{i}$ and $t_{i+1}$. Therefore, for any time step $t_{i} \leq t \leq t_{i+1}$, an $(x, y)$-walk can only visit the vertices of $C_{t}\left(v_{i}\right)$, where $C_{t}\left(v_{i}\right)$ correspond to the connected components of $F_{t}$ containing $v_{i}$, and the set $U\left(v_{i}\right)=\bigcup_{t_{i} \leq t \leq t_{i+1}} V\left(C_{t}\left(v_{i}\right)\right)$ corresponds to all vertices that can be visited while waiting on $v_{i}$. Thereby, a $(x, y)$-walk of maximum weight visits exactly the vertices of $U=\cup_{i \in\{0, \ldots r\}} U\left(v_{i}\right)$. By the preconditions, the number of edges over all snapshots is $n-1$. By using a BFS we can find the connected component containing a specific vertex in time linear in the size of the component. Therefore, we can construct $U$ and compute its weight in time $\mathcal{O}(n+L)$.

To reduce the vertex weights in our kernelization algorithm, we use the approach proposed by Etscheid et al. [21] that is based on the result of Frank and Tardos [23].

- Proposition 15 ([23]). There is an algorithm that, given a vector $\mathrm{w} \in \mathbb{Q}^{r}$ and an integer $N$, in polynomial time finds a vector $\overline{\mathrm{w}} \in \mathbb{Z}^{r}$ with $\|\overline{\mathrm{w}}\|_{\infty} \leq 2^{4 r^{3}} N^{r(r+2)}$ such that $\operatorname{sign}(\mathrm{w} \cdot b)=$ $\operatorname{sign}(\bar{w} \cdot b)$ for all vectors $b \in \mathbb{Z}^{r}$ with $\|b\|_{1} \leq N-1$.

Now we are ready to prove the main result of the section. We recall that a pair $(P, Q)$ of subsets of $V(G)$ is called a separation of $G$ if $P \cup Q=V(G)$ and there is no edge $x y$ with $x \in P \backslash Q$ and $y \in Q \backslash P$. The set $P \cap Q$ is a separator and $|P \cap Q|$ is called the order of a separation $(P, Q)$. If a separation has order one, then the single vertex of $P \cap Q$ is called a cut-vertex and we say that this vertex is a separator. Notice that it may happen that $P \subseteq Q$ or $Q \subseteq P$ and we slightly abuse the standard notation, as in these cases necessarily $P \cap Q$ does not separate $G$. We also recall that an edge cut of $G$ is a partition $(P, Q)$ of $V(G)$ and the edge cut-set is the set of all edges $x y$ for $x \in P$ and $y \in Q$.

- Theorem 16. Weighted $k$-ARB NS-TEXP parameterized by $p=\mathfrak{m}-n+1$ admits a kernel of size $\mathcal{O}\left(p^{4}\right)$ for connected underlying graphs such that for the output instance $\left(\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right), w, v, k\right), \mathcal{G}$ has $\mathcal{O}(p)$ vertices and edges, and $L \in \mathcal{O}(p)$.

Proof sketch. Let $\left(\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right), w, v, k\right)$ be an instance of Weighted $k$-ARB NSTEXP and let $p=\mathfrak{m}-n+1$. Let also $G$ be the underlying graph of $\mathcal{G}$ and let $R$ be the set of red edges. We describe our kernelization algorithm as a series of reduction rules that are applied exhaustively whenever it is possible to apply a rule. The rules modify $\mathcal{G}=\left(G_{1}, \ldots, G_{L}\right)$ and $w$. Whenever we say that a rule deletes a vertex $x$, this means that $x$ is deleted from $G_{1}, \ldots, G_{L}$ and $G$ together with the incident edges. Similarly, whenever we create a vertex, this vertex is added to every graph $G_{i}$ for $i \in[L]$ and $G$. When we either delete or add an edge, we specify $G_{i}$ where this operation is performed and also assume that the corresponding operation is done for $G$.

To describe the first rule, we need some auxiliary notation. Let $(P, Q)$ be a separation of $G$ of order one with a cut-vertex $x$. We say that $(P, Q)$ is important if
(i) $G[P]$ is a tree with at least two vertices,
(ii) the start vertex $v$ is in $Q$ and $R \subseteq E(G[Q])$, and
(iii) $P$ is an inclusion-maximal set satisfying (i) and (ii).

Suppose that $(P, Q)$ is an important separation of $G$ with a cut-vertex $x$. Let $a, b \in[L]$. Then, there is a separation $\left(P_{1}, P_{2}\right)$ of $H=G[P]$ with $x$ being the cut-vertex such that for any $y \in N_{H}(x), y \in P_{1}$ if and only if $a \leq t(x y) \leq b$ and, moreover, $\left(P_{1}, P_{2}\right)$ is unique. We use $\mathcal{T}_{[a, b]}$ to denote the temporal graph $\left(G_{1}\left[P_{1}\right], \ldots, G_{L}\left[P_{1}\right]\right)$ and $T_{[a, b]}=G\left[P_{1}\right]$. Observe that $\mathcal{T}_{[a, b]}$ may be a single-vertex temporal graph containing only $x$. We write $\mathcal{T}_{(a, b)}\left(\mathcal{T}_{[a, b)}\right.$ and $\mathcal{T}_{(a, b]}$, respectively) for $\mathcal{T}_{[a+1, b-1]}\left(\mathcal{T}_{[a, b-1]}\right.$ and $\mathcal{T}_{[a+1, b]}$, respectively) and we use the corresponding notation for the underlying trees. We also write $\mathcal{T}_{a}$ and $T_{a}$ instead of $\mathcal{T}_{[a, a]}$ and $T_{[a, a]}$. Given an important separation $(P, Q)$ of $G$ with a cut-vertex $x$, we denote $A(Q)=\bigcup_{y \in N_{G[Q]}(x)} A(x y)$. We say that $i, j \in A(Q)$ are consecutive if $i<j$ and there is no $t \in A(Q)$ such that $i<t<j$.

Observe that as cut-vertices and blocks of a graph can be found in linear time by standard algorithmic tools (see, e.g., [11]), all important separations can be listed in linear time.

Given a cut vertex $x$ such that one side $T$ of the important separation is a tree, then an optimal exploration can either enter and exit $T$ by $x$ or end in some vertex of $T$. In both cases, using the algorithm from Lemma 14 we can compute the optimal exploration of $T$ and replace $T-x$ by 2 vertices simulating those two options giving us the first reduction rule.

- Reduction Rule 1. If there is an important separation $(P, Q)$ of $G$ with a cut-vertex $x$ such that either there is $i \in A(Q)$ such that $\mathcal{T}=\mathcal{T}_{i}$ has at least four vertices, or there are consecutive $i, j \in A(Q)$ such that $\mathcal{T}=\mathcal{T}_{(i, j)}$ has at least four vertices, or $\mathcal{T}=\mathcal{T}_{[1, i)}$ has at least four vertices for $i=\min A(Q)$, or $\mathcal{T}=\mathcal{T}_{(j, L]}$ has at least four vertices for $j=\max A(Q)$, then do the following for $\mathcal{T}$ and the underlying tree $T$ (see Figure 2):
- Call the algorithm from Lemma 14 and compute the maximum weight $w_{1}$ of a monotone $(x, x)$-walk in $T$ and the maximum weight $w_{2}$ of a monotone $(x, y)$-walk, where maximum is taken over all $y \in V(T)$. Set $t=\min _{u \in N_{T}(x)} t(x u)$.
- Delete the vertices of $\mathcal{T}$ in $\mathcal{G}$ except $x$, create a new vertex $y$, make it adjacent to $x$ in $G_{t}$ and set $w(y)=w_{1}-w(x)$.
- If $w_{2}>w_{1}$, then create a new vertex $z$, make it adjacent to $y$ in $G_{L}$ and set $w(z)=w_{2}-w_{1}$.


Figure 2 The application of Reduction Rule 1.

To state the next rules, we define edge cuts that are important for our algorithm. We say that an edge cut $(P, Q)$ of $G$ is important if
(i) the edge-cut set is of size two and consists of edges with distinct endpoints,
(ii) $G[P]$ is a tree, and
(iii) $v \in Q$ and $R \subseteq E(G[Q])$.

Given an important edge cut $(P, Q)$ with an edge cut-set $\left\{x_{1} y_{1}, x_{2} y_{2}\right\}$, where $x_{1}, x_{2} \in P$, there is the unique $\left(x_{1}, x_{2}\right)$-path $S$ in the tree $G[P]$. We say that the path $y_{1}, y_{1} x_{1}, S, x_{2} y_{2}, y_{2}$ is the backbone of the edge cut. We also denote $\mathcal{T}_{P, Q}=\left(G_{1}\left[\left(P \cup\left\{y_{1}, y_{2}\right\}\right)\right]-y_{1} y_{2}, \ldots, G_{L}[P \cup\right.$ $\left.\left.\left\{y_{1}, y_{2}\right\}\right]-y_{1} y_{2}\right)$. Note that the underlying graph $T$ of $\mathcal{T}_{P, Q}$ is a tree and the unique ( $y_{1}, y_{2}$ )-path in $T$ is the backbone.

Observe that all important edge cuts can be found in polynomial time. The next three reduction rules reduce the length of backbones. We begin by deleting irrelevant edges.


Figure 3 The application of Reduction Rule 2 and Reduction Rule 3.

- Reduction Rule 2. If there is an important edge cut $(P, Q)$ of $G$ with a backbone $v_{0}, e_{1}, v_{1}, e_{2}, v_{2}, e_{3}, v_{3}$ such that $t\left(e_{1}\right)>t\left(e_{2}\right)$ and $t\left(e_{3}\right)>t\left(e_{2}\right)$, then modify $\mathcal{G}$ and $G$ by deleting $e_{2}$ from $G_{t\left(e_{2}\right)}$ (see Figure 3). Furthermore, if the obtained underlying graph $G$ is disconnected, then delete the vertices of the (unique) connected component that does not contain the source vertex $v$.

The next rule aims at consecutive edges in backbones that occur in the same $G_{t}$.

- Reduction Rule 3. If there is an an important edge cut $(P, Q)$ of $G$ with a backbone $v_{0}, e_{1}, v_{1}, e_{2}, v_{2}, e_{3}, v_{3}$ such that $t\left(e_{1}\right)=t\left(e_{2}\right)$, then modify $\mathcal{G}$ and $G$ by deleting $e_{2}$ from $G_{t\left(e_{1}\right)}$ and adding $v_{0} v_{2}$ in $G_{t\left(e_{1}\right)}$ (see Figure 3).


Figure 4 The application of Reduction Rule 4.
It remains to shorten monotone backbones.

- Reduction Rule 4. If there is an important edge cut $(P, Q)$ of $G$ with a backbone $v_{0}, e_{1}, \ldots, e_{5}, v_{5}$ such that $t\left(e_{1}\right)<\cdots<t\left(e_{5}\right)$, then modify $\mathcal{G}$ and $G$ by doing the following for $\mathcal{T}=\mathcal{T}_{P, Q}$ with its underlying tree $T$ (see Figure 4):
- Call the algorithm from Lemma 14 and compute the maximum weight $w_{1}$ of a monotone $\left(v_{0}, v_{0}\right)$-walk in $T$, the maximum weight $w_{2}$ of a monotone $\left(v_{0}, v_{5}\right)$-walk and the maximum weight $w_{3}$ of a monotone $\left(v_{5}, v_{5}\right)$-walk.
- Delete the vertices of $V(T) \backslash\left\{v_{0}, v_{5}\right\}$, create new vertices $u_{1}, u_{2}, u_{3}$, make $u_{1}$ adjacent to $v_{0}$ in $G_{t\left(e_{1}\right)}$, make $u_{2}$ adjacent to $u_{1}$ and $u_{3}$ in $G_{t\left(e_{2}\right)}$ and $G_{t\left(e_{4}\right)}$, respectively, and make $u_{3}$ adjacent to $v_{5}$ in $G_{t\left(e_{5}\right)}$.
- Set $w\left(u_{1}\right)=w_{1}-w\left(v_{0}\right), w\left(u_{3}\right)=w_{3}-w\left(v_{5}\right)$ and $w\left(u_{2}\right)=w_{2}-w_{1}-w_{3}$.
- Call the algorithm from Lemma 14 and compute the maximum weight $w_{0}$ of a monotone $\left(v_{0}, u\right)$-walk in $T-v_{5}$, where the maximum is taken over all $u \in V(T) \backslash\left\{v_{5}\right\}$. Create a vertex $y_{1}$, make $y_{1}$ adjacent to $u_{1}$ in $G_{t\left(e_{3}\right)}$ and set $w\left(y_{1}\right)=w_{0}-w\left(v_{0}\right)-w\left(u_{1}\right)-w\left(u_{2}\right)$.
- Call the algorithm from Lemma 14 and compute the maximum weight $w_{5}$ of a monotone $\left(v_{5}, u\right)$-walk in $T$, where the maximum is taken over all $u \in V(T)$. If $w_{5}>w_{3}$, then create a vertex $y_{3}$, make $y_{3}$ adjacent to $u_{3}$ in $G_{L}$ and set $w\left(y_{3}\right)=w_{5}-w\left(v_{5}\right)-w\left(u_{3}\right)$.

We observe that by the definitions of Rules $1-4$, we immediately obtain the following claim.
$\triangleright$ Claim 17. Rules $1-4$ do not increase the parameter $p=\mathfrak{m}-n+1$.
After applying Rules 1-4, the graph has bounded size.
$\triangleright$ Claim 18. If Rules 1-4 are not applicable, then $|V(\mathcal{G})| \leq 324 p$ and $|E(\mathcal{G})| \leq 326 p$.
The bound on the number of edges of $G$ allows to reduce the value of $L$.

- Reduction Rule 5. If there is $t \in[L]$ such that $G_{t}$ has no edge, then delete $G_{t}$ from $\mathcal{G}$.

After applying this rule $L \leq 326 p$ as $|E(\mathcal{G})| \leq 326 p$.
Our last aim is to reduce the weights. For this, we use the algorithm from Proposition 15. Let $n=|V(G)|$ and let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$. We define $r=n+1$ and consider the vector $\mathrm{w}=\left(w_{0}, w_{1}, \ldots, w_{n}\right)^{\top} \in \mathbb{Z}^{r}$, where $w_{0}=k$ and $w_{i}=w\left(v_{i}\right)$ for $i \in[n]$.

- Reduction Rule 6. Apply the algorithm from Proposition 15 for w and $N=r+1$ and find the vector $\overline{\mathrm{w}}=\left(\bar{w}_{0}, \ldots, \bar{w}_{n}\right)$. Set $k:=\bar{w}_{0}$ and set $w\left(v_{i}\right):=\bar{w}_{i}$ for $i \in[n]$.

To see that the rule is safe, let $k^{\prime}=\bar{w}_{0}$ and let $w^{\prime}\left(v_{i}\right)=\bar{w}_{i}$ for $i \in[n]$. Note that by the choice of $N$, for each vector $b \in\{-1,0,1\}^{r}$, we have that $\operatorname{sign}(w \cdot b)=\operatorname{sign}(\bar{w} \cdot b)$. This implies that the new weights $w^{\prime}(x)$ and $k^{\prime}$ are positive integers and for every $U \subseteq V(G)$, $w(U) \geq k$ if and only if $w^{\prime}(U) \geq k^{\prime}$.

By Proposition 15, we obtain that $k \leq 2^{4 n^{3}}(n+2)^{(n+1)(n+2)}$ and the same upper bound holds for $w(x)$ for every $x \in V(G)$. Because $|V(G)|=\mathcal{O}(p)$, we have that we need $\mathcal{O}\left(p^{3}\right)$ bits to encode $k$ and the weight of each vertex. Then, the total bit-length of the encoding of the weights and $k$ is $\mathcal{O}\left(p^{4}\right)$. Taking into account that $|V(G)|=\mathcal{O}(p),|E(G)|=\mathcal{O}(p)$ and $L=\mathcal{O}(p)$, we conclude that we obtained a kernel of size $\mathcal{O}\left(p^{4}\right)$.

Because important separations and important edge cuts can be found in polynomial time and the algorithm from Lemma 14 is polynomial, we have that Rules $1-4$ can be exhaustively applied in polynomial time. It is trivial that Reduction Rule 5 can be applied in polynomial time. Because the algorithm from Proposition 15 is polynomial, Reduction Rule 6 requires polynomial time. Therefore, the overall running time of our kernelization algorithm is polynomial. This concludes the proof.

In [20], Erlebach and Spooner proved that NS-TEXP can be solved in $\mathcal{O}\left(2^{n} L n^{3}\right)$ time. This fact together with Theorem 16 implies the following corollary.

- Corollary 19. Weighted $k$-ARB NS-TEXP parameterized by $p=\mathfrak{m}-n+1$ can be solved in $2^{\mathcal{O}(p)}(n L)^{\mathcal{O}(1)}$ time on temporal graphs with connected underlying graphs.


## Conclusion

We initiated the study of polynomial kernels for exploration problems on temporal graphs. We showed that for the problems NS-TEXP, $k$-arb NS-TEXP, and Weighted k-arb-NSTEXP, unless NP $\subseteq$ coNP/poly, there does not exist a polynomial kernel for the parameters number of vertices $n$, lifetime $L$, and number of vertices to visit $k$; and for the combined parameters $L+k, L+\gamma$, and $k+\gamma$, where $\gamma$ is the maximal number of connected components per time step. In fact, by a straight forward reduction that repeats each snapshot sufficiently many times, all of our hardness results, that do not involve the parameter $L$, carry over to the strict settings TEXP and $k$-ARB TEXP where a temporal exploration traverses at most one edge per time step. We showed that the temporal exploration problems remain NP-hard restricted to temporal graphs where the underlying graph is a tree of diameter three. From a parameterized complexity point of view, this eliminates most of the common structural parameters considered on the underlying graph. Nonetheless, we were able to identify a new parameter of a temporal graph $p(\mathcal{G})=\sum_{i=1}^{L}\left(\left|E\left(G_{i}\right)\right|\right)-|V(G)|+1$ that captures how close the temporal graph is to a tree where each edge appears exactly once. Our parameter can also be seen as a notion of sparsity for temporal graphs. For this parameter $p(\mathcal{G})$, we were able to obtain a polynomial kernel for Weighted $k$-ARB NS-TEXP. Using simplified reduction rules, we can obtain a kernel of linear size for NS-TEXP. While the reduction from NS-TEXP to TEXP blows up the parameter $p(\mathcal{G})$, our reduction rules can still be adapted to obtain polynomial kernels for the strict variants of the considered exploration problems. The natural next step would be to evaluate how useful our parameter is for other problems on temporal graphs.
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#### Abstract

Cluster Editing, also known as correlation clustering, is a well-studied graph modification problem. In this problem, one is given a graph and allowed to perform up to $k$ edge additions and deletions to transform it into a cluster graph, i.e., a graph consisting of a disjoint union of cliques. However, in real-world networks, clusters are often overlapping. For example, in social networks, a person might belong to several communities - e.g. those corresponding to work, school, or neighborhood. Another strong motivation comes from language networks where trying to cluster words with similar usage can be confounded by homonyms, that is, words with multiple meanings like "bat". The recently introduced operation of vertex splitting is one natural approach to incorporating such overlap into Cluster Editing. First used in the context of graph drawing, this operation allows a vertex $v$ to be replaced by two vertices whose combined neighborhood is the neighborhood of $v$ (and thus $v$ can belong to more than one cluster). The problem of transforming a graph into a cluster graph using at most $k$ edge additions, edge deletions, or vertex splits is called Cluster Editing with Vertex Splitting and is known to admit a polynomial kernel with respect to $k$ and an $O\left(9^{k^{2}}+n+m\right)$-time (parameterized) algorithm. However, it was not known whether the problem is NP-hard, a question which was originally asked by Abu-Khzam et al. [Combinatorial Optimization, 2018]. We answer this in the affirmative. We further give an improved algorithm running in $O\left(2^{7 k \log k}+n+m\right)$ time.
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## 1 Introduction

Correlation clustering is a fundamental problem in data mining and machine learning that aims to identify groups of similar objects based on their pairwise similarity or dissimilarity. This problem arises in various domains, including social network analysis, image segmentation,

[^2]document classification, gene expression analysis, and many more. Broadly speaking, the goal of correlation clustering is to partition the objects into clusters such that objects within the same cluster are more similar to each other than to objects in different clusters.

Correlation clustering has also been studied in algorithmic graph theory [34]. In this setting, the input is a graph and two vertices share an edge if they are similar. The goal is then to add or remove a minimum number of edges such that the resulting graph is a cluster graph, that is, a disjoint unions of cliques. This problem is typically known as Cluster Editing and formally defined as follows.

## Cluster Editing

Input: $\quad$ A graph $G=(V, E)$ and an integer $k$.
Question: $\quad$ Does there exist a set $F \subseteq\binom{V}{2}$ of size at most $k$ such that $G=(V, E \triangle F)$ is a cluster graph?

Here, $\Delta$ is the symmetric difference between two sets. Equivalently, one can ask whether there is a sequence $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{\ell}\right)$ of length $\ell \leq k$ where each $\sigma_{i}$ describes either an edge addition or an edge removal between two vertices such that performing all operations in the sequence yields a cluster graph.

Cluster Editing has been extensively studied in terms of both classic and parameterized complexity. Cai [9] showed a general result implying an $O\left(3^{k} \cdot n^{3}\right)$-time algorithm for CLUSTER Editing. This running time has since been improved several times [23, 25, 29]. Moreover, it is known that Cluster Editing admits a polynomial kernel with respect to $k$ [21].

However, it has been observed that real-world data usually does not neatly conform to such an equivalence relation $[27,36,40]$. This lead to the study of detecting so-called overlapping communities [5, 31], with applications in categorizing videos [35], classifying emotions in music [41] and sentiments in online posts [33], document classification [18, 32], and protein clustering based on amino-acid sequences [8].

The overlapping clusters model we study was introduced by Abu-Khzam et al. [2], who augmented Cluster Editing with a vertex-splitting operation which enables vertices to belong to multiple clusters. Specifically, in addition to allowing edge modification, a vertex $v$ can be split into two vertices $v_{1}, v_{2}$ such that $N\left(v_{1}\right) \cup N\left(v_{2}\right)=N(v)$, where $N$ is the (open) neighborhood of a vertex (see Figure 1 for an example). In the same article [2], they show that this generalized problem admits a quadratic vertex kernel and an FPT algorithm. A slightly tighter analysis than the paper provides reveals that the algorithm runs in $O\left(9^{k^{2}}+n+m\right)$ time. Abu-Khzam et al. [1] later provided a greedy algorithm, but it was still not known whether the problem is actually NP-hard, a question posed by the former set of authors. We settle this question by showing that the following problem is indeed NP-complete.

Cluster Editing with Vertex Splitting (CEVS)
Input: $\quad \mathrm{A}$ graph $G=(V, E)$ and an integer $k$.
Question: Does there exist a sequence $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{\ell}\right)$ of length $\ell \leq k$, where each $\sigma_{i}$ is an edge addition, an edge removal, or a vertex splitting, such that performing the operations in $\sigma$ turns $G$ into a cluster graph?

Related work. In addition to the aforementioned work [1, 2], overlapping clustering has been studied from the graph-editing point of view before, but under a less natural restriction. Fellows et al. [16] consider the problem where each vertex (and edge) is allowed to participate in a fixed number of clusters. In real-world applications, however, there is no fixed number $s$ such that every vertex belongs to at most $s$ cliques. Indeed, some vertices naturally belong to many clusters and some to few.

(a) A graph with two overlapping clusters that can be separated by two vertex splits.

(b) The graph after splitting $d$ into $d_{1}$ and $d_{2}$ and $e$ into $e_{1}$ and $e_{2}$.

Figure 1 An example of an instance where the budget needed for Cluster Editing is 8, and where the resulting graph is quite different from the input graph ( $d$ has to be disconnected completely from (e.g.) $g, h, i$, and $j$ ). In CEVS, we only need a budget of 2 , and the resulting graph is very similar to the input graph.

To the best of our knowledge, the first use of vertex splitting in graph modification is the Planar Vertex Splitting used in graph drawing [15], a problem shown to be FPT quite recently by Nöllenburg et al. [30]. Even more recently, an FPT algorithm was given for obtaining a 2-layer planar drawing of a graph after at most $k$ vertex splits [3]. In addition, vertex splitting has also been studied in the context of reducing a graph's pathwidth by Baumann, Pfretzschner, and Rutter [6], who also show that the problem П-Vertex Splitting is definable in $\mathrm{MSO}_{2}$ (provided that $\Pi$ is), making the problem FPT for graphs of bounded treewidth.

Finally, we would also like to highlight that finding ever faster algorithms for overlapping clustering and community detection is a major area of study in complex networks [4, 7, 11, $19,20,39,43]$.

## 2 Preliminaries

For a positive integer $n$, we use $[n]=\{1,2, \ldots, n\}$ to denote the set of all positive integers up to $n$. All logarithms in this paper use 2 as their base.

We use standard graph-theoretic notation and refer the reader to the textbook by Diestel [12] for commonly used definitions. For an introduction to parameterized complexity, fixed-parameter tractability, and kernelization, we refer the reader to the textbooks by Flum and Grohe [17] and Cygan et al. [10]. The only non-standard graph concept used in this work are critical cliques as introduced by Lin et al. [28].

- Definition 1. A critical clique is a subset of vertices $C$ that is maximal with the properties that

1. $C$ is a clique
2. there exists $U \subseteq V(G)$ s.t. $N[v]=U$ for all $v \in C$.

- Lemma 2 ([2, 28]). Every vertex appears in exactly one critical clique.

We denote the critical clique in which a vertex $v$ appears by $C C(v)$. The critical clique quotient graph $\mathcal{C}$ of $G$ contains a vertex for each critical clique in $G$ and two vertices are adjacent if and only if the two respective critical cliques $C_{1}$ and $C_{2}$ are adjacent, that is,
there is an edge between each vertex in $C_{1}$ and each vertex in $C_{2}$. Note that by the definition of critical cliques this is equivalent to the condition that at least one edge $\{u, v\}$ with $u \in C_{1}$ and $v \in C_{2}$ exists. The main reason that critical cliques turn out to be useful when studying CEVS is captured by the following lemma.

- Lemma 3 ([2]). Let $\sigma$ be an optimal solution to CEVS. Then for each critical clique $C_{i}$ and each clique $S_{j}$ in the cluster graph reached after performing the operations in $\sigma$, either $C_{i} \subseteq S_{j}$ or $C_{i} \cap S_{j}=\emptyset$.

To show NP-hardness, we reduce from the well-known NP-complete problem 3-SAT.
3-SAT

Input: $\quad$ A CNF formula $\phi$ where each clause contains exactly three distinct literals. Question: Is $\phi$ satisfiable?

Even stronger hardness results than NP-hardness can be achieved if one assumes the exponential time hypothesis (ETH) to be true. The ETH, formulated by Impagliazzo, Paturi, and Zane [24], states that there exists some positive real number $s$ such that 3 -SAT on $N$ variables and $M$ clauses cannot be solved in $2^{s(N+M)}$ time.

## 3 NP-hardness

In this section, we show that Cluster Editing with Vertex Splitting is NP-hard, thereby resolving an open problem posed by Abu-Khzam et al. [2].

- Theorem 4. CEVS is NP-complete. Moreover, assuming ETH, there is no $2^{o(n+m)}$-time or $2^{o(k)} \cdot \operatorname{poly}(n)$-time algorithm for it.

Proof. Since containment in NPis obvious (non-deterministically guess the sequence of operations and check that the resulting graph is indeed a cluster graph), we focus on the NP-hardness and present a reduction from 3-SAT. Therein, we will use two gadgets, a variable gadget and a clause gadget. The variable gadget is a wheel graph with two (connected) center vertices. An example of this graph is depicted on the left side of Figure 2. We call this graph with $t$ vertices on the outside $W_{t}$ and we will only consider instances with $t \bmod 6=0$, that is, $t=6 a$ for some positive integer $a$. The clause gadget is a "crown graph" as depicted in Figure 3(a).

More precisely, for each variable $x_{i}$, we construct a variable gadget $G_{i}$ which is a $W_{6 a}$ where $a$ is the number of clauses that contain either $x_{i}$ or $\neg x_{i}$. For each clause $C_{j}$, we construct a clause gadget $H_{j}$, that is, a $K_{5}$ with the edges of a triangle removed. We arbitrarily assign each of the three vertices of degree two in $H_{j}$ to one literal in $C_{j}$. Finally, we connect the variable and clause gadgets as follows. If a variable $x_{i}$ appears in a clause $C_{j}$, then let $u$ be the vertex in $H_{j}$ assigned to $x_{i}$ (or $\neg x_{i}$ ). Moreover, let $b$ be the number such that $C_{j}$ is the $b^{\text {th }}$ clause containing either $x_{i}$ or $\neg x_{i}$ and let $c=6(b-1)$. Let the vertices on the outer cycle of $G_{i}$ be $v_{1}, v_{2}, \ldots, v_{6 a}$. If $C_{j}$ contains the literal $x_{i}$, then we add the three edges $\left\{u, v_{c+1}\right\},\left\{u, v_{c+2}\right\},\left\{u, v_{c+3}\right\}$. If $C_{j}$ contains the literal $\neg x_{i}$, then we add the three edges $\left\{u, v_{c+2}\right\},\left\{u, v_{c+3}\right\},\left\{u, v_{c+4}\right\}$. To complete the reduction, we set $k=35 M-2 N$, where $M$ is the number of clauses and $N$ is the number of variables.

We next show that the reduction is correct, that is, the constructed instance of CEVS is a yes-instance if and only if the original formula $\phi$ of 3-SAT is satisfiable. To this end, first assume that $\phi$ is satisfiable and let $\beta$ be a satisfying assignment. For each variable $x_{i}$ we will

(a) The graph $W_{6}$ (variable gadget).

(b) One of the three ways of transforming $W_{6}$ into two $K_{5}$ 's using six operations.

Figure 2 The graph $W_{6 t}$ requires $8 t-2$ edits and any solution with exactly $8 t-2$ edits results in a disjoint union of $K_{5}$ s.
partition $G_{i}$ into $K_{5}$ 's as follows. Let $a$ be the value such that $G_{i}$ is isomorphic to $W_{6 a}$. If $\beta$ sets $x_{i}$ to true, then we remove the edge $\left\{v_{3 j}, v_{3 j+1}\right\}$ and add the edge $\left\{v_{3 j+1}, v_{3 j+3}\right\}$ for each integer $1 \leq j \leq 2 a$ (where values larger than $6 a$ are taken modulo $6 a$ ). If $\beta$ sets $x_{i}$ to false, then we remove the edge $\left\{v_{3 j+1}, v_{3 j+2}\right\}$ and add the edge $\left\{v_{3 j+2}, v_{3 j+4}\right\}$ for each $1 \leq j \leq 2 a$. Moreover, we split the two center vertices $2 a-1$ times. In total, we use $8 a-2$ modifications to transform $G_{i}$ into a collection of $K_{5}$ 's. Since each clause contains exactly three literals and we add six vertices for each variable appearance, the sum of lengths of cycles in all variable gadgets combined is $18 M$. Hence, in all variable gadgets combined, we perform $24 M-2 N$ modifications.

Next, we modify the crown graphs. To this end, let $C_{j}$ be a clause and let $H_{j}$ be the constructed clause gadget. Since $\beta$ is a satisfying assignment, at least one variable appearing in $C_{j}$ satisfies it. If multiple such variables exist, then we pick any one. Let $x_{i}$ be the selected variable and let $u$ be the vertex in $H_{j}$ assigned to $x_{i}$. We first turn $H_{j}$ into a $K_{4}$ and an isolated vertex by removing the two edges incident to $u$ in $H_{j}$ and add the missing edge between the two vertices assigned to different variables. Finally, we look at the edges between variable gadgets and clause gadgets. For the vertex $u$, note that by construction the three vertices that $u$ is adjacent to in $G_{i}$ already belong to a $K_{5}$ and hence we can add two edges to the two (split) centers of the variable gadget to get to a $K_{6}$. For the two other vertices in $H_{j}$ that have edges to vertices in variable gadgets, we remove all three such edges, that is, six edges per clause. Hence, we use $3+2+6=11$ modifications for each clause. Since the total number of modifications is $35 M-2 N$ and the resulting graph is a collection of $K_{4}$ 's, $K_{5}$ 's, and $K_{6}$ 's, the constructed instance of CEVS is a yes-instance.

For the other direction, suppose the constructed instance of CEVS is a yes-instance. We first show that $24 M-2 N$ modifications are necessary to transform all variable gadgets into cluster graphs and that this bound can only be achieved if each time exactly three consecutive vertices on the cycles are contained in the same $K_{5}$. To this end, consider any variable gadget $G_{i}$. By construction, $G_{i}$ is isomorphic to $W_{6 a}$ for some integer $a$. By the counting argument from above, we show that at least $8 a-2$ modifications are necessary. Note first that some edge in the cycle has to be removed or some vertex on the cycle has to be split as otherwise any solution would contain a clique with all vertices in the cycle and


Figure 3 The crown graph with its four solutions of size 3. The good solution is the only solution with three operations that creates at least one isolated vertex.
this would require at least $18 a^{2}-9 a>8 a-2$ edge additions (since the degree of each of the $6 a$ vertices in the cycle would need to increase from 2 to $6 a-1$ ). We next analyze how many modifications are necessary to separate $b$ vertices from the outer cycle into a clique. We require at least two modifications for the center vertices (either splitting them or removing the edges between them and the first vertex that we want to separate) and one operation to separate the cycle on the other end (either splitting a vertex or removing an edge of the cycle). For $b \in\{1,2\}$ these operations are enough. For $b \geq 3$, we need to add $\binom{b}{2}-(b-1)$ edges (all edges in a clique of size $b$ minus the already existing edges of a path on $b$ vertices). Note that the "average cost" per separated vertex (number of operations divided by $b$ ) is minimized (only) with $b=3$ with a cost of 4 for three vertices. Hence, to separate all but $c$ vertices from the cycle, we require at least $4(6 a-c) / 3$ operations. The cost for making the remaining $c$ vertices into a clique requires again $\binom{c}{2}-(c-1)$ edge additions. Analogously, the optimal solution is to have $c=3$ with just a single edge addition. Thus, the minimum number of required operations is at least $4(6 a-3) / 3+2=8 a-2$ (where the +2 comes from the initial edge removal and the final edge addition between the last $c=3$ vertices) and this value can only be reached by partitioning the cycle into triples which each form a $K_{5}$ with the two center vertices. Note that it is always preferable to delete an edge on the outer cycle and not split one of the two incident edges as splitting a vertex increases the number of vertices on the cycle and thus invokes a higher average cost. Next, we analyze the clause gadget and the edges between the different gadgets. We start with the latter. Let $u$ be a vertex in a clause gadget $H_{j}$ with (three) incident edges to some variable gadget. The only way to not use at least three operations to deal with the three edges is if $u$ is an isolated vertex or if the three neighbors do not have two more neighbors in the current solution. In the former case, we can (possibly) add the two edges between $u$ and the two centers of the respective variable gadgets to build a $K_{6}$. In the latter case, we have used at least three operations more in the variable gadget than intended (either by removing edges between neighbors of $u$ and the center vertices or by splitting all neighbors of $u$ ). Since each vertex in a variable gadget is only adjacent to at most one vertex in a clause gadget, this cannot lead to an overall reduction in the number of operations and we can therefore ignore this latter case.

We are now in a position to argue that at least eleven modifications are necessary for each clause gadget. First, note that at least three operations are required to transform a crown into a cluster graph. Possible ways of achieving this are depicted in Figure 3. In each of these possibilities at most one vertex becomes an isolated vertex. To make two vertices independent, at least four operations are required and for three isolated vertices at least five operations are required. As shown above, at least two operations are required for each isolated vertex with edges to variable gadgets and at least three operations are required for non-isolated vertices with edges to variable gadgets. Thus, at least eleven operations are required for each clause gadget and eleven operations are sufficient if and only if the three vertices incident to one of the vertices in $H_{j}$ belong to the same $K_{5}$ in the variable gadget.

By the argument above, at least $24 M-2 N+11 M=k$ operations are necessary and since the constructed instance is a yes-instance, there is a way to cover all variable gadgets with $K_{5}$ 's such that for each clause there is at least one vertex whose three neighbors in a variable gadget belong to the same $K_{5}$. Let $C_{j}$ be a clause, let $u$ be a vertex with all three neighbors in the same $K_{5}$, and let $x_{i}$ be the variable corresponding to this variable gadget. If $x_{i}$ appears positively in $C_{j}$, then $v_{3 i+1}, v_{3 i+2}$, and $v_{3 i+3}$ belong to the same $K_{5}$ for each $i$ and we set $x_{i}$ to true. If $x_{i}$ appears negatively in $C_{j}$, then $v_{3 i+2}, v_{3 i+3}$, and $v_{3 i+4}$ belong to the same $K_{5}$ for each $i$ and we set $x_{i}$ to false. Note that we never set a variable to both true and false in this way. We set all remaining variables arbitrarily to true or false. By construction, the variable $x_{i}$ satisfies $C_{j}$ and since we do the same for all clauses, all clauses are satisfied, that is, the original formula $\phi$ is satisfiable. Thus, the constructed instance is equivalent to the original 3-SAT instance.

Since the reduction can clearly be computed in polynomial time, this concludes the proof for the NP-hardness. For the ETH-hardness, observe that $k, n, m \in O(N+M)$. This implies that there are no $2^{o(n+m)}$-time or $2^{o(k)}$. poly $n$-time algorithm for CEVS unless the ETH fails [24].

In contrast to the reduction for Cluster Editing [26], our reduction does not produce instances with constant maximum degree. We instead observe that in our reduction, the maximum degree of the produced instances depends only on the maximum number of times a variable appears in a clause. Combining this with the fact that 3-SAT remains NP-hard when restricted to instances where each variable appears in at most four clauses [37], we obtain the following corollary.

- Corollary 5. CEVS remains NP-hard on bounded-degree graphs.


## 4 A faster algorithm

In this section, we improve upon the known $O\left(9^{k^{2}}+n+m\right)$-time algorithm and present an algorithm running in $O\left(2^{7 k \log k}+n+m\right)$ time. The general outline of the two algorithms is fairly similar. We first compute a kernel with $O\left(k^{2}\right)$ vertices as well as all critical cliques in linear time [2]. We then guess ${ }^{2}$ which critical cliques belong to the same clique (cluster) in the solution. The main difference between the two algorithms is how these guesses are made.

- Theorem 6. $C E V S$ can be solved in $O\left(2^{7 k \log k}+n+m\right)$ time.

[^3]Proof. First, we compute the critical clique of each vertex and the critical clique quotient graph $\mathcal{C}$ of $G$ in linear time [28]. As shown by Abu-Khzam et al. [2], we may assume that $\mathcal{C}$ contains at most $4 k$ vertices. By Lemma 3, we can also assume that all vertices in a critical clique belong to the same clique in the graph $G^{\prime}$ reached after performing an optimal solution $\sigma$. Let $\mathcal{X}=\left(S_{1}, S_{2}, \ldots, S_{\ell}\right)$ be the set of cliques in $G^{\prime}$. Note that $\mathcal{X}$ contains $\ell \leq 2 k$ cliques as each operation can complete at most two cliques of the solution (removing an edge between two cliques or splitting a vertex contained in both cliques). Hence, if there are more than $2 k$ cliques in the solution, then we cannot reach the solution with $k$ operations. To streamline the following argumentation, we will cover the vertices in $\mathcal{C}$ by cliques $S_{1}, S_{2}, \ldots, S_{\ell}$ and assume that an optimal solution contains exactly $2 k$ cliques by allowing some of the cliques to be empty. Next, we iterate over all possible colorings of the vertices in $\mathcal{C}$ using $\ell+1$ colors $0,1,2, \ldots, \ell$. Note that there are at most $(\ell+1)^{4 k} \in O\left((2 k+1)^{4 k}\right)$ such colorings.

The idea behind the coloring is the following. All colors $1,2, \ldots, \ell$ will correspond to the cliques $S_{1}, S_{2}, \ldots, S_{\ell}$, that is, we try to find a solution where all (critical cliques corresponding to) vertices of the same color (except for color 0 ) belong to the same clique in the solution. The color 0 indicates that the vertex will belong to multiple cliques in the solution, that is, that all vertices in the respective critical clique will be split. Since each such split operation reduces $k$ by one, we can reject any coloring in which the number of vertices in critical cliques corresponding to vertices with color 0 is more than $k$. In particular, we can reject any coloring in which more than $k$ vertices have color 0 .

Next, we guess two indices $i \in[k], j \in[\ell]$ and assume that the $i^{\text {th }}$ vertex of color 0 belongs to $S_{j}$ or we guess that all vertices of color 0 have been assigned to all cliques they belong to. Note that in each iteration there are $k \ell+1$ possibilities and since each guess (except for the last one) reduces $k$ by at least one, we can make at most $k$ guesses (after $k$ guesses we know that the next guess has to be that all vertices have been fully assigned). Hence, there are at $\operatorname{most}(k \ell+1)^{k}=\left(2 k^{2}+1\right)^{k} \in O\left((2 k+1)^{2 k}\right)$ such guesses.

It remains to compute the best solution corresponding to each possible sequence of guesses. To this end, we first iterate over each pair of vertices and remove an existing edge between them if we guessed that the two vertices do not appear in a common clique. Moreover, we add an edge between them if such an edge does not already exist and we guessed that there is a clique $S_{i}$ which contains both vertices. Finally, we perform all split operations. Therein, we iteratively split one vertex $v$ into two vertices $u_{1}$ and $u_{2}$ where $u_{1}$ will be the vertex in some clique $S_{i}$ and $u_{2}$ might be split further in the future. The vertex $u_{1}$ is adjacent to all vertices that are guessed to belong to $S_{i}$. The vertex $u_{2}$ is adjacent to all vertices that $u$ was adjacent to, except for vertices that are adjacent to $u_{1}$ and not guessed to also belong to some other clique $S_{j}$ which (some part of) $u_{2}$ belongs to.

Since our algorithm basically performs an exhaustive search, it will find an optimal solution. It only remains to analyze the running time. We first compute the kernel in $O(n+m)$ time. We then try $O\left((2 k+1)^{4 k}\right)$ possible colorings of $\mathcal{C}$ and for each coloring $O\left((2 k+1)^{2 k}\right)$ sequences of guesses. Afterwards, we compute the solution in $O\left(k^{3}\right)$ time. Thus, the overall running time is in $O\left((2 k+1)^{6 k} \cdot k^{3}+n+m\right) \subseteq O\left(2^{7 k \log k}+n+m\right)$.

We mention in passing that while the constants in the running time of our algorithm can probably be improved, a completely new approach is required if one wants a single-exponential-time algorithm. This is due to the fact that the number of possible partitions of $O(k)$ critical cliques into clusters grows super-exponentially (roughly as fast as $k!$ ) even if no vertex-splitting operations are allowed.

## 5 Conclusion

On the one hand, we resolve an open question from the literature by showing that CEVS is NPcomplete. We also show that, assuming the ETH, there are no $2^{o(n+m)}$-time or $2^{o(k)} \cdot \operatorname{poly}(n)$ time algorithms for CEVS. On the other hand, we give an $O\left(2^{7 k \log k}+n+m\right)$-time algorithm, beating the previously best $O\left(9^{k^{2}}+n+m\right)$ algorithm. This leaves the following gap.

- Open problem. Does there exist a $2^{O(k)} \cdot \operatorname{poly}(n)$-time algorithm for CEVS?

However, even resolving this question should only be seen as a starting point for a much larger undertaking. While we do understand the parameterized complexity of CEVS with respect to $k$ reasonably well, there are still a lot of open questions regarding structural parameters of the input graph. Moreover, one might also study the approximability of CEVS as the trivial constant-factor approximation of Cluster Editing does not carry over if we allow vertex splitting. In case CEVS turns out to be hard to approximate, one might then continue with studying FPT-approximation (schemes) and approximation kernels (also known as lossy kernels).

Regarding real-world applications, it has been observed that requiring communities to be cliques is too restrictive in some settings. To circumvent this issue, many relaxations of cliques such as $s$-cliques, $s$-clubs, $s$-plexes, $k$-cores, and $\gamma$-quasi-cliques have been proposed. It would also be interesting to study vertex-splitting operations in the respective graph editing problems for these relaxations.

Finally, a related area of study is clustering of bipartite data, which is modelled by Bicluster Editing and which has received significant attention recently [13, 22, 38, 42]. Overlapping structures are also relevant in the bipartite case [14]. To the best of our knowledge, nothing is known about Bicluster Editing with Vertex Splitting. We mention that there are two natural versions in the bipartite case and both of them seem worth studying. The two versions differ in whether or not one requires that all copies of a split vertex lie on the same side of a bipartition in a solution. On the one hand, the additional requirement makes sense if the data is inherently bipartite. This happens for example if each vertex represents either a researcher or a paper. On the other hand, if edges reflect something like a seller-buyer relationship, then it is plausible that a person both sells and buys.
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#### Abstract

By Fagin's Theorem, NP contains precisely those problems that can be described by formulas starting with an existential second-order quantifier, followed by only first-order quantifiers (ESO formulas). Subsequent research refined this result, culminating in powerful theorems that characterize for each possible sequence of first-order quantifiers how difficult the described problem can be. We transfer this line of inquiry to the parameterized setting, where the size of the set quantified by the second-order quantifier is the parameter. Many natural parameterized problems can be described in this way using simple sequences of first-order quantifiers: For the clique or vertex cover problems, two universal first-order quantifiers suffice ("for all pairs of vertices ... must hold"); for the dominating set problem, a universal followed by an existential quantifier suffice ("for all vertices, there is a vertex such that ..."); and so on. We present a complete characterization that states for each possible sequence of first-order quantifiers how high the parameterized complexity of the described problems can be. The uncovered dividing line between quantifier sequences that lead to tractable versus intractable problems is distinct from that known from the classical setting, and it depends on whether the parameter is a lower bound on, an upper bound on, or equal to the size of the quantified set.
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## 1 Introduction

The 3-coloring problem is to decide, given an undirected simple graph, whether there exist three sets $R, G$, and $B$ (the red, green, and blue vertices) such that any two vertices $x$ and $y$ connected by an edge have different colors; or in logical terms:

$$
\begin{align*}
\exists R \exists G \exists B \forall x \forall y( & (R x \vee G x \vee B x) \wedge  \tag{1}\\
& (x \sim y \rightarrow \neg((R x \wedge R y) \vee(G x \wedge G y) \vee(B x \wedge B y)))) .
\end{align*}
$$

This formula is an existential second-order formula, meaning that it starts with existential second-order quantifiers $(\exists R \exists G \exists B)$ followed by first-order quantifiers ( $\forall x \forall y$ ) followed by a quantifier-free part. We can succinctly describe which quantifiers are used in such a prefix
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by using " $E_{1}$ " for a (monadic, hence the " 1 ") existential second-order quantifier and " $e$ " and " $a$ " for existential and universal first-order quantifiers, respectively. The resulting quantifier pattern of the above formula is then $E_{1} E_{1} E_{1} a a$; and (monadic) existential second-order formulas are formulas with a prefix in $E_{1}^{*}(a e)^{*}$. It is no coincidence that an NP-complete problem can be described using the quantifier pattern $E_{1} E_{1} E_{1} a a$ : Fagin's Theorem [12] states that a problem lies in NP iff it can be described by a formula with a pattern in $E_{i}^{*}(a e)^{*}$ for some arity $i$. However, the example shows that the pattern $E_{1} E_{1} E_{1} a a$ already suffices to describe an NP-complete problem and a closer look reveals that so does $E_{1} E_{1} a a$. In contrast, formulas with the pattern $E_{i} a a$ can only describe problems decidable in NL (regardless of the arity $i$ of the quantified relation variables). Such observations have sparked an interest in different quantification patterns' power. The question was answered by Gottlob, Kolaitis, and Schwentick [15] in the form of a dichotomy ("can only describe problems in P" versus "can describe an NP-complete problem") and later in a refined form by Tantau [17], where the described problems in P are further classified into "in $\mathrm{AC}^{0}$ " or "L-complete" or "NL-complete".

While in the formula for 3 -colorability it was only necessary that three sets of colors exist, for many problems the size of these sets is important. Consider:

$$
\begin{align*}
\phi_{\text {clique }} & =\exists \geq C \forall x \forall y((C x \wedge C y) \rightarrow x \sim y),  \tag{2}\\
\phi_{\text {vertex-cover }} & =\exists \leq C \forall x \forall y(x \sim y \rightarrow(C x \vee C y)),  \tag{3}\\
\phi_{\text {dominating-set }} & =\exists \leq D \forall x \exists y(D y \wedge(x=y \vee x \sim y)) . \tag{4}
\end{align*}
$$

where the second-order quantifiers $\exists \geq$ and $\exists \leq$ ask whether there exists a set of size at least or at most some parameter value $k$ such that the rest of the formula holds. These formulas show that we can describe the clique problem using a formula with the succinctly written pattern $E_{1}^{\geq} a a$ (and also $E_{1}^{=} a a$ ); the vertex cover problem using $E_{1}^{\leq} a a$ (and again also $E_{1}^{=} a a$ ); and the dominating set using $E_{1}^{\geq}$ae (and yet again also $E_{1}^{=} a e$ ). Readers will notice that the problems are some of the most fundamental problems studied in that theory and lie in different levels of the W-hierarchy. The main message of the present paper is that it is once more no coincidence that the quantifier patterns needed to describe these problems differ ( $E_{1}^{\geq}$aa versus $E_{1}^{\leq} a a$ versus $\left.E_{1}^{\geq} a e\right)$ : As done in $[15,17]$, we will give a complete characterization of the complexities of the problems that can be described using a specific quantifier pattern. The well-known results that the (parameterized) clique and dominating set problems are W[1]-hard while the (parameterized) vertex cover problem lies in FPT (in fact, in para-AC ${ }^{0}$ ) can now all be derived just from the syntactic structure of the formulas used to describe these problems.

Our Contributions. In this paper, we classify the complexity of the following classes (formal definitions are given in Section 2): Given a pattern $p \in\{a, e\}^{*}$ of first-order quantifiers, the classes $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right), \mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right)$, and $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$ contain all parameterized problems that can be described by formulas with quantifier pattern $E_{1}^{=} p$, or $E_{1}^{\geq} p$, or $E_{1}^{\leq} p$, respectively. The restriction to study just a single, monadic, parameterized ESO quantifier is motivated by our earlier observation that important and interesting problems of parameterized complexity can be described in this way. Our classification is complete in the sense that for every $p$ we either show that all problems in the class are fixed-parameter tractable (in these cases, we derive more fine-grained results by placing the problems in para- $\mathrm{AC}^{0}$ or para- $\mathrm{AC}^{0 \uparrow}$ ) or there is a $\mathrm{W}[1]$-hard problem that can be described using the pattern. Table 1 lists the obtained bounds. In the table, the classes with the subscript "basic" refer to the restriction to undirected graphs without self-loops. As can be seen, for these graphs we get slightly

Table 1 Complete complexity classification of the weighted ESO logic for a single weighted monadic second-order quantification followed by first-order quantifiers with some pattern $p \in\{a, e\}^{*}$ (where $p \preceq q$ means that $p$ is a subsequence of $q$ ). The upper part (arbitrary structures) and lower part (basic graphs) are identical except for the patterns $E_{1}^{\geq} a e$ and $E_{1}^{\leq} a a$, where they differ. Note that para- $\mathrm{AC}^{0} \subsetneq$ para- $\mathrm{AC}^{0 \uparrow} \subseteq$ para- $\mathrm{P}=\mathrm{FPT}$ and $\mathrm{FPT} \cap \mathrm{W}[1]$-hard $=\emptyset$ is a standard assumption.

| $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right)$ | $\begin{aligned} & \subseteq \text { para- } \mathrm{AC}^{0}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ | $p \preceq e^{*} a$. <br> $a e$ or $a a \preceq p$. |
| :---: | :---: | :---: |
| $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$ | $\begin{aligned} & \subseteq \text { para- } \mathrm{AC}^{0}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ | $p \preceq e^{*} a .$ <br> $a e$ or $a a \preceq p$. |
| $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right)$ | $\begin{aligned} & \subseteq \text { para- } \mathrm{AC}^{0} \text {, when } \\ & \nsubseteq \text { para- } \mathrm{AC}^{0} \text { but } \subseteq \text { para- } \mathrm{AC}^{0 \uparrow}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ | $\begin{aligned} & \quad p \preceq e^{*} a . \\ & a a \preceq p \preceq e^{*} a^{*} . \\ & a e \preceq p . \end{aligned}$ |
| $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{=} p\right)$ | $\begin{aligned} & \subseteq \text { para-AC }{ }^{0}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ | $p \preceq e^{*} a .$ <br> $a e$ or $a a \preceq p$. |
| $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} p\right)$ | $\begin{aligned} & \subseteq \text { para- } \mathrm{AC}^{0}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ | $p \preceq e^{*} a \text { or } a e .$ <br> $a e e, e a e$, or $a a \preceq p$. |
| $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{\leq} p\right)$ | $\begin{aligned} & \subseteq \text { para- } \mathrm{AC}^{0}, \text { when } \\ & \nsubseteq \text { para- } \mathrm{AC}^{0} \text { but } \subseteq \text { para- } \mathrm{AC}^{0 \uparrow}, \text { when } \\ & \cap \mathrm{W}[1] \text {-hard } \neq \emptyset, \text { when } \end{aligned}$ |  |

different complexity results. This is in keeping with the classical, non-parameterized setting studied by Gottlob et al. [15], where results for basic graphs are often considerably harder to obtain. However, the complexity landscape we uncover in the present paper is different from the one presented in [15] and [17]: Although certain patterns (like $p=a e$ ) feature prominently in the parameterized and non-parameterized analysis, the dividing lines are different. To establish these lines, we combine ideas used in the classical setting with different methods from parameterized complexity theory, tailored to the specific problems we study. The notoriously difficult cases from the classical setting (Gottlob et al. [15] spend 34 pages to address the case $E_{1}^{*} a e$, Tantau [17] spends several pages on $E_{1} a a$ ) are also technically highly challenging in the parameterized setting.

Our research sheds new light on what difference it makes whether we want solutions to have size exactly $k$ or at most $k$ or at least $k$. To begin, equations (2) and (4) already show that for individual problems (like clique) the maximization problem can be hard while minimization is trivial (a single vertex is always a clique) and for some problems (like dominating set) the opposite is true (the whole vertex set itself is always a dominating set). Furthermore, from the perspective of descriptive complexity, there is a qualitative difference between $\exists=C$ and $\exists \leq C$ on the one hand and $\exists \geq C$ on the other: For any $k$, the first two can easily be expressed in normal EsO logic using $k$ first-order quantifiers binding the elements of $C$, while $\exists \geq$ translates to $\exists C \exists x_{1} \cdots \exists x_{k}$ where the $x_{i}$ bind the elements not in $C$. Thus, $\exists=$ and $\exists \leq$ only allow us to express problems that are "slicewise first-order" and hence in $\mathrm{XAC}^{0} \subseteq \mathrm{XP}$, while already the slice for $k=0$ of $\exists \geq$ formulas can express NP-complete problems for many patterns. However, we also prove a result for basic graphs for $p=a e$ that runs counter this "tendency" of $\exists \geq$ to be harder than $\exists \leq$ : While p-FD basic $\left(E_{1}^{\leq} a e\right)$ contains the W[2]-hard dominating set problem, p-FD basic $\left(E_{1}^{\geq} a e\right) \subseteq$ para- $\mathrm{AC}^{0}$.

Related Work. Using logic to describe languages dates back all the way to Büchi's pioneering work [6] on the expressive power of monadic second-order logic (which, over strings, describes exactly the regular languages). Switching from monadic second-order logic to existential second-order logic yields Fagin's Theorem [12]. Since then, the expressive power of fragments of this logic was the subject of intensive research: Eiter et al. [11] studied the expressiveness of eso-patterns over strings; Gottlob et al. did so over graphs [15]; Tantau [17] refined the latter results for subclasses of P. Taken together, these results give us a complete complexity-theoretic classification of the problems resulting from any ESO quantifier pattern over strings, basic graphs, directed graphs, undirected graphs, and arbitrary structures.

Using logical fragments to characterize complexity classes is also standard practice in parameterized complexity theory [13], especially the power of mso logic plays a prominent role, see for instance [8]. In particular, characterizations of the levels of the W-hierarchy in terms of the number of quantifier alternations are known [9, 13], but - to the best of our knowledge - a complete and exact analysis of the parameterized complexity of problems in terms of the quantifier patterns describing them is new.

Organization of this Paper. Following a review of basic concepts and terminology in Section 2, we present our results on the power of quantifier patterns of the forms $E_{1}^{\leq} p, E_{1}^{\searrow} p$, and $E_{1}^{=} p$ for $p \in\{a, e\}^{*}$ in the subsections of Section 3 (arbitrary structures) and Section 4 (basic graphs). Due to space constraints, we provide only proof ideas for some of the results. The full proofs can be found in the technical report version [2] of the text.

## 2 Background in Descriptive and Parameterized Complexity

Terminology for Graphs and Logic. A directed graph ("digraph") is a pair $G=(V, E)$ where $V$ is a vertex set and $E \subseteq V \times V$ an edge set. An undirected graph is a pair $G=(V, E)$ such that $E \subseteq\{\{u, v\} \mid u, v \in V\}$. A basic graph is an undirected graph that has no self-loops, that is, where all edges have size 2 . In this paper, graphs are always finite.

We use standard terminology from logic and finite model theory, see for instance [10]. Let us point out some perhaps not-quite-standard notation choices: Our vocabularies $\tau$ (also known as signatures) contain only relation symbols and we write STRUC[ $\tau]$ to denote the set of all finite $\tau$-structures. For a first-order or second-order $\tau$-sentence $\phi$ (a formula without free variables), let $\operatorname{MODELS}(\phi)$ denote the subset of $\operatorname{struc}[\tau]$ of all $\tau$-structures that are models of $\phi$. As an example, we can represent digraphs using the vocabulary $\tau_{\text {digraph }}=\left\{\sim^{2}\right\}$, containing a single binary relation symbol, and the class of digraphs is exactly STRUC $\left[\tau_{\text {digraphs }}\right]$. The formula $\phi=\forall x \forall y(x \sim y \rightarrow x \neq y)$ expresses that there are no loops in a graph, that is, $\operatorname{MODELS}(\phi)=\{G \mid G$ is a digraph that has no self-loops $\}$. While an undirected graph $G=(V, E)$ is not immediately a $\tau_{\text {digraph }}$-structure, we can trivially "turn it" into a structure $\mathcal{G}$ by setting the universe to be $V$ and setting $\sim^{\mathcal{G}}=\{(x, y) \mid\{x, y\} \in E\}$ and this structure is a model of $\phi_{\text {undirected }}=\forall x \forall y(x \sim y \rightarrow y \sim x)$. The structures representing basic graphs are then models of $\phi_{\text {basic }}=\forall x \forall y(x \sim y \rightarrow(x \neq y \wedge y \sim x))$. As another example, the class of all bipartite graphs equals $\operatorname{MODELS}\left(\phi_{\text {bipartite }}\right)$ where $\phi_{\text {bipartite }}$ is the second-order formula $\exists X \forall u \forall v(u \sim v \rightarrow(X u \leftrightarrow \neg X v))$ and $X u$ is our shorthand for the less concise $X(u)$.

As already sketched in the introduction, we can associate a quantifier prefix pattern (a word over the infinite alphabet $\left\{E_{1}, E_{2}, E_{3}, \ldots\right\} \cup\{e, a\}$ ), or just a pattern, to formulas of ESO logic by first writing them in prenex normal form (quantifiers first, in a block) and
then replacing each (existential) second-order quantifier by $E_{i}$, where $i$ is the arity of the quantifier, each universal first-order quantifier by $a$, and each existential first-order quantifier by $e$. For instance, the pattern of $\phi_{\text {bipartite }}$ is $E_{1} a a$.

Describing Problems and Classes. In the context of descriptive complexity a decision problem $P$ is a subset of STRUC $[\tau]$ that is closed under isomorphisms. We say that $\phi$ describes $P$ if $\operatorname{models}(\phi)=P$. Moving on to classes, for a set $\Phi$ of $\tau$-formulas, let $\operatorname{FD}(\Phi):=\{\operatorname{Models}(\phi) \mid \phi \in \Phi\}$ denote the class of problems "Fagin-defined" by $\Phi$. For a quantifier prefix pattern $p$ let $\operatorname{FD}(p):=\{\operatorname{models}(\phi) \mid \phi$ has pattern $p\}$, so (1) shows that 3COLORABLE $\in \operatorname{FD}\left(E_{1} E_{1} E_{1} a a\right)$, and for a set $S$ of patterns let $\operatorname{FD}(S)=\bigcup_{p \in S} \operatorname{FD}(p)$. In slight abuse of notation, we usually write down regular expressions to denote sets $S$ of quantifier patterns: For instance, Fagin's Theorem [12] can now be written as "NP $=\mathrm{FD}\left(E_{2}^{*}(a e)^{*}\right)$." Trivially, more quantifiers potentially allow us to express more problems. Formally, let $p \preceq q$ denote that $p$ is a subsequence of $q$ (so $p$ can be obtained from $q$ by, possibly, deleting some letters). Then $\operatorname{FD}(p) \subseteq \operatorname{FD}(q)$. Also in slight abuse of notation, we also write things like " $p \preceq e^{*} a$ " to indicate that $p \preceq q$ holds for some $q$ of the form $e^{*} a$.

Our analysis will show that restricting attention to basic graphs yields particularly interesting results. For this reason, it will be convenient to consider the introduced complexity classes restricted to basic graphs by adding a subscript "basic": For $\tau_{\text {digraph }}$-formulas $\phi$, let $\operatorname{MODELS}$ basic $(\phi)=\operatorname{MODELS}(\phi) \cap \operatorname{MODELS}\left(\phi_{\text {basic }}\right)$ and define $\operatorname{FD}_{\text {basic }}(\Phi)$ and $\operatorname{FD}_{\text {basic }}(p)$ in the obvious ways - and similarly for the classes with the subscript "undirected."

When we move from classical complexity theory to parameterized complexity, we assign to every instance a parameter that measures an aspect of interest of that instance and that is hopefully small for practical instances. A parameterized problem is a set $Q \subseteq \operatorname{sTRUC}[\tau] \times \mathbb{N}$ such that for every $k$ the slice $\{x \mid(x, k) \in Q\}$ is closed under isomorphisms. In a pair $(x, k)$ we call $x$ the input and $k$ the parameter. The usual goal in the field is to prove that a problem is fixed-parameter tractable (in FPT) by deciding $(x, k) \in^{?} Q$ in time $f(k) \cdot|x|^{O(1)}$ for some computable function $f$. In the context of problems described by Eso formulas, a natural parameter to consider is the size of the relations that we can assign to the existential secondorder quantifiers and this size is commonly called the solution weight. As mentioned earlier, problems like the vertex cover problem can be described naturally in this manner: Consider the formula $\phi(X)=\forall u \forall v(u \sim v \rightarrow(X u \vee X v))$, where $X$ is a free monadic second-order variable. Then for a graph $G=(V, E)$, viewed as a logical structure $\mathcal{G}$, and a set $C \subseteq V$ we have $\mathcal{G} \models \phi(C)$ iff $C$ is a vertex cover of $G$. Thus, $(\mathcal{G}, k) \in$ p-VERTEX-COVER $=\{(\mathcal{G}, k) \mid \mathcal{G}$ has a vertex cover of size $k\}$ iff there exists a set $C \subseteq V$ of size $k$ such that $\mathcal{G} \models \phi(C)$.

Formally, the second-order quantifiers $\exists \leq, \exists=$, and $\exists \geq$ have the following semantics: For a structure $\mathcal{S}$ with a universe $U$, a non-negative integer $k$, an $i$-ary second-order variable $X$, and a formula $\phi(X)$, we say that $\mathcal{S}$ is a model of $\exists \leq X \phi(X)$ for parameter $k$ and write $(\mathcal{S}, k) \models$ $\exists \leq X \phi(X)$, if there is a set $C \subseteq U^{i}$ with $|C| \leq k$ such that $\mathcal{S} \models \phi(C)$. A formula starting with a $\exists \leq$ quantifier then gives rise to a parameterized problem: Let p-MODELS $(\exists \leq X \phi(X))=$ $\{(\mathcal{S}, k) \mid(\mathcal{S}, k) \models \exists \leq X \phi(X)\}$ and let $\mathrm{p}-\mathrm{FD}(\Phi):=\{\mathrm{p}-\operatorname{MODELS}(\phi) \mid \phi \in \Phi\}$. The at-least and equal cases are, of course, defined analogously. As an example, we have p-VERTEX-COVER $\in$ $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} a a\right)$ since p-VERTEX-COVER $=\mathrm{p}-\operatorname{MODELS}(\exists \leq X \forall u \forall v(u \sim v \rightarrow(X u \vee X v)))$.

Standard and Parameterized Complexity Classes. Concerning standard complexity classes, we use standard definitions, see for instance [1, 16]. In the context of descriptive complexity theory, it is often necessary to address coding issues (meaning the question of how words are encoded as logical structures and vice versa) - but fortunately this will not be important
for the present paper. Concerning parameterized complexity classes like FPT = para-P or W[1], we also use standard definitions, which can be adapted to the descriptive setting in exactly the same way as for classical complexity classes (see for instance [3, 4] for details) and encoding details will once more be unimportant. The classes para-AC ${ }^{0}$ and para- $\mathrm{AC}^{0 \uparrow}$ are likely less well-known: We have $Q \in$ para- $\mathrm{AC}^{0}$ if there is a family $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ of unbounded fan-in circuits of constant depth and size $f(k) \cdot n^{O(1)}$ for some computable function $f$, such that for every $(\mathcal{S}, k) \in \operatorname{STRUC}[\tau] \times \mathbb{N}$ we have $(\mathcal{S}, k) \in Q$ iff the circuit $C_{\text {length }(\mathcal{S}), k}$ outputs 1 on input of (a suitably encoded) $\mathcal{S}$, where length $(\mathcal{S})$ is the length of the encoding of $\mathcal{S}$. For the class para-AC ${ }^{0 \uparrow}$, the circuits may have depth $f(k)$. We have para- $\mathrm{AC}^{0} \subsetneq$ para- $\mathrm{AC}^{0 \uparrow} \subseteq$ para-P $=$ FPT [3]. In our proofs, two properties of the classes will be important: First, all of them are (quite trivially) closed under para-AC ${ }^{0}$ reductions. Second, for $\tau=\left(I^{1}\right)$, the signature with a single unary relation symbol, we have p-THRESHOLD $=\left\{(\mathcal{S}, k)\left|\mathcal{S}=\left(U, I^{\mathcal{S}}\right),\left|I^{\mathcal{S}}\right| \geq k\right\} \in\right.$ para-AC ${ }^{0}$, that is, we can "count up to the parameter in para-AC ${ }^{0}$." For more details on these classes, including discussions of uniformity, see $[3,4,7]$.

## 3 Classifying Parameterized ESO Classes: Arbitrary Structures

We now begin tracing the tractability frontier for the classes from the upper part of Table 1 : $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right), \mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$, and p-FD $\left(E_{1}^{\leq} p\right)$. Recall that for these classes we are given a formula $\phi$ starting with one of the monadic second-order quantifiers $\exists=, \exists \leq$, or $\exists \geq$, followed by first-order quantifiers with the pattern $p$; and the objective is to show upper bounds of the form "for all $\phi$ with pattern $p$ all $\mathrm{p}-\operatorname{models}(\phi)$ lie in a certain class" and lower bounds of the form "there is a $\phi$ with pattern $p$ such that $\mathrm{p}-\operatorname{models}(\phi)$ contains a problem that is hard for a certain class". We dedicate one subsection to each of $\exists=, \exists \leq$, and $\exists \geq$, each starting with the main theorem and covering more technical parts of the proofs later.

In this section, we allow arbitrary (finite, relational) structures, meaning that the signature $\tau$ can contain arbitrary relation symbols (but neither constant nor function symbols), and our upper bounds will hold for all such structures. However, for our lower bounds it will suffice to consider only undirected graphs. That is, the lower bounds for a pattern $p$ will be of the form "there is a $\phi$ with pattern $p$ such that p -MODELS undirected $^{(\phi)}$ contains a hard problem". Interestingly, we can typically (but not always, by the results of Section 4) replace undirected graphs by basic graphs (undirected graphs without self-loops) here.

### 3.1 Solution Weight Equals the Parameter for Arbitrary Structures

We start with the classification of $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\overline{=}} p\right)$, the first two lines of Table 1:

- Theorem 3.1 (Complexity Dichotomy for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right)$ ). Let $p \in\{a, e\}^{*}$ be a pattern.

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right) \subseteq$ para- $\mathrm{AC}^{0}$, if $p \preceq e^{*} a$.
2. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right)$ contains $a \mathrm{~W}[1]$-hard problem, if $a a \preceq p$ or $a e \preceq p$.

Both items also hold for $\mathrm{p}-\mathrm{FD}_{\text {undirected }}\left(E_{1}^{=} p\right)$ and even $\mathrm{p}-\mathrm{FD}_{\mathrm{basic}}\left(E_{1}^{=} p\right)$.
The cases in the above theorem are exhaustive (so for every $p$ we either have $p \preceq e^{*} a$ or we have $a a \preceq p$ or $a e \preceq p$ ). The theorem follows directly from the following lemma:

- Lemma 3.2 (Detailed Bounds for p-FD $\left(E_{1}^{=} p\right)$ ).

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} e^{*} a\right) \subseteq$ para- $\mathrm{AC}^{0}$.

2. $\mathrm{p}-\mathrm{FD}_{\mathrm{basic}}\left(E_{1}^{=} a e\right)$ contains a $\mathrm{W}[2]$-hard problem.

Proof. Item 1 is shown in Corollary 3.5, which we prove later in this section. For item 2, we already saw in equation (2) that we can describe the W[1]-hard clique problem p-CLIQUE using a formula $\phi_{\text {clique }}$ with pattern $E_{1}^{\geq} a a$. It was also already mentioned that replacing $\exists \geq$ by $\exists=$ yields the same problem and, thus, p- $\mathrm{FD}_{\text {basic }}\left(E_{1}^{=} a a\right)$ contains a W[1]-hard problem. Similarly, for item 3, replacing $\exists \leq$ by $\exists=$ in equation (4) shows we can describe the $\mathrm{W}[2]$-hard dominating set problem using an $E_{1}^{=}$ae formula.

To establish the upper bound (item 1 of the theorem), we make use of a well-known connection between weighted satisfiability in predicate logic (problems in p-FD $\left(E_{1}^{=} e^{*} a\right)$ in our case) and weighted satisfiability in propositional logic (the problem p-1 WsAT $=$ below). We present this connection in more generality than strictly necessary to prove the upper bound since we will rely on variants of it later on. For propositional formulas $\psi$ in dCNF (meaning at most $d$ literals per clause), let $\operatorname{vars}(\psi)$ and $\operatorname{clauses}(\psi)$ denote the sets of variables and clauses, respectively. For an assignment $\beta: \operatorname{vars}(\psi) \rightarrow\{0,1\}$, with the model relation $\beta \models \psi$ defined as usual, the weight is weight $(\beta)=|\{v \in \operatorname{vars}(\psi) \mid \beta(v)=1\}|$. The following problem is the weighted version of the satisfiability problem for $d \mathrm{CNF}$ formulas:

- Problem 3.3 ( $\mathrm{p}-d \mathrm{WSAT}^{=}$for fixed $d$ ).

Instance: $\quad A d \mathrm{CNF}$ formula $\psi$ and a non-negative integer $k \in \mathbb{N}$.
Parameter: $k$
Question: Is there an assignment $\beta$ with $\beta \models \psi$ and $\operatorname{weight~}(\beta)=k$ ?
The problem is also known as p-dwsAT in the literature, but we keep the "=" superscript since we also consider $\mathrm{p}-d \mathrm{WSAT}^{\leq}$and $\mathrm{p}-d \mathrm{WSAT}^{\geq}$, where we ask whether there is a satisfying assignment with weight $(\beta) \leq k$ and weight $(\beta) \geq k$, respectively. For us, the importance of these problems lies in the following lemma, where " $\leq_{\text {para-AC }}{ }^{0}$ " refers to the earlier-mentioned para- $\mathrm{AC}^{0}$-reductions. Recall that these reductions are extremely weak and that all classes considered in this paper, including para- $\mathrm{AC}^{0}$, are closed under them.

- Lemma 3.4. Let $d \geq 1$. Then:

1. For every $Q \in \mathrm{p}-\mathrm{FD}\left(E_{1}^{=} e^{*} a^{d}\right)$ we have $Q \leq_{\text {para-AC }} \mathrm{p}-d \mathrm{WSAT}=$.
2. For every $Q \in \mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} e^{*} a^{d}\right)$ we have $Q \leq_{\text {para-AC }^{0} \mathrm{p}-d \mathrm{WSAT}^{\geq}}{ }^{\geq}$.
3. For every $Q \in \mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} e^{*} a^{d}\right)$ we have $Q \leq_{\text {para-AC }} \mathrm{p}-d \mathrm{WSAT}^{\leq}$.

Proof. In all three cases, $Q$ is the set of models of a weighted eso formula of the form $\exists=X \phi(X)$ or $\exists \leq X \phi(X)$ or $\exists \geq X \phi(X)$ where $\phi(X)$ has the quantifier pattern $e^{*} a^{d}$. In [13, Lemma 7.2] it is shown that given a formula $\phi(X)$ with such a pattern, we can map any structure $\mathcal{S}$ with some universe $S$ to a $d \mathrm{CNF}$ formula $\psi$ such that there there is a one-to-one correspondence between the sets $C \subseteq S$ with $\mathcal{S} \models \phi(C)$ and the satisfying assignments $\beta$ of $\psi$. Furthermore, when $C$ corresponds to $\beta$, we have $|C|=$ weight $(\beta)$. While in [13] it is only argued that the mapping from $\phi(X)$ to $\psi$ can be done in polynomial time, a closer look reveals that a para- $\mathrm{AC}^{0}$ reduction suffices. This means that in all three items we can use this mapping as the reduction whose existence in claimed.

- Corollary 3.5. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} e^{*} a\right), \mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} e^{*} a\right), \mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} e^{*} a\right)$ are subsets of para- $\mathrm{AC}^{0}$.

Proof. Let us start with some $Q \in \mathrm{p}-\mathrm{FD}\left(E_{1}^{=} e^{*} a\right)$. By item 1 of Lemma 3.4, $Q \leq_{\text {para-AC }}{ }^{0}$ $\mathrm{p}-1 \mathrm{WSAT}{ }^{=}$. Thus, showing p-1WSAT $=\in$ para- $\mathrm{AC}^{0}$ yields the claim for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} e^{*} a\right)$ as para- $\mathrm{AC}^{0}$ is closed under para- $\mathrm{AC}^{0}$ reductions. However, a 1 CNF formula $\psi$ is just a conjunction of literals. It is trivial to check in plain $\mathrm{AC}^{0}$ (independently of the parameter) whether $\psi$ is satisfiable (it may not contain a literal and its negation) and, if so, it is trivial
to determine the single satisfying assignment $\beta: \operatorname{vars}(\psi) \rightarrow\{0,1\}$. We are left with having to check whether weight $(\beta)=k$ holds. It is well known [3] that the problem of checking whether the number of 1 bits in a bitstring is at least, at most, or equal to a parameter value lies in para- $\mathrm{AC}^{0}$, yielding the claim. However, this also yields the other two items.

### 3.2 Solution Weight Is At Least the Parameter for Arbitrary Structures

For $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$, we get the exact same dichotomy as for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right)$. However, a look at the detailed bounds in the lemma shows that for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$ we only get a lower bound for undirected graphs and not for basic graphs (and, indeed, we will show in Section 4 that the complexity is different for basic graphs). Furthermore, while we always have $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right) \subseteq \mathrm{W}[t]$ for some $t$ (see [13, Definition 5.1]), we show that the patterns $E_{1}^{\geq}$eae or $E_{1}^{\geq}$aee suffice to describe even para-NP-complete problems even on basic graphs. Thus, although the tractability frontier ("in FPT" versus "contains W[1]-hard problems") is the same for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{=} p\right)$ and $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$, the detailed structure is more complex.

- Theorem 3.6 (Complexity Dichotomy for $\left.\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)\right)$. Let $p$ be a pattern.

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right) \subseteq$ para- $\mathrm{AC}^{0}$, if $p \preceq e^{*} a$.
2. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$ contains a $\mathrm{W}[1]$-hard problem, if $a a \preceq p$ or $a e \preceq p$.

Both items also hold for p-FD undirected $\left(E_{1}^{\geq} p\right)$.
The theorem follows directly from the following lemma (whose last two items are not actually needed here, but shed more light on the detailed structure and will be needed in Section 4).

- Lemma 3.7 (Detailed Bounds for p-FD $\left(E_{1}^{\geq} p\right)$ ).

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} e^{*} a\right) \subseteq$ para- $\mathrm{AC}^{0}$.
2. p-FD $\mathrm{basic}\left(E_{1}^{\geq} a a\right)$ contains a $\mathrm{W}[1]$-hard problem.
3. p- $\mathrm{FD}_{\text {undirected }}\left(E_{1}^{\geq} a e\right)$ contains a para-NP-hard problem.
4. p-FD basic $\left(E_{1}^{\geq} e a e\right)$ contains a para-NP-hard problem.
5. p-FD basic $\left(E_{1}^{\geq}\right.$aee $)$contains a para-NP-hard problem.

Proof. Item 1 is already stated in Corollary 3.5. For item 2, equation 2 shows that the W[1]-complete problem p-CLIQUE can be expressed with a weighted ESO formula with the pattern $E_{1}^{\geq} a a$ and, thus, lies in p- $\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} a a\right)$.

For the other items, a claim is useful:
$\triangleright$ Claim 3.8. If there is an NP-hard problem in $\operatorname{FD}\left(E_{1} p\right)$, there is a para-NP-hard problem in $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\geq} p\right)$; and this holds also for the restrictions to undirected, basic, or directed graphs.

To see that this claim holds, just note that the non-parameterized problem is the special case of the parameterized maximization problem where $k=0$.

To prove item 3, observe that Gottlob et al. have shown [15, Theorem 2.1] that there are NP-complete problems in $\mathrm{FD}_{\text {undirected }}\left(E_{1} a e\right)$. By the claim, there must be para-NP-hard problems in p-FD undirected $\left(E_{1}^{\geq} a e\right)$. Next, for item 4 , in [15, Theorem 2.5] it is shown that there is an NP-hard problem in $\mathrm{FD}_{\text {basic }}\left(E_{1} e a e\right)$. Finally, for item 5, by [15, Theorem 2.6] there is also an NP-hard problem in $\mathrm{FD}_{\text {basic }}\left(E_{1}\right.$ aee $)$.

Note that compared to Lemma 3.2, in the third item of Lemma 3.7 we have shown the lower bound for the restriction of structures to undirected graphs rather than basic graphs. This is no coincidence: the self-loops which are allowed for undirected graphs have in some cases an impact on the complexity of the problems we can express. Later, when we cover basic graphs, we will see that, indeed, sometimes problems become easier compared to their counterparts where undirected graphs are admissible as structures.

### 3.3 Solution Weight Is At Most the Parameter for Arbitrary Structures

When the parameter is an upper bound on the weight of solutions, the tractability landscape changes quite a bit: The pattern $E_{1}^{\leq} a e$ becomes intractable, while $E_{1}^{\leq} a a$ no longer lies in para- $\mathrm{AC}^{0}$, but stays tractable:

- Theorem 3.9 (Complexity Trichotomy for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right)$ ). Let $p$ be a pattern.

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right) \subseteq$ para- $\mathrm{AC}^{0}$, if $p \preceq e^{*} a$.
2. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right) \subseteq$ para- $\mathrm{AC}^{0 \uparrow}$ but $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right) \nsubseteq$ para- $^{0} \mathrm{AC}^{0}$, if $a a \preceq p \preceq e^{*} a^{*}$.
3. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right)$ contains a $\mathrm{W}[1]$-hard problem, if ae $\preceq p$.

All items also hold for $\mathrm{p}-\mathrm{FD}_{\text {undirected }}\left(E_{1}^{\leq} p\right)$.
As before, the theorem covers all possible $p$ and follows from a lemma that is a bit more general than strictly necessary: We will need items 4 and 5 only in Section 4.2, where we show that item 3 does not hold for basic graphs.

- Lemma 3.10 (Detailed Bounds for $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} p\right)$ ).

1. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} e^{*} a\right) \subseteq$ para- $\mathrm{AC}^{0}$.
2. p-FD $\left(E_{1}^{\leq} e^{*} a^{*}\right) \subseteq$ para- $\mathrm{AC}^{0 \uparrow}$.
3. p-FD undirected $\left(E_{1}^{\leq a a}\right)$ contains a problem not in para-AC ${ }^{0}$.
4. p-FD ${ }_{\text {basic }}\left(E_{1}^{\leq} a a a\right)$ contains a problem not in para-AC ${ }^{0}$.
5. p-FD ${ }_{\text {basic }}\left(E_{1}^{\leq}\right.$eaa) contains a problem not in para- $\mathrm{AC}^{0}$.
6. p-FD $\mathrm{basic}\left(E_{1}^{\leq} a e\right)$ contains a $\mathrm{W}[2]$-hard problem.

Proof. Item 1 is already stated in Corollary 3.5. Item 2 is shown in Lemma 3.11 below. Items 3, 4, and 5 are shown in Lemma 3.14, Lemma 3.15, and Lemma 3.16, respectively. Item 6 follows, once more, from p-DOMINATING-SET $\in$ p-FD basic $\left(E_{1}^{\leq} a e\right)$ by equation (4).

- Lemma 3.11. $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} e^{*} a^{*}\right) \subseteq$ para- $\mathrm{AC}^{0 \uparrow}$.

Proof. Let $Q \in \mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq} e^{*} a^{d}\right)$ for some fixed $d$. By Lemma 3.4, $Q \leq_{\mathrm{para-AC}^{0}} \mathrm{p}-d \mathrm{WSAT}^{\leq}$. We now show that $\mathrm{p}-d \mathrm{WSAT}^{\leq} \leq$para- $\mathrm{AC}^{0 \uparrow}$, which implies the claim as para- $\mathrm{AC}^{0 \uparrow}$ is closed under para- $\mathrm{AC}^{0}$ reductions.

We have to construct a circuit family of depth $f(k)$ and size $f(k) \cdot n^{O(1)}$ for $n=|\operatorname{vars}(\psi)|$ for some computable function $f$. The circuit implements a bounded search tree such that every layer evaluates one level of the tree. To that end, each layer gets a set $\Psi_{i}$ of formulas as input and outputs a new set $\Psi_{i+1}$ of formulas. We start with $\Psi_{0}=\{\psi\}$. The invariant will be that $\psi$ has a satisfying assignment of (exact) weight $w$ iff some formula in $\Psi_{i}$ has a satisfying assignment of (exact) weight $w-i$.

To compute the next $\Psi_{i+1}$ for $i \in\{0, \ldots, k\}$, we perform the following operations in parallel for every $\rho \in \Psi$ :

1. If every clause in $\rho$ contains a negative literal (meaning that $\rho$ is satisfied by the all- 0 assignment), accept the original input. (Doing so is correct by the invariant.)
2. Take a clause $c \in \operatorname{clauses}(\rho)$ that only contains positive literals $x_{1}, \ldots, x_{e}$. For each $x_{i}$, generate a new formula $\rho^{i}$ from $\rho$ by "setting one of these variables to 1 " or, formally, by removing all clauses that contain it positively and removing the variable from all clauses that contain it negatively, respectively. Add $\rho^{1}$ to $\rho^{e}$ to $\Psi_{i+1}$. (This maintains the invariant as we must set one of the $x_{i}$ to 1 in any assignment that satisfies $\rho$.)
If we have not accepted the input after having computed $\Psi_{k+1}$, we reject. This is correct since all satisfying assignments of the $\rho \in \Psi_{k+1}$ have weight at least 0 and, thus, by the invariant all satisfying assignments of $\psi$ have weight at least $k+1-0>k$.

To see that the circuit can be implemented with the claimed depth and size, note that since $e \leq d$, the list grows by a factor of at most $d$ in every layer and we can implement each layer in constant depth. As there are only $k+1$ layers, we have $\left|\Psi_{k+1}\right| \leq(k+1)^{d}=: f(k)$.

For the three remaining still-to-be-proved lower bounds in Lemma 3.10, the claim is always that a class is (unconditionally) not contained in para- $\mathrm{AC}^{0}$. To prove this, we will show that the following problem is (provably) not in para- $\mathrm{AC}^{0}$ but can be para- $\mathrm{AC}^{0}$-reduced to problems that lie in the three classes:

- Problem 3.12 (p-MATCHED-REACH).

Instance: A directed layered graph $G$ with vertex set $\{1, \ldots, n\} \times\{1, \ldots, k\}$, where the $i$ th layer is $V_{i}:=\{1, \ldots, n\} \times\{i\}$, such that for each $i \in\{1, \ldots, k-1\}$ the edges point to the next layer and they form a perfect matching between $V_{i}$ and $V_{i+1}$; two designated vertices $s \in V_{1}$ and $t \in V_{k}$.
Parameter: $k$.
Question: Is $t$ reachable from $s$ ?

- Lemma 3.13. p-MATCHED-REACH $\notin$ para-AC ${ }^{0}$ and consequently, for any problem $Q$ with p-MATCHED-REACH $\leq_{\text {para-AC }}{ }^{0} Q$ we have $Q \notin$ para-AC ${ }^{0}$.

Proof. Beame et al. [5] have shown that any depth- $c$ circuit that solves p-MATCHED-REACH requires size $n^{\Omega\left(k^{\left(\rho^{-2 c}\right) / 3}\right)}$, where $\rho$ is the golden ratio. However, p-MATCHED-REACH $\in$ para- $\mathrm{AC}^{0}$ would imply that for some constant $c$ there is a depth- $c$ circuit family that decides the problem in size $f(k) \cdot n^{O(1)}$; contradicting the Beame et al. bound of $n^{k^{\ominus(1)}}$. For the claim concerning $Q$, just note that para- $\mathrm{AC}^{0}$ is closed under para- $\mathrm{AC}^{0}$ reductions.

- Lemma 3.14. p-FD undirected $\left(E_{1}^{\leq} a a\right) \nsubseteq$ para- $\mathrm{AC}^{0}$.

Proof. Consider the following formula with quantifier pattern $E_{1}^{\leq} a a$ :

$$
\phi_{\text {reach }}:=\exists \leq S \forall x \forall y(((x \sim x) \rightarrow S x) \wedge((S x \wedge x \sim y) \rightarrow S y))
$$

We claim that we can reduce p-MATCHED-REACH to p-MODELS undirected $\left(\phi_{\text {reach }}\right)$ as follows (and the claim then follows from Lemma 3.13): On input ( $G, s, t$ ), the reduction first checks that the graph is, indeed, a layered graph with perfect matchings between consecutive levels. Then, we forget about the direction of the edges (making the graph undirected). Next, we add an additional layer $V_{k+1}$ and match each vertex of $V_{k}$ to the corresponding new vertex $V_{k+1}$. Next, we remove the just-added edge from $t$ in layer $V_{k}$ to its counterpart in layer $V_{k+1}$. Finally, add a self-loop at $s$. To see that this reduction is correct, note that the self-loop at $s$ forces it (but does not force any other vertex), to be part of the solution set $S$ by the first part of the formula. The second part then forces the solution set to be closed under reachability. Thus, if $t$ lies on the same path as $s$, there is a solution of size $k$, and if not, the smallest solution has size $k+1$.

- Lemma 3.15. p-FD basic $\left(E_{1}^{\leq} a a a\right) \nsubseteq$ para- $\mathrm{AC}^{0}$.

Proof. We reduce p-MATCHED-REACH to p-MODELS basic $\left(\phi_{\text {reach-aaa }}\right)$ for

$$
\phi_{\text {reach-aaa }}:=\exists \leq S \forall x \forall y \forall z(((x \sim y \wedge y \sim z \wedge x \sim z) \rightarrow S x) \wedge((S x \wedge x \sim y) \rightarrow S y))
$$

On input $(G, s, t)$, once more we start by forgetting about the direction of the edges. This time, add two vertices and connect them to $s$ so that these three vertices form a triangle. Do the same for $t$ by adding another two vertices. Output $k+4$ as the new parameter. This
reduction is correct, because the first part of the formula forces every vertex which is part of a triangle to be part of $S$, which are exactly the triangles at $s$ and $t$. The latter part of the formula forces the solution set to be closed under reachability. Thus, if $t$ lies on the same path as $s$, there is a solution of size $k+4$, and if not, the smallest solution has size as least $k+5$.

- Lemma 3.16. p-FD ${ }_{\text {basic }}\left(E_{1}^{\leq e a a}\right) \nsubseteq$ para- $\mathrm{AC}^{0}$.

Proof. We reduce p-MATCHED-REACH to p-MODELS ${ }_{\text {basic }}\left(\phi_{\text {reach-eaa }}\right)$ for

$$
\phi_{\text {reach-eaa }}:=\exists \leq S \exists z \forall x \forall y(S z \wedge((S x \wedge x \sim y) \rightarrow S y))
$$

On input ( $G, s, t$ ) we forget the direction of edges and add a single vertex that we connect to every vertex that has degree 1 except for $s$ and $t$. If $t$ is on the same path as $s$, there will be two connected components: One consisting of the path between $s$ and $t$, and one containing everything else. In particular, there is a component of size $k$ and one of size $n-k$. If $t$ is not on the same path as $s$, there is just a single connected component of size $n$. To see that the reduction is correct, notice that the first part of the formula $(S z)$ forces at least one vertex to be part of the solution. The latter part of the formula once more forces the solution set to be closed under reachability. By construction, there is a solution of size at most $k$ iff $t$ was on the same path as $s$.

## 4 Classifying Parameterized ESO Classes: Basic Graphs

We saw in Section 3 that the parameterized complexity of weighted Eso classes depends strongly on the first-order quantifier pattern $p$ and on whether we are interested in the equal-to, at-least, or at-most case - but it does not matter whether we consider arbitrary logical structures, only directed graphs, or only undirected graphs: the complexity is always the same. The situation changes if we restrict attention to basic graphs, which are undirected graphs without self-loops: We get different tractability frontiers. This is an interesting effect since the only difference between undirected graphs and basic graphs is that some vertices may have self-loops - and self-loops are usually neither needed nor used in hardness proofs, just think of the clique problem, the vertex cover problem, or the dominating set problem. Nevertheless, it turns out that "a single extra bit per vertex" and sometimes even "a single self-loop" allows us to encode harder problems than without.

To establish the tractability frontier for basic graphs, we can, of course, recycle many results from the previous section: Having a look at the detailed bounds listed in Lemmas 3.2, 3.7 , and 3.10 , we see that the upper bounds are shown for arbitrary structures and, hence, also hold for basic graphs; and many lower bounds have also already been established for basic graphs. Indeed, it turns out there are exactly two classes whose complexity "changes" when we restrict the inputs to basic graphs:

1. p- $-\mathrm{DD}_{\text {basic }}\left(E_{1}^{\geq} a e\right)$ lies in para- $\mathrm{AC}^{0}$, while p- $\mathrm{FD}\left(E_{1}^{\geq} a e\right)$ does not.
2. p-FD basic $\left(E_{1}^{\leq} a a\right)$ lies in para- $\mathrm{AC}^{0}$, while p- $\mathrm{FD}\left(E_{1}^{\leq} a a\right)$ does not.

We have already shown the "while ..." part in Section 3, it is the upper bounds that are new. For all other patterns $p$, the classification does not change. Proving the two items turns out to be technical and we devote one subsection to each of these results.

### 4.1 The Case $E_{1}^{\geq}$ae for Basic Graphs

As mentioned, for the classification of the complexity of $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} p\right)$ we can reuse all of our previous results, except that p- $\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} a e\right) \subseteq$ para- $\mathrm{AC}^{0}$ holds. This is the statement of Lemma 4.2, which is proved in the rest of this section. However, before be plunge into
the glorious details, let us ascertain that there are no further patterns $p \neq a e$ for which p-FD ${ }_{\text {basic }}\left(E_{1}^{\searrow} p\right)$ becomes any easier: To see this, note that for any $p$ with $p \npreceq a e$ we have $a a \preceq p$ or $e a e \preceq p$ or $a e e \preceq p$; and for $a a$, eae, and aee we have already established hardness for basic graphs in Lemma 3.7. For completeness, we spell out the resulting structure:

- Theorem 4.1 (Dichotomy for p- $\left.\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} p\right)\right)$. Let $p$ be a pattern.

1. $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{\geq} p\right) \subseteq$ para- $\mathrm{AC}^{0}$, if $p \preceq e^{*} a$ or $p \preceq a e$.
2. $\mathrm{p}-\mathrm{FD}_{\mathrm{basic}}\left(E_{1}^{\geq} p\right)$ contains a $\mathrm{W}[1]$-hard problem, if $a a \preceq p$, eae $\preceq p$, or aee $\preceq p$.

- Lemma 4.2. p-FD ${ }_{\text {basic }}\left(E_{1}^{\geq} a e\right) \subseteq$ para- $\mathrm{AC}^{0}$.

For the surprisingly difficult proof we employ machinery first used in [15] and in [17, Section 3.3]: Our objective is to represent the problems in p-FD basic $\left(E_{1}^{\geq} a e\right)$ as special kinds of graph coloring problems - and to then show that we can solve these problems in para-AC ${ }^{0}$.

Proof idea. Following [15], a pattern graph $P=\left(C, A^{\oplus}, A^{\ominus}\right)$ consists of a set of colors $C$, a set $A^{\oplus} \subseteq C \times C$ of $\oplus$-arcs, and a set $A^{\ominus} \subseteq C \times C$ of $\ominus$-arcs (note that $A^{\oplus}$ and $A^{\ominus}$ need not be disjoint). In our paper, we will only need the case that there are only two colors, so $C=\{$ black, white $\}$ will always hold, and we call such a pattern graph binary. In the rest of the section, pattern always refers to a binary pattern graph (and no longer to quantifier prenex patterns - we are only interested in the single pattern $E_{1}^{\geq} a e$ anyway). Observe that there 256 possible binary pattern graphs. A superpattern of a pattern $P=\left(C, A^{\oplus}, A^{\ominus}\right)$ is any pattern $P^{\prime}=\left(C, B^{\oplus}, B^{\ominus}\right)$ with $A^{\oplus} \subseteq B^{\oplus}$ and $A^{\ominus} \subseteq B^{\ominus}$. A $\oplus$-superpattern is a superpattern with $A^{\ominus}=B^{\ominus}$.

For a basic graph $B=(V, E)$, a coloring of $B$ is a function $c: V \rightarrow C$. However, unlike standard coloring problems, where vertices connected by an edge must have different colors, what constitutes an allowed coloring is dictated by the pattern graph via a witness function: A mapping $w: V \rightarrow V$ is called a witness function for a coloring $c$ if for all $x \in V$ we have

1. $x \neq w(x)$,
2. if $\{x, w(x)\} \in E$, then $(c(x), c(w(x))) \in A^{\oplus}$, and
3. if $\{x, w(x)\} \notin E$, then $(c(x), c(w(x))) \in A^{\ominus}$.

The idea is that a vertex $x$ and its witness $w(x)$ are connected by "a $\oplus$-arc" if there is an edge between them and by "a $\ominus$-arc" if there is no edge between them. The pattern graph then tells us which colors are allowed for $x$ and $w(x)$ in dependence on which kind of arc there is. For instance, for the pattern $\boldsymbol{K}_{\oplus}^{\oplus} \rightleftharpoons \bigcirc$ every vertex must be connected by an edge to a vertex of the opposite color. Note that this is not the same as asking for a 2 -coloring: We only impose a requirement on the edge (corresponding to a $\oplus$-arc) between $x$ and $w(x)$, other edges are not relevant. In more detail, consider a triangle with the vertices $\{x, y, z\}$ and the coloring $c(x)=$ black, $c(y)=c(z)=$ white and the witness function $w(x)=y$ and $w(y)=w(z)=x$. Then the coloring is legal with respect to the pattern and the witness function, despite that fact that a triangle is not 2-colorable.

If there exists a coloring $c$ together with a witness function $w$ for $B$ with respect to $P$, we say that $B$ is $P$-saturated by $c$ and $w$. The saturation problem $\operatorname{saturation}(P)$ for a pattern $P$ is then simply the set of all basic graphs $B=(V, E)$ that can be $P$-saturated (via some coloring $c$ and witness function $w$ ). The relation between the saturation problem and $E_{1} a e$ is as follows: We want the witness function to tell us for each $x$ in $\forall x$ which $y$ in $\exists y$ we must pick to make a formula of the form $\exists S \forall x \exists y \psi$ true: We color a vertex black to indicate that it should be included in $S$, otherwise we color it white. In this way, one can associate a pattern graph with each $E_{1} a e$-formula.

Fact 4.3 ([17, Fact 3.3] for a single quantifier). For every ESO formula $\phi$ with quantifier pattern $E_{1}$ ae there is a binary pattern graph $P$ such that $\operatorname{models}(\phi)=\operatorname{SATURATION}(P)$.
(Strictly speaking, this only holds for basic graphs $B$ with at least two vertices. For this reason, in the following we always assume that $|V| \geq 2$ holds.)

Adapting this approach to the parameterized setting is straightforward: Define the weight of a binary coloring as the number of vertices that are colored black. This leads to the following parameterized problem and transfer of Fact 4.3 to the parameterized setting:

- Problem 4.4 (p-Saturation $\geq(P)$ for a fixed binary pattern graph $P=\left(C, A^{\oplus}, A^{\ominus}\right)$ ).

Instance: $\quad A$ basic graph $B=(V, E)$ and an integer $k \in \mathbb{N}$.
Parameter: $k$.
Question: Can B be P-saturated via a coloring of weight at least $k$ ?
$\triangleright$ Claim 4.5. For every weighted ESO formula $\phi$ with quantifier pattern $E_{1}^{\geq}$ae there is a binary pattern graph $P$ such that p-MODELS $(\phi)=$ p-SATURATION $\geq(P)$.

With the above claim, it remains to show for all 256 binary pattern graphs $P$ that p-SATURATION $\geq(P) \in$ para-AC ${ }^{0}$ holds. The (surprisingly diverse and nontrivial) treatment of the cases can be found in the technical report version [2].

### 4.2 The Case $E_{1}^{\leq}$aa for Basic Graphs

The classification of the complexity of $E_{1}^{\leq} p$ also changes when we restrict the admissible input structures to be basic graphs: p-FD basic $\left(E_{1}^{\leq a a}\right) \subseteq$ para- $\mathrm{AC}^{0}$ holds by Lemma 4.7 and, once more, this is the only change. Proving the lemma will be considerably easier than in the previous section, but still demanding. Before we start, we summarize the resulting landscape for completeness. Note that all bounds other than the just-mentioned new upper bound have already been shown in Lemma 3.10.

- Theorem 4.6 (Trichotomy for p- $\mathrm{FD}_{\text {basic }}\left(E_{1}^{\leq} p\right)$ ). Let $p$ be a pattern.

1. $\mathrm{p}-\mathrm{FD}_{\mathrm{basic}}\left(E_{1}^{\leq} p\right) \subseteq$ para- $\mathrm{AC}^{0}$ if $p \preceq e^{*} a$ or $p \preceq a a$.
2. p- $\mathrm{FD}_{\text {basic }}\left(E_{1}^{\leq} p\right) \subseteq$ para- $\mathrm{AC}^{0 \uparrow}$ but $\mathrm{p}-\mathrm{FD}_{\text {basic }}\left(E_{1}^{\leq} p\right) \nsubseteq$ para- $\mathrm{AC}^{0}$, if aaa $\preceq p$ or $e a a \preceq p$, and $p \preceq e^{*} a^{*}$.
3. $\mathrm{p}-\mathrm{FD}_{\mathrm{basic}}\left(E_{1}^{\leq} p\right)$ contains $a \mathrm{~W}[1]$-hard problem, if ae $\preceq p$.

- Lemma 4.7. p-FD basic $\left(E_{1}^{\leq} a a\right) \subseteq$ para- $\mathrm{AC}^{0}$.

Proof idea. As in the previous section, we can reuse some ideas from the literature, but need to take care of some extra complications caused by the need to limit the sizes of the solution sets. In particular, we will use the notion of cardinality constraints introduced in [17] for the study of the $E_{1} a a$ case: For two sets $C, D \subseteq\{0,1,2\}$ define p-CSP $\leq\{C, D\}$ as follows. The instances for this problem consist of a finite universe $U$, a function $P$ that maps each two-element subset $\{x, y\} \subseteq U$ to either $C$ or $D$ (so, unlike normal constraint satisfaction problems, a constraint must be stated for every single pair of variables), and a number $k$. A solution for $P$ is a subset $X \subseteq U$ of size $|X| \leq k$ such that for all two-element subsets $\{x, y\} \subseteq U$ we have $|\{x, y\} \cap X| \in P(x, y)$. We call $\left(U, P^{-1}(C)\right)$ the $C$-graph of $P$ and note that this is just the set of edges that are mapped to $C$ by $P$. The $D$-graph is defined as $\left(U, P^{-1}(D)\right)$; and observe that every two-element set belongs to exactly one of these two graphs except when $C=D$ in which case both graphs are the complete cliques. It is shown in [17, Lemma 3.1] that all problems in $\operatorname{FD}(E a a)$ reduce to $\operatorname{CSP}\{C, D\}$ (without the " $\leq k$ " restrictions) for some $C$ and $D$. We need to following variant:
$\triangleright$ Claim 4.8. All problems in $\mathrm{p}-\mathrm{FD}\left(E_{1}^{\leq a a}\right)$ reduce to $\mathrm{p}-\operatorname{CSP} \leq\{C, D\}$ for some $C$ and $D$ via para- $\mathrm{AC}^{0}$ reductions.

Proof. The reduction is a trivial reencoding in which the solutions of the CSP instances are exactly the sets that satisfy the formula when assigned to the existentially bound second-order variable. In particular, solutions and assigned sets have the same sizes and satisfy the same size restrictions.

It remains to show $\mathrm{p}-\mathrm{CSP}^{\leq} \leq\{C, D\} \in$ para-AC ${ }^{0}$ for all $C, D \subseteq\{0,1,2\}$. For this, we have to go over the possible choices in a case distinction. Once more, the detailed treatment of the cases can be found in the technical report version [2].

## 5 Conclusion

We gave a complete characterization of the tractability frontier of weighted Eso logic over basic graphs, undirected graphs, and arbitrary structures. While in some cases our results mirror the classical complexity landscape, other cases yield clearly different results. The proofs differ significantly from the classical setting and make extensive use of tools from parameterized complexity theory. Especially for the class p-FD basic $(E \geq a e)$, sophisticated machinery is needed to establish the upper bound. Whether we require solutions to have size exactly $k$, at most $k$, or at least $k$ plays a central role in the complexity of the describable problems. While the class p- $\mathrm{FD}_{\text {basic }}\left(E^{\geq} a e\right)$ can be shown to be included in para-AC ${ }^{0}$, the classes p-FD ${ }_{\text {basic }}\left(E^{=} a e\right)$ and p-FD basic $(E \leq a e)$ both contain W[2]-hard problems. Similarly, while p-FD basic $(E \leq a a)$ is contained in para-AC ${ }^{0}$, both p- $\mathrm{FD}_{\text {basic }}\left(E^{=} a a\right)$ and p-FD ${ }_{\text {basic }}\left(E^{\geq} a a\right)$ contain W[1]-hard problems.

An obvious further line of research is to consider the prefixes $E_{i}^{=} p, E_{i}^{\geq} p$, and $E_{i}^{\leq} p$ for $i \geq 2$, that is, the non-monadic case, and also multiple monadic quantifiers. While in the classical setting it turns out [15] that we can normally reduce non-monadic quantifiers to (possibly multiple) monadic ones, it is not clear whether the same happens in the parameterized setting. Just pinpointing the complexity of, say, p-FD basic $\left(E_{2}^{\geq} a e\right)$ seems difficult.

A different line of inquiry is to further investigate the patterns that lead to intractable problems: In the unweighted setting, all Eso-definable problems lie in NP and if the class is not contained in P , then it contains an NP-complete problem. Our intractability results range from $\mathrm{W}[1]$-completeness to para-NP-completeness. Can we find for every $t$ a pattern for which we get classes that contain $\mathrm{W}[t]$-hard problems and are contained in $\mathrm{W}[t]$ ?

Our results also shed some light on graph modification problems, where we have a fixed first-order formula $\phi$ and are given a pair $(G, k)$. The objective is to modify the graph as little as possible (for instance, by deleting as few vertices as possible) such that for the resulting graph $G^{\prime}$ we have $G^{\prime} \models \phi$. Fomin et al. [14] have recently shown a complexity dichotomy regarding the number quantifier alternations in $\phi$. Since it is not difficult to encode the "to be deleted vertices" using a $\exists \leq D$ quantifier, at least the upper bounds from our paper also apply to vertex deletion problems. We believe that our results can be extended to also cover lower bounds and, thereby, to give exact and complete classifications of the complexity of vertex deletion problems in terms of the quantifier pattern of $\phi$.
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#### Abstract

We study a generalization of the classic Spanning Tree problem that allows for a non-uniform failure model. More precisely, edges are either safe or unsafe and we assume that failures only affect unsafe edges. In Unweighted Flexible Graph Connectivity we are given an undirected graph $G=(V, E)$ in which the edge set $E$ is partitioned into a set $S$ of safe edges and a set $U$ of unsafe edges and the task is to find a set $T$ of at most $k$ edges such that $T-\{u\}$ is connected and spans $V$ for any unsafe edge $u \in T$. Unweighted Flexible Graph Connectivity generalizes both Spanning Tree and Hamiltonian Cycle. We study Unweighted Flexible Graph Connectivity in terms of fixed-parameter tractability (FPT). We show an almost complete dichotomy on which parameters lead to fixed-parameter tractability and which lead to hardness. To this end, we obtain FPT-time algorithms with respect to the vertex deletion distance to cluster graphs and with respect to the treewidth. By exploiting the close relationship to Hamiltonian Cycle, we show that FPT-time algorithms for many smaller parameters are unlikely under standard parameterized complexity assumptions. Regarding problem-specific parameters, we observe that Unweighted Flexible Graph Connectivity admits an FPT-time algorithm when parameterized by the number of unsafe edges. Furthermore, we investigate a below-upper-bound parameter for the number of edges of a solution. We show that this parameter also leads to an FPT-time algorithm.
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## 1 Introduction

Computing a spanning tree is a fundamental task in computer science with a huge variety of applications in network design [14] and clustering problems [29]. In Spanning Tree, one is given a graph $G$, and the aim is to find a set $T \subseteq E(G)$ of minimal size such that each pair of vertices in $G$ is connected via edges in $T$. It is well known that Spanning Tree can be solved in polynomial time [22, 25]. This classic spanning tree model has, however, a major drawback: all edges are seen as equal. In many scenarios, for example in the construction of supply chains [27], this is not sufficient: some connections might be more fragile than others. To overcome this issue, several different network-design and connectivity problems are studied with additional robustness constraints [13, 26]. In this work, we continue this line of research and investigate a graph model in which the edge set is partitioned into safe edges $S$ and unsafe edges $U[1,2,8]$. In contrast to several other variants of robust connectivity, these two edge types enable us to model a non-uniform failure scenario [1]. With these types at hand, we can relax the model of a spanning tree in the sense that one unsafe edge may fail. An edge set $T$ of a graph $G=(V, S, U)$ is an unsafe spanning connected subgraph if $a) T$ is spanning for $V$, and $b) T-\{e\}$ is connected for each unsafe edge $e \in T$ [1]. This leads to the following problem:

## Unweighted Flexible Graph Connectivity (UFGC)

Input: A graph $G=(V, S, U)$ and an integer $k$.
Question: Is there an unsafe spanning connected subgraph $T$ of $G$ with $|T| \leq k$ ?
In the following, we refer to $T$ as a solution. UFGC generalizes several well-studied classic graph problems. Examples include 2-Edge Connected Spanning Subgraph [20, 26] $(S=\emptyset)$ and Hamiltonian Cycle $[3,19](S=\emptyset$ and $k=|V(G)|)$. Thus, in sharp contrast to the classic Spanning tree problem, UFGC is NP-hard.

Related Work. If the graph is additionally equipped with an edge-cost function, the corresponding problem, in which one aims to find a solution of minimum total weight, is known as Flexible Graph Connectivity [1, 8]. Flexible Graph Connectivity is mainly studied in terms of approximation: Adjiashvili et al. [1] provided a polynomial-time 2.527-approximation algorithm which was improved by Boyd et al. [8] to a polynomial-time 2-approximation. Recently, a generalization ( $p, q$ )-Flexible Graph Connectivity was introduced [8] and studied in terms of approximation. In this model, up to $p$ unsafe edges may fail and the result shall be $q$-edge connected. Clearly, Flexible Graph Connectivity is the special case where $p=1$ and $q=1$. Boyd et al. [8] provided a $(q+1)$-approximation for the case $p=1$ and a $\mathcal{O}(q \log (n))$ approximation for the general case. For the special case of $p=2$, an improved approximation of $\mathcal{O}(q)$ was provided by Chekuri and Jain [9], and for the special case of $q=1$ a $\mathcal{O}(1)$ approximation was shown by Bansal et al. [6].

Our model with safe and unsafe edges is based on prior work by e.g. Adjiashvili et al., who studied the approximability of the classic $(s, t)$-Рath and $(s, t)$-Flow problems in this model [2]. Even previous to Adjiashvili et al. [2], some studies already indirectly investigated problems in this setting: There have been some studies of classic graph-connectivity problems where one wishes for the stronger requirement of 2-edge connectivity. In terms of our setting, this corresponds to the case that all edges are unsafe. One prominent example is the aforementioned 2-Edge Connected Spanning Subgraph [10, 21, 26]. There exists a $4 / 3$-approximation [10, 21, 26] , and an $6 / 5$-approximation in cubic graphs [10]. Furthermore, for its generalization $q$-Edge Connected Spanning Subgraph approximation algorithms
of ratio $1+1 /(2 q)+\mathcal{O}\left(1 /\left(q^{2}\right)\right)$ are known [17]. $q$-Edge Connected Spanning Subgraph is also studied in terms of parameterized complexity: Basavaraju et al. [4] provided an FPT-time algorithm with respect to the number of edges deleted from $G$ to obtain a solution. A variant of 2-Edge Connected Spanning Subgraph in digraphs was studied by Bang-Jensen and Yeo [5]. They provided an FPT-time algorithm for a solution-size related parameter below an upper bound.

Our Results. We study the parameterized complexity of UFGC with respect to many natural parameters. We investigate problem specific and also structural graph parameters. A first idea to solve UFGC might be the following: merge each safe component into a single vertex by computing an arbitrary spanning tree of this component and then use existing algorithms for 2-Edge Connected Spanning Subgraph to solve the remaining instance. This approach, however, does not yield a minimal solution: Consider a $C_{4}$ on unsafe edges where we add one safe edge. Then, the unique minimal solution consists of all four unsafe edges. Hence, we need new techniques to solve UFGC optimally.

In terms of problem specific parameters, we first study parameterization by the number $|U|$ of unsafe edges. We provide an FPT-time algorithm for $|U|$ (Proposition 3.1), by exploiting the fact that Disjoint Subgraphs admits an FPT-time algorithm. Second, we investigate parameterizations above a lower bound and below an upper bound for the solution size. For the former parameterization, we obtain hardness due to the connection to Hamiltonian Cycle and for the latter we obtain an FPT-time algorithm (Theorem 3.2). Our algorithm is inspired by an algorithm of Bang-Jensen and Yeo [5] for Minimum Spanning Strong SUBGRAPH. In this problem one is given a digraph $D$ and one wants to find a minimum spanning strong digraph of $D$. The main technical hurdle in our adaption is that in UFGC we have two different edge types which have to be treated differently compared with the problem studied by Bang-Jensen and Yeo [5].

We also study parameterization by structural graph parameters; see Figure 1 towards a dichotomy for UFGC. For many parameters such as maximum degree and domination number we obtain para-NP-hardness, due to the connection to Hamiltonian Cycle. For other parameters, we obtain FPT-time algorithms. For example, for the treewidth tw of the input graph and the (vertex) deletion distance to cluster graphs. With these two algorithms at hand, we obtain an almost complete border between parameters which allow for FPT-time algorithms and those that do not.

For the treewidth tw, we present an FPT-time algorithm based on dynamic programming with running time $n \cdot 2^{\mathcal{O}(\mathrm{tw} \log (\mathrm{tw}))}$ (Proposition 4.1). In order to achieve this running time, we define and exploit an encoding of size $\mathrm{tw}^{\mathrm{tw}}$ to check all possibilities on how the current bag of the tree decomposition is connected with the already considered vertices. Finally, we show our main technical result: UFGC parameterized by the vertex-deletion distance to cluster graphs admits an FPT-time algorithm (Theorem 4.2). Therein, we use a combination of the following two main ingredients: First, given a modulator $K$, that is, a set of vertices such that $G^{\prime}=G-K$ is a cluster graph, we can safely connect all vertices in $K$ using vertices from $O(|K|)$ cliques in $G^{\prime}$ in any solution. We call these cliques the backbone of the solution and we can guess in FPT time the structure of the backbone. Second, we show how to compute the size of a smallest solution that implements a backbone in FPT time using algorithms for both Maximum Bipartite Matching and Disjoint Subgraphs in the process. Due to lack of space, several proofs (marked with $(\star)$ ) are deferred to the full version.


Figure 1 The relations between structural graph parameters and our respective results for UFGC. A parameter $k$ is marked green ( O ) if UFGC admits an FPT-time algorithm for $k$, yellow ( O ) if it is $\mathrm{W}[1]$-hard with respect to $k$, and red ( O ) if it is NP-hard for constant $k$ (para-NP-hard). We do not know the status for parameters with white boxes. An edge from a parameter $\alpha$ to a parameter $\beta$ below $\alpha$ means that there is a function $f$ such that $\beta \leq f(\alpha)$ in every graph. Hardness results for $\alpha$ imply the same hardness results for $\beta$ and an FPT-time algorithm for $\beta$ implies an FPT-time algorithm for $\alpha$.

Preliminaries. For $n \in \mathbb{N}$, by $[n]$ we denote the set $\{1, \ldots, n\}$. Throughout this work, all logarithms have 2 as their base. For a graph $G=(V, S, U)$, we denote by $V(G)$ and $E(G):=S \cup U$ its vertex set and edge set, respectively. Furthermore, by $n:=|V(G)|$ we denote the number of vertices. Let $Z \subseteq V(G)$ be a vertex set. By $G[Z]$ we denote the subgraph induced by $Z$, and by $G-Z:=G[V(G) \backslash Z]$ we denote the graph obtained by removing the vertices of $Z$. We denote by $N_{G}(Z):=\{y \in V(G) \backslash Z:\{y, z\} \in E(G), z \in Z\}$ and $N_{G}[Z]:=N_{G}(Z) \cup Z$, the open and closed neighborhood of $Z$, respectively. For all these notations, whenever $Z$ is a singleton $\{z\}$ we may write $z$ instead of $\{z\}$. We may drop the subscript ${ }^{G}$ when it is clear from the context. Let $u, v \in V(G)$. We say that $u$ and $v$ are safely connected if there exists a path from $u$ to $v$ using only safe edges or if there exist two paths $P_{1}$ and $P_{2}$ from $u$ to $v$ such that $E\left(P_{1}\right) \cap E\left(P_{2}\right) \subseteq S$. We say that $u$ and $v$ are unsafe connected if $u$ and $v$ are not safely connected and if there exists a path from $u$ to $v$. For more details on graph notation we refer to the standard monograph [28].

A parameterized problem is fixed-parameter tractable if every instance $(I, k)$ can be solved in $f(k) \cdot|I|^{\mathcal{O}(1)}$ time for some computable function $f$. For more details on parameterized complexity, we refer to the standard monographs [11, 12].

## 2 Basic Observations

In this section, we explore the aforementioned connection between UFGC and Hamiltonian Cycle and some implications thereof. To this end, note that if the graph contains no safe edges, then each vertex needs to be contained in at least one cycle in the solution. We show that a solution of size $n$ to UFGC (if such a solution exists) corresponds to a Hamiltonian cycle.

- Observation $2.1(\star)$. Let $G$ be a graph and let $I:=\left(G^{\prime}=(V(G), \emptyset, E(G)), n\right)$. Then $G$ contains a Hamiltonian cycle if and only if $I$ is a yes-instance of UFGC.

Since Observation 2.1 describes a polynomial-time reduction from Hamiltonian Cycle to UFGC, we can directly transfer any NP-hardness results for Hamiltonian Cycle on restricted graph classes to UFGC for the special case that there are no safe edges. It is known that Hamiltonian Cycle remains NP-hard on subcubic bipartite planar graphs [3], on split graphs [19], and on graphs with constant maximum degree [18]. Moreover, Hamiltonian Cycle is NP-hard for graphs with exactly one universal vertex, as shown next.

- Observation 2.2 ( $\star$ ). Hamiltonian Cycle is NP-hard even if there is exactly one universal vertex.

We obtain the following simple corollary for UFGC.

- Corollary 2.3. UFGC is NP-hard, even if there are no safe edges, $k$ equals $n$, and the graph $G$ a) is subcubic, planar and bipartite, b) is a split graph, c) has domination number one, or d) has constant maximum degree.

Moreover, since Hamiltonian Cycle is W[1]-hard parameterized by clique-width cw [15], and cannot be solved in $f(\mathrm{cw}) \cdot n^{o(\mathrm{cw})}$ time [16], we obtain the following.

- Corollary 2.4. UFGC is $\mathrm{W}[1]$-hard with respect to the clique-width cw , even if $S=\emptyset$ and $k=n$. Moreover, this restricted version cannot be solved in $f(\mathrm{cw}) \cdot n^{o(\mathrm{cw})}$ time.
- Observation 2.5 ( $\star$ ). UFGC is NP-hard even if the bisection width is one.


## 3 Problem-Specific Parameters

In this section, we study problem-specific parameters. In particular, we show that UFGC is fixed-parameter tractable when parameterized by the number of unsafe edges in the input graph and we study some above-lower-bound and below-upper-bound parameterizations for the solution size. Such parameters are frequently studied [23, 24]. However, since Observation 2.1 shows hardness for UFGC where $k=n$ and since each solution has at least $n-1$ edges, the parameterization above the lower bound of $n-1$ is hopeless. Hence, we focus on a parameterization below an upper bound. More precisely, we show that an optimal solution of $G$ consists of at most $2 n-4$ edges. Then, we aim to find a solution for $G$ with $k=2 n-4-\ell$ edges for small values of $\ell$.

- Proposition 3.1 ( $\star$ ). UFGC is fixed-parameter tractable when parameterized by $|U|$.

We continue by presenting an FPT-time algorithm for the below lower bound parameter $\ell:=2 n-4-k$ for UFGC.

- Theorem $3.2(\star) . U F G C$ can be solved in $\ell^{8 \ell} \cdot \operatorname{poly}(n)$ time, where $\ell:=2 n-4-k$.


Figure 2 An example of a solution. Safe edges are depicted with solid lines and unsafe edges are depicted with dashed lines. The modulator $K$ and three connecting components $A, B$, and $C$ of a minimal backbone are drawn in black. All other vertices (drawn in blue) are not part of the minimal backbone as all vertices in $K$ are already safely connected in the black subgraph. The connecting component $A$ is a cyclic component and $B$ and $C$ are usual connecting components.

## 4 Structural Graph Parameters

In this section, we study two structural graph parameters. We start by giving an FPT-time algorithm for the parameter treewidth tw. Afterwards, we develop a far more intricate FPT-time algorithm for the parameter (vertex-deletion) distance to cluster graphs. Recall that a cluster graph is a graph in which each connected component is a clique.

- Proposition $4.1(\star)$. UFGC parameterized by tw is solvable in $\mathcal{O}\left(n \cdot 2^{37 \mathrm{tw} \log (\mathrm{tw})}\right)$ time.

We continue with the algorithm for distance to cluster graphs.

- Theorem 4.2. UFGC parameterized by the (vertex-deletion) distance $\ell$ to cluster graphs can be solved in $f(\ell) \cdot n^{3}$ time for some computable function $f$.

Proof. We start by computing a set $K$ of $\ell$ vertices in $\mathcal{O}\left(3^{\ell} \cdot n^{3}\right)$ time such that $G^{\prime}=G[V \backslash K]$ is a cluster graph as follows. Note that a graph $G$ is a cluster graph if and only if it does not contain an induced $P_{3}$, that is, three vertices $a, b$, and $c$ with $\{a, b\},\{b, c\} \in E(G)$ and $\{a, c\} \notin E(G)$. Hence, we can find an induced $P_{3}$ in $\mathcal{O}\left(n^{3}\right)$ if it exists and then branch on which of the three vertices in the $P_{3}$ to include in $K$. Note that $K$ needs to contain at least one of the three vertices and the resulting search tree has therefore depth $\ell$ and size $3^{\ell}$.

We next give a few definitions required to give a more detailed description of the algorithm afterwards. We call a subgraph of a solution $H=\left(V_{H}, S_{H}, U_{H}\right)$ a backbone if it contains all vertices in $K$ and each pair of vertices in $V_{H}$ is safely connected in $H$. See Figure 2 for an example. Given such a backbone $H=\left(V_{H}, S_{H}, U_{H}\right)$, a connecting component is a connected component in $H^{\prime}=H\left[V_{H} \backslash K\right]$. We say that a backbone is minimal if the removal of any connecting component results in some pair of vertices in $K$ being not safely connected anymore. We distinguish between two types of connecting components: cyclic and usual. A cyclic connecting component is a cycle (with some connections to vertices in $K$ ). Note that the number of edges in a cycle equals its number of vertices. A usual connecting component is a tree. Its number of edges is one less than its number of vertices but if it contains unsafe edges, then not all vertices are safely connected within the connecting component. Observe that we can indeed assume that each connecting component is either usual or cyclic as any connecting component that is not a tree contains at least as many edges as vertices. Hence,
we can replace such a connecting component by any cycle through all of its vertices. Such a cycle exists within any clique of size at least three (any permutation of the vertices results in a cycle and any connecting component inside a clique of size at most two is a tree) and any pair of vertices in a cyclic connecting component is safely connected.

Next, we distinguish between three types of cliques in $G^{\prime}$. To this end, let $C$ be a connected component in $G^{\prime}$, that is, a clique in the cluster graph. The three types are based on the edges between $C$ and $K$ (note that all edges between vertices in $C$ and the rest of the graph are to vertices in $K$ ) and on the connected components within $C$ if we ignore all unsafe edges. We call such components strong components. A clique $C$ is strong, if each strong component in $C$ contains at least one vertex with a safe edge to a vertex in $K$. In this case, we can add $C$ to the backbone using $|C|$ (safe) edges (a maximal spanning forest plus for each strong component one edge connecting it to $K$ ). The second type, we call weak cliques. A weak clique is not a strong clique but it is connected to $K$ by a safe edge or by two unsafe edges with different endpoints in $C$. Since weak cliques are not strong cliques, there is some strong component in them, which is not connected to $K$ via only safe edges. Hence, to safely connect this strong component $L$ to $K$, we require at least $|L|+1$ edges. Since we require at least $|C \backslash L|$ edges to connect the remaining vertices, we require at least $|C|+1$ edges to safely connect $C$ to the backbone. For weak cliques, $|C|+1$ edges are sufficient as we can use a) a safe edge between $C$ and $K$ and a Hamiltonian cycle in $C$ or b) two unsafe edges to different vertices in $C$ and any Hamiltonian path between the two endpoints within $C$. We call the third type of clique singletons. A singleton is only connected to $K$ by unsafe edges and all of these edges have the same endpoint in $C$. Note that if there is at most one unsafe edge between $K$ and $C$ (and assuming that $K \neq \emptyset$ ), then there cannot be a solution as $C$ cannot be safely connected to $K$. We call them singletons because we can reduce such a clique to a single vertex in a preprocessing step. Since all connections to $K$ are through one vertex $v \in C$, we have to safely connect all vertices in $C$ to $v$. This can either be done via a spanning tree consisting only of safe edges (if such a tree exists) or via any Hamiltonian cycle otherwise ${ }^{1}$. Which case applies can be checked in linear time by checking whether there is exactly one strong component in $C$.

We are now in a position to describe the algorithm. First, we guess which edges between vertices in $K$ belong to a solution $T$ and the number $p$ of connecting components in a minimal backbone $H$ of $T$. Note that $p \leq 2 \ell$ since any connecting component in $H$ provides an (unsafe) connection between two vertices in $K$ and any cycle of unsafe connections implies also safe connections. Hence, in the worst case each cycle is of length two and we require $2 \ell-2$ connections to implement a "safe spanning tree" between the vertices in $K$. Next, we guess the structure of $H$, that is, for each connecting component $P$ in $H$, we guess the following (see also Figure 3).

1. Which vertices in $K$ are adjacent to vertices in $P$ in $T$ ?
2. How large is the set $Y$ of vertices in $P$ that are neighbors to vertices in $K$ in $T ?^{2}$
3. Which edges between $K$ and $Y$ are contained in $T ?^{3}$
4. Which pairs of vertices in $Y$ are safely connected within $Y$ ? (That is, a partition of the vertices in $Y$ )
5. Is $P$ a usual or a cyclic component?

[^4]

Figure 3 The left side depicts the modulator $K$ and one clique $C$ in $G-K$. Safe edges are depicted with solid lines and unsafe edges are depicted with dashed lines. To reduce visual clutter, we do not show the unsafe edges between two vertices in $C$. The right side depicts one possible guess for a connecting component. It contains three vertices $y_{1}, y_{2}$, and $y_{3}$, some edges between $K$ and a partition of the guessed vertices (in our case $y_{1}$ and $y_{2}$ are guessed to be safely connected within $C$ ). Note that in the graph on the left side there are many different possibilities to realize the guess on the right side. One possibility is $y_{1}=a, y_{2}=b$ and $y_{3}=d$. A second possibility is $y_{1}=b, y_{2}=c$ and $y_{3}=d$ and a third possibility $y_{1}=a, y_{2}=c$ and $y_{3}=b$.

Moreover, we guess which connecting components of the minimal backbone are contained in the same clique in $G^{\prime}$, that is, we guess a partition of the $p$ connecting components. Finally, we guess for each part of the partition the type of clique that contains the connecting components and how the rest of the clique (that is, all vertices in the clique that are not contained in any connecting component) is connected to the minimal backbone.

We distinguish between the following three types of connections. To this end, let $C$ be a clique in $G^{\prime}$ that hosts at least one connecting component of $H$ and let $C^{\prime}=C \backslash V_{H}$ be the set of vertices that are not contained in a connecting component. If there is a connecting component in $\mathcal{P}$ that contains at least one unsafe edge, then we can replace this edge with a Hamiltonian path through all vertices in $C^{\prime}$. If this is the case or if $C^{\prime}=\emptyset$, then we say that $C^{\prime}$ is empty. Otherwise, if we can safely connect all vertices in $C^{\prime}$ to the backbone using $\left|C^{\prime}\right|$ edges, then we say that $C^{\prime}$ is efficiently connected to the backbone. This is the case if each vertex in $C^{\prime}$ is contained in a strong component in $C$ that contains a) a vertex in some $P_{i} \in \mathcal{P}$ or b) a vertex with an incident safe edge to a vertex in $K$. If neither of the two cases above applies, then we require at least $\left|C^{\prime}\right|+1$ edges to connect the vertices in $C^{\prime}$ to the backbone. Note that in this case, we can always find a path through all vertices in $C^{\prime}$ and connect the two ends to any vertex in $C \backslash C^{\prime}$. We call this type of connection inefficient.

Observe that if two solutions lead to exactly the same set of guesses, then they have the same number of edges ${ }^{4}$ as the difference between the number of edges and vertices in their minimal backbones and the types of the remaining cliques (both of cliques containing parts of the minimal backbone and those which do not) is the same for both solutions. As argued above, the difference between the number of edges and vertices in these cliques in a solution is completely determined by their type.

It remains to show how to check whether a guess leads to a solution and to analyze the running time. Towards the former, we first show how to test whether a given clique $C$ of a guessed type can host a guessed set $\mathcal{P}=\left\{P_{1}, \ldots, P_{c}\right\}$ of connecting components such that the rest of the clique has the guessed connection type. We can handle most combinations of clique type and connection type with a general approach. One special case has to be treated differently: The connection type is efficient, each connecting component $P_{i} \in \mathcal{P}$ is

[^5]a usual component which safely connects all respective vertices in $Y$ and the clique $C$ is a weak clique. First, we describe why this case is different from the others. Then, we show how to handle this special case and how to handle all other cases. The difference is that if the connection type is " $C^{\prime}$ is empty" or inefficient, then we can pretty much ignore the connection type as we can always greedily find a solution independent of the connecting component. If one of the connecting components in $\mathcal{P}$ is a cyclic component or a usual component with at least one unsafe edge in it, then the connection type is " $C^{\prime}$ is empty". The same is true if the clique $C$ is a singleton. If $C$ is a strong clique, then we can also ignore $C^{\prime}$ as we can always greedily find an efficient connection independent of the connecting component. Only if the connection type is efficient, $\mathcal{P}$ only consists of usual components which safely connect all respective vertices in $Y$, and $C$ is a weak clique, then we somehow need to "hit all strong components in $C$ " which do not have a safe edge to a vertex in $K$ using the connecting components.

The next step in this proof is to describe our algorithm to check if a clique $C$ can host a set $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{c}\right\}$ of connecting components where each $P_{i}$ is a usual connecting component consisting only of safe edges. Due to space constraints, we only show this algorithm in this extended abstract; the running time analysis is deferred to the full version. Informally speaking, we first show that each $P_{i}$ is contained in a different strong component in $C$. We then use Maximum Bipartite Matching to first check in which strong components $V_{j}$ in $C$ each $P_{i}$ can be contained in. We then check whether we can assign each $P_{i}$ to some $V_{j}$ such that $P_{i}$ can be contained in $V_{j}$ and each strong component $V_{j}$ which does not have a safe edge to a vertex in $K$ contains some $P_{i}$.
$\triangleright$ Claim $4.3(\star)$. We can check in $\mathcal{O}\left(\ell^{2} \cdot n^{3}\right)$ time whether a clique $C$ can host a set $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{c}\right\}$ of connecting components where each $P_{i}$ is a usual connecting component consisting only of safe edges.

Next, we present the general algorithm for all remaining cases, that is, the connection type is not efficient, the clique $C$ is not a weak clique, or the set of connecting components contains an unsafe edge. Here, we can ignore the connection type and we only need to check whether the guessed set $\mathcal{P}$ of connecting components can be hosted in a clique $C$. Since $C$ is a clique, any pair of vertices in $C$ is connected by an edge. Hence, we can trivially connect any set of $t$ vertices with unsafe connections using $t-1$ edges. We only need to check two points:

1. Is there for each vertex in $Y$ (the neighbors of vertices in $K$ in $C$ ) a distinct vertex in $C$ with all the required edges to vertices in $K$ and
2. can all sets of vertices that are guessed to be pairwise connected via paths of safe edges inside $C$ be connected in this way?
Note that the latter point is unfortunately not as simple as checking whether all vertices belong to the same strong component in $C$ as the example in Figure 4 shows. We solve both points as follows. We built a graph with two vertices $y, y^{\prime}$ for each vertex $y \in Y$ and a vertex $v$ for each vertex $v \in C$. There are edges $\{y, v\}$ and $\left\{y^{\prime}, v\right\}$ if the following holds. For each edge $\{x, y\}$ with $x \in K$ that is guessed to be in the solution, the edge $\{x, v\}$ is contained in the input graph $G$ and the edge $\{x, v\}$ is safe if and only if the edge $\{x, y\}$ is guessed to be safe. Moreover, there is an edge between two vertices $u, v \in C$ if and only

[^6]

Figure 4 A clique with five vertices is shown. Safe edges are depicted with solid lines and unsafe edges are depicted with dashed lines. Suppose we want to connect $a$ to $b$ and $c$ to $d$ using only safe edges. All vertices belong to the same strong component in $C$ but the only solution is to include all four safe edges in the backbone. If each pair of vertices was connected via a safe edge, however, we could connect $v$ with one of the terminal pairs and directly connect the other terminal pair with a safe edge. In this case we only used 3 edges. Intuitively, we were able to use one edge less by ignoring the connection between the two pairs of terminals. Since we assume our guess to be correct, we do not need to connect these terminals inside $C$ as they will be connected via some paths outside of $C$. Thus, we want each set of vertices that are guessed to be pairwise connected via paths of safe edges inside $C$ to form their own connected component when considering the graph induced by $C$ in the solution.
if there is a safe edge between them in $G$. Let $\mathcal{R}=\left\{R_{1}, R_{2}, \ldots, R_{r}\right\}$ with $R_{i} \subseteq Y$ be a partition of the vertices in $Y$ according to which vertices are pairwise connected via paths of safe edges. Let $R_{i}^{\prime}=\left\{y, y^{\prime} \mid y \in R_{i}\right\}$ be the corresponding vertices in our constructed graph. As mentioned earlier, we need to consider the special case where one of the connecting components is a cyclic component with exactly two vertices in it as we need to ensure that there is at least one additional vertex that can be included in the cyclic component. In this case, we add two new vertices $z, z^{\prime}$ to the graph, connect each of them to all vertices $v$ with $v \in C$, and define the set $R_{0}^{\prime}=\left\{z, z^{\prime}\right\}$. We now solve Disjoint Connected Subgraphs where each set $R_{i}^{\prime}$ is one terminal set. Next, we show that if there is a set of disjoint connected subgraphs each connecting the vertices in one set $R_{i}^{\prime}$, then this corresponds to a solution to both points. Note that we may again assume that each vertex in $C$ can only fill the role of one vertex in $R_{i}$ and hence selecting any vertex adjacent to $y$ in the solution gives us a matching between the vertices in $C$ and the vertices in $Y$ (any vertex $y \in R_{i}$ needs to be connected to at least $y^{\prime}$ and hence such a neighbor exists). Moreover, since the solution is a set of disjoint connected subgraphs and we only included safe edges between vertices in $C$, we are also ensured that this solution corresponds to a set of connecting components as guessed. Conversely, if there is a set of disjoint subgraphs in $C$ that exactly correspond to our set of guesses, then this is also a solution to the instance of Disjoint Connected Subgraphs if we additionally connect each pair of vertices $y, y^{\prime}$ to the respective vertex in $C$. Thus, we have found a way to check whether $C$ can host a guessed set $\mathcal{P}$ of connecting components.

After checking which cliques could potentially host each set $\mathcal{P}$ of guessed connecting components, it remains to check whether all of these guesses can be fulfilled at the same time. To this end, we need to check whether all $q \leq p$ sets $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{q}$ can be hosted each by a distinct clique. We do this using the textbook $\mathcal{O}(n m)$-time algorithm for Maximum Bipartite Matching as follows. We build a bipartite graph with one vertex $v_{i}$ for each set $\mathcal{P}_{i}$ and a vertex $u_{j}$ for each connected component (clique) $C_{j}$ in $G^{\prime}$. There is an edge $\left\{v_{i}, u_{j}\right\}$ in the graph if and only if $C_{j}$ can host $\mathcal{P}_{i}$. It then only remains to check whether there is a matching of size $q$ as in this case each set $\mathcal{P}_{i}$ is matched to a distinct clique in $G^{\prime}$.

For space reasons, we defer the analysis of the running time to the full version.
$\triangleright$ Claim $4.4(\star)$. The algorithm runs in time $f(\ell) \cdot n^{3}$ for some computable function $f$.
We mention that each cluster graph is also a co-graph. Whether the parameter distance to co-graphs also allows for an FPT-time algorithm remains an open question.

## 5 Conclusion

In this work, we started an investigation into the parameterized complexity of UFGC. Our main results are FPT-time algorithms for a below-upper-bound parameter, the treewidth, and the vertex-deletion distance to cluster graphs, respectively. Moreover, we give a fairly comprehensive dichotomy between parameters that allow for FPT-time algorithms and those that lead to W[1]-hardness (or in most cases even para-NP-hardness).

Nonetheless, several open questions remain. First, what is the status of the parameters that we were not able to resolve; for example does parameterization by the distance to cographs or interval graphs allow for an FPT-time algorithm? Second, is there an XP-time algorithm for UFGC parameterized by the clique-width. Third, it would be interesting to study the existence of polynomial kernels for the parameters that yield FPT-time algorithms. Unfortunately, some of these can be excluded due to the close relation to Hamiltonian Cycle. In particular, Hamiltonian Cycle (and hence also UFGC) does not admit a polynomial kernel with respect to the distance to outerplanar graphs unless coNP $\nsubseteq \mathrm{NP} /$ poly [7]. Moreover, using the framework of AND-cross compositions, it is not hard to also exclude polynomial kernels for the parameters treedepth and bandwidth unless coNP $\nsubseteq$ NP/poly. However, this still leaves quite a few parameters ready to be investigated in the future.

Last but not least, UFGC should only be regarded as a first step towards generalizing Spanning Tree to more robust connectivity requirements. It is interesting to see whether (some of) our positive results can be lifted to the more general problem ( $p, q$ )-Flexible Graph Connectivity. Therein, the solution graph should still be $q$ connected even if up to $p$ unsafe edges fail. Also, one can study other problems in the setting where the edge set is partitioned into safe and unsafe edges from the lens of parameterized complexity; one possibility is $(p, q)$-Flexible $(s, t)$-Path [2].
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#### Abstract

We consider the question of polynomial kernelization of a generalization of the classical Vertex Cover problem parameterized by a parameter that is provably smaller than the solution size. In particular, we focus on the $c$-Component Order Connectivity problem ( $c$-COC) where given an undirected graph $G$ and a non-negative integer $t$, the objective is to test whether there exists a set $S$ of size at most $t$ such that every component of $G-S$ contains at most $c$ vertices. Such a set $S$ is called a $c$-coc set. It is known that $c$-COC admits a kernel with $\mathcal{O}(c t)$ vertices. Observe that for $c=1$, this corresponds to the Vertex Cover problem.

We study the $c$-Component Order Connectivity problem parameterized by the size of a $d$-coc set ( $c$-COC/d-COC), where $c, d \in \mathbb{N}$ with $c \leq d$. In particular, the input is an undirected graph $G$, a positive integer $t$ and a set $M$ of at most $k$ vertices of $G$, such that the size of each connected component in $G-M$ is at most $d$. The question is to find a set $S$ of vertices of size at most $t$, such that the size of each connected component in $G-S$ is at most $c$. In this paper, we give a kernel for $c$-COC/d-COC with $\mathcal{O}\left(k^{d-c+1}\right)$ vertices and $\mathcal{O}\left(k^{d-c+2}\right)$ edges. Our result exhibits that the difference in $d$ and $c$, and not their absolute values, determines the exact degree of the polynomial in the kernel size.

When $c=d=1$, the $c$-COC/ $d$-COC problem is exactly the VERTEX Cover problem parameterized by the solution size, which has a kernel with $\mathcal{O}(k)$ vertices and $\mathcal{O}\left(k^{2}\right)$ edges, and this is asymptotically tight [Dell \& Melkebeek, JACM 2014]. We also show that the dependence of $d-c$ in the exponent of the kernel size cannot be avoided under reasonable complexity assumptions.
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## 1 Introduction

The design of parameterized algorithms and kernelization has traditionally relied on the size of the solution as a crucial parameter. Nonetheless, when a problem is established as fixed-parameter tractable based on the solution size, it becomes natural to explore the problem using a parameter that is provably smaller than the solution size.


Over the past decade, several interesting papers have explored these inquiries, particularly in the realm of kernelization $[2,7,9-12,15]$. Notable contributions in this area include polynomial kernels for the Vertex Cover problem parameterized by the feedback vertex set [10] and the odd cycle transversal [12]. Hols, Kratsch, and Pieterse [9] provide a comprehensive perspective on most of the aforementioned structural kernelization of Vertex Cover. Additionally, kernelization of VERTEX Cover with respect to above-guarantee parameters has also been studied [11]. More recently, in another direction of work, Bougeret, Jansen \& Sau, gave a characterization for which structural parameters, that serve as modulators of minor-closed graph classes, Vertex Cover admits polynomial kernels [1].

In this paper, we consider a generalized version of the Vertex Cover problem known as the $c$-Component Order Connectivity ( $c$-COC) problem. In the $c$-COC problem, we are given a graph $G$ and an integer $t$, and the objective is to identify a set of at most $t$ vertices, say $S$, such that the size of each connected component of $G-S$ is at most $c$. Such a set $S$ is referred to as a $c$-coc set. It is worth noting that when $c$ equals 1 , the $c$-COC problem is equivalent to the Vertex Cover problem. The current best-known kernel for the Vertex Cover problem parametrized by solution size $(t)$ consists of $2 t-c \log t$ vertices [14] for all $c>0$. Although previously there was a kernel for Vertex Cover with $\mathcal{O}(t)$ vertices and $\mathcal{O}\left(t^{2}\right)$ edges [4] which is asymptotically best. For $c$-COC we can obtain a simple kernel with $\mathcal{O}((t+c) t)$ vertices by deleting vertices of degree at least $t+c$, iteratively. Kumar and Lokshtanov [13] designed a kernel with $2 c t$ vertices running in time $n^{\mathcal{O}(c)}$. Finally, Xiao [18] obtained a kernel with $9 c t$ vertices running in time $n^{\mathcal{O}(1)}$. Here, the polynomial in the running time does not depend on $c$.

Observe that when $d \geq c$, the size of a $d$-coc set is at most the size of a $c$-coc set. This observation leads us to a natural hierarchy of parameterized problems known as $c$-COC parameterized by a $d$-coc set, where $c$ and $d$ are positive integers satisfying $c \leq d$. We refer to these parameterized problems as $c$-COC/ $d$-COC.

```
c-COC/d-COC
Parameter: k
Input: An undirected graph G, an integer t, a set M\subseteqV(G) such that |M| \leqk and for
each connected component C of G-M, |C| \leqd
Question: Does there exist a set S\subseteqV(G) such that |S| \leqt and for each connected
component }\mp@subsup{C}{}{\prime}\mathrm{ of }G-S,|\mp@subsup{C}{}{\prime}|\leqc\mathrm{ ?
```

It is natural to ask how do we get the modulator. Either, we can assume that it is given as part of the input or we can obtain a set $M$ of size at most $(d+1)$ opt, where opt is the size of a smallest $d$-coc set. Indeed, start with an empty $M$, and while $M$ is not a $d$-coc set, greedily select a arbitrary connected subgraph with $d+1$ vertices and include each of these $d+1$ vertices into $M$ and remove them from the graph. Thus, from now onwards we assume that $M$ is given as part of the input.

Our main result shows that $c$-COC/d-COC admits a polynomial kernel with $\mathcal{O}\left(k^{d-c+1}\right)$ vertices and $\mathcal{O}\left(k^{d-c+2}\right)$ edges, where $k$ is the size of $M$, a $d$-coc set. Notably, our result establishes that the degree of the polynomial in the kernel size is solely determined by the difference between $d$ and $c$, rather than the specific values of $d$ and $c$. To illustrate, both $5-\mathrm{COC} / 7-\mathrm{COC}$ and 23 -COC $/ 25-\mathrm{COC}$ exhibit kernels of size $\mathcal{O}\left(k^{3}\right)$. The formal statement of our main result is presented in Theorem 1.

- Theorem 1. $c$-COC/d-COC admits a kernel with $\mathcal{O}\left(k^{d-c+1}\right)$ vertices and $\mathcal{O}\left(k^{d-c+2}\right)$ edges.


Figure 1 A summary of the main steps of our kernelization.

Note that when $c=d=1$, the $c$-COC/ $d$-COC problem corresponds to the Vertex Cover problem parameterized by the size of the solution. In this scenario, our result is asymptotically consistent with the best-known bounds for Vertex Cover.

In the light of Theorem 1, the subsequent question arises as to whether the exponent of $k$ in the kernel size can be made a constant value and be independent of $d-c$. Specifically, does $c$-COC/ $d$-COC admit a uniform kernel of size $f(d, c) k^{\mathcal{O}(1)}$, where $f$ is a function that only depends on $d$ and $c$ ? However, we demonstrate that this is not possible. In particular, we establish that Vertex Cover/ $d$-COC does not admit a kernel of size $\mathcal{O}\left(k^{d-\epsilon}\right)$ for any $\epsilon>0$ and positive integer $d$. This result is precisely formalized in Theorem 2. Vertex Cover therefore does not admit a kernel that is uniformly polynomial in the value of $d$. The phenomenon that the degree of the kernel size for Vertex Cover has to increase when using smaller and smaller structural parameterization is well-known [8].

Theorem 2. For every $\epsilon>0$ and every positive integer d, Vertex Cover/d-COC has no compression of vertex size $\mathcal{O}\left(k^{d-\epsilon}\right)$ unless co-NP $\subseteq$ NP/poly.

## Our methods

In order to construct a kernel for $c$ - $\mathrm{COC} / d$ - COC , our algorithm employs the Expansion Lemma, a combinatorial tool that played a crucial role in developing a quadratic kernel for the Feedback Vertex Set problem. Given an input instance ( $G, M, k, t$ ) of $c$-COC/d-COC, we generate sets of "certifying families" for every subset $T \subseteq M$ that correspond to certain components in $G-M$. In particular, the idea is to understand the following. Suppose we do not include any vertex from $T$ in our solution. Then for which components $C$ of $G-M$ do we need to select a strictly larger number of vertices than what is required to locally solve the problem in $C$. These components (in fact, a subset of these) are part of a certifying family corresponding to $T$. By utilizing these certifying families, we construct a bipartite graph and apply the Expansion Lemma to identify an irrelevant component in $G-M$. Through repeated applications of the Expansion Lemma, we can upper bound the number of components in $G-M$ by $\mathcal{O}\left(k^{d-c+1}\right)$. Since the size of $M$ is at most $k$, and each component in $G-M$ contains at most $d$ vertices, we can bound the number of vertices in the kernel to $\mathcal{O}\left(d \cdot k^{d-c+1}+k\right)$ and the number of edges to $\mathcal{O}\left(d^{2} \cdot k^{d-c+2}+k^{2}\right)$. A summary of the key steps in our kernelization algorithm is provided in Figure 1. Moreover, our lower bound results are established through a parameter-preserving reduction from the $d$-SAT problem.

## 2 Preliminaries

In this paper, we consider finite, undirected graphs. For a graph $G$, we use $V(G)$ and $E(G)$ to refer to its vertex and edge sets, respectively. By $|G|$ we denote the number of vertices in $G$. We use comp $(G)$ to denote the size of the largest component in $G$, defined as $\operatorname{comp}(G)=\max \{|V(C)|: C$ is a component of $G\}$. Thus, an $n$-vertex graph $G$ is connected if and only if $\operatorname{comp}(G)=n$. Given two vertex-disjoint sets $X$ and $Y$ from $V(G)$, the set $N_{X}(Y)=N(Y) \cap X$ represents the subset of vertices in $X$ that has at least one neighbour in $Y$. For any positive integer $\ell$ and a subgraph $H \subseteq G$, the $\ell$-component order connectivity of $H$, denoted as $\operatorname{coc}_{\ell}(H)$, is defined as the size of the minimum set $X \subseteq V(H)$ such that $\operatorname{comp}(H-X) \leq \ell$. In other words, we have $\operatorname{coc}_{\ell}(H)=\min \{|X|: \operatorname{comp}(H-X) \leq \ell, X \subseteq$ $V(H)\}$. We use $[q]$ to denote the set $\{1, \ldots, q\}$. For details on parameterized complexity, kernelization, and compression we refer to the textbooks [3] and [6].

## 3 Kernelization

We represent an instance of $c$-COC/d-COC as $(G, M, k, t)$, where $G$ is a graph, $M \subseteq V(G)$ is a subset of vertices with size at most $k$, and $\operatorname{comp}(G-M) \leq d$. Recall that the problem seeks to determine whether there exists a set $S \subseteq V(G)$ of size at most $t$ such that $\operatorname{comp}(G-S) \leq c$. We use $\mathcal{C}$ to denote the set of all components in $G-M$. For any component $C$ in $\mathcal{C}$, since $|C| \leq d$, we have $\operatorname{coc}_{c}(C) \leq d-c$, where $\operatorname{coc}_{c}(C)$ denotes the size of the smallest vertex set $X \subseteq V(C)$ such that $\operatorname{comp}(C-X) \leq c$. Let $\mathcal{C}_{\ell}=\left\{C \mid C \in \mathcal{C}\right.$ and $\left.\operatorname{coc}_{c}(C)=\ell\right\}$ denote the set of components $C$ in $G-M$ for which the size of a smallest $c$-coc is $\ell$. It is possible for the set $\mathcal{C}_{\ell}$ to be empty. Note that for each $C \in \mathcal{C}, \operatorname{coc}_{c}(C) \leq d-c$. Consequently, for each $\ell>d-c$, we have $\mathcal{C}_{\ell}=\emptyset$. In the subsequent section, we show that the number of components in $\mathcal{C}_{\ell}$, for any $\ell \in\{0,1, \ldots, d-c\}$, can be upper bounded by $\mathcal{O}\left(k^{d-c+1}\right)$ (after the application of certain reduction rules). Once this is accomplished the bounds on the number of vertices and edges in the kernel follow immediately, as each component has at most $d$ vertices. Hence, in the remaining we focus on bounding the size of each set $\mathcal{C}_{\ell}$.

Note that the family $\mathcal{C}_{\ell}$ can be constructed in polynomial time. Indeed, for each component $C$ of $G-M$, the value of $\operatorname{coc}_{c}(C)$ can be computed in $2^{|C|} \cdot|C|^{\mathcal{O}(1)}$ time by considering all possible subsets of $C$ as $c$-coc sets. Given that $|C| \leq d$ for each connected component $C$, the computation of $\operatorname{coc}_{c}(C)$ can be done in time that only depends on $d$ (which is a constant). Recall that $(G, M, k, t)$ represents an instance of $c$-COC/d-COC. Consider a vertex set $T \subseteq M$ and a component $C \in \mathcal{C}_{\ell}$. We use $\operatorname{local}(T, C)$ to denote the size of the smallest set $X \subseteq V(C)$ such that $\operatorname{comp}(C-X) \leq c$ and $N_{C}(T) \subseteq X$, where $N_{C}(T)=N(T) \cap V(C)$. Informally, local $(T, C)$ represents the size of the smallest solution corresponding to $\operatorname{coc}_{c}(C)$ in $G[C]$ that must include all the neighbors of $T$ in $C$. Notably, for any pair $T$ and $C$, the value of $\operatorname{local}(T, C)$ can be computed in $2^{|C|} \cdot|C|^{\mathcal{O}(1)}$ time by examining all subsets of $C$ that are supersets of the neighborhood of $T$ in $C$, considering them as solution sets of $G[C]$, and determining the minimum possible set among them. Since $\operatorname{coc}_{c}(C)=\ell$ for each component $C \in \mathcal{C}_{\ell}$, we make the following observation.

- Observation 3. For each pair $(T, C)$ where $T \subseteq M$ and $C \in \mathcal{C}_{\ell}$, we have local $(T, C) \geq \ell$.

Certifying family for a fixed $\ell$. Let $\mathcal{T}=\{T \mid T \subseteq M$ and $|T| \leq \ell+1\}$ denote the set of all subsets of $M$ of size at most $(\ell+1)$. We refer to each $T \in \mathcal{T}$ as an unordered tuple of size $|T|$. For every $T \in \mathcal{T}$, we define a set of components $\mathcal{F}_{T}$ associated with $T$ as
$\mathcal{F}_{T}=\left\{C: C \in \mathcal{C}_{\ell}, \operatorname{local}(T, C)>\ell\right\}$. We refer to such a family $\mathcal{F}_{T}$ as a certifying family for $T$. Essentially, if $C \in \mathcal{F}_{T}$, then there exists no solution of $G[C]$ corresponding to $\operatorname{coc}_{c}(C)$ of size $\ell$ that includes all the neighbors of $T$ in $C$.

Given two disjoint vertex sets $V_{1}$ and $V_{2}$, the boundary of $V_{1}$ with respect to $V_{2}$, denoted by $\operatorname{bdry}_{V_{2}}\left(V_{1}\right)$, is defined as the set $N\left(V_{2}\right) \cap V_{1}$. We present two key lemmas that are crucial for our analysis.

- Lemma 4. Let $C \in \mathcal{C}_{\ell}$ such that $\left|b d r y_{M}(C)\right| \geq \ell+1$. Then there exists $T \in \mathcal{T}$ satisfying $C \in \mathcal{F}_{T}$.

Proof. Since $C \in C_{\ell}$, an optimal $c$-coc set in $G[C]$ has size $\ell$ but each $c$-coc set containing $N_{G}(T) \cap C$ has size more than $\ell$ because $\left|N_{C}(T)\right|>\ell$. Now consider an arbitrary set $C^{*} \subseteq \operatorname{bdry}_{M}(C)$ of size $(\ell+1)$. Let $U \subseteq N_{M}(C)$ be a set containing a neighbor of each vertex in $C^{*}$ (arbitrarily select a neighbor of each vertex in $C^{*}$ ). Clearly, the size of $|U| \leq \ell+1$ and $C^{*} \subseteq N_{C}(U)$. According to the definition of a certifying family, the component $C$ is associated with $U$.

This concludes the proof.

- Lemma 5. Let $C \in \mathcal{C}_{\ell}$ be a component with the property that $\left|b d r y_{M}(C)\right| \leq \ell$. Then either there exists a tuple $T \in \mathcal{T}$ such that $C \in \mathcal{F}_{T}$, or there exists a vertex set $U \subseteq V(C)$ with $|U|=\ell$, satisfying $b d r y_{M}(C) \subseteq U$ and $\operatorname{comp}(C-U) \leq c$.
Proof. Consider the vertex set $N_{M}(C) \subseteq M$. Let $X \subseteq N_{M}(C)$ be a set containing a neighbor of each vertex in $\operatorname{bdry}_{M}(C)$ (arbitrarily select a neighbor of each vertex in bdry $M_{M}(C)$ ). Clearly, the size of $|X| \leq \mid \operatorname{bdry}_{M}\left(C \mid \leq \ell\right.$. Furthermore, we have $N_{C}(X)=\operatorname{bdry}_{M}(C)$.

If $C$ belongs to the certifying family $\mathcal{F}_{X}$, then our assertion is proven. So we assume that $C \notin \mathcal{F}_{X}$. According to the definition of $\mathcal{F}_{X}$, this implies $\operatorname{local}(X, C)=\ell$. Therefore, there exists a solution $U$ associated with $\operatorname{local}(X, C)$ such that $U \subseteq V(C),|U|=\ell$, $\operatorname{bdry}_{M}(C) \subseteq U$, and $\operatorname{comp}(C-U) \leq c$.

Lemmas 4 and 5, essentially, say that a component $C$ of $G-M$ is not in any certifying family if there exists a minimum size local solution for the component $C$ that contains all the boundary vertices $\left(\operatorname{bdry}_{M}(C)\right)$. This observation leads to the following reduction rule.

- Reduction Rule 1. Consider a component $C \in \mathcal{C}_{\ell}$ for which there is no tuple $T \in \mathcal{T}$ that satisfies that $C \in \mathcal{F}_{T}$. Then we remove $C$ from the graph $G$ and reduce the value of $t$ by $\ell$. The resulting instance is $(G-C, M, k, t-\ell)$.

To apply Reduction Rule 1 finding such a component takes $k^{\ell+1} \cdot 2^{d} \cdot n^{\mathcal{O}(1)}$ time. The correctness of the Reduction Rule 1 follows from the following Lemma 6.

## - Lemma 6. Reduction Rule 1 is safe.

Proof. The forward direction is straightforward. Let $S$ be a solution to the instance $(G, M, k, t)$. Since $G-C$ is a subgraph of $G$ and $\operatorname{coc}_{c}(C)=\ell$, there are at least $\ell$ vertices of $C$ in $S$. Therefore, $S \backslash C$ is a solution for $(G-C, M, k, t-\ell)$.

In the backward direction, let $S_{1}$ be a solution to $(G-C, M, k, t-\ell)$. We aim to show that there exists a vertex set $Z \subseteq V(C)$ such that $|Z|=\ell$ and $S \cup Z$ is a solution to ( $G, M, k, t$ ). We consider two cases based on the size of $\mathrm{bdry}_{M \backslash S_{1}}(C)$.
Case 1. $\operatorname{bdry}_{M \backslash S_{1}}(C) \geq \ell+1$. Based on Lemma 4, there exists $T \in \mathcal{T}$ such that $T \subseteq M$, $|T| \leq(\ell+1)$, and $C \in \mathcal{F}_{T}$. This contradicts our assumption that there is no $T \in \mathcal{T}$ satisfying $C \in \mathcal{F}_{T}$.

Case 2. $\operatorname{bdry}_{M \backslash S_{1}}(C) \leq \ell$. Based on Lemma 5, we have two possibilities: either there exists $T \in \mathcal{T}$ such that $|T| \subseteq M \backslash S_{1},|T| \leq(\ell+1)$, and $C \in \mathcal{F}_{T}$, or there is a vertex set $U \subseteq V(C)$ satisfying $|U|=\ell$, bdry ${ }_{M \backslash S_{1}}(C) \subseteq U$, and $\operatorname{comp}(C-U) \leq c$. However, based on our assumption, the former condition cannot occur. Therefore, there must exist a vertex set $U \subseteq V(C)$ satisfying $|U|=\ell, \operatorname{bdry}_{M \backslash S_{1}}(C) \subseteq U$, and $\operatorname{comp}(C-U) \leq c$. In this case, we set $Z=U$.

This completes the proof.

Expansion Lemma. From now onwards, we assume that we have an instance ( $G, M, k, t$ ) of $c$-COC/ $d$-COC, on which we have applied Reduction Rule 1 exhaustively. Now, we bound the number of components in $\mathcal{C}_{\ell}$ using the expansion lemma in strengthened form of [16]. Let us first recall the definition of expansion and the expansion lemma.

- Definition 7 ( $q$-expansion [3]). Let $H$ be a bipartite graph with vertex bipartition ( $X, Y$ ) and $q$ be a positive integer. A set of edges $E^{*} \subseteq E(H)$ is called a $q$-expansion of $X$ into $Y$ if (i) each vertex of $X$ is incident with exactly $q$ edges of $E^{*}$, and (ii) $E^{*}$ saturates exactly $q|X|$ vertices in $Y$.
- Lemma 8 (Expansion Lemma [ [3], Lemma 2.18]). Let $q \in \mathbb{N}$ and $G$ be a bipartite graph with vertex bipartition $(P, Q)$ such that $|Q|>q \cdot|P|$ and there are no isolated vertices in $Q$. Then there exist nonempty vertex sets $X \subseteq P$ and $Y \subseteq Q$ such that (i) $X$ has a $q$-expansion $E^{*}$ into $Y$, (ii) no vertex in $Y$ has a neighbor outside $X$. Furthermore, two such sets $X$ and $Y$ and such vertex $w$ can be found in the time that is polynomial in the size of $G$.

Next we mention $q$-Expansion Lemma given by Fomin et al. [5] which is a generalization of a result due to Thomass 'e [ [17], Theorem 2.3].

- Lemma 9 (The $q$-Expansion Lemma [ [5], Lemma 5.1]). Let $q \in \mathbb{N}$ and $G$ be a bipartite graph with vertex bipartition $(P, Q)$ such that $|Q|>q \cdot t$, where $t$ is the size of a maximum matching in $G$, and there are no isolated vertices in $Q$. Then there exist nonempty vertex sets $X \subseteq P$ and $Y \subseteq Q$ such that (i) $X$ has a $q$-expansion $E^{*}$ into $Y$, (ii) no vertex in $Y$ has a neighbor outside $X$. Furthermore, two such sets $X$ and $Y$ and such vertex $w$ can be found in the time that is polynomial in the size of $G$.

For our purpose we use the expansion lemma in strengthened form given by Philip et al. [16] which is following.

- Lemma 10 (Strong $q$-Expansion Lemma [ [16], Lemma 5]). Let $q \in \mathbb{N}$ and $G$ be a bipartite graph with vertex bipartition $(P, Q)$ such that $|Q|>q \cdot t$, where $t$ is the size of a maximum matching in $G$, and there are no isolated vertices in $Q$. Then there exist nonempty vertex sets $X \subseteq P$ and $Y \subseteq Q$ such that (i) $X$ has a $q$-expansion $E^{*}$ into $Y$, (ii) no vertex in $Y$ has a neighbor outside $X$, and (iii) there is a vertex $w \in Y$ such that $w$ is not incident to any edge in $E^{*}$ (or, $E^{*}$ does not saturate $w$ ). Furthermore, two such sets $X$ and $Y$ and such vertex $w$ can be found in the time that is polynomial in the size of $G$.

Note that the statement of Lemma 10 remains valid even for $|Q|>q \cdot|P|$, as $|P| \geq t$. Now, in order to apply the expansion lemma, we first construct an auxiliary bipartite graph where this lemma is applied.


Figure 2 An example of 4 -expansion from $\widehat{A}$ into $\widehat{B}$. $t_{1}, t_{2}, t_{3}$ represents vertices of corresponding tuples in $\mathcal{T}_{\widehat{A}}$. The red-colored vertices denote the solution vertices from the modulator.

Construction of an auxiliary bipartite graph $\boldsymbol{H}=(\boldsymbol{A}, \boldsymbol{B})$. Let us recall the set $\mathcal{T}$, which consists of all subsets of $M$ with size at most $\ell+1$, and the corresponding certifying families $\left\{\mathcal{F}_{T}: T \in \mathcal{T}\right\}$. We will now construct a bipartite graph $H$ with vertex partitions $A$ and $B$ using the following procedure:

- For each tuple $T_{i} \in \mathcal{T}$, we introduce a vertex $t_{i}$ in the part $A$.
- For each component $C_{j} \in \mathcal{C}_{\ell}$, we include a vertex $c_{j}$ in the part $B$.
- For each pair of vertices $t_{i} \in A$ and $c_{j} \in B$, we add an edge $t_{i} c_{j}$ in $H$ if and only if $C_{j}$ belongs to the certifying family $\mathcal{F}_{T_{i}}$.

We are now ready to give the reduction rule. From this point onwards, we fix the following value for $q$.

$$
q=(\ell+2)+c(\ell+1)
$$

Consider the bipartite graph $H=(A, B)$ that was constructed above. It is important to note that if the instance ( $G, M, k, t$ ) is reduced using Reduction Rule 1, then there are no isolated vertices in the vertex set $B$.

Reduction Rule 2. If $|B|>q \cdot|A|$, then call the algorithm provided by the Expansion Lemma to compute sets $\widehat{A} \subseteq A$ and $\widehat{B} \subseteq B$ such that

- no vertex in $\widehat{B}$ has a neighbor outside $\widehat{A}$, i.e., $N(\widehat{B}) \subseteq \widehat{A}$,
- there is a q-expansion $\widehat{E}$ from $\widehat{A}$ into $\widehat{B}$, and
- there is a vertex $b \in \widehat{B}$ such that $b$ is not incident with $\widehat{E}$.

Consider the component $C \in \mathcal{C}_{\ell}$ corresponding to the vertex $b$ in $B$. Then we remove $C$ from the graph $G$ and reduce the value of $t$ by $\ell$. The resulting instance is $(G-C, M, k, t-\ell)$.

Before analyzing the safeness of Reduction Rule 2, we look at the following lemma.

- Lemma 11. Suppose $\widehat{E}$ represents a q-expansion from $\widehat{A}$ into $\widehat{B}$, and let $b$ be a vertex in $\widehat{B}$ that satisfies the condition of Reduction Rule 2. Further, let $S_{1}$ be a solution to the problem $(G-C, M, k, t-\ell)$. Then, there exists another solution $S_{2}$ of $(G-C, M, k, t-\ell)$ that satisfies the following properties: (i) $\left|S_{2}\right| \leq\left|S_{1}\right|$; (ii) for each vertex $t_{i}$ in $\widehat{A}, S_{2}$ intersects with the corresponding vertex set $T_{i} \subseteq M$, that is $S_{2} \cap T_{i} \neq \emptyset$.

Proof. Let $\mathcal{T}_{\widehat{A}}$ be the set of tuples corresponding to the vertices in $\widehat{A}$. Let $\mathcal{T}_{1}$ be a subset of $\mathcal{T}_{\widehat{A}}$, containing those tuples $T$ for which $T$ intersects with $S_{1}$ (i.e., $T \cap S_{1} \neq \emptyset$ ). On the other hand, let $\mathcal{T}_{2}$ be defined as the set of tuples in $\mathcal{T}_{\widehat{A}}$ that are not in $\mathcal{T}_{1}$, i.e., $\mathcal{T}_{2}=\mathcal{T}_{\widehat{A}} \backslash \mathcal{T}_{1}$. In other words, $\mathcal{T}_{2}$ comprises all the tuples $T$ from $\mathcal{T}_{\widehat{A}}$ that satisfy $T \cap S_{1}=\emptyset$.

For each vertex $t_{i}$ in $\widehat{A}$ that corresponds to a tuple in the set $\mathcal{T}_{2}$, we define two sets: $\mathcal{C}_{1, t_{i}}$ and $\mathcal{C}_{2, t_{i}}$. The set $\mathcal{C}_{1, t_{i}}$ consists of each component $C_{j}$ in $\mathcal{C}_{\ell}$ such that $t_{i} c_{j}$ is an edge in $\widehat{E}$ and $\left|V\left(C_{j}\right) \cap S_{1}\right|=\ell$. The set $\mathcal{C}_{2, t_{i}}$ consists of each component $C_{j}$ in $\mathcal{C}_{\ell}$ such that $t_{i} c_{j}$ is an edge in $\widehat{E}$ and $\left|V\left(C_{j}\right) \cap S_{1}\right| \geq \ell+1$. For an illustration see Figure 2.

First we show that $\left|\mathcal{C}_{1, t_{i}}\right|<c(\ell+1)$. On the contrary, assume that $\left|\mathcal{C}_{1, t_{i}}\right| \geq c(\ell+1)$. For any component $C_{j}$ belonging to $\mathcal{C}_{1, t_{i}}$, we observe that $c_{j} t_{i} \in \widehat{E}$ implies $C_{j} \in \mathcal{F}_{T_{i}}$. Consequently, it follows that local $\left(T_{i}, C_{j}\right)>\ell$. However, since $C_{j} \in \mathcal{C}_{1, t_{i}}$, we have $\left|C_{j} \cap S_{1}\right|=\ell$. Hence, we conclude that $N_{C_{j}}\left(T_{i}\right) \backslash S_{1} \neq \emptyset$. Thus there always exists a vertex $x \in T_{i}$ and $y \in\left(N_{C_{j}}\left(T_{i}\right) \backslash S_{1}\right)$ such that $x y \in E(G)$. As $\left|\mathcal{C}_{1, t_{i}}\right| \geq c(\ell+1)$, we can select a vertex each from each of the components in $\mathcal{C}_{1, t_{i}}$ and obtain a set $Y$ containing $c(\ell+1)$ vertices from $G-M$, where $Y \cap S_{1}=\emptyset$ and each vertex $y \in Y$ has a neighbor in $T_{1}$. Since, $\left|T_{i}\right| \leq \ell+1$ (since $T_{i} \in \mathcal{T}$ ), and $T_{i} \cap S_{1}=\emptyset$, we can deduce, by applying the pigeon-hole principle, the existence of a vertex $x$ in $T_{i}$ such that $\operatorname{deg}_{G-C-S_{1}}(x) \geq c$. Consequently, we have a component of size at least $c+1$ in $G-S_{1}$. This contradicts the fact that $S_{1}$ is a solution for the $c$-COC/ $d$-COC problem on the instance $(G-C, M, k, t-\ell)$. Therefore, we can conclude that $\left|\mathcal{C}_{1, t_{i}}\right| \leq c(\ell+1)$.

Given that $q=(\ell+2)+c(\ell+1)$, and $\left|\mathcal{C}_{1, t_{i}}\right| \leq c(\ell+1)$, we can deduce that $\left|\mathcal{C}_{2, t_{i}}\right| \geq \ell+2$. We denote the set of all vertices contained in some tuple in $\mathcal{T}_{2}$ as $V\left(\mathcal{T}_{2}\right)$, defined formally as $V\left(\mathcal{T}_{2}\right):=\left\{v \mid \exists T \in \mathcal{T}_{2}: v \in M \cap T\right\}$. Now, we propose a new solution denoted as $S_{2}$. Let $U=\bigcup_{i} V\left(\mathcal{C}_{2, t_{i}}\right)$ and $\mathcal{C}^{\prime}=\bigcup_{i} \mathcal{C}_{2, t_{i}}$.

$$
S_{2}=\left(S_{1} \backslash U\right) \bigcup V\left(\mathcal{T}_{2}\right) \bigcup_{C_{j} \in \mathcal{C}^{\prime}} Z_{j}
$$

Here, $Z_{j} \subseteq V\left(C_{j}\right)$ represents a set (the exact choice of $Z_{j}$ is deferred to later in the proof) that corresponds to $\operatorname{coc}_{c}\left(C_{j}\right)$. Here we want to mention that we do not want to choose an arbitrary $\ell$-size coc in $G\left[C_{j}\right]$ : rather we want to choose one that contains the neighborhood of $\left(M \backslash\left(S_{1} \cup V\left(\mathcal{T}_{2}\right)\right)\right.$ in $C_{j}$. We define a set $X$ to correspond to $\operatorname{coc}_{c}(H)$ if $|X|=\operatorname{coc}_{c}(H)$ and $\operatorname{comp}(H-X) \leq c$. Recall that $\operatorname{coc}_{c}\left(C_{j}\right)=\ell$.

Towards the proof, we need to establish two conditions: firstly, $\left|S_{2}\right| \leq\left|S_{1}\right|$, and secondly, that $S_{2}$ is a solution of $(G-C, M, k, t-\ell)$.
(i) $\left|S_{2}\right| \leq\left|S_{1}\right|$. In this comparison, we are examining the sizes of $S_{1}$ and $S_{2}$. Observe that we are only editing (deleting or adding) vertices that appear in the tuples in $\mathcal{T}_{2}$ and the components $\mathcal{C}_{2, t_{i}}$ where $t_{i}$ corresponds to a specific tuple $T_{i}$ in $\mathcal{T}_{2}$. Let us define the size of the solution outside $\mathcal{T}_{2}$ and $\mathcal{C}_{2, t_{i}}$ as $f$. We also define $r$ as the sum of the sizes of $\mathcal{C}_{2, t_{i}}$ for all relevant tuples $T_{i} \in \mathcal{T}_{2}$, i.e., $r=\sum_{i}\left|\mathcal{C}_{2, t_{i}}\right|$. Since $\left|\mathcal{C}_{2, t_{i}}\right| \geq \ell+2$, we can conclude that $r \geq(\ell+2) \cdot\left|\mathcal{T}_{2}\right|$. Based on these definitions, we can establish that $\left|S_{1}\right| \geq f+r(\ell+1)$ and $\left|S_{2}\right|=f+\left|V\left(\mathcal{T}_{2}\right)\right|+r \ell$. Now according to the definition of a certifying family, we have $\left|V\left(\mathcal{T}_{2}\right)\right| \leq(\ell+1) \cdot\left|\mathcal{T}_{2}\right|$.
Now,

$$
\begin{aligned}
\left|S_{2}\right| & =f+r \ell+\left|V\left(\mathcal{T}_{2}\right)\right| \\
& \leq f+r \ell+(\ell+1) \cdot\left|\mathcal{T}_{2}\right| \\
& \leq f+r \ell+(\ell+2) \cdot\left|\mathcal{T}_{2}\right| \\
& \leq f+r \ell+r \\
& \leq f+r(\ell+1) \\
& \leq\left|S_{1}\right|
\end{aligned}
$$

(ii) $S_{2}$ is a solution of $(G-C, M, k, t-\ell)$. Next, we show that $S_{2}$ serves as a solution for $(G-C, M, k, t-\ell)$. We analyze a component $C_{j} \in \mathcal{C}_{2, t_{i}}$. There are two possible scenarios depending on the size of $\operatorname{bdry}_{M \backslash S_{2}}\left(C_{j}\right)$.
$=\operatorname{bdry}_{M \backslash S_{2}}\left(C_{j}\right) \leq \ell$.
Based on Lemma 5, we can have two possibilities. Either there exists a tuple $T_{i} \subseteq$ $M \backslash S_{2}$ such that $\left|T_{i}\right| \leq(\ell+1)$ and $C_{j}$ belongs to the certifying family $\mathcal{F}_{T}$, or there exists a vertex set $U \subseteq V\left(C_{j}\right)$ that satisfies the following conditions: $|U|=\ell$, $\operatorname{bdry}_{M \backslash S_{2}}\left(C_{j}\right) \subseteq U$, and $\operatorname{comp}\left(C_{j}-U\right) \leq c$.
$=$ If there is a $T_{i}$ belonging to $\mathcal{T}$ such that $C_{j}$ is in $\mathcal{F}_{T_{i}}$, it and $C_{j} \in \mathcal{C}_{2, t_{i}}$ implies that $t_{i}$ must be a part of $\widehat{A}$. However, this leads to a contradiction because it means $T_{i}$ has a non-empty intersection with $S_{2}$, which contradicts the fact that $T_{i}$ is a subset of $M \backslash S_{2}$.
= If there exists a subset $U$ of the vertex set $V\left(C_{j}\right)$ such that $|U|=\ell, \operatorname{bdry}_{M \backslash S_{2}}\left(C_{j}\right) \subseteq$ $U$ and $\operatorname{comp}\left(C_{j}-U\right) \leq c$, then we can define the set $Z_{j}$ as $U$, which represents the set corresponding to $\operatorname{coc}_{c}\left(C_{j}\right)$.
$=\operatorname{bdry}_{M \backslash S_{2}}\left(C_{j}\right) \geq \ell+1$.
Lemma 4 guarantees the existence of $T_{i} \in \mathcal{T}$ that fulfills the following conditions: $T_{i} \subseteq M \backslash S_{2},\left|T_{i}\right| \leq(\ell+1)$, and $C_{j} \in \mathcal{F}_{T}$. As a result, $t_{i}$ must belong to $\widehat{A}$ according to Lemma 10. However, this implies that $T_{i} \cap S_{2}$ cannot be empty, which contradicts the fact that $T_{i}$ is a subset of $M \backslash S_{2}$.
when $C_{j} \in \mathcal{C}_{1, t_{i}}$, the vertices $S_{1} \cap C_{j} \subseteq S_{2}$ and no neighbor of $C_{j} \backslash S_{1}$ have been added to $S_{1}$. So we are fine for this case. Hence the proof follows.

The correctness of Reduction Rule 2 follows from the lemma below.

- Lemma 12. Reduction Rule 2 is safe.

Proof. The forward direction is straightforward. Suppose $S$ is a solution to the instance $(G, M, k, t)$. Given that $G-C$ is a subgraph of $G$ and $\operatorname{coc}_{c}(C)=\ell$, we can conclude that $S$ contains at least $\ell$ vertices from $C$. Hence, $S \backslash C$ forms a solution for ( $G-C, M, k, t-\ell$ ).

In the backward direction, let $S_{1}$ represent a solution for $(G-C, M, k, t-\ell)$. We will show that there exists a vertex set $Z \subseteq V(C)$ such that $S \cup Z$ forms a solution for $(G, M, k, t)$. Consider the sets $\widehat{A}, \widehat{B}$, and $\widehat{E}$ that satisfy the assumptions outlined in Reduction Rule 2. Within these assumptions, there exists a vertex $b \in \widehat{B}$ associated with a vertex $w \in \widehat{A}$. Specifically, $T \subseteq N(C)$ and local $(T, C) \geq \ell+1$, where $C$ represents the component in $\mathcal{C}_{\ell}$ corresponding to the vertex $b$ in $B$, and $T \subseteq M$ is the tuple associated with the vertex $w$. However, due to the property of $\widehat{E}$, there is no edge $e \in \widehat{E}$ in which $w$ and $b$ are the endpoints. At this point, we invoke the algorithm provided by Lemma 11 to compute the set $S_{2}$. As per Lemma 11, for each $t^{\prime} \in \widehat{A}$, we have $S_{2} \cap T^{\prime} \neq \emptyset$, where $T^{\prime} \subseteq M$ represents the vertex set associated with the vertex $t^{\prime}$ in $\widehat{A}$. Depending on the size of $\operatorname{bdry}{ }_{M \backslash S_{2}}(C)$, we encounter two cases.

Case 1. $\operatorname{bdry}_{M \backslash S_{2}}(C) \geq \ell+1$. By applying Lemma 4, we can establish the existence of $T_{i} \in \mathcal{T}$ that satisfies the following conditions: $T_{i} \subseteq M \backslash S_{2},\left|T_{i}\right| \leq(\ell+1)$, and $C \in \mathcal{F}_{T}$. Consequently, $t_{i}$ must belong to $\widehat{A}$ (based on the Expansion Lemma, $b \in \widehat{B}$ and $N(\widehat{B}) \subseteq \widehat{A})$. However, this implies that $T_{i} \cap S_{2} \neq \emptyset$, which contradicts the fact that $T_{i} \subseteq M \backslash S_{2}$.
Case 2. bdry $_{M \backslash S_{2}}(C) \leq \ell$. Using Lemma 5, we can conclude that one of the following two cases holds: Either there exists $T_{i} \subseteq M \backslash S_{2}$, where $\left|T_{i}\right| \leq(\ell+1)$ and $C \in \mathcal{F}_{T}$, or, there exists a vertex set $U \subseteq V(C)$ satisfying $|U|=\ell, \operatorname{bdry}_{M \backslash S_{2}}(C) \subseteq U$, and comp $(C-U) \leq c$.

- If there exists $T_{i} \in \mathcal{T}$ such that $C \in \mathcal{F}_{T_{i}}$, then it follows that $t_{i}$ must be in $\widehat{A}$. However, this implies that $T_{i} \cap S_{2} \neq \emptyset$, which contradicts the fact that $T_{i} \subseteq M \backslash S_{2}$.
- In the case where there exists a vertex set $U \subseteq V(C)$ that satisfies the conditions $|U|=\ell, \operatorname{bdry}_{M \backslash S_{2}}(C) \subseteq U$, and $\operatorname{comp}(C-U) \leq c$, we can set $Z$ equal to $U$.

This completes the proof.

Putting them all together, we get the following theorem.

- Theorem 1. $c$-COC/d-COC admits a kernel with $\mathcal{O}\left(k^{d-c+1}\right)$ vertices and $\mathcal{O}\left(k^{d-c+2}\right)$ edges.

Proof. Consider the instance of the $c$-COC/d-COC problem denoted as $(G, M, k, t)$. We begin by partitioning all the components $\mathcal{C}$ into a maximum of $d-c$ parts denoted as $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{d-c}$. Each part $\mathcal{C}_{\ell}$ is defined as the collection of components $C$ in $G-M$ satisfying $\operatorname{coc}_{c}(C)=\ell$, where $\ell \in[d-c]$. In other words, $\mathcal{C}_{\ell}$ contains components $C$ for which the minimum-sized set $X \subseteq V(C)$ that guarantees $\operatorname{comp}(C-X) \leq c$ is exactly $\ell$. Towards solving the problem, we initially focus on each set $\mathcal{C}_{\ell}$ individually, aiming to reduce the number of components contained within each set.

We exhaustively apply Reduction Rules 1 and 2 to the set $\mathcal{C}_{\ell}$ for each $\ell \leq d-c$. Each reduction rule is capable of removing at least one vertex from the graph and can be executed in polynomial time. The running time of the algorithm takes into account the time required for applying Reduction Rule 2 as well as constructing the auxiliary bipartite graph, which facilitates the application of the expansion lemma. The construction of the bipartite graph can be accomplished in $k^{d-c+1} \cdot n^{\mathcal{O}(1)}$ time. Consequently, the entire kernelization procedure runs within polynomial time, specifically $n^{\mathcal{O}(1)}$. The output of the algorithm is the resulting instance $\left(G^{\prime}, M^{\prime}, k^{\prime}, t^{\prime}\right)$, which is guaranteed to be a kernel, meaning that no further reduction can be applied to it. The correctness of the algorithm is derived from the proofs establishing the safeness of the reduction rules (Lemmas 6 and 12).

We now argue about the size of the kernel. When Reduction Rules 1 and 2 are not applicable, we can establish that $|B| \leq q \cdot|A|$, where $q=(\ell+2)+c(\ell+1)$, and $A$ and $B$ represent the vertex sets of the auxiliary bipartite graph. Recall that each vertex $a \in A$ corresponds to a set of at most $\ell+1 \leq(d-c)+1$ vertices from $M$, and each vertex $b \in B$ corresponds to a set of at most $d$ vertices. Consequently, we have $|A| \leq \mathcal{O}\left(k^{d-c+1}\right)$ and $|B| \leq \mathcal{O}\left(k^{d-c+1}\right)$. By combining these bounds, we can deduce that the size of the vertex set in the reduced instance $\left(G^{\prime}, M^{\prime}, k^{\prime}, t^{\prime}\right)$ is upper bounded by $\mathcal{O}\left(k^{d-c+1}\right)$. Additionally, the degree of each vertex in $M^{\prime}$ is bounded by $k+\left(d \cdot \mathcal{O}\left(k^{d-c+1}\right)\right)$, while the degree of each vertex in $G^{\prime}-M^{\prime}$ is bounded by $k+d$. As a result, the size of the edge set in the reduced instance is upper bounded by $\mathcal{O}\left(k^{d-c+2}\right)$. In conclusion, the size of the vertex set in the reduced instance is upper bounded by $\mathcal{O}\left(k^{d-c+1}\right)$, and the size of the edge set is upper bounded by $\mathcal{O}\left(k^{d-c+2}\right)$. Hence the proof follows.

## 4 Kernel Lower bound

In this section, we show a lower bound for the size of the kernel of the problem we considered in this paper, under some complexity-theoretic assumptions. We prove it by giving a parameter preserving transformation from $d$-CNF-SAT to $c$-COC/d-COC and using the VERTEX Cover kernelization lower bound due to Dell and Van Melkebeek [4].

Given a CNF formula where each clause has at most $d$ literals, the $d$-CNF-SAT problem asks to find a boolean assignment of values to the variables such that each clause is satisfiable. The following two theorems are known due to Dell and Van Melkebeek [4].

- Theorem 13 (Lower Bound for $d$-CNF-SAT [4]). Let $d \geq 3$ be an integer. For any $\epsilon>0$, the d-CNF-SAT problem parameterized by the number of variables ( $n$ ) does not admit a polynomial compression with size $\mathcal{O}\left(n^{d-\epsilon}\right)$, unless co-NP $\subseteq$ NP/poly.
- Theorem 14 (Lower Bound for Vertex Cover [4]). For any $\epsilon>0$, the Vertex Cover problem parameterized by the solution size $(k)$ does not admit a polynomial compression with size $\mathcal{O}\left(k^{2-\epsilon}\right)$, unless co-NP $\subseteq \mathrm{NP} /$ poly.
- Definition 15 (Parameter preserving transformation (PPT)). Let $\Pi_{1}$ and $\Pi_{2}$ be two parameterized problems. We say that there exists a parameter preserving transformation from $\Pi_{1}$ to $\Pi_{2}$ if there exists a polynomial time algorithm $\mathcal{B}$ that given an instance $(x, k)$ of $\Pi_{1}$, constructs an instance $\left(x^{\prime}, k^{\prime}\right)$ of $\Pi_{2}$ such that
- $(x, k) \in \Pi_{1}$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in \Pi_{2}$, and
- $k^{\prime} \leq \mathcal{O}(k)$.

Below we provide a parameter preserving transformation from $d$-CNF-SAT to $c$ - $\mathrm{COC} / d$ COC when $c=1$. In particular, we prove the following lemma.

- Lemma 16 (Reduction from $d$-CNF-SAT to VERTEX COVER/d-COC). There exists a parameter preserving transformation from the $d$-CNF-SAT parameterized by the number of variables to Vertex Cover/d-COC. In the Vertex Cover/d-COC problem, the size of the modulator is twice the number of variables present in the d-CNF-SAT formula.

Proof. Let $\Phi$ be a $d$-CNF formula, an instance of $d$-CNF-SAT, consisting of $n$ variables, denoted as $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, and $m$ clauses $\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$. Since $\Phi$ is a $d$-CNF formula, each clause contains at most $d$ literals. We construct an instance ( $G, k, t$ ) for Vertex Cover/ $d$-COC using the following construction:

- For each variable $x$, we introduce two vertices denoted as $x^{1}$ and $x^{2}$, and connect them with an edge $\left(x^{1}, x^{2}\right)$.
- For a clause $C_{j}$ consisting of $d_{j}$ literals, we include a clique of size $d_{j}$. Within the clique, we label the vertices as follows: a vertex is named $v_{i, j}$ if the literal $x_{i}$ or $\overline{x_{i}}$ is present in clause $C_{j}$.
- For every $i \in[n], j \in[m]$, if $x_{i}$ is a literal in clause $C_{j}$, we add the edge ( $x_{i}, v_{i, j}$ ). Similarly, if $\overline{x_{i}}$ is a literal in clause $C_{j}$, we add the edge $\left(\overline{x_{i}}, v_{i, j}\right)$.
$\triangleright$ Claim 17. There exists a vertex subset $S \subseteq V(G)$ of size $2 n$ such that $\operatorname{comp}(G-S) \leq d$.
Proof. Let $S$ be defined as the set containing elements $x_{i}$ and $\overline{x_{i}}$ for all $i \in[n]$. Clearly $|S|=2 n$. Considering the construction of graph $G$, it can be observed that every component in $G-S$ forms a clique with a maximum size of $d$. Therefore, we have $\operatorname{comp}(G-S) \leq d$.
$\triangleright$ Claim 18. $\Phi$ is satisfiable if and only if $G$ has a vertex cover of size $n-m+\sum_{i=1}^{m}\left|C_{i}\right|$.
Proof. In the forward direction, assuming that $\Phi$ is satisfiable, we show the existence of a vertex cover in $G$ with a size of $n-m+\sum_{i=1}^{m}\left|C_{i}\right|$. To construct this vertex cover, we proceed as follows:
- For every variable $x$, we include $x$ in the set $S$ if it is assigned the value true in the satisfying assignment. Otherwise, we add $\bar{x}$ to $S$.
- For each clause $C_{j}$, assuming that variable $x_{a}$ makes clause $C_{j}$ satisfiable, we add all vertices from the corresponding clique to $S$ except for the vertex $v_{a, j}$.

It is evident that the set $S$ constructed as described above forms a vertex cover. Furthermore, the size of $S$ is bounded by $n-m+\sum_{i=1}^{m}\left|C_{i}\right|$ due to the construction process.

In the backward direction, let $R$ be a vertex cover of $G$ with a size of $n-m+\sum_{i=1}^{m}\left|C_{i}\right|$. Since any vertex cover in $C_{i}$ must have size at least $\left|C_{i}\right|-1$, it follows that for each $i$, exactly one of $x_{i}$ and $\overline{x_{i}}$ is present in $R$. Now, we construct an assignment $\beta$ for the variables in $\Phi$ as follows: we set $x_{i}$ to true if $x_{i}$ is in $R$, and we set $x_{i}$ to false otherwise. Our objective is to show that $\beta$ satisfies all the clauses. Consider the clique corresponding to clause $C_{j}$. We observe that exactly $d_{j}-1$ vertices are present in $R$. Therefore, there exists a vertex, denoted as $v_{a, j}$, which is not in $R$. However, since $R$ is a vertex cover, it must contain the vertex $x_{a}$ in order to cover the edge $\left(v_{a, j}, x_{a}\right)$. Since $x_{a}$ is assigned the value true, the literal $x_{a}$ satisfies the clause $C_{j}$. Hence, every clause in $\Phi$ is satisfied by the assignment $\beta$. $\triangleleft$

As the transformation of $d$-CNF-SAT to Vertex Cover/ $d$-COC can be performed in $n^{\mathcal{O}(1)}$ time, the lemma follows from the above two claims.

Now we have the following theorem.

- Theorem 2. For every $\epsilon>0$ and every positive integer d, Vertex Cover/d-COC has no compression of vertex size $\mathcal{O}\left(k^{d-\epsilon}\right)$ unless co-NP $\subseteq$ NP/poly.

Proof. Our proof is divided into three cases in order to prove that, for any $\epsilon>0$ and an integer $d \in \mathbb{N}$, there exists no polynomial time algorithm that can transform a given instance of Vertex Cover/ $d$-COC to an equivalent instance of any arbitrary problem with $\mathcal{O}\left(k^{d-\epsilon}\right)$ bits, unless co-NP $\subseteq$ NP/poly.

Case 1. $d=1$. In the case where $d=1$, the problem known as Vertex Cover/1-COC refers to the Vertex Cover problem parameterized by solution size. In this particular case, the result stated in Theorem 14 proves the theorem.

Case 2. $d=2$. We can observe that the size of a 2 -COC set is at most the size of a minimum vertex cover of the graph. As a result, 2 - COC can be considered a parameter smaller than 1-COC (vertex cover). Therefore, if VErtex Cover/2-COC admits a compression of $\mathcal{O}\left(k^{2-\epsilon}\right)$ bits, it would imply that the Vertex Cover problem parameterized by the solution size also has a compression of $\mathcal{O}\left(k^{2-\epsilon}\right)$ bits. However, this contradicts the result stated in Theorem 14.
Case 3. $d \geq 3$. Suppose we have an instance $(G, k, t)$ of Vertex Cover/ $d$-COC, where $d \geq 3$, and there exists a polynomial time algorithm $\mathcal{A}$ that can transform $(G, k, t)$ into an equivalent instance $I$ of an arbitrary problem $L$ such that $I$ can be represented using $\mathcal{O}\left(k^{d-\epsilon}\right)$ bits. To demonstrate the implications of this assumption, let us consider an instance $\Pi$ of $d$-CNF-SAT with $n$ variables and $m$ clauses. First, we utilize the polynomial time algorithm described in Lemma 16 to transform $\Pi$ into an instance $\left(G, 2 n, n+\sum_{j=1}^{m} d_{j}-1\right)$ of Vertex Cover/ $d$-COC. Next, we apply the algorithm $\mathcal{A}$ to this transformed instance $\left(G, 2 n, n+\sum_{j=1}^{m} d_{j}-1\right)$, resulting in an equivalent instance $I$ of problem $L$. Based on our assumption, we know that $I$ can be represented using $\mathcal{O}\left(2 n^{d-\epsilon}\right)=\mathcal{O}\left(n^{d-\epsilon}\right)$ bits. However, this leads to a contradiction with co-NP $\subseteq$ NP/poly, as stated in Theorem 13.

This completes the proof.

## 5 Conclusion

In this paper, we show that $c$ - $\mathrm{COC} / d$-COC admits a polynomial kernel with $\mathcal{O}\left(k^{d-c+1}\right)$ vertices and $\mathcal{O}\left(k^{d-c+2}\right)$ edges, where $k$ is the size of the minimum $d$-coc set. Importantly, we observe that the degree of the polynomial in the kernel size is solely determined by the difference between $d$ and $c$, and is independent of the specific values of $d$ and $c$. Furthermore, we establish that obtaining a uniform kernel for the problem, where the exponent of $k$ is independent of $d-c$, is unlikely under reasonable complexity assumptions. This result contributes valuable insights to the field of kernelization for Vertex Cover, particularly regarding $c$-Component Order Connectivity, when considering parameterizations smaller than the conventional solution size.
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#### Abstract

The Integer Multicommodity Flow problem has been studied extensively in the literature. However, from a parameterised perspective, mostly special cases, such as the Disjoint Path problem, have been considered. Therefore, we investigate the parameterised complexity of the general Integer Multicommodity Flow problem. We show that the decision version of this problem on directed graphs for a constant number of commodities, when the capacities are given in unary, is XNLP-complete with pathwidth as parameter and XALP-complete with treewidth as parameter. When the capacities are given in binary, the problem is NP-complete even for graphs of pathwidth at most 13 . We give related results for undirected graphs. These results imply that the problem is unlikely to be fixed-parameter tractable by these parameters.

In contrast, we show that the problem does become fixed-parameter tractable when weighted tree partition width (a variant of tree partition width for edge weighted graphs) is used as parameter.


2012 ACM Subject Classification Mathematics of computing $\rightarrow$ Graph theory; Theory of computation $\rightarrow$ Graph algorithms analysis; Theory of computation $\rightarrow$ Problems, reductions and completeness

Keywords and phrases multicommodity flow, parameterised complexity, XNLP-completeness, XALPcompleteness

Digital Object Identifier 10.4230/LIPIcs.IPEC.2023.6
Related Version Full Version: https://doi.org/10.48550/arXiv.2310.05784
Funding Isja Mannens: The research of Isja Mannens was supported by the project CRACKNP that has received funding from the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme (grant agreement No 853234).
Jelle J. Oostveen: The research of Jelle Oostveen was supported by the NWO grant OCENW.KLEIN. 114 (PACAN).

## 1 Introduction

The Multicommodity Flow problem is the generalisation of the textbook flow problem where instead of just one commodity, multiple different commodities have to be transported through a network. The problem models important operations research questions (see e.g. [32]). Although several optimisation variants of this problem exist [32], we consider only the variant where for each commodity, a given amount of flow (the demand) has to be sent from the commodity's source to its sink, subject to a capacity constraint on the total
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amount flow through each arc. The nature and computational complexity of the problem is highly influenced by the graph (undirected or directed, its underlying structure) and the capacities, demands, and flow value (integral or not, represented in unary or binary). When the flow values are allowed to be fractional, the problem can be trivially solved through a linear program (see e.g. [22, 25]).

We focus on Integer Multicommodity Flow, where all the given capacities and demands are integers and the output flow must be integral. The Integer Multicommodity Flow problem is widely studied and well known to be NP-hard even if all capacities are 1, on both directed and undirected graphs, even when there are only two commodities [11]. On directed graphs, it is NP-hard even for two commodities of demand 1 [14]. These strong hardness results have led to a range of heuristic solution methods as well as a substantial body of work on approximation algorithms. For surveys, see e.g., [1, 32, 33].

An important special case of Integer Multicommodity Flow and the main source of its computational hardness is the Edge Disjoint Paths problem. It can be readily seen that Integer Multicommodity Flow is equivalent to Edge Disjoint Paths when all capacities and demands are 1. Indeed, all aforementioned hardness results stem from this connection. The Edge Disjoint Paths problem has been studied broadly in its own right (see e.g. the surveys by Frank [16] and Vygen [31]), including a large literature on approximation algorithms. See, amongst others $[21,30]$ for further hardness and inapproximability results. On undirected graphs, Edge Disjoint Paths is fixed-parameter tractable parameterised by the number of source-sink pairs [28, 24].

Investigation of the parameterised complexity of Edge Disjoint Paths has recently been continued by considering structural parameterisations. Unfortunately, the problem is NP-hard for graphs of treewidth 2 [26] and even for graphs with a vertex cover of size 3 [13]. It is also W[1]-hard parameterised by the size of a vertex set whose removal leaves an independent set of vertices of degree 2 [19]. From an algorithmic perspective, Ganian and Ordyniak [19] showed that Edge Disjoint Paths is in XP parameterised by tree-cut width. Zhou et al. [34] give two XP algorithms for Edge Disjoint Paths for graphs of bounded treewidth: one for when the number of paths is small, and one for when a specific condition holds on the pairs of terminals. Ganian et al. [20] give an FPT algorithm parameterised by the treewidth and degree of the graph. Friedrich et al. [17, 18] give approximation algorithms for multicommodity flow on graphs of bounded treewidth.

These results naturally motivate the question: What can we say about the parameterised complexity of the general Integer Multicommodity Flow problem under structural parameterisations? We are unaware of any explicit studies in this direction. We do note that the result of Zhou et al. [34] implies an XP algorithm on graphs of bounded treewidth for a bounded number of commodities if the capacities are given in unary. We are particularly interested in whether this result can be improved to an FPT algorithm, which is hitherto unknown.

## Our Setting and Contributions

We consider the Integer Multicommodity Flow problem for a small, fixed number of commodities. In particular, Integer $\ell$-Commodity Flow is the variant in which there are $\ell$ commodities. Furthermore, we study the setting where some well-known structural parameter of the input graph, particularly its pathwidth or treewidth, is small.

Our main contribution is to show that Integer 2-Commodity Flow is unlikely to be fixed-parameter tractable parameterised by treewidth and or by pathwidth. Instead of being satisfied with just a $\mathrm{W}[t]$-hardness result for some $t$ or any $t$, we seek stronger results using the recently defined complexity classes XNLP and XALP. An overview of our results can be found in Table 1.

Table 1 Overview of our results for Integer 2-Commodity Flow. para-NP-complete $=$ NP-complete for fixed value of parameter. (1) = capacities of arcs inside bags can be arbitrary, capacities of arcs between bags are bounded by weighted tree partition width. (2) Approximation, see Theorem 1.11; conjectured in FPT. For the undirected case, the same results hold, except that for the para-NP-completeness for the parameters pathwidth and treewidth, we need a third commodity.

| Parameter | unary capacities | binary capacities |
| :---: | :---: | :---: |
| pathwidth | XNLP-complete | para-NP-complete |
| treewidth | XALP-complete | para-NP-complete |
| weighted tree partition width | FPT (1) | FPT (1) |
| vertex cover | $(2) ;$ in XP | $(2)$; open |

XNLP is the class of parameterised problems that can be solved on a non-deterministic Turing machine in $f(k)|x|^{O(1)}$ time and $f(k) \log |x|$ memory for a computable function $f$, where $|x|$ is the size of the input $x$. The class XNLP (under a different name) was first introduced by Elberfeld et al. [9]. Bodlaender et al. [2, 5, 7] showed a number of problems to be XNLP-complete with pathwidth as parameter. In particular, [2] gives XNLP-completeness proofs for several flow problems with pathwidth as parameter.

In this work, we prove XNLP-completeness (and stronger) results for INTEGER $\ell$ Commodity Flow. These give a broad new insight into the complexity landscape of Integer Multicommodity Flow. We distinguish how the capacities of arcs and edges are specified: these can be given in either unary or binary. First, we consider the unary case:

- Theorem 1.1. Integer 2-Commodity Flow with capacities given in unary, parameterised by pathwidth, is XNLP-complete.
- Theorem 1.2. Undirected Integer 2-Commodity Flow with capacities given in unary, parameterised by pathwidth, is XNLP-complete.

These hardness results follow by reduction from the XNLP-complete Chained Multicoloured Clique problem [6], a variant of the perhaps more familiar Multicoloured Clique problem [12]. We follow a common strategy in such reductions, using vertex selection and edge verification gadgets. However, a major hurdle is to use flows to select vertices and verify the existence of edges to form the sought-after cliques. To pass this hurdle, we construct gadgets that use Sidon sets as flow values, combined with gadgets to check that a flow value indeed belongs to such a Sidon set.

For the parameter treewidth, we are able to show a slightly stronger result. Recently, Bodlaender et al. [6] introduced the complexity class XALP, which is the class of parameterised problems that can be solved on a non-deterministic Turing machine that has access to an additional stack, in $f(k)|x|^{O(1)}$ time and $f(k) \log |x|$ space (excluding the space used by the stack), for a computable function $f$, where $|x|$ again denotes the size of the input $x$. Many problems that are XNLP-complete with pathwidth as parameter are XALP-complete with treewidth as parameter. This also holds for the Integer Multicommodity Flow problem:

- Theorem 1.3 (\&). Integer 2-Commodity Flow with capacities given in unary, parameterised by treewidth, is XALP-complete.

The reduction is from the XALP-complete Tree-Chained Multicoloured Clique problem [7] and follows similar ideas as the above reduction. Combining techniques of the proofs of Theorems 1.2 and 1.3 gives the following result.

- Theorem 1.4 (\&). Undirected Integer 2-Commodity Flow with capacities given in unary, parameterised by treewidth, is XALP-complete.

Assuming the Slice-wise Polynomial Space Conjecture [27, 5], these results show that XP-algorithms for Integer 2-Commodity Flow or Undirected Integer 2-Commodity Flow for graphs of small pathwidth or treewidth cannot use only $f(k)|x|^{O(1)}$ memory. Moreover, the results imply these problems are $W[t]$-hard for all positive integers $t$.

If the capacities are given in binary, then the problems become even harder.

- Theorem 1.5. Integer 2-Commodity Flow with capacities given in binary is NPcomplete for graphs of pathwidth at most 13.
- Theorem 1.6 (\&). Undirected Integer 3-Commodity Flow with capacities given in binary is NP-complete for graphs of pathwidth at most 18.

Finally, we consider a variant of the Integer Multicommodity Flow problem where the flow must be monochrome, i.e. a flow is only valid when no edge carries more than one type of commodity. Then, we obtain hardness even for parameterisation by the vertex cover number of the graph, for both variants of the problem.

- Theorem 1.7 (\%). Integer 2-Commodity Flow with Monochrome Edges is NPhard for binary weights and vertex cover number 6, and W[1]-hard for unary weights when parameterised by the vertex cover number.
- Theorem 1.8 (\&). Undirected Integer 2-Commodity Flow with Monochrome EDGES is NP-hard for binary weights and vertex cover number 6, and W[1]-hard for unary weights when parameterised by the vertex cover number.

To complement our hardness results, we prove two algorithmic results. Bodlaender et al. [2] had given FPT algorithms for several flow problems, using the recently defined notion of weighted tree partition width as parameter (see [3, 2]). Weighted tree partition width can be seen as a variant of the notion of tree partition width for edge-weighted graphs, introduced by Seese [29] in 1985 under the name strong treewidth. See Section 2 for formal definitions of these parameters. The known hardness for the vertex cover number [13] implies that EdGE Disjoint Paths is NP-hard even for graphs of tree partition width 3. Here, we prove that:

- Theorem 1.9. The Integer $\ell$-Commodity Flow problem can be solved in time $2^{2^{b^{3 e b}}} n^{O(1)}$, where b is the breadth of a given tree partition of the input graph.
- Theorem 1.10. The Undirected Integer $\ell$-Commodity Flow problem can be solved in time $2^{2^{\mathrm{b}^{3 \ell b}}} n^{O(1)}$, where b is the breadth of a given tree partition of the input graph.

For the standard Integer 2-Commodity Flow problem with the vertex cover number $\operatorname{vc}(G)$ of the input graph $G$ as parameter, we conjecture that this problem is in FPT. As a partial result, we can give the following approximation algorithms:

- Theorem 1.11 (\&). There is a polynomial-time algorithm that, given an instance of Integer 2-Commodity Flow on a graph $G$ with demands $d_{1}, d_{2}$, either outputs that there is no flow that meets the demands or outputs a 2 -commodity flow of value at least $d_{i}-O\left(\mathrm{vc}(G)^{3}\right)$ for each commodity $i \in[2]$.
- Theorem 1.12 ( $\boldsymbol{\aleph})$. There is a polynomial-time algorithm that, given an instance of Undirected Integer 2-Commodity Flow on a graph $G$ with demands $d_{1}, d_{2}$, either outputs that there is no flow that meets the demands or outputs a 2-commodity flow of value at least $d_{i}-O\left(\operatorname{vc}(G)^{3}\right)$ for commodity $i \in[2]$.

Proofs of theorems marked by appear in the full version. For other theorems, we are only able to provide proof sketches in the limited space.

## 2 Preliminaries

In this paper, we consider both directed and undirected graphs. Graphs are directed unless explicitly stated otherwise. Arcs and edges are denoted as $v w$ (an arc from $v$ to $w$, or an edge with $v$ and $w$ as endpoints).

We use the interval notation for intervals of integers, e.g., $[-1,3]=\{-1,0,1,2,3\}$. We simplify this notation for intervals that start at 1, i.e. $[k]=[1, k]$. Moreover, we use $\mathbb{N}=\{1,2, \ldots\}$ and $\mathbb{N}_{0}=\{0,1,2, \ldots\}$.

A Sidon set is a set of positive integers $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ such that all pairs have a different sum, i.e., when $a_{i}+a_{i^{\prime}}=a_{j}+a_{j^{\prime}}$ then $\left\{i, i^{\prime}\right\}=\left\{j, j^{\prime}\right\}$. Sidon sets are also Golomb rulers and vice versa - in a Golomb ruler, pairs of different elements have unequal differences: if $i \neq i^{\prime}$ and $j \neq j^{\prime}$, then $\left|a_{i}-a_{i^{\prime}}\right|=\left|a_{j}-a_{j^{\prime}}\right|$, then $\left\{i, i^{\prime}\right\}=\left\{j, j^{\prime}\right\}$. A construction by Erdös and Turán [10] for Sidon sets implies the following, cf. the discussion in [8].

- Theorem 2.1. A Sidon set of $n$ elements in $\left[4 n^{2}\right]$ can be found in $O(n \sqrt{n})$ time and logarithmic space.

We now formally define our flow problems. A flow network is a pair $(G, c)$ of a directed (undirected) graph $G=(V, E)$ and a function $c: E \rightarrow \mathbb{N}_{0}$ that assigns to each arc (edge) a non-negative integer capacity. We generally use $n=|V|$ and $m=|E|$.

For a positive integer $\ell$, an $\ell$-commodity flow in a flow network with sources $s_{1}, \ldots, s_{\ell} \in V$ and sinks $t_{1}, \ldots, t_{\ell} \in V$ is a $\ell$-tuple of functions $f^{1}, \ldots, f^{\ell}: E \rightarrow \mathbb{R}_{\geq 0}$, that fulfils the following conditions:

- Flow conservation. For all $i \in[\ell], v \notin\left\{s_{i}, t_{i}\right\}, \sum_{w v \in E} f^{i}(w v)=\sum_{v w \in E} f^{i}(v w)$.
- Capacity. For all $v w \in E, \sum_{i \in[\ell]} f^{i}(v w) \leq c(v w)$.

An $\ell$-commodity flow is an integer $\ell$-commodity flow if for all $i \in[c], v w \in E, f^{i}(v w) \in \mathbb{N}_{0}$. The value for commodity $i$ of an $\ell$-commodity flow equals $\sum_{s_{i} w \in E} f^{i}\left(s_{i} w\right)-\sum_{w s_{i} \in E} f^{i}\left(w s_{i}\right)$. We shorten this to "flow" when it is clear from context what the value of $\ell$ is and whether we are referring to an integer or non-integer flow.

The main problem considered in the paper now is as follows:

## Integer $\ell$-Commodity Flow

Input: A flow network $G=(V, E)$ with capacities $c$, sources $s_{1}, \ldots, s_{\ell} \in V$, sinks $t_{1}, \ldots, t_{\ell} \in V$, and demands $d_{1}, \ldots, d_{\ell} \in \mathbb{N}$.
Question: Does there exist an integer $\ell$-commodity flow in $G$ which has value $d_{i}$ for each commodity $i \in[\ell]$ ?

The Integer Multicommodity Flow problem is the union of all Integer $\ell$ Commodity Flow problems for all non-negative integers $\ell$.

For undirected graphs, flow still has direction, but the capacity constraint changes to:

- Capacity. For all $v w \in E, \sum_{i \in[\ell]} f^{i}(v w)+f^{i}(w v) \leq c(v w)$.

The undirected version of the Integer $\ell$-Commodity Flow problem then is as follows:
Undirected Integer $\ell$-Commodity Flow
Input: An undirected flow network $G=(V, E)$ with capacities $c$, sources $s_{1}, \ldots, s_{\ell} \in V$, sinks $t_{1}, \ldots, t_{\ell} \in V$, and demands $d_{1}, \ldots, d_{\ell} \in \mathbb{N}$.
Question: Does there exist an integer $\ell$-commodity flow in $G$ which has value $d_{i}$ for each commodity $i \in[\ell]$ ?

We use the well-known parameters treewidth and pathwidth without giving an explicit definition. For the parameter (weighted) tree partition width, refer to [2] (see also [3]). We also use these parameters for directed graphs. In that case, the direction of edges is ignored.

The classes XNLP and XALP were defined in the introduction. XNLP-hardness and XALP-hardness are defined with respect to pl-reductions. The main difference with the more standard parameterized reductions is that the computation of the reduction must be done with logarithmic space. In most cases, existing parameterized reductions are also plreductions; logarithmic space is achieved by not storing intermediate results but recomputing these when needed.

Our hardness results stem from two variants of Multicoloured Clique (see [12]):
Chained Multicoloured Clique
Input: A graph $G=(V, E)$, a partition of $V$ into $V_{1}, \ldots, V_{r}$, such that $|i-j| \leq 1$ for each edge $u v \in E(G)$ with $u \in V_{i}$ and $v \in V_{j}$, and a function $c: V \rightarrow[k]$.
Parameter: $k$.
Question: Is there a set of vertices $W \subseteq V$ such that for all $i \in[r-1], W \cap\left(V_{i} \cup V_{i+1}\right)$ is a clique, and for each $i \in[r]$ and $j \in[k]$, there is a vertex $v \in W \cap V_{i}$ with $c(v)=j$ ?

## Tree-Chained Multicoloured Clique

Input: A graph $G=(V, E)$, a tree partition $\left(\left\{V_{i} \mid i \in I\right\}, T=(I, F)\right)$ with $T$ a tree of maximum degree 3 , and a function $c: V \rightarrow[k]$.
Parameter: $k$.
Question: Is there a set of vertices $W \subseteq V$ such that for all $i i^{\prime} \in F, W \cap\left(V_{i} \cup V_{i^{\prime}}\right)$ is a clique, and for each $i \in I$ and $j \in[k]$, there is a vertex $v \in W \cap V_{i}$ with $c(v)=j$ ?

- Theorem 2.2 (From [6] and [7]). Chained Multicoloured Clique is XNLP-complete, and Tree-Chained Multicoloured Clique is XALP-complete.


## 3 Hardness Results - Unary Capacities

We prove our hardness results for Integer Multicommodity Flow with unary capacities, parameterised by pathwidth. We aim to reduce from Chained Multicoloured Clique. It is good to know that all constructions will have disjoint sources and sinks for the different commodities. We will set the demands for each commodity equal to the total capacity of the outgoing arcs from the sources, which is equal to the total capacity of the incoming arcs to the sinks. Thus, the flow over such arcs will be equal to their capacity. Furthermore, throughout this section, our constructions will have two commodities. We name the commodities 1 and 2 , with sources $s_{1}, s_{2}$ and sinks $t_{1}, t_{2}$, respectively.

We first introduce two types of gadgets: subgraphs that fulfil certain properties and that are used in the hardness constructions. Given an integer $a$, the $a$-Gate gadget (see Figure 1) either can move 1 unit of flow from one commodity from left to right, or at most $a$ units


Figure 1 The $a$-Gate gadget. Left: the schematic representation of the gadget, with its entry and exit arcs. Right: the full construction for $a=4$, with arcs labelled by their capacities.


Figure 2 The ( $S, L$ )-Verifier gadget. Left: a schematic representation of the gadget, with its entry and exit arcs. The value on the bottom-right of the schematic representation denotes the sum of the incoming flows to the gadget. Right: the graph that realises the gadget for $S=\left\{a_{1}, a_{2}, a_{3}\right\}$, with arcs labelled by their capacities (the unlabelled arcs have capacities $a_{2}$ and $L-a_{2}$ respectively; their labels are omitted for clarity).
of flow from the other commodity from top to bottom, but not both. Hence, it models a form of choice. This gadget will grow in size with $a$, and thus will only be useful if the input values are given in unary. Given a set $S$ of integers and a large integer $L$ (larger than any number in $S$ ), the ( $S, L$ )-Verifier (see Figure 2) is used to check if the flow over an arc belongs to a number in $S$. The $a$-Gate gadget is used as a sub-gadget in this construction. In our reduction, later, we will use appropriately constructed sets $S$ to select vertices or to check for the existence of edges.

Both types of gadget have constant pathwidth. The arcs incoming and outgoing of the gadget are called the entry arcs and exit arcs respectively.

Our hardness construction will be built using only Verifier gadgets as subgadgets. The entry arcs and exit arcs of this gadget are meant to transport solely flow of commodity 2. Hence, in the remainder, it helps to think of only commodity 2 being transported along the edges, to focus on the exact value of that flow. This value indicate which vertex is selected or whether two selected vertices are adjacent.

Theorem 1.1. InTEGER 2-COMMODITY FLOW with capacities given in unary, parameterised by pathwidth, is XNLP-complete.

(a)

(b)

(c)

Figure 3 (a) A Vertex selector gadget. (b) A schematic representation of an Edge check gadget for $V_{i, \gamma}$ and $V_{i^{\prime}, \gamma^{\prime}}$. (c) The construction of an Edge check gadget.

Proof sketch. Proof of membership in XNLP follows immediately from a dynamic programming algorith. For the hardness, we reduce from Chained Multicolour Clique (see Theorem 2.2). Suppose we have an instance of Chained Multicolour Clique, with a graph $G=(V, E)$, colouring $c: V \rightarrow[k]$, and partition $V_{1}, \ldots, V_{r}$ of $V$.

Build a Sidon set with $|V|$ numbers by applying the algorithm of Theorem 2.1. Following the same theorem, the numbers are in $\left[4|V|^{2}\right]$. Set $L=4|V|^{2}+1$ to be a "large" integer. To each vertex $v \in V$, we assign a unique element of the set $S$, denoted by $S(v)$. For any subset $V^{\prime} \subseteq V$, let $S\left(V^{\prime}\right)=\{S(v) \mid v \in W\}$. For any subset $E^{\prime} \subseteq E$, let $S\left(E^{\prime}\right)=\{S(u)+S(v) \mid$ $\left.u v \in E^{\prime}\right\}$.

We now describe several (further) gadgets that we use to build the full construction. Let $V_{i, \gamma}$ be the vertices in $V_{i}$ with colour $\gamma$. Each set $V_{i, \gamma}$ is called a class. For each class $V_{i, \gamma}$, we use a Vertex selector gadget (see Figure 3) to select the vertex from $V_{i, \gamma}$ that should be in the solution to the Chained Multicoloured Clique instance. We select some $v \in V_{i, \gamma}$ if and only if the left branch receives $S(v)$ flow and the right branch receives $L-S(v)$ flow.

For each pair of incident classes, we construct an Edge check gadget (see Figure 3). That is, we have an Edge check gadget for all classes $V_{i, \gamma}$ and $V_{i^{\prime}, \gamma^{\prime}}$ with $\left|i-i^{\prime}\right| \leq 1$, and $\{i, \gamma\} \neq\left\{i^{\prime}, \gamma^{\prime}\right\}$. An Edge check gadget will check if two incident classes have vertices selected that are adjacent. If the entry arcs have flow (of commodity 2 ) of value $S(v), L-S(v)$, $S(w)$, and $L-S(w)$ consecutively, then there is a valid flow if and only if $v w \in E$. Note that the sum $S(v)+S(w)$ is unique, because $S$ is a Sidon set, and thus so is $2 L-(S(v)+S(w))$. Hence, the only way for the flow to split up again and leave via the exit arcs is to split into $S(v), S(w), L-S(v)$, and $L-S(w)$; otherwise, it cannot pass the $\left(S\left(V_{i, \gamma}\right), L\right)$-Verifier or the $\left(S\left(V_{i^{\prime}, \gamma^{\prime}}\right), L\right)$-Verifier at the bottom of the Edge check gadget. Hence, the exit arcs again have flow of values $S(v), L-S(v), S(w)$, and $L-S(w)$ consecutively, just like the entry arcs.

With these gadgets in hand, we now describe the global structure of the reduction. For each class $V_{i, \gamma}$, we first create a Vertex selector gadget (as in Figure 3).

We then create Edge check gadgets to check, for any $i \in[r]$, that the selected vertices in $V_{i, \gamma}$ for all $\gamma \in[k]$ are adjacent in $G$. The construction is shown in Figure 4a. We call this the Triangle gadget for $V_{i}$.

Next, we create Edge check gadgets to check, for any $i \in[r-1]$, that the selected vertices in $V_{i, \gamma}$ and $V_{i+1, \gamma^{\prime}}$ for all $\gamma, \gamma^{\prime} \in[k]$ are indeed adjacent in $G$. The construction is shown in Figure 4 b . We call this the Square gadget for $V_{i}$ and $V_{i+1}$.

(a) The Triangle gadget for $V_{1}$ consists of Edge check gadgets to enforce the selected vertices form a clique in $V_{1}$. Here, $k=4$. The Vertex selector gadgets for each class $V_{1, \gamma}$ are also shown. The $\alpha_{1, \gamma}$ 's denote the amount of flow selected in the corresponding $\left(S\left(V_{1, \gamma}\right), L\right)$ Verifiers.

(b) The Square gadget for $V_{1}$ and $V_{2}$ has Edge check gadgets to enforce the selected vertices form a clique between $V_{1}$ and $V_{2}$. Here, $k=4$.

## Figure 4

Then, we connect the Vertex selector, Triangle and Square gadgets as in Figure 5. We now set the demand for commodity 1 to the sum of the capacities of the outgoing arcs of $s_{1}$ (which is equal to the sum of the capacities of the incoming arcs of $t_{1}$ ). We set the demand for commodity 2 to the sum of the capacities of the outgoing arcs of $s_{2}$ (which is equal to the sum of the capacities of the incoming arcs of $t_{2}$ ). This completes the construction.
$\triangleright$ Claim 3.1 (\%). The constructed graph has pathwidth at most $8 k+O(1)$.
$\triangleright$ Claim 3.2. The given Chained Multicolour Clique instance has a solution if and only if the constructed instance of Integer 2-Commodity Flow has a solution.

Proof sketch. For the forward direction, assume there exists a chained multicolour clique $W$ in $G$. Recall that one vertex is picked per $V_{i, \gamma}$ class by definition and thus $W$ has size $r k$. If $v \in V_{i, \gamma} \cap W$ for some $i \in[r], \gamma \in[k]$, then in the Vertex selector gadget of $V_{i, \gamma}$, we send $S(v)$ units of flow of commodity 2 to the left and $L-S(v)$ units of flow to the right into the Verifier gadget (see Figure 3). In any Verifier gadget, we route the flow so that it takes the path with capacity equal to the flow. This flow is then routed through all Edge check gadgets of the Triangle and Square gadgets, in the manner presented above in the description of Edge check gadgets. Since $W$ is a chained multicolour clique, the corresponding edge exist in $E$ and the flow can indeed pass through the $(S(E), 2 L)$-Verifier gadget of each Edge check gadget. All flow of commodity 1 is routed through the unused gates in the Verifier gadgets, which is possible as we only use one vertical path per gadget for the flow corresponding to a vertex or edge (see Figure 2). It follows that we use all arcs from $s_{1}$ and to $t_{1}$ to capacity.

For the other direction, suppose there is a 2 -commodity flow in the constructed graph with all arcs from $s_{1}$ and $s_{2}$ and to $t_{1}$ and $t_{2}$ used to capacity. Since the constructed graph is acyclic, we can apply induction on its topological ordering to show that flow of commodity 1 never leaves a Verifier gadget downwards. Then the construction of the Verifier gadget ensures that that the amount flow of commodity 2 that passes through it always corresponds to some $\alpha \in S$ for the associated set $S$ of the gadget, and the left and right exit arcs carry $\alpha$ and $L-\alpha$ units of flow of commodity 2 respectively. Now, the arc from $s_{2}$ in a Vertex selector


Figure 5 Overview of the complete structure of the reduction for $r=4$. Triangles represent a structure as in Figure 4a, and squares a structure as in Figure 4b. Directions are not drawn, but clear from Figure 4 a and 4 b . The labels inside each block (say $V_{i}$ or $V_{i}, V_{i+1}$ ) denote that flow corresponding to vertices of this set (i.e. $V_{i}$ or $V_{i}$ and $V_{i+1}$ ) is flowing in a block. Note that all points labelled $s_{2}, t_{2}$ are indeed the same vertex.
gadget for some class $V_{i, \gamma}$ must have $L$ flow of commodity 2 and this must be split in $\alpha$ and $L-\alpha$, with $\alpha \in S\left(V_{i, \gamma}\right)$. We place the corresponding vertex $v$ in the chained multicoloured clique. In any Edge check gadget, the flow of $\alpha \in S\left(V_{i, \gamma}\right), L-\alpha$ and $\beta \in S\left(V_{i^{\prime}, \gamma^{\prime}}\right), L-\beta$ combines to a unique sum $\alpha+\beta$ and $2 L-(\alpha+\beta)$, and assures that the edge between the corresponding vertices is present. The flow must split back up into $\alpha, L-\alpha$ and $\beta, L-\beta$ by the unique sum due to the fact that $S$ is a Sidon set. We get that the chosen vertices indeed form a chained multicolour clique.

Finally, using Theorem 2.1 and standard log-space techniques, the constructed graph with its capacities can be built with $O(f(k)+\log n)$ space, for some computable function $f$.

To show the XALP-hardness of the Integer 2-Commodity Flow parameterised by treewidth, we reduce from Tree-Chained Multicolour Clique in a similar, but more involved manner (see Figure 6 for an illustration) and obtain Theorem 1.3.

We now reduce from the case of directed graphs to the case of undirected graphs in a general manner, by modification of a transformation by Even et al. [11, Theorem 4]. In this way, both our hardness results (for parameter pathwidth and for parameter treewidth) can be translated to undirected graphs.

- Lemma 3.3. Let $G$ be a directed graph of an Integer 2-Commodity Flow instance with capacities given in unary. Then in logarithmic space, we can construct an equivalent instance of Undirected Integer 2-Commodity Flow with an undirected graph $G^{\prime}$ with $\mathrm{pw}\left(G^{\prime}\right) \leq \mathrm{pw}(G)+O(1), \operatorname{tw}\left(G^{\prime}\right) \leq \operatorname{tw}(G)+O(1)$, and unit capacities.

Proof sketch. Given a directed graph $G=(V, E)$, demands $d_{1}$ and $d_{2}$, and capacity function $c: E \rightarrow \mathbb{N}_{0}$, we construct an instance $G^{\prime}, d_{1}^{\prime}$ and $d_{2}^{\prime}$, and $c^{\prime}: E\left(G^{\prime}\right) \rightarrow\{0,1\}$. To the graph $G$, we add four new vertices $\overline{s_{1}}, \overline{s_{2}}, \overline{t_{1}}, \overline{t_{2}}$ as new sources and sinks. We connect $\overline{s_{i}}$ to $s_{i}$ and $\overline{t_{i}}$ to $t_{i}$ by $d_{i}$ parallel undirected edges of capacity 1 , for each $i \in\{1,2\}$. Next, for each arc $u v \in E$ of capacity $p$, we create $p$ parallel undirected edges between $u$ and $v$ of capacity 1 each. Then,


Figure 6 Overview of the structure of the reduction of Theorem 1.3. Left: the structure of the input tree partition. Right: the structure of the reduction. Triangles represent a structure as in Figure 4a, and squares a structure as in Figure 4b. Directions are not drawn, but clear from Figure 4 a and 4 b . The labels inside each block (say $V_{i}$ or $V_{i}, V_{i+1}$ ) denote that flow corresponding to vertices of this set (i.e. $V_{i}$ or $V_{i}$ and $V_{i+1}$ ) is flowing in a block. Note that all points labelled $s_{2}, t_{2}$ are indeed the same vertex. Flow paths corresponding to a selected vertex in $V_{2}$ (orange) and one in $V_{5}$ (purple) are drawn as an example.
we replace each of these $p$ undirected edges by the Diamond gadget of Figure 7(a). This is the graph $G^{\prime}$. In $G^{\prime}$, the demands on the two commodities are $d_{1}^{\prime}=d_{1}+e^{*}$ and $d_{2}^{\prime}=d_{2}+e^{*}$, where $e^{*}$ is the number of edge gadgets in $G^{\prime}$ (i.e. the sum of all capacities in $c$ ).

The pathwidth of $G^{\prime}$ is $\mathrm{pw}(G)+O(1)$ and the treewidth is $\operatorname{tw}(G)+O(1)$. Moreover, the demands $d_{1}$ and $d_{2}$ are met in $G$ if and only if the demands $d_{1}^{\prime}$ and $d_{2}^{\prime}$ are met in $G^{\prime}$. The construction can be done in logarithmic space: while scanning $G$, we can output $G^{\prime}$.

Theorem 1.2 and 1.4 follow immediately from this lemma and Theorem 1.1 and 1.3.

## 4 Hardness Results - Binary Capacities

Our previous reduction strategy relied heavily on $a$-Gate gadgets, which have size linear in $a$, and thus only work in the case a unary representation of the capacities is given. For the case of binary capacities, we can prove stronger results by reducing from 2-Partition. However, we need a completely new chain of gadgets and constructions.

We define three different types of (directed) gadgets. Since we use binary capacities, our goal is to double flow in an effective manner. For a given integer $a$, the $a$-Doubler gadget receives $a$ flow and sends out $2 a$ flow of the same commodity. This gadget is obtained by combining two other gadgets: the $a$-Switch and the Doubling $a$-Switch. The $a$-Switch gadget changes the type of flow; that is, it receives $a$ flow from one commodity, but sends out $a$


Figure 7 The transformation of Lemma 3.3 from directed to undirected graphs. Every arc uv with capacity $c$ is replaced by $c$ parallel copies of gadget (a), where $\overline{t_{1}}, \overline{s_{1}}, \overline{t_{2}}, \overline{s_{2}}$ are the same for every gadget, for all arcs. All capacities are 1. The remaining figures illustrate that the gadget either transports no flow (b), a flow of commodity 1 (c), or a flow of commodity 2 (d).
flow from the other commodity. The Doubling $a$-Switch is similar, but sends out $2 a$ flow. All three types of gadgets have constant size, even in the binary setting. Moreover, any $a$-Doubler gadget has pathwidth 5 .

A crucial property of the $a$-Doubler gadget are the following. It has two (vertical) entry arcs and two exit arcs. If the left entry arc carries $a$ units of flow of commodity 2 and the right entry arc carries 0 units of flow of commodity 2 , then the left exit arc carries $2 a$ units of flow of commodity 2 and the right exit arc carries 0 units of flow of commodity 2 . The same property holds with left and right swapped.

- Theorem 1.5. Integer 2-Commodity Flow with capacities given in binary is NPcomplete for graphs of pathwidth at most 13.

Proof sketch. Membership in NP is trivial. To show NP-hardness, we transform from Partition. Recall Partition problem asks, given positive integers $a_{1}, \ldots, a_{n}$, to decide if there is a subset $S \subseteq[n]$ with $\sum_{i \in S} a_{i}=B$, where $B=\sum_{i=1}^{n} a_{i} / 2$. This problem is well known to be NP-complete [23].

Create the sources $s_{1}, s_{2}$ and the sinks $t_{1}, t_{2}$. Create two vertices $b_{1}, b_{2}$, both with an arc of capacity $B$ to $t_{2}$.

For each $a_{i}$, we build a Binary gadget that either sends $a_{i}$ units of flow to $b_{1}$ or $a_{i}$ units of flow to a vertex $b_{2}$, in each case of commodity 2. This will indicate whether or not $a_{i}$ is in the solution set to the Partition instance. This gadget is constructed as follows (see Figure 8 for the case when $a_{i}=13$ ). Consider the binary representation $a_{i}^{p}, \ldots, a_{i}^{0}$ of $a_{i}$. That is, $a_{i}=\sum_{j=0}^{p} 2^{j} a_{i}^{j}$. For each $j \in[p]$ such that $a_{i}^{j}=1$, we create a column of chained Doubler gadgets. For each $j^{\prime}<j$, create a $2^{j^{\prime}}$-Doubler gadget and identify its entry arcs with the exit arcs of the $2^{j^{\prime}-1}$-Doubler gadget (see Figure 8). Then the left exit arc of the (final) $2^{j-1}$-Doubler gadget is directed to $b_{1}$, while the right exit arc is directed to $b_{2}$.

Create two directed paths $P_{i}^{1}, P_{i}^{2}$ of $2 \sum_{j=0}^{p} a_{i}^{j}$ vertices each (see Figure 8). We consider the vertices of each of these paths in consecutive pairs, one pair for each $a_{i}^{j}$ that is equal to 1 . For each $j \in[p]$ such that $a_{i}^{j}=1$, create a vertex $v_{i}^{j}$ with an arc from $s_{2}$, an arc to the first vertex of the pair on $P_{i}^{1}$ corresponding to $a_{i}^{j}$, and an arc to the first vertex of the pair on $P_{i}^{2}$ corresponding to $a_{i}^{j}$. Then, add an arc from the second vertex of the pair on $P_{i}^{1}$ corresponding to $a_{i}^{j}$ to the left entry arc of the 1-Doubler gadget of the $j$ th column of gadgets and an arc from the second vertex of the pair on $P_{i}^{2}$ corresponding to $a_{i}^{j}$ to the right entry arc of the 1-Doubler gadget of the $j$ th column of gadgets. Finally, create a vertex $u_{i}$


Figure 8 Example of the Binary gadget for $a_{i}=13$ and its associated paths $P_{i}^{1}$ and $P_{i}^{2}$ and the ends $u_{i}$ and $w_{i}$. Since $13=2^{3}+2^{2}+2^{0}$, we have a column with three Doubler gadgets (indicated by the square boxes), a column with two Doubler gadgets, and one with no Doubler gadgets. The vertices $v_{i}^{3}, v_{i}^{2}$ and $v_{i}^{0}$ are also drawn. Arcs are labelled by their capacities, but unlabelled arcs have capacity 1 . If 1 unit of flow of commodity 1 is sent from $s_{1}$ to $t_{1}$, then it must pick one of $P_{i}^{1}, P_{i}^{2}$ to go through. Hence, the gadget ensures that either $a_{i}$ units of flow of commodity 2 are sent to $b_{1}$ through the left entry and exit arcs of the Doubler gadgets, or $a_{i}$ units of flow of commodity 2 are sent to $b_{2}$ through the left entry and exit arcs of the Doubler gadgets.
with an arc to the first vertex of $P_{i}^{1}$ and to the first vertex of $P_{i}^{2}$ and create a vertex $w_{i}$ with an arc from the last vertex of $P_{i}^{1}$ and the last vertex of $P_{i}^{2}$. This completes the description of the Binary gadget.

We now chain the Binary gadgets. For each $i \in[n-1]$, add an arc from $w_{i}$ to $u_{i+1}$. Add an arc from $s_{1}$ to $u_{1}$ and from $w_{n}$ to $t_{1}$. These arcs all have capacity 1 .

We set the demand for commodity 1 to the sum of the capacities of the outgoing arcs of $s_{1}$ (which is equal to the sum of the capacities of the incoming arcs of $t_{1}$ ). We set the demand for commodity 2 to the sum of the capacities of the outgoing arcs of $s_{2}$ (which is equal to the sum of the capacities of the incoming arcs of $t_{2}$ ). This completes the construction.
$\triangleright$ Claim $4.1(\boldsymbol{\&})$. The constructed graph has pathwidth at most 13 .
$\triangleright$ Claim 4.2. The given Partition instance has a solution if and only if the constructed instance of Integer 2-COMMODITY FLOW has a solution.

Proof sketch. Let $S \subseteq[n]$ be a solution to the PARTITION instance. For each $i \in[n]$, we do the following. If $i \in S$, then we send flow of commodity 2 from $s_{2}$ to $b_{1}$, through left entry and exit arcs of the Doubler gadgets in the Binary gadget corresponding to $a_{i}$. To reach this left side of the Doubler gadgets, the flow passes through vertices and arcs of $P_{i}^{1}$. We can thus send flow of commodity 1 from $u_{i}$ to $w_{i}$ via $P_{i}^{2}$. Otherwise, if $i \notin S$, we send flow of commodity 2 from $s_{2}$ to $b_{2}$, through right entry and exit arcs of the Doubler gadgets in the Binary gadget corresponding to $a_{i}$. To reach this right side of the Doubler gadgets, the flow passes through vertices and arcs of $P_{i}^{2}$. We send flow of commodity 1 from $u_{i}$ to $w_{i}$ via $P_{i}^{1}$.

By the properties of the Doubler gadget, $b_{1}$ will receive $a_{i}$ units of flow of commodity 2 if $i \in S$ and $b_{2}$ will receive $a_{i}$ units of flow of commodity 2 if $i \notin S$. Since $S$ is a solution to Partition, both $b_{1}$ and $b_{2}$ receive $B$ units of flow of commodity 2 , which they can then pass on to $t_{2}$. Moreover, we observe that we can send 1 unit of flow from $s_{1}$ to $t_{1}$ via the paths $P_{i}^{1}$ and $P_{i}^{2}$, using $i \notin S$ and $i \in S$ respectively.

In the other direction, we see that the flow of commodity 1 starting at $u_{1}$ takes a path which is a union of $P_{i}^{j_{i}}$ paths, for $i \in[n]$ and $j_{i} \in\{1,2\}$. In particular, this flow does not "leak" into any Doubler gadget. Then, similar to the above, let $S \subseteq[n]$ be the set of indices $i$ for which the flow of commodity 2 through the Binary gadget corresponding to $a_{i}$ arrives at $b_{1}$. We can see that $S$ is a valid solution to the Partition instance.

Finally, as each $a$-Doubler has constant size, the gadget for some $a_{i}$ has size $O\left(\log ^{2}\left(a_{i}\right)\right)$, which is polynomial in the input size. Hence, the construction as a whole has size polynomial in the input size. Moreover, it can clearly be computed in polynomial time.

We now reduce from the case of directed graphs to the case of undirected graphs in a general manner. We define a new gadget similar to the one for the unary case. However, we note that there we required $a$ copies of the gadget if the capacity of an arc is $a$, which is not feasible in the case of binary capacities. Also note that increasing the capacities of the gadget by Even et al. [11, Theorem 4], here Figure 7, invalidates the gadget, as any under-capacity edge would allow flow in the other direction. Hence, we need a different gadget, the Directed edge gadget, which we do not describe in detail here.

- Lemma 4.3 (\&). Let $G$ be a directed graph of an Integer $\ell$-Commodity Flow instance with a path decomposition of width $w$, such that each bag contains the sources and sinks of commodities $1, \ldots, \ell$. Then in polynomial time, we can construct an equivalent instance of Undirected Integer $\ell+1$-Commodity Flow of pathwidth at most $w+5$.

By combining Lemma 4.3 and Theorem 1.5, we obtain Theorem 1.6.

## 5 Algorithm for Parameter Weighted Tree Partition Width

We give an FPT-algorithm for Integer $\ell$-Commodity Flow parameterised by weighted tree partition width. This algorithm assumes that a tree partition of the input graph is given. There is an algorithm by Bodlaender et al. [4] that for any graph $G$ and integer $w$, runs in time poly $(w) \cdot n^{2}$ and either outputs a tree partition of $G$ of width poly $(w)$ or outputs that $G$ has no tree partition of width at most $w$. By some simple tricks, this can be expanded to approximate weighted tree partition width as well, at the expense of a slightly worse polynomial in $w$. An approximately optimal tree partition of this form would be sufficient as input to our algorithm.

- Theorem 1.9. The Integer $\ell$-Commodity Flow problem can be solved in time $2^{2^{b^{3 e b}}} n^{O(1)}$, where b is the breadth of a given tree partition of the input graph.

Proof. We will describe a dynamic-programming algorithm on a given tree partition $\left(T,\left(B_{x}\right)_{x \in V(T)}\right)$. Let $r \in V(T)$ be some node, that we will designate as the root of the tree $T$. For convenience, we first attach a node to every leaf, with an empty bag.

We will create a table $\tau$, where every entry is indexed by a node $x$ of the tree partition and a collection $\mathbf{f}_{x}$ of functions $f_{x}^{i}$, one function for every commodity $i \in[\ell]$. We will refer to $\mathbf{f}_{x}$ as a flow profile and use the superscript $i$ to refer to the flow function for commodity $i$ in the profile. The function

$$
f_{x}^{i}: B_{p(x)} \rightarrow[-\mathrm{b}, \mathrm{~b}]
$$

where $p(x)$ the parent node of $x$, indicates for every $v \in B_{p(x)}$ the net difference between the amount of flow of commodity $i$ that $v$ receives from (indicated by a positive value) or sends to (indicated by a negative value) the vertices in the bag $B_{x}$, in the current partial solution. That is, $f_{x}^{i}(v)$ models the value of $\sum_{u \in B_{x}}\left(f^{i}(u v)-f^{i}(v u)\right)$, where $f$ denotes the current partial solution. Notice that this sum has value in $[-b, b]$, as the sum over all capacities of edges between bags $B_{x}$ and $B_{p(x)}$ is at most b . The content of each table entry will be a boolean that indicates whether there exists a partial flow on the graph considered up to $x$ that is consistent with the indices of the table entry.

We will build the table $\tau$, starting at the leaves of the tree, for which we assumed the corresponding bags to be empty sets, and working towards the root. If $x$ is a leaf in the tree partition, we set $\tau[x,\{\emptyset, \ldots, \emptyset\}]=$ True, where we denote by $\emptyset$, the unique function with the empty set as domain. Otherwise, $x$ is some node with children $y_{1}, \ldots, y_{t}$. We will group these children $y_{i}$ in equivalence classes $\xi$, defined by the equivalence relation $y \sim y^{\prime}$ if and only if $\tau\left[y, \mathbf{f}_{x}\right]=\tau\left[y^{\prime}, \mathbf{f}\right]$ for every flow profile $\mathbf{f}$. Note that there are at most $2^{\mathrm{b}^{\ell(2 \mathrm{~b}+1)}}$ such equivalence classes, with at most $\mathrm{b}^{\ell(2 \mathrm{~b}+1)}$ possible flow profiles $\mathbf{f}_{y_{j}}=\left(f_{y_{j}}^{1}, \ldots, f_{y_{j}}^{\ell}\right)$ for every child $y_{j}$ of $x$.

We will now describe an integer linear program that determines the value of $\tau\left[x, \mathbf{f}_{x}\right]$ for a given flow profile $\mathbf{f}_{x}$. We define a variable $X_{\xi, \mathbf{g}}$ as the number of sets in class $\xi$ whose in- and outflow we choose to match flow profile $\mathbf{g}^{1}$. We also define a variable $Y_{e}^{i}$ for each edge inside the bag $B_{x}$ or between $B_{x}$ and its parent bag, which indicates the flow of commodity $i$ on this edge. We will denote by $N^{\text {in }}(v)$ and $N^{\text {out }}(v)$ the set of in-neighbours and out-neighbours of $v$, respectively, restricted to $B_{x} \cup B_{p(x)}$. We now add constraints for the following properties, for every commodity $i \in[\ell]$. Flow conservation for all vertices $v$ in the bag $B_{x}$, that are not a sink/source for commodity $i$ :

$$
\sum_{u \in N^{i n}(v)} Y_{u v}+\sum_{\xi, \mathbf{g}} X_{\xi, \mathbf{g}} \cdot g^{i}(v)=\sum_{u \in N^{o u t}(v)} Y_{u v}
$$

The flow of commodity $i$ from a source $s_{i}\left(\right.$ if $\left.s_{i} \in B_{x}\right)$ :

$$
-\sum_{u \in N^{i n}\left(s_{i}\right)} Y_{u s_{i}}+\sum_{u \in N^{\text {out }}\left(s_{i}\right)} Y_{u s_{i}}-\sum_{\xi, \mathbf{g}} X_{\xi, \mathbf{g}} \cdot g^{i}\left(s_{i}\right)=d_{i}
$$

The flow of commodity $i$ to a $\operatorname{sink} t_{i}$ (if $t_{i} \in B_{x}$ ):

$$
\sum_{u \in N^{i n}\left(t_{i}\right)} Y_{u t_{i}}-\sum_{u \in N^{\text {out }}\left(t_{i}\right)} Y_{u t_{i}}+\sum_{\xi, \mathbf{g}} X_{\xi, \mathbf{g}} \cdot g^{i}\left(t_{i}\right)=d_{i}
$$

The desired flow to a vertex $v$ in the parent bag:

$$
\sum_{u \in N^{i n}(v) \backslash B_{p(x)}} Y_{u v}-\sum_{u \in N^{o u t}(v) \backslash B_{p(x)}} Y_{u v}=f_{x}^{i}(v) .
$$

Edge capacities and non-negative flow:

$$
0 \leq \sum_{i=1}^{\ell} Y_{e}^{i} \leq c(e)
$$

[^7]The number of flow profiles of each type from each class matches the number of bags in that class:

$$
\sum_{g: B_{x} \rightarrow[-\mathrm{b}, \mathrm{~b}]} X_{\xi, \mathrm{g}}=|\xi| .
$$

$X_{\xi, \mathrm{g}}$ must be a non-negative integer:

$$
X_{\xi, \mathbf{g}} \in \mathbb{N}_{0}
$$

We then use an algorithm of Frank and Tardos [15, Theorem 5.3] to solve the ILP in time $N^{2.5 N+o(N)}$, where $N$ is the number of variables in the ILP. This number is dominated by the number of variables $X_{\xi, \mathbf{g}}$, of which there are $O\left(2^{\mathrm{b}^{\mathrm{b}(2 \mathrm{~b}+2)}}\right)$. We thus find a running time of
 otherwise, we set $\tau\left[x, \mathbf{f}_{x}\right]=$ False. We solve $\mathrm{b}^{\ell(2 \mathrm{~b}+1)}$ such ILP's per bag in the decomposition and thus find a total running time of $O\left(2^{2^{2^{3 \ell b}}}\right)$

Once we reach the root bag, we use a similar ILP to compute the flow on the root bag, finding a final solution. We find a total running time of $2^{2^{b^{3 \ell b}}} n^{O(1)}$.

Note that with some minor changes to the ILP (flow variables can be negative and there is no distinction between in/out edges), this proof also works in the undirected case, proving Theorem 1.10

## 6 Conclusions

The parameterised complexity analysis of integer multicommodity flow shows that the problem is already hard for several natural parameterisations, e.g., treewidth and pathwidth, even when there are only two commodities. The XNLP- and XALP-completeness imply that the problems have XP algorithms but which are likely also to use $\Omega\left(n^{f(k)}\right)$ space by the Slice-wise Polynomial Space Conjecture. Moreover, the XNLP- and XALP-completeness results imply that the problems are $\mathrm{W}[\mathrm{t}]$-hard.

We end the paper with some open problems. A number of cases for undirected graphs remain unresolved. We conjecture that for several such cases, the complexity results will be analogue to the directed case. A notable open case is Undirected Integer 2-Commodity Flow, which we conjecture is NP-complete for graphs with a pathwidth bound, but Theorem 1.6 only gives the result with three commodities.

We also conjecture that Integer 2-Commodity Flow is fixed parameter tractable with the vertex cover number as parameter, possibly by using a dynamic programming algorithm that only needs to investigate solutions that are "close" to the approximate solution found by Theorem 1.11.

Finally, we believe that the problem may be interesting to investigate on certain graph classes, for example planar graphs of bounded treewidth or in general on graphs of treewidth or pathwidth below the bounds given by our hardness results.
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#### Abstract

In this paper, we show that Treewidth is NP-complete for cubic graphs, thereby improving the result by Bodlaender and Thilikos from 1997 that Treewidth is NP-complete on graphs with maximum degree at most 9 . We add a new and simpler proof of the NP-completeness of treewidth, and show that Treewidth remains NP-complete on subcubic induced subgraphs of the infinite 3 -dimensional grid.
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## 1 Introduction

Treewidth is one of the most studied graph parameters, with many applications for both theoretical investigations as well as for applications. The problem of deciding the treewidth of a given graph, and finding corresponding tree decomposition, single-handedly lead to a plethora of studies, including exact algorithms, algorithms for special graph classes, approximations, upper and lower bound heuristics, parameterised algorithms and more. In this paper, we look at the basic problem to decide, for a given graph $G$ and integer $k$, whether the treewidth of $G$ is at most $k$.
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This problem was shown to be NP-complete in 1987 by Arnborg et al. [1]; their proof also gives NP-completeness on co-bipartite graphs. As the treewidth of a graph (without parallel edges) does not change under subdivision of edges, it easily follows and is well known that Treewidth is NP-complete on bipartite graphs. In 1997, Bodlaender and Thilikos [4] modified the construction of Arnborg et al. [1] and showed that Treewidth remains NP-complete if we restrict the inputs to graphs with maximum degree 9. In this paper, we sharpen this bound of 9 to 3 . Our proof uses a simple transformation, whose correctness follows from well-known facts about treewidth and simple insights. We also give a new simple proof of the NP-completeness of Treewidth on arbitrary (and on co-bipartite) graphs. We obtain a number of corollaries of the results, in particular NP-completeness of Treewidth on $d$-regular graphs for each fixed $d \geq 3$, and for graphs that can be embedded in a 3-dimensional grid.

Our techniques are based on the techniques in [1] and [4] with streamlined and simplified arguments, and some additional new but elementary ideas. As a starting point for the reductions, we use the NP-complete problems Cutwidth on cubic graphs and Pathwidth; the NP-completeness proofs for these were given by Monien and Sudborough [6] in 1987.

This paper is organised as follows. In Section 2, we give basic definitions and some well-known results on treewidth. In Section 3, we give a new simple proof of the NPcompleteness of Treewidth on co-bipartite graphs that uses an elementary transformation from pathwidth. Section 4 gives our main result: NP-completeness for Treewidth on cubic graphs (i.e. graphs with each vertex of degree 3). In Section 5, we derive as consequences some additional NP-completeness results: on $d$-regular graphs for each fixed $d$ and on graphs that can be embedded in a 3-dimensional grid. Some final remarks are made in Section 6.

## 2 Definitions and preliminaries

Throughout the paper, we denote the number of vertices of the graph $G$ by $n$. All graphs considered in this paper are undirected. A graph $G$ is $d$-regular if each vertex has degree $d$. We say that a graph $G$ is cubic if $G$ is 3 -regular. If each vertex of $G$ has degree at most 3, we say that $G$ is subcubic. All numbers considered are assumed to be integers, and an interval $[a, b]$ denotes the set of integers $\{a, a+1, a+2, \ldots, b-1, b\}$. Furthermore, for a positive integer $a$, we denote by $[a]$ the interval $[1, a]$. A graph $G$ is a minor of a graph $H$, if $G$ can be obtained from $H$ by zero or more vertex deletions, edge deletions, and edge contractions. For a graph $G$ and a set of vertices $A \subseteq V(G)$, we write $G+\operatorname{clique}(A)$ for the graph obtained by adding an edge between each pair of distinct non-adjacent vertices in $A$, i.e. by turning $A$ into a clique.

A tree decomposition of a graph $G$ is a pair $(T, \beta)$ such that $T$ is a tree and $\beta$ is a mapping assigning each node $x$ of $T$ to a bag $\beta(x) \subseteq V(G)$, satisfying the following conditions: every vertex of $G$ belongs to some bag, for every edge of $G$ there exists a bag containing both endpoints of the edge, and for every vertex of $G$, the set of nodes $x$ of $T$ such that $v \in \beta(x)$ induces a connected subtree of $T$. The width of a tree decomposition $(T, \beta)$ is the maximum, over all nodes $x$ of $T$, of the value of $|\beta(x)|-1$. The treewidth of a graph $G$, denoted by $\operatorname{tw}(G)$, is the minimum width of a tree decomposition of $G$. Path decompositions and pathwidth (denoted by $\mathrm{pw}(G)$ ) are defined analogously, but with the additional requirement that the tree $T$ is a path.

We use a number of well-known facts about treewidth and tree decompositions.

Lemma 1 (Folklore). Let $G$ be a graph, and $(T, \beta)$ a tree decomposition of width $k$ of $G$. Then the following statements hold.

1. Let $W$ be a clique in $G$. Then, there is a node $x$ of $T$ with $W \subseteq \beta(x)$.
2. Suppose $v, w \in V(G),\{v, w\} \notin E(G)$. If there is a node $x$ of $T$, with $v, w \in \beta(x)$, then $(T, \beta)$ is a tree decomposition of width $k$ of the graph obtained by adding the edge $\{v, w\}$ to $G$.
3. Suppose $W \subseteq V(G)$. Then, there is a node $x$ in $T$ such that when we remove $\beta(x)$ and all incident edges from $G$, then each connected component of $G$ contains at most $n / 2$ vertices of $W$.
4. Let $y$ be a leaf of $T$, with neighbour $y^{\prime}$. If $\beta(y) \subseteq \beta\left(y^{\prime}\right)$, then removing $y$ with its bag from the tree decomposition $(T, \beta)$ yields another tree decomposition of $G$ of width at most $k$.
5. If $H$ is a minor of $G$, then $\operatorname{tw}(H) \leq \operatorname{tw}(G)$, and $\mathrm{pw}(H) \leq \operatorname{pw}(G)$.

A graph $G$ is co-bipartite if $V(G)=A \cup B$ with $A$ a clique and $B$ a clique (that is, the complement of $G$ is bipartite). The following fact is also well known, and follows implicitly from the proofs of Arnborg et al. [1]. For completeness, we give a proof here.

- Lemma 2 (See, e.g. [1]). Let $G$ be a co-bipartite graph, with $V(G)=A \cup B$ where $A$ and $B$ are cliques. Then:

1. $\mathrm{tw}(G)=\mathrm{pw}(G)$.
2. $G$ has a path decomposition $(P, \beta)$ with width equal to $\operatorname{tw}(G)$ such that $A \subseteq \beta\left(p_{1}\right)$ and $B \subseteq \beta\left(p_{r}\right)$, where $p_{1}$ and $p_{r}$ are the two endpoints of $P$.

Proof. Suppose $(T, \beta)$ is a tree decomposition of $G$ of width $\operatorname{tw}(G)$. By Lemma $1(1)$, there is a node $x$ in $T$ with $A \subseteq \beta(x)$, and a node $y$ in $T$ with $B \subseteq \beta(y)$. Let $P$ be the path from $x$ to $y$ in $T$.

If $T$ has nodes not in $P$, then we can apply the following step. Take a leaf $z$ of $T$, not in $P$. Let $z^{\prime}$ be the neighbour of $z$ in $T$. For each $v \in A \cap \beta(z)$, it holds that $v \in \beta\left(z^{\prime}\right)$ as $z^{\prime}$ is on the path from $z$ to $x$, and for each $v \in B \cap \beta(z)$, it holds that $v \in \beta\left(z^{\prime}\right)$ as $z^{\prime}$ is on the path from $z$ to $y$. So, by Lemma 1(4), we can remove $z$ from $T$ and obtain another tree decomposition of $G$. Repeating this step as long as possible gives the desired result.

The vertex separation number of a graph $G$ is denoted by $\operatorname{vsn}(G)$ and defined as the minimum, over all orderings $\sigma=\left(v_{1}, \ldots, v_{n}\right)$ of the vertex set of $G$, of the maximum, over all $i \in\{1, \ldots, n\}$, of the number of vertices $v_{j}$ such that $j>i$ and $v_{j}$ has a neighbour in $\left\{v_{1}, \ldots, v_{i}\right\}$. Kinnersley proved the following characterisation of pathwidth.

- Theorem 3 (Kinnersley [5]). The pathwidth of every graph equals its vertex separation number.

Treewidth is the following decision problem: Given a graph $G$ and an integer $k$, is the treewidth of $G$ at most $k$ ? The problems Pathwidth and Vertex Separation Number are defined analogously.

In 1987, Arnborg, Corneil, and Proskurowski established NP-completeness of TreEwidth in the class of co-bipartite graphs [1]. Ten years later, Bodlaender and Thilikos [4] proved that Treewidth is NP-complete on graphs with maximum degree at most 9. Monien and Sudborough [6] proved that Vertex Separation Number is NP-complete on planar graphs with maximum degree at most 3 . Combining this result with Theorem 3 directly shows the following.

- Theorem 4 (Monien and Sudborough [6]). PathwidTh is NP-complete on planar graphs with maximum degree at most 3 .


Figure 1 A brick wall with 5 rows and 12 columns.

A well-known type of graphs are the walls. A wall with $r$ rows and $c$ columns has $r \times c$ vertices. We refrain from giving a formal definition here, as the concept is clear from Figure $1^{1}$

It is well known that the pathwidth and treewidth of an $n$ by $r$ grid equal $\min \{n, r\}$, see, e.g. [3, Lemmas 87 and 88 ]. Since any brick wall is a subgraph of a grid, the upper bound also holds for brick walls, and the standard construction gives the following result.

- Lemma 5 (Folklore). Let $B_{r, c}$ be a brick wall with r rows and c columns. Then $\mathrm{tw}\left(B_{r, c}\right) \leq$ $\operatorname{pw}\left(B_{r, c}\right) \leq r$ and there is a path decomposition $(P, \beta)$ of $B_{r, c}$ of width $r$ with $\beta\left(p_{1}\right)$ the set of vertices on the first column of $B_{r, c}$, and $\beta\left(p_{q}\right)$ the set of vertices on the last column of $B_{r, c}$, where $p_{1}$ and $p_{r}$ are the two endpoints of $P$.

A linear ordering of a graph $G$ is a bijection $f: V(G) \rightarrow\{1, \ldots, n\}$. The cutwidth of a linear ordering of $G$ is

$$
\max _{i \in[n]}|\{\{v, w\} \in E(G) \mid f(v) \leq i<f(w)\}| .
$$

The cutwidth of a graph $G$, denoted by $\mathrm{cw}(G)$, is the minimum cutwidth of a linear ordering of $G$.

The Cutwidth problem asks to decide, for a given graph $G$ and integer $k$, whether the cutwidth of $G$ is at most $k$. Monien and Sudborough [6] showed that Cutwidth is NP-complete on graphs of maximum degree three (using the problem name Minimum Cut Linear Arrangement). As their proof does not generate vertices of degree one, and the cutwidth of a graph does not change by subdividing an edge, from their proof, the next result follows.

- Theorem 6 (Monien and Sudborough [6]). CuTwIDTH is NP-complete on cubic graphs.


## 3 A simple proof for co-bipartite graphs

In this section, we give a new simple proof that Treewidth is NP-complete. Our proof borrows elements from the NP-completeness proof from Arnborg et al. [1], but uses an easy transformation from Pathwidth.

Let $G$ be a graph. We denote by $F(G)$ the graph obtained from $G$ as follows. The vertices of $F(G)$ consist of two copies $v$ and $v^{\prime}$ for every $v \in V(G)$; we denote by $V$ and $V^{\prime}$ the sets $V(G)$ and $\left\{v^{\prime} \mid v \in V(G)\right\}$, respectively. Moreover, the graph $F(G)$ contains for every $v \in V(G)$ an edge between $v$ and $v^{\prime}$, and for every edge $\{u, v\} \in E(G)$, it contains one edge between $u$ and $v^{\prime}$ and one edge between $v$ and $u^{\prime}$. Finally, $F(G)$ contains all edges between every pair of distinct vertices in $V$ and every pair of distinct vertices in $V^{\prime}$. Note that each of the sets $V$ and $V^{\prime}$ are cliques in $F(G)$. In particular, $G$ is co-bipartite. An example is given in Figure 2.

[^8]

Figure 2 A graph $G$ with $F(G)$.


Figure 3 A path decomposition of the graph $G$ from Figure 2 and the corresponding path decomposition of $F(G)$.

- Lemma 7. Let $G$ be a graph. Then, $\operatorname{tw}(F(G))=\operatorname{pw}(F(G))=n+\mathrm{pw}(G)$, where $n=|V(G)|$.

Proof. First, we show that $\mathrm{pw}(F(G)) \leq n+\mathrm{pw}(G)$. Let $k=\mathrm{pw}(G)$. Take a path decomposition $(P, \beta)$ of $G$ of width $k$, with $P=\left(p_{1}, \ldots, p_{r}\right)$. Now, let $\gamma\left(p_{i}\right)$ be a set of vertices of $F(G)$ defined as follows:

- For each $v \in V(G)$ such that there is a $j \geq i$ with $v \in \beta\left(p_{j}\right)$, add $v$ to $\gamma\left(p_{i}\right)$.
- For each $v \in V(G)$ such that there is a $j \leq i$ with $v \in \beta\left(p_{j}\right)$, add $v^{\prime}$ to $\gamma\left(p_{i}\right)$.

An example of this construction, applied to the graphs $G$ and $F(G)$ of Figure 2, is given in Figure 3.

We claim that $(P, \gamma)$ is a path decomposition of $F(G)$ of width $n+k$. We first verify that $(P, \gamma)$ is a path decomposition. The first and third conditions of path decompositions are clearly satisfied. Notice that $V \subseteq \gamma\left(p_{1}\right)$, and $V^{\prime} \subseteq \gamma\left(p_{r}\right)$. So, for each edge in $F(G)$ between two vertices in $V$, or between two vertices in $V^{\prime}$, there is a bag in $(P, \gamma)$ containing the two endpoints of the edge, namely, the bag corresponding to the node $p_{1}$ or $p_{r}$, respectively. Consider an edge $\left\{v, v^{\prime}\right\}$ for a vertex $v \in V(G)$. There is a node $p_{v}$ with $v \in \beta\left(p_{v}\right)$, and therefore $v, v^{\prime} \in \gamma\left(p_{v}\right)$. Consider an edge $\left\{v, w^{\prime}\right\}$ in $F(G)$, corresponding to an edge $\{v, w\} \in E(G)$. There is a node $p_{v w}$ with $v, w \in \beta\left(p_{v w}\right)$. Now, $v, v^{\prime}, w, w^{\prime} \in \gamma\left(p_{v w}\right)$.

To see that the width is $n+k$, consider some bag $\gamma\left(p_{i}\right)$ and a vertex $v \in V(G)$. There are three possible cases:

1. For each $j$ with $v \in \beta\left(p_{j}\right), j>i$. Now, $v \in \gamma\left(p_{i}\right) ; v^{\prime} \notin \gamma\left(p_{i}\right)$.
2. For each $j$ with $v \in \beta\left(p_{j}\right), j<i$. Now, $v^{\prime} \in \gamma\left(p_{i}\right) ; v \notin \gamma\left(p_{i}\right)$.
3. If the previous two cases do not hold, then there is $j \leq i$ with $v \in \beta\left(p_{j}\right)$, and $j^{\prime} \geq i$ with $v \in \beta\left(p_{j^{\prime}}\right)$. From the definition of path decompositions, it follows that $v \in \beta\left(p_{i}\right)$. From the construction of $\gamma$, we have $v, v^{\prime} \in \gamma\left(p_{i}\right)$.

In each of the cases, we have one vertex more in $\gamma\left(p_{i}\right)$ than in $\beta\left(p_{i}\right)$, so for each node, the size of its $\gamma$-bag is exactly $n$ larger than the size of its $\beta$-bag. The claim follows.

Now, suppose the treewidth of $G$ equals $\ell$. From Lemma 2(2), it follows that we can assume we have a path decomposition $(P, \gamma)$ of $F(G)$ of width $\ell$, with $P$ having successive bags $p_{1}, p_{2}, \ldots, p_{r}$, and with $V \subseteq \gamma\left(p_{1}\right)$ and $V^{\prime} \subseteq \gamma\left(p_{2}\right)$.

We now define a path decomposition $(P, \delta)$ of $G$, as follows. For each node $x$ on $P$, set $\delta(x)=\left\{v \in V \mid v \in \gamma(x) \wedge v^{\prime} \in \gamma(x)\right\}$. (Note that this is the reverse of the operation in the first part of the proof; compare with Figure 3.)

We now verify that $(P, \delta)$ is indeed a path decomposition of $G$. For each vertex $v,\left\{v, v^{\prime}\right\}$ is an edge in $F(G)$, so there is a node $x_{v}$ with $v, v^{\prime} \in \gamma\left(x_{v}\right)$, hence $v \in \delta\left(x_{v}\right)$. For each edge $\{v, w\} \in E(G)$, the set $\left\{v, v^{\prime}, w, w^{\prime}\right\}$ forms a clique in $F(G)$, so there is a node $x_{v w}$ with $\left\{v, v^{\prime}, w, w^{\prime}\right\} \subseteq \gamma\left(x_{v w}\right)$ (see Lemma 1(1)). Hence $v, w \in \delta\left(x_{v w}\right)$. Finally, for each $v \in V(G)$, the set of nodes $x$ with $v \in \delta(x)$ is the intersection of the nodes with $v \in \gamma(x)$ and the nodes with $v^{\prime} \in \gamma(x)$; the intersection of connected subtrees is connected, so the third condition in the definition of path (tree) decompositions also holds.

Finally, we show that the width of $(P, \delta)$ is $\ell-n$. Consider a vertex $v$, and $i \in[r]$. There must be $i_{v}$ with $\left\{v, v^{\prime}\right\} \subseteq \gamma\left(p_{i_{v}}\right)$. If $i \leq i_{v}$, then $v \in \gamma\left(p_{i}\right)$; if $i \geq i_{v}$, then $v^{\prime} \in \gamma\left(p_{i}\right)$ (using that $v \in \gamma\left(p_{1}\right)$ and $\left.v^{\prime} \in \gamma\left(p_{r}\right)\right)$. So, we have $\left\{v, v^{\prime}\right\} \cap \gamma\left(p_{i}\right) \neq \emptyset$.

Now, for each node $p_{i}, i \in[r]$, for each vertex $v$, we have that $\gamma\left(p_{i}\right)$ contains both vertices from the set $\left\{v, v^{\prime}\right\}$ when $v \in \delta\left(p_{i}\right)$, and $\gamma\left(p_{i}\right)$ contains exactly one vertex from the set $\left\{v, v^{\prime}\right\}$ when $v \notin \delta\left(p_{i}\right)$. So, $\left|\gamma\left(p_{i}\right)\right|=\left|\delta\left(p_{i}\right)\right|+n$. As this holds for each bag, we have that the width of $(P, \gamma)$ is exactly $n$ larger than the width of $(P, \delta)$. It follows that $\mathrm{pw}(G) \leq \operatorname{tw}(F(G))-n \leq \mathrm{pw}(F(G))-n$, which shows the result.

Lemma 7, together with the NP-completeness of Vertex Separation Number [6], and the equivalence between the pathwidth and the vertex separation number (Theorem 3), leads to an alternative simple proof of NP-completeness of TREEWIDTH in the class of co-bipartite graphs.

- Corollary 8. Treewidth is NP-complete on co-bipartite graphs.

One can obtain a proof of the NP-completeness of Treewidth on graphs with maximum degree five by combining the proof above with the technique of replacing a clique with a wall or grid (as in [4] or in the next section). Instead of this, we give in the next section a proof that reduces from Cutwidth and shows NP-completeness of Treewidth on graphs of degree three.

## 4 Cubic graphs

In this section, we give an NP-completeness proof for Treewidth on cubic graphs. The construction uses a few steps. The first step is a simplified version of the NP-completeness proof from Arnborg et al. [1]; the second step follows the idea of Bodlaender and Thilikos [4] to replace the cliques by grids or walls. After this step, we have a graph with maximum degree 7. In the third step, we replace vertices of degree more than 3 by trees of maximum degree 3 , and show that this step does not change the treewidth (it actually can change the pathwidth). The fourth step makes the graph 3-regular by simply contracting over vertices of degree 2 .

- Theorem 9. TREEWIDTH is NP-complete on regular graphs of degree 3.

Proof. We use a transformation from Cutwidth on 3-regular graphs.
Let $G$ be an $n$-vertex 3 -regular graph and $k$ an integer. Using a sequence of intermediate steps and intermediate graphs $G_{1}, G_{2}, G_{3}$, we construct a 3 -regular graph $G_{4}$ with the property that $G$ has cutwidth at most $k$, if and only if $G_{4}$ has treewidth at most $3 n+k+2$.

Step 1: From Cutwidth to Treewidth. The first step is a streamlined version of the proof from Arnborg et al. [1]. For each vertex $v \in V(G)$, we take a set $A_{v}=\left\{v^{1}, v^{2}, v^{3}\right\}$ which has three copies of $v$.

For each edge $e \in E(G)$, we have a set $B_{e}=\left\{e^{1}, e^{2}\right\}$, which consists of two vertices that represent the edge.

Let $A=\bigcup_{v \in V(G)} A_{v}$, and $B=\bigcup_{e \in E(G)} B_{e}$. We create $G_{1}$ by taking $A \cup B$ as vertex set, turning $A$ into a clique, turning $B$ into a clique, and for each pair $v, e$ with $v$ an endpoint of $e$, adding edges between all vertices in $A_{v}$ and all vertices in $B_{e}$.
$\triangleright$ Claim 10. Let $G$ and $G_{1}$ be as above. $\operatorname{tw}\left(G_{1}\right)=\operatorname{pw}\left(G_{1}\right)=\operatorname{cw}(G)+3 n+2$.
Proof. First, assume $G$ has cutwidth $k$, and let $f$ be a linear ordering of $G$ of cutwidth $k$, and denote the $i$ th vertex in the linear ordering as $v_{i}=f^{-1}(i)$.

Build a path decomposition $(P, \beta)$ with $P$ the path with nodes $p_{1}, \ldots, p_{n}$. For $i \in[n]$, set

$$
\begin{aligned}
\beta\left(p_{i}\right)= & \left\{v_{j}^{a} \mid j \geq i \wedge a \in\{1,2,3\}\right\} \\
& \cup\left\{e^{b} \mid e=\left\{v_{j}, v_{j^{\prime}}\right\} \in E(G) \wedge \min \left\{j, j^{\prime}\right\} \leq i \wedge b \in[2]\right\}
\end{aligned}
$$

That is, we take the representatives of the vertices $v_{i}, v_{i+1}, \ldots, v_{n}$, and all vertices that represent an edge with at least one endpoint in $\left\{v_{1}, v_{2}, \ldots, v_{i}\right\}$.

We can verify that $(P, \beta)$ is a path decomposition of $G_{1}$. From the construction, it directly follows that $A \subseteq \beta\left(p_{1}\right)$ and $B \subseteq \beta\left(p_{n}\right)$. For the second condition of path decompositions, it remains to look at edges in $G_{1}$ with one vertex of the form $v_{i}^{a}$ and one vertex of the form $e^{b}$. Necessarily, $v_{i}$ is an endpoint of $e$, and now we can note that both vertices are in bag $\beta\left(p_{i}\right)$. From the construction, it directly follows that the third condition of path decompositions is fulfilled.

To show that the width of this path decomposition is at most $k+3 n+2$, we use an accounting system. Consider $\beta\left(p_{i}\right)$. Give each vertex $v \in V(G)$ three credits, except $v_{i}$, which gets six credits. Each edge that "crosses the cut", i.e. it belongs to the set $\{\{v, w\} \in E(G) \mid f(v) \leq i<f(w)\}$, gets one credit. All other edges get no credit. We handed out at most $k+3 n+3$ credits. We now redistribute these credits to the vertices in $\beta\left(p_{i}\right)$. Each vertex $v_{j}, j \geq i$, gives one credit to each vertex of the form $v_{j}^{a}, a \in\{1,2,3\}$. For an edge $e=\left\{v_{j}, v_{j^{\prime}}\right\}$, with $j<i$ and $j^{\prime}<i$, the vertices $e^{1}$ and $e^{2}$ get, respectively, a credit from $v_{j}$ and $v_{j^{\prime}}$. For an edge $e=\left\{v_{j}, v_{j^{\prime}}\right\}$, with $j \leq i<j^{\prime}$, the vertices $e^{1}$ and $e^{2}$ get, respectively, a credit from $v_{j}$ and a credit from $e$. Now, each vertex and edge precisely spends its credit: a vertex $v_{j}$ with $j<i$ gives one credit to each of its incident edges, $v_{i}$ gives one credit to each of its copies $v_{i}^{1}, v_{i}^{2}, v_{i}^{3}$, and one credit to each of its incident edges, and $v_{j}$ with $j>i$ gives one credit to each of its copies $v_{j}^{1}, v_{j}^{2}, v_{j}^{3}$. Each vertex in the bag $\beta\left(p_{i}\right)$ gets one credit, so the size of the bag is at most $k+3 n+3$. As this holds for each bag, the width of the path decomposition is at most $k+3 n+2$.

Now, assume that we have a tree decomposition $(T, \gamma)$ of $G_{1}$ of width $\ell$. By Lemma 1(1), as $A$ and $B$ are cliques, there is a bag $p_{1}$ with $A \subseteq \gamma\left(p_{1}\right)$, and a bag $p_{r}$ with $B \subseteq \gamma\left(p_{r}\right)$. As in the proof of Lemma 2, we can remove all bags not on the path from $p_{1}$ and $p_{r}$, and
still keep a tree decomposition of $G_{1}$. So, we can assume we have a path decomposition $(P, \gamma)$ of width at most $\ell$ of $G_{1}$, where $P$ is a path with successive vertices $p_{1}, p_{2}, \ldots, p_{r}$, and $\gamma\left(p_{1}\right)=A$ and $\gamma\left(p_{r}\right)=B$.

For each $v \in V(G)$, set $g(v)$ to the maximum $i$ such that $\left\{v^{1}, v^{2}, v^{3}\right\} \subseteq \beta\left(p_{i}\right)$. (As $\left\{v^{1}, v^{2}, v^{3}\right\} \subseteq A \subseteq \beta\left(p_{1}\right), g(v)$ is well defined and in $[r]$.)

Take a linear ordering $f$ of $G$ such that for all $v, w \in V(G), g(v)<g(w) \Rightarrow f(v)<f(w)$. (That is, order the vertices with respect to increasing values of $g$, and arbitrarily break the ties when vertices have the same value $g(v)$.) We claim that $f$ has cutwidth at most $\ell-3 n-2$.

Consider a vertex $v \in V(G)$, and suppose $g(v)=i^{\prime}$. Let $e$ be an edge incident to $v$. The set $\left\{v^{1}, v^{2}, v^{3}, e^{1}, e^{2}\right\}$ is a clique in $G_{1}$, so there is an $i_{e}$ with $\left\{v^{1}, v^{2}, v^{3}, e^{1}, e^{2}\right\} \subseteq \beta\left(p_{i_{e}}\right)$. From the definition of path decompositions and the construction of $g$, we have $i_{e} \leq i^{\prime}$. As $\left\{e^{1}, e^{2}\right\} \subseteq \beta\left(p_{i_{e}}\right) \cap \beta\left(p_{r}\right)$, we have that $\left\{e^{1}, e^{2}\right\} \subseteq \beta\left(p_{i^{\prime}}\right)$.

Now, consider an $i \in[n]$. Let $v=f^{-1}(i)$ be the $i$ th vertex of the ordering and $C=f^{-1}[i]$ be the first $i$ vertices in the linear ordering. Let $E^{1}$ be the set of edges with exactly one endpoint in $C$, and let $E^{2}$ be the set of edges with both endpoints in $C$. Suppose $g(v)=i^{\prime}$. We now examine which vertices belong to $\beta\left(p_{i^{\prime}}\right)$ :

- By definition, $v^{1}, v^{2}, v^{3}$.
- For each $w \in V(G) \backslash C$, there is an $i_{w} \geq i^{\prime}$ with $\left\{w^{1}, w^{2}, w^{3}\right\} \subseteq \beta\left(p_{i_{w}}\right)$, hence $w^{1}, w^{2}$, and $w^{3}$ are in $\beta\left(p_{i^{\prime}}\right)$. (Use here that these vertices are in $\beta\left(p_{1}\right)$.) The number of such vertices is $3 n-3 i$.
- For each edge $e \in E^{1} \cup E^{2}$, from the discussion above it follows that there is an $i_{e} \leq i^{\prime}$ with $e^{1}, e^{2} \in \beta\left(p_{i_{e}}\right)$, and, as these vertices are in $\beta\left(p_{r}\right)$, we have $\left\{e^{1}, e^{2}\right\} \subseteq \beta\left(p_{i^{\prime}}\right)$.
Thus, the size of $\beta\left(p_{i^{\prime}}\right)$ is at least $3 n-3 i+3+2 \cdot\left|E_{1}\right|+2 \cdot\left|E_{2}\right|$. As each vertex in $C$ is incident to exactly three edges, we have $3 i=\left|E_{1}\right|+2 \cdot\left|E_{2}\right|$. Now, $\ell \geq\left|\beta\left(p_{i^{\prime}}\right)\right|-1 \geq$ $3 n-3 i+2+2 \cdot\left|E_{1}\right|+2 \cdot\left|E_{2}\right|=3 n+2+\left|E_{1}\right|$. It follows that the size of the cut $|\{\{x, y\} \in E(G) \mid f(x) \leq i<f(y)\}|=\left|E_{1}\right| \leq \ell-3 n-2$. As this holds for each $i \in[n]$, the bound of $\ell-3 n-2$ on the cutwidth of $f$ follows.

We have thus shown that $\mathrm{pw}\left(G_{1}\right) \leq \mathrm{cw}(G)+3 n+2$ and that $\mathrm{cw}\left(G_{1}\right) \leq \mathrm{tw}\left(G_{1}\right)-3 n-2$. Together with the inequality $\operatorname{tw}\left(G_{1}\right) \leq \mathrm{pw}\left(G_{1}\right)$, this proves the claim.

Step 2: The wall construction. In the second step, we use a technique from Bodlaender and Thilikos [4]. We construct a graph $G_{2}$ from the graph $G_{1}$ by removing the edges between vertices in $A$ and the edges between vertices in $B$; then, we add a wall with $3 n$ rows and $24 n$ columns, and add a matching from the vertices in the last column of the wall to the vertices in $A$. Similarly, we add another wall with $3 n$ rows and $24 n$ columns, and add a matching from the vertices in the first column of this wall to the vertices in $B$.

As applying the wall construction to a graph obtained from the first step would be unwieldy, the example in Figure 4 shows the wall construction applied to the graph from the previous section.
$\triangleright$ Claim 11. $\operatorname{tw}\left(G_{1}\right)=\operatorname{pw}\left(G_{1}\right)=\operatorname{tw}\left(G_{2}\right)=\operatorname{pw}\left(G_{2}\right)$. Moreover, there is a path decomposition of $G_{2}$ of optimal width with a node $x_{A}$ with $A \subseteq \beta\left(x_{A}\right)$ and a node $x_{B}$ with $B \subseteq \beta\left(x_{B}\right)$.

Proof. Suppose we have a tree decomposition $(T, \beta)$ of $G_{2}$ of optimal width $k$. By Lemma 1(3), there is a node $x$ such that each connected component of $G_{2} \backslash \beta(x)$ contains at most $36 n^{2}$ vertices of the left wall. Note that $\beta(x)$ must contain a vertex of each row from the left wall. Suppose not. Each pair of two successive columns in the wall is connected; there are at least $12 n-|\beta(x)|$ disjoint pairs of columns which do not contain a vertex from $\beta(x)$. All vertices on


Figure 4 Illustration of the wall construction. Here, it is applied to the graphs from Figure 2, and the number of columns shown is smaller than that in the actual construction.
these columns are connected in $G_{2} \backslash \beta(x)$ as they intersect the row without vertices in $\beta(x)$. As the number of vertices in these columns is larger than $36 n^{2}$, since $k \leq|E(G)|=3 n / 2$, we have a contradiction.

By Lemma $1(2),(T, \beta)$ is also a tree decomposition of the graph obtained from $G_{2}$ by adding edges between each pair of vertices in $\beta(x)$. Apply the same step to the right wall. We see that $(T, \beta)$ is a tree decomposition of width $k$ of a graph that for each pair of rows in the left wall contains an edge between a pair of vertices from these rows, and similarly for the right wall. Now, if we contract each row of the left wall to the neighbouring vertex in $A$, and contract each row of the right wall to the neighbouring vertex in $B$, we obtain $G_{1}$ as minor: $G_{1}$ is a minor of a graph of treewidth $k$, so has treewidth at most $k$.

By Lemma $2, \operatorname{tw}\left(G_{1}\right)=\mathrm{pw}\left(G_{1}\right)$, and there is a path decomposition $(P, \gamma)$ of $G_{1}$ of optimal width $\ell$ such that $A \subseteq \gamma\left(p_{1}\right)$ and $B \subseteq \gamma\left(p_{q}\right)$, where $p_{1}$ and $p_{q}$ are the endpoints of $P$.

We can now build a path decomposition of $G_{2}$ of the same width $\ell$ as follows: first, take the successive bags of a path decomposition of the left wall, of width $3 n$, where we can end with a bag that contains all vertices of $A$. Then, we take the bags of $(P, \gamma)$. Now, we add a path decomposition of the right wall, of width $3 n$, that starts with a bag containing all vertices in $B$.

Step 3: Making the graph subcubic. Note that the maximum degree of a vertex in $G_{2}$ is seven. A vertex in $A$ has one neighbour in the wall, and six neighbours in $B$ (the vertex it represents has three incident edges, and each is represented by two vertices). Similarly, a vertex in $B$ has degree seven: again, one neighbour in the wall, and six neighbours in $A$ (each endpoint of the edge it represents is represented by three vertices). Vertices in the walls have degree at most three.

Given $G_{2}$, we build a subcubic graph $G_{3}$. We do this by replacing each vertex in $A$ and in $B$ by a tree, and replacing edges to vertices in $A$ and $B$ by edges to leaves or the root of these trees.

For vertices $v^{\alpha}$ in $A$ (with $v \in V(G), \alpha \in[3]$ ), we take an arbitrary tree with a root of degree 2 , all other internal vertices of degree 3 , and six leaves. The root (which we denote by the name of the original vertex $v^{\alpha}$ ) is made adjacent to the neighbour of $v^{\alpha}$ in the wall.

Each vertex $e^{\alpha} \in B$ (with $e \in E(G), \alpha \in[2]$ ) is also replaced by a tree with a root of degree 2 , all other internal vertices of degree 3 , and six leaves, but here we need to use a specific shape of the tree. Suppose $e$ has endpoints $v$ and $w$. Figure 5 shows this tree. In particular, note that the root is made adjacent to the neighbour of $e^{\alpha}$ in the wall, and the leaves that go to the subtrees that represent $v$ are grouped together, and the leaves that go to the subtrees that represent $w$ are grouped together.

Each edge between a vertex $v^{\alpha}$ in $A$ and a vertex $e^{\alpha^{\prime}}$ in $B$ now becomes an edge from a leaf of the tree representing $v^{\alpha}$, to a leaf of the tree representing $e^{\alpha^{\prime}} ; \alpha \in[3], \alpha^{\prime} \in[2]$. The roots of the trees are made adjacent to a vertex in the wall; this is the same vertex as the wall neighbour of the original vertex in $G_{2}$.


Figure 5 Replacing a vertex $e^{\alpha}$ from $B$ by a tree; $e$ is here the edge $\{v, w\}$.
$\triangleright$ Claim 12. Suppose $\operatorname{tw}\left(G_{2}\right) \geq 68$. Then $\operatorname{tw}\left(G_{2}\right)=\operatorname{pw}\left(G_{2}\right)=\operatorname{tw}\left(G_{3}\right)$.
Proof. We have already established that $\mathrm{tw}\left(G_{2}\right)=\mathrm{pw}\left(G_{2}\right)$.
First, note that $G_{2}$ is a minor of $G_{3}$ : we obtain $G_{2}$ from $G_{3}$ by contracting each of the new trees to its original vertex. By Lemma 1(5), we have $\operatorname{tw}\left(G_{2}\right) \leq \operatorname{tw}\left(G_{3}\right)$.

Suppose we have a path decomposition $(P, \beta)$ of $G_{2}$ of optimal width $\ell=\mathrm{pw}\left(G_{2}\right)=\mathrm{tw}\left(G_{2}\right)$. By Claim 11, we can also assume that there is a bag that contains all vertices in $A$, and that there is a bag that contains all vertices in $B$.

For each vertex $v \in V(G)$, we claim that there is a node $p_{i_{v}}$ with $v^{1}, v^{2}, v^{3} \in \beta\left(p_{i_{v}}\right)$ and $e^{1}, e^{2} \in \beta\left(p_{i_{v}}\right)$ for each edge $e$ incident to $v$. This can be shown as follows. The pair $(P, \beta)$ is also a path decomposition of the graph $G+\operatorname{clique}(A)+\operatorname{clique}(B)$, obtained from $G_{2}$ by adding edges between each pair of vertices in $A$, and each pair of vertices in $B$ (since there is a bag containing all vertices of $A$ and a bag containing all vertices of $B$ and by Lemma 1(2).) The claim now follows from Lemma $1(1)$ by observing that these nine vertices $\left(v^{1}, v^{2}, v^{3}\right.$, and $e^{1}, e^{2}$ for each edge incident to $v$ ) form a clique in $G+\operatorname{clique}(A)+\operatorname{clique}(B)$.

Now, we can construct a tree decomposition of $G_{3}$ as follows. Take $(P, \beta)$. Replace each vertex in $A$ and each vertex in $B$ by the root of the tree it represents. For each vertex $v \in V(G)$, we add one additional bag to the tree decomposition; this bag becomes a leaf of the tree decomposition. (Note that after this step, we no longer have a path decomposition.)

Consider a vertex $v \in V(G)$. Take a new node $x_{v}$, and make $x_{v}$ adjacent to $p_{i_{v}}$ in the tree. Let the bag of $x_{v}$ contain the following vertices: all vertices in the subtrees that represent $v^{1}$, $v^{2}, v^{3}$, for each edge $e$ with $v$ as endpoint the vertices $e^{1}, e_{v}^{1}, e^{2}, e_{v}^{2}$, and the descendants of $e_{v}^{1}$ and $e_{v}^{2}$ in the respective subtrees (the vertices in the yellow area in Figure 5, assuming that $e=\{v, w\}$ ).

Each vertex in $A$ is represented by a binary tree with a root of degree two and six leaves, so by eleven vertices. For each of the three edges incident to $v$, we have two subtrees of which we take six vertices each, so the total size of this new bag is $3 \cdot 11+3 \cdot 2 \cdot 6=69$. One easily verifies that we have a tree decomposition of $G_{3}$, and as the original bags keep the same size when $\ell \geq 68$, we have a tree decomposition of $G$ of width at most $\ell$.

By taking a sufficiently large $n$ (e.g. $n \geq 22$ works), we can assume that $\ell \geq 68$.

Step 4: Making the graph 3-regular. The fourth step is simple. Note that when the treewidth of a graph is at least three, the treewidth does not change when we contract a vertex of degree at most two to a neighbour (see [2]), possibly removing parallel edges. We apply this step as long as possible, and let $G_{4}$ be the resulting graph. The graph $G_{4}$ is a 3-regular graph, and, when $n \geq 22$, its treewidth equals the treewidth of $G_{1}$, which is $\operatorname{cw}(G)+3 n+2$. As we can construct $G_{4}$ in polynomial time, this completes the transformation, and we can conclude that Treewidth is NP-complete on 3-regular graphs.


Figure 6 Illustration of the proof. The path decomposition before and after adding the new node $x_{v}$.


Figure 7 Increasing the degree of two adjacent vertices by one.

## 5 Special cases

In this section, we give two NP-completeness proofs for Treewidth on special graph classes, which follow from minor modifications of the proof of Theorem 9. We first observe that for any fixed $d \geq 4$, Treewidth is NP-complete on $d$-regular graphs.

- Proposition 13. For each $d \geq 3$, TREEWIDTH is NP-complete on d-regular graphs.

Proof. The result for $d=3$ was given as Theorem 9 .
A small modification of the proof of Theorem 9 gives the result for 4-regular graphs: instead of using a wall, use a grid. At the borders of this grid, we have vertices of degree less than 3 . We can avoid these by first contracting vertices of degree 2 , and then noting that there is a perfect matching with the vertices of degree 3 at the sides of the grid. Replace each edge in this matching by a small subgraph, as shown in Figure 7. Note that this step increases the degree of $v$ and $w$ by one, while, when the treewidth of $G$ is at least 5 , the step will not change the treewidth of the graph.

In the step where we change vertices of degree 7 to vertices of degree 3 by replacing a vertex by a small tree, we instead use a tree with the root having two children, each with three children. These roots are made adjacent to the grid. Now, the roots have degree 3, and we add an arbitrary perfect matching between these root vertices in $A$, and similarly for $B$. (Note that in the construction, there is a bag containing all roots for $A$, and similarly $B$; these sets have even size.) This gives the result for $d=4$.

Consider the following gadget. Take a clique with $d+1$ vertices, and remove one edge, say $\{x, y\}$, from this clique. For a vertex $v$ in a graph $G$, add an edge from $x$ to $v$, and an edge from $y$ to $v$. See Figure 8.

If $G$ has treewidth at least $d$, then this step increases the degree of $v$ by 2 without changing the treewidth. Now, if $d$ is odd, we can take an instance of the hardness proof on 3 -regular graphs, and add to each vertex of that instance $(d-3) / 2$ copies of this gadget. We obtain an equivalent instance that is $d$-regular. If $d$ is even, we add $(d-4) / 2$ copies of the gadget to an instance of the hardness proof on 4-regular graphs.


Figure 8 Increasing the degree of a vertex: if $\operatorname{tw}(G) \geq 4$, then the step increases the degree of $v$ from 3 to 5 , but does not change the treewidth.

A d-dimensional grid graph is a finite induced subgraph of the infinite $d$-dimensional grid. Observe that $d$-dimensional grid graphs have degree at most $2 d$, and in particular the 3 -dimensional grid graphs have degree at most 6 . As a consequence of lowering the degree of hard Treewidth instances from 9 to at most 6 , we can show that computing the treewidth of 3-dimensional grid graphs is NP-complete. Since we lowered the degree of hard instances down to at most 3 , we can even show the following.

- Proposition 14. Treewidth is NP-complete on subcubic 3-dimensional grid graphs.

Proof. The argument is simply that every $n$-vertex (sub)cubic graph admits a subdivision of polynomial size that is a 3 -dimensional grid graph. We give a simple such embedding.

We reduce from Treewidth on cubic graphs, which is NP-hard by Theorem 9. Let $G$ be any cubic graph, $v_{0}, v_{1}, \ldots, v_{n-1}$ its vertices, and $e_{1}, e_{2}, \ldots, e_{3 n / 2}$ its edges. We build a subcubic induced subgraph $H$ of the $(6 n-1) \times(3 n+1) \times 3$ grid that is a subdivision of $G$. In particular, $\operatorname{tw}(H)=\operatorname{tw}(G)$ and $H$ has $O\left(n^{2}\right)$ vertices and edges, thus we can conclude.

For each $i \in[0, n-1]$, vertex $v_{i}$ is encoded by the path made by the 5 vertices $(x, 0,0)$ with $x \in[6 i, 6 i+4]$. We arbitrarily assign $(6 i, 0,0),(6 i+2,0,0),(6 i+4,0,0)$ each with a distinct neighbour of $v_{i}$ in $G$, say $v_{i(0)}, v_{i(1)}, v_{i(2)}$, respectively.

Every edge $e_{k}=\left\{v_{i}, v_{j}\right\}$ of $G$ with $i<j$ is encoded in the following way. Let $a, b \in[0,2]$ be such that $i(a)=j$ and $j(b)=i$. We build a path from $(6 i+2 a, 0,0)$ to $(6 j+2 b, 0,0)$ with degree- 2 vertices, by first adding all the vertices $(6 i+2 a, y, 0)$ and $(6 j+2 b, y, 0)$ for $y \in[2 k]$, then bridging $(6 i+2 a, 2 k, 0)$ and $(6 j+2 b, 2 k, 0)$ by adding $(6 i+2 a, 2 k, 1)(6 i+2 a, 2 k, 2)(6 i+$ $2 a+1,2 k, 2)(6 i+2 a+2,2 k, 2) \ldots(6 j+2 b-1,2 k, 2)(6 j+2 b, 2 k, 2)(6 j+2 b, 2 k, 1)$.

This finishes the construction of $H$. All of its vertices have degree 2 , except the vertices at $(6 i+2,0,0)$, which have degree 3 . It is easy to see that $H$ is a subdivision of $G$ (where each edge gets subdivided at most $12 n+5$ times).

We can easily adapt the previous proof to show hardness for finite subcubic (non-induced) subgraphs of the $\infty \times \infty \times 2$ grid.

## 6 Conclusions

In this paper, we gave a number of NP-completeness proofs for Treewidth. The first proof is an elementary reduction from Pathwidth to Treewidth on co-bipartite graphs; while the hardness result is long known, our new proof has the advantage of being very simple, and presentable in a matter of minutes. Our second main result is the NP-completeness proof for Treewidth on cubic graphs, which improves upon the over 25 -years-old bound of degree 9 .

We end this paper with a few open problems. A long standing open problem is the complexity of Treewidth on planar graphs. While the famous ratcatcher algorithm solves the related Branchwidth problem in polynomial time [7], it is still unknown whether Treewidth on planar graphs is polynomial time solvable or whether it is NP-complete. Also, no NP-hardness proofs for Treewidth on graphs of bounded genus, or $H$-minor free
graphs for some fixed $H$ are known. An easier open problem might be the complexity of Branchwidth for graphs of bounded degree, and we conjecture that Branchwidth is NP-complete on cubic graphs.

While "our" reductions are simple, the NP-hardness of Treewidth is derived from the NP-hardness of Pathwidth or Cutwidth. Thus, it would be good to have simple NP-hardness proofs for Pathwidth and/or Cutwidth, preferably building upon "classic" NP-hard problems like Satisfiability, elementary graph problems like Clique, or Bin Packing.

The reductions in our hardness proofs increase the parameter by a term linear in $n$, so shed no light on the parameterised complexity of Treewidth. Hence, it would be interesting to obtain parameterised reductions (i.e. reductions that change $k$ to a value bounded by a function of $k$ ), and also aim at lower bounds (e.g. based on the (S)ETH) on the parameterised complexity of Treewidth. It is also not known whether one can obtain a time lower bound of $2^{\Omega(n)}$ for Treewidth.
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#### Abstract

We introduce a new parameter, called stretch-width, that we show sits strictly between cliquewidth and twin-width. Unlike the reduced parameters [BKW '22], planar graphs and polynomial subdivisions do not have bounded stretch-width. This leaves open the possibility of efficient algorithms for a broad fragment of problems within Monadic Second-Order (MSO) logic on graphs of bounded stretch-width. In this direction, we prove that graphs of bounded maximum degree and bounded stretch-width have at most logarithmic treewidth. As a consequence, in classes of bounded stretch-width, Maximum Independent Set can be solved in subexponential time $2^{\tilde{O}\left(n^{8 / 9}\right)}$ on $n$-vertex graphs, and, if further the maximum degree is bounded, Existential Counting Modal Logic [Pilipczuk '11] can be model-checked in polynomial time. We also give a polynomial-time $O\left(\mathrm{OPT}^{2}\right)$-approximation for the stretch-width of symmetric 0,1 -matrices or ordered graphs.

Somewhat unexpectedly, we prove that exponential subdivisions of bounded-degree graphs have bounded stretch-width. This allows to complement the logarithmic upper bound of treewidth with a matching lower bound. We leave as open the existence of an efficient approximation algorithm for the stretch-width of unordered graphs, if the exponential subdivisions of all graphs have bounded stretch-width, and if graphs of bounded stretch-width have logarithmic clique-width (or rank-width).
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## 1 Introduction

Various graph classes have bounded twin-width ${ }^{1}$ such as, for instance, bounded clique-width graphs, proper minor-closed classes, proper hereditary subclasses of permutation graphs, and some expander classes [11]. Low twin-width, together with the witnessing contraction sequences, enables parameterized algorithms (that are unlikely in general graphs) for testing if a graph satisfies a first-order sentence [11, 7], and improved approximation algorithms for highly inapproximable packing and coloring problems [7, 4].

However one should not expect a large gain, in the low twin-width regime, as far as (non-parameterized) exact algorithms are concerned. This is because every graph obtained by subdividing (at least) $2\lceil\log n\rceil$ times each edge of an $n$-vertex graph $G$ has twin-width at most 4 [3]. It was already observed in the 70 's that a problem like Maximum IndePENDENT SET (MIS, for short) remains NP-complete in $2 t$-subdivisions [23]. Furthermore, known reductions [16] combined with the Sparsification Lemma [20], imply that unless the
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Exponential-Time Hypothesis ${ }^{2}$ (ETH) fails [19] solving MIS in subcubic graphs requires time $2^{\Omega(n)}$. The previous remarks entail that, unless the ETH fails, solving MIS in subcubic graphs of twin-width at most 4 requires time $2^{\Omega(n / \log n)}$.

In contrast, on the significantly less general classes of bounded clique-width not only can MIS be solved in polynomial-time, but a fixed-parameter algorithm solving $\mathrm{MSO}_{1}{ }^{3}$ model checking in time $f(w,|\varphi|) n^{O(1)}$ exists $[14,21]$, with $w$ the clique-width of the input graph, $\varphi$ the input sentence, and $f$ some computable function.

In this paper, we start exploring the trade-off between class broadness and algorithmic generality in the zone delimited by bounded clique-width and bounded twin-width. It may seem like the reduced parameters [12], where a graph has reduced $p$ at most $k$ if it admits a contraction sequence in which all the red graphs have parameter $p$ at most $k$, are exactly designed to tackle this endeavor. Indeed by definition, twin-width is reduced $\Delta$, where $\Delta$ is the maximum degree, and it was shown that reduced maximum connected component size (under the name of component twin-width) is functionally equivalent to clique-width [10]. Between maximum connected component size and maximum degree, there are several parameters $p$, such as bandwidth, cutwidth, treewidth $+\Delta$, whose reduced parameters give rise to a strict [12] hierarchy between bounded clique-width and bounded twin-width. Unfortunately, even reduced bandwidth -the closest to clique-width among the above-mentioned reduced parameters- turns out to be too general in the following sense: the $n$-subdivision of any $n$-vertex graph has reduced bandwidth at most 2 [12]. This means, by the arguments of the second paragraph of this introduction, that solving MIS on graphs of bounded reduced bandwidth requires time $2^{\Omega(\sqrt{n})}$, unless the ETH fails, even among graphs of bounded degree. Actually, another fact leading to the same conclusion is that planar graphs have bounded reduced bandwidth [12].

We therefore introduce another parameter, that we call stretch-width ${ }^{4}$ and denote by stw, which, while inspired by reduced parameters, does not fully fit that framework. To a first approximation, stretch-width can be thought as reduced bandwidth where the bandwidth upper bound on the red graphs have to be witnessed by a single (and fixed) order on the vertex set. Observe indeed that the linear orders witnessing that all the red graphs of the sequence have low bandwidth can, in reduced bandwidth, be very different one from the other. We first show that the family of bounded stretch-width classes strictly contains the family of bounded clique-width classes. Using an upper bound of component twin-width by clique-width [2], we prove that:

- Theorem $1(\star)$. The stretch-width of any graph is at most twice its clique-width.

All the statements marked with $a \star$ are only proved in the long version, in appendix.
Then we provide a separating class of bounded stretch-width and unbounded clique-width.

- Theorem $2(\star)$. There is an infinite family of graphs $G$ with bounded stretch-width and clique-width $\Omega(\log |V(G)|)$.

As was done for twin-width [9], we give an effective characterization of bounded stretchwidth for symmetric 0,1 -matrices (or ordered graphs).

- Theorem 3 ( $\star$ ). A class $\mathcal{C}$ of symmetric 0,1-matrices has bounded stretch-width if and only if there is an integer $k$ such that no matrix of $\mathcal{C}$ has a $k$-wide division.

[^10]The $k$-wide division (see definition in Section 4) is a scaled-down version of the $k$-rich division that analogously characterizes matrices of bounded twin-width [9]. Theorem 3 yields a polynomial-time approximation algorithm for the stretch-width of symmetric 0,1 -matrices. More precisely:

- Theorem $4(\star)$. Given an integer $k$ and a symmetric $n \times n 0,1$-matrix $M$, there is an $n^{O(1)}$-time algorithm that outputs a sequence witnessing that $\operatorname{stw}(M)=O\left(k^{3}\right)$ or correctly reports that $\operatorname{stw}(M)>k$.

Compared to the approximation algorithm for the twin-width of a matrix, this is better both in terms of running time (polynomial vs fixed-parameter tractable) and approximation factor (quadratic vs exponential).

Conveniently for the sought algorithmic applications, planar graphs and $n^{c}$-subdivisions of $n$-vertex graphs (for any constant $c$ ) both have unbounded stretch-width (whereas they have bounded reduced bandwidth if $c \geqslant 1$ ). We indeed establish the following upper bound on treewidth, implying that graphs of bounded maximum degree and bounded stretch-width have at most logarithmic treewidth.

- Theorem 5. There is a c such that for every graph $G$, $\operatorname{tw}(G) \leqslant c \Delta(G)^{2} \operatorname{stw}(G)^{4} \log |V(G)|$.

We match Theorem 5 with a lower bound. There are graphs with bounded $\Delta+$ stw and treewidth growing as a logarithm of their number of vertices. This is because, as we prove, very long subdivisions of bounded-degree graphs have bounded stretch-width.

- Theorem 6. Every $\left(\geqslant n 2^{m}\right)$-subdivision of every $n$-vertex m-edge graph $G$ of maximum degree $d$ has stretch-width at most $32(4 d+5)^{3}$.

By $(\geqslant s)$-subdivision of $G$, we mean every graph obtained by subdividing each edge of $G$ at least $s$ times. In particular, for every natural $k$, the $n$-vertex $k^{2} 2^{2 k(k-1)}$-subdivision of the $k \times k$ grid has bounded maximum degree (by 4) and stretch-width (by 296352), whereas it has treewidth $k=\Omega(\sqrt{\log n})$. A more careful argument and reexamination of Theorem 6 show that, for some constant $c$, the $n$-vertex $2^{c k}$-subdivision of the $k \times k$ grid has bounded $\Delta+$ stw, and treewidth $k=\Omega(\log n)$ matching the upper bound of Theorem 5.

The proofs of Theorems 5 and 6 involve the notion of overlap graph of a graph $G$ whose vertex set is totally ordered by $\prec$, with one vertex per edge of $G$, and an edge between two "overlapping edges" of $G$, that is, two edges $a b$ and $c d$ such that $a \prec c \prec b \prec d$. Using Theorem 3, we show that finding a vertex ordering such that the overlap graph has no large biclique allows to bound the stretch-width.

- Lemma 7. For every ordered graph $(G, \prec)$ and every integer $t$, if the overlap graph of $(G, \prec)$ has no $K_{t, t}$ subgraph then stw $(G)<32(2 t+1)^{3}$.

Theorem 6 is then derived by designing a long subdivision process that, for ordered graphs of maximum degree $d$, reduces the bicliques in the overlap graph to a size at most linear in $d$. Theorem 5 has direct algorithmic implications for classes of bounded stretch-width.

- Proposition 8. There is an algorithm that solves MAX Independent SEt in graphs of bounded stretch-width with running time $2^{\tilde{O}\left(n^{8 / 9}\right)}$.

Pilipczuk [22] showed that any problem expressible in Existential Counting Modal Logic (ECML) admits a single-exponential fixed-parameter algorithm in treewidth. In particular, ECML model checking can be solved in polynomial time in any class with logarithmic
treewidth. This logic allows existential quantifications over vertex and edge sets followed by an arithmetic formula and a counting modal formula that shall be satisfied from every vertex $v$. The arithmetic formula is a quantifier-free expression that may involve the cardinality of the vertex and edge sets, as well as integer parameters. Counting modal formulas enrich quantifier-free Boolean formulas with $\diamond^{S} \varphi$, whose semantics is that the current vertex $v$ has a number of neighbors satisfying $\varphi$ in a prescribed ultimately periodic set $S$ of non-negative integers.

The logic ECML+C gives to ECML the power of also using in the arithmetic formula the number of connected components in subgraphs induced by some vertex or edge sets. There is a Monte-Carlo polynomial-time algorithm for ECML+C in graphs of treewidth at most a logarithm function in their number of vertices [22]. Most NP-hard graphs problems, such as Maximum Independent Set, Minimum Dominating Set, Steiner Tree, etc. are expressible in ECML + C; see [22, Appendix D] for the ECML + C formulation of several examples.

- Corollary 9. Problems definable in ECML (resp. ECML+C) can be solved in polynomial time (resp. randomized polynomial time) in bounded-degree graphs of bounded stretch-width.

Perspectives. Proposition 8 and Corollary 9 constitute some preliminary pieces of evidence of the algorithmic amenability of classes of bounded stretch-width. We ask several questions. How can the running time of Proposition 8 be improved? (As far as we know, there could be a polynomial-time algorithm for any problem defined in ECML on graphs of bounded stretchwidth.) As for twin-width, an approximation algorithm for stretch-width of (unordered) graphs remains open. Lemma 7 gives some hope that this question might be easier than its twin-width counterpart, especially among sparse graphs.

Can we lift the bounded-degree requirement in Theorem 6, that is, is there a function $f$ and a constant $c$, such that the stretch-width of any $(\geqslant f(n))$-subdivision of any $n$-vertex graph is at most $c$ ? Our separating example showing that bounded stretch-width is strictly more general than bounded clique-width (Theorem 2) yields graphs of essentially logarithmic clique-width. Is that true in general?

- Conjecture 10. For every class $\mathcal{C}$ of bounded stretch-width, there is a constant $c$ such that for every n-vertex graph $G \in \mathcal{C}$ the clique-width of $G$ is at most $c \log n$.

We ask the same question with rank-width instead of clique-width, which would be more algorithmically helpful. One interpretation of Theorem 5 is that graphs of bounded maximum degree and bounded stretch-width have logarithmic treewidth. Whether the bounded-degree constraint can be relaxed to the mere absence of large bipartite complete subgraphs is related to Conjecture 10. A positive answer to Conjecture 10 would indeed imply this relaxation, as Gurski and Wanke have shown that graphs without $K_{t, t}$ subgraphs have treewidth at most their clique-width times $3 t$ [18]. A natural future work would consist of using the witness of low stretch-width to get improved algorithms compared to those attained with a witness of low twin-width.

Related work. Our work is in line with twin-width [11], and the reduced parameters [12]. Theorem 1 closely follows a similar proof in the sixth paper of the twin-width series [10], while Theorem 3 is inspired by the fourth paper [9], and notably the so-called rich divisions.

Finding the right logic for a given width parameter, or the right width parameter for a given logic has been a common goal ever since Courcelle's and Courcelle-MakowskyRotics's theorems [13, 14] relating treewidth with $\mathrm{MSO}_{2}$, and clique-width with $\mathrm{MSO}_{1}$.

Recent developments (all from 2023) include an efficient model checking of the new logic A\&C DN (an extension of Existential $\mathrm{MSO}_{1}$ ) on classes of bounded mim-width [5], the new parameter flip-width [26], which could lead to an efficient first-order (FO) model checking in a very general class, and efficient model checking algorithms for FO extensions with disjointpaths predicates in proper minor-closed classes [17], and in proper topological-minor-closed classes [24].

Classes with logarithmic treewidth, although not a priori defined as such, are somewhat rare. To our knowledge, the first such example is the class of triangle-free graphs with no theta (see [25] for the lower bound, and [1], for the upper bound). Another example consists of graphs without $K_{t, t}$ subgraph and bounded induced cycle packing number [6]. We add a new family: graphs of bounded maximum degree and bounded stretch-width. Note that these three families are all incomparable.

## 2 Preliminaries

For $i \leqslant j$ two integers, we denote the set of integers that are at least $i$ and at most $j$ by $[i, j]$, and $[i]$ is a short-hand for $[1, i]$. We use the standard graph-theoretic notations. In particular, for a graph $G$, we denote by $V(G)$ its set of vertices and by $E(G)$ its set of edges. If $S \subseteq V(G)$, the subgraph of $G$ induced by $S$, denoted $G[S]$ is the graph obtained from $G$ by removing the vertices not in $S$.

### 2.1 Contraction sequences and twin-width

Twin-width is a graph parameter introduced by Bonnet, Kim, Thomassé, and Watrigant [11]. A possible definition involves the notions of trigraphs, red graphs, and contraction sequences. A trigraph is a graph with two types of edges: black (regular) edges and red (error) edges. The red graph $\mathcal{R}(H)$ of a trigraph $H$ consists of ignoring its black edges, and considering its red edges as being normal (black) edges. We may say red neighbor (or red neighborhood) to simply mean a neighbor (or neighborhood) in the red graph. A (vertex) contraction consists of merging two (non-necessarily adjacent) vertices, say, $u, v$ into a vertex $w$, and keeping every edge $w z$ black if and only if $u z$ and $v z$ were previously black edges. The other edges incident to $w$ become red (if not already), and the rest of the trigraph remains the same. A contraction sequence of an $n$-vertex graph $G$ is a sequence of trigraphs $G=G_{n}$, $\ldots, G_{1}$ such that $G_{i}$ is obtained from $G_{i+1}$ by performing one contraction. A d-sequence is a contraction sequence in which every vertex of every trigraph has at most $d$ red edges incident to it. In other words, every red graph of the sequence has maximum degree at most $d$. The twin-width of $G$, denoted by $\operatorname{tww}(G)$, is then the minimum integer $d$ such that $G$ admits a $d$-sequence. Figure 1 gives an example of a graph with a 2 -sequence, i.e., of twin-width at most 2.



Figure 1 A 2-sequence witnessing that the initial graph has twin-width at most 2 .

### 2.2 Partition sequences

Partition sequences yield an equivalent viewpoint to contraction sequences. Instead of dealing with a sequence of trigraphs $G=G_{n}, \ldots, G_{1}$, we now have a sequence of partitions $\mathcal{P}_{n}, \ldots, \mathcal{P}_{1}$ of $V(G)$, with $\mathcal{P}_{n}=\{\{v\} \mid v \in V(G)\}$ and for every $i \in[n-1], \mathcal{P}_{i}$ is obtained from $\mathcal{P}_{i+1}$ by merging two parts $X, Y \in \mathcal{P}_{i+1}$ into one $(X \cup Y)$. In particular $\mathcal{P}_{1}=\{V(G)\}$. Now one can obtain the red graph $\mathcal{R}\left(G_{i}\right)$ of $G_{i}$, as the graph whose vertices are the parts of $\mathcal{P}_{i}$, and whose edges link two parts $X \neq Y \in P_{i}$ whenever there is $u, u^{\prime} \in X$ and $v, v^{\prime} \in Y$ such that $u v \in E(G)$ and $u^{\prime} v^{\prime} \notin E(G)$. We may call two such parts $X, Y$ inhomogeneous. On the contrary, two parts $X, Y$ are homogeneous in $G$ when every vertex of $X$ is adjacent to every vertex of $Y$, or no vertex of $X$ is adjacent to a vertex of $Y$. We will also denote $\mathcal{R}\left(G_{i}\right)$ by $\mathcal{R}\left(\mathcal{P}_{i}\right)$.

### 2.3 Separation number

When dealing with treewidth in Section 7 it will more convenient to think of it in terms of the functionally equivalent separation number. A separation $(A, B)$ of a graph $G$ is such that $A \cup B=V(G)$ and there is no edge between $A \backslash B$ and $B \backslash A$. The order of the separation $(A, B)$ is $|A \cap B|$. A separation $(A, B)$ is balanced if $\max (|A \backslash B|,|B \backslash A|) \leqslant \frac{2}{3}|V(G)|$. The separation number $\operatorname{sn}(G)$ of $G$ is the smallest integer $s$ such that every subgraph of $G$ admits a balanced separation of order at most $s$. It is not difficult to show that for every graph $G$, $\operatorname{sn}(G) \leqslant \operatorname{tw}(G)+1$. Dvorák and Norin showed the converse linear dependence:

- Lemma 11 ([15]). For every graph $G, t w(G) \leqslant 15 \operatorname{sn}(G)$.

Note that if for some positive constant $c<1$, every subgraph $H$ of $G$ has a separation $(A, B)$ that is $c$-balanced, in the sense that $\max (|A \backslash B|,|B \backslash A|) \leqslant c|V(H)|$ of order at most $s$, then every subgraph of $G$ has a balanced separation of order $\left\lceil\frac{\log c}{\log (2 / 3)}\right\rceil \cdot s$. In particular, by Lemma $11, \operatorname{tw}(G)=O(s)$.

## 3 Stretch-width

An ordered graph is a pair $(G, \prec)$ where $G$ is a graph and $\prec$ a strict total order on $V(G)$. We write $u \preccurlyeq v$ whenever $u \prec v$ or $u=v$. Let $(G, \prec)$ is an ordered graph, and $X \subseteq V(G)$. We now define some objects depending on $\prec$, but as the order will be clear from the context, we omit it from the corresponding notations.

The minimum and maximum of $X$ along $\prec$ are denoted by $\min (X)$ and $\max (X)$, respectively. The convex closure or span of $X$ is $\operatorname{conv}(X):=\{v \in V(G) \mid \min (X) \preccurlyeq v \preccurlyeq \max (X)\}$. Two sets $X, Y \subseteq V(G)$ are in conflict ${ }^{5}$, or $X$ conflicts with $Y$, if $\operatorname{conv}(X) \cap \operatorname{conv}(Y) \neq \emptyset$. Note that this does not imply that $X$ and $Y$ themselves intersect, and indeed we will mostly use this notion for two disjoint sets $X, Y$.

Let now $\mathcal{P}$ be a partition of $V(G), \mathcal{R}(\mathcal{P})$ its red graph, and $X \in \mathcal{P}$. We say that $Y \in \mathcal{P} \backslash\{X\}$ interferes with $X$ if $Y$ conflicts with $N_{\mathcal{R}(\mathcal{P})}[X]$. Note that it may well be that $Y$ interferes with $X$, but not vice versa. The stretch of the part $X \in \mathcal{P}$, denoted by $\operatorname{str}(X)$, is then defined as the number of parts in $\mathcal{P}$ interfering with $X$. In turn, the stretch of $\mathcal{P}$ is the maximum over every part $Z \in \mathcal{P}$ of $\operatorname{str}(Z)$. The stretch-width of the ordered graph $(G, \prec)$, denoted by $\operatorname{stw}(G, \prec)$, is the minimum, taken among every partition sequence $\mathcal{P}_{n}, \ldots, \mathcal{P}_{1}$ of $G$, of $\max _{i \in[n]} \operatorname{str}\left(\mathcal{P}_{i}\right)$. Finally the stretch-width of $G$, denoted by $\operatorname{stw}(G)$, is the minimum of $\operatorname{stw}(G, \prec)$ taken among every total order $\prec$ on $V(G)$.

[^11]
## 4 Matrix characterization

Let us first reinterpret the definition of stretch-width on symmetric (ordered) matrices. A (symmetric) partition of a (symmetric) matrix $M$ is a pair ( $\mathcal{R}, \mathcal{C}$ ) such that $\mathcal{R}$ is a partition of the row set of $M$, $\operatorname{rows}(M), \mathcal{C}$ is a partition of the column set, columns $(M)$, and $\mathcal{C}$ is symmetric to $\mathcal{R}$, i.e., two rows $r_{i}$ and $r_{j}$ are in the same part if and only if the symmetric columns $c_{i}$ and $c_{j}$ are in the same part. Hence, each row part corresponds to a (unique) symmetric column part. A division of a (symmetric) matrix $M$ is a partition of $M$ every row (resp. column) part of which is on consecutive rows (resp. columns). Given a row part $R \in \mathcal{R}$, and a column part $C \in \mathcal{C}$, the zone $R \cap C$ of $M$ is the submatrix of $M$ with row set $R$ and column set $C$. The diagonal zone of $R \in \mathcal{R}$ is the zone $R \cap C$ where $C$ is the symmetric part of $R$ in columns. A zone is non-constant if it contains two distinct entries. A zone of a division may be called cell. A partition sequence of an $n \times n 0$, 1-matrix $M$ is a sequence $\left(\mathcal{R}_{1}, \mathcal{C}_{1}\right), \ldots,\left(\mathcal{R}_{n-1}, \mathcal{C}_{n-1}\right)$ where $\left(\mathcal{R}_{1}, \mathcal{C}_{1}\right)$ is the finest partition (with $n$ row parts and $n$ column parts), $\left(\mathcal{R}_{n-1}, \mathcal{C}_{n-1}\right)$ is the coarsest partition (with one row part and one column part), and for every $i \in[n-2]$, $\left(\mathcal{R}_{i+1}, \mathcal{C}_{i+1}\right)$ is obtained by merging together two row parts (and the symmetric two column parts) of $\left(\mathcal{R}_{i}, \mathcal{C}_{i}\right)$.

So far, we were following the definitions of [11, 8]. Instead of defining the error value which leads to the twin-width of a matrix, we introduce the stretch value. The stretch value of a row part $R$ of a matrix partition $(\mathcal{R}, \mathcal{C})$ is the number of row parts conflicting with $R$ plus the number column parts conflicting with the union of columns parts $C$ such that $R \cap C$ is non-constant or $R \cap C$ is diagonal. The stretch value of a column part is defined symmetrically. The stretch value of a partition $(\mathcal{R}, \mathcal{C})$ is the maximum stretch value of a part of $(\mathcal{R}, \mathcal{C})$. Finally, one can define the stretch-width of a 0,1 -matrix $M$ as the minimum among every partition sequence $\mathcal{S}$ of $M$ of the maximum stretch value among partitions of $\mathcal{S}$. Observe that for any ordered graph $(G, \prec)$, the stretch-width of $(G, \prec)$ is equal to the stretch-width of its adjacency matrix.

The following is the counterpart of the so-called rich divisions [9] tailored for stretch-width. If $R$ is a set of rows and $C$ a set of columns of a matrix $M$, we denote by $R \backslash C$ the zone $R \cap($ columns $(M) \backslash C)$, that is the submatrix formed by $R$ deprived of the columns of $C$ (and symmetrically for $C \backslash R$ ).

In a division $\left(\mathcal{R}=\left(R_{1}, \ldots, R_{n}\right), \mathcal{C}=\left(C_{1}, \ldots, C_{m}\right)\right)$, a row part $R_{i}$ is $k$-wide if for every $k$ consecutive columns parts $C_{j}, \ldots, C_{j+k-1}$ containing the symmetric of $R_{i}, R_{i} \backslash$ $\cup_{j \leqslant h \leqslant j+k-1} C_{h}$ contains at least $k$ distinct rows. The $k$-wideness of column parts is defined symmetrically.

A division $(\mathcal{R}, \mathcal{C})$ is $k$-wide if all its row and column parts are $k$-wide. The division is $k$-diagonal if none of the row and column parts is $k$-wide. Given a set of rows (or columns) $X$ of a matrix $M$, we keep the notation $\operatorname{conv}(X)$ for the set of rows (or columns) of $M$ with indices between the minimum and the maximum indices of $X$.

- Theorem 12. For every integer $k$, if $\operatorname{stw}(M) \leqslant k$, then $M$ has no $9 k$-wide division.

Proof. Let $\mathcal{D}=(\mathcal{R}, \mathcal{C})$ be a (symmetric) division of $M$. Let $\left(\mathcal{R}_{1}^{\prime}, \mathcal{C}_{1}^{\prime}\right),\left(\mathcal{R}_{2}^{\prime}, \mathcal{C}_{2}^{\prime}\right), \ldots$ be a (symmetric) partition sequence of $M$ with stretch value at most $k$ (i.e., witnessing that the stretch-width of $M$ is at most $k$ ). Let $s$ be the smallest integer for which there is a row part $R^{\prime} \in \mathcal{R}_{s}^{\prime}$ such that $\operatorname{conv}\left(R^{\prime}\right)$ contains a row part $R \in \mathcal{R}$ of the division $\mathcal{D}$ (by symmetry, it happens at the same moment for a column part). We will prove that $R$ is not $9 k$-wide.

Let $C^{\prime}$ be the symmetric of $R^{\prime}$ in columns. Set $\mathcal{S}:=\left\{T \in \mathcal{R}_{s}^{\prime} \mid \operatorname{conv}(T) \cap R \neq \emptyset\right\}$. Note that $\mathcal{S}$ is the set of row parts of $\mathcal{R}_{s}^{\prime}$ that conflicts with $R$, and that $R^{\prime}$ is necessarily in $\mathcal{S}$. As $\operatorname{conv}(R) \subset \operatorname{conv}\left(R^{\prime}\right)$, every part in $\mathcal{S}$ conflicts with $R^{\prime}$ and it should hold that $|\mathcal{S}| \leqslant k$
because $\left(\mathcal{R}_{s}^{\prime}, \mathcal{C}_{s}^{\prime}\right)$ witnesses that $\operatorname{stw}(M) \leqslant k$. For each $T$ in $\mathcal{S}$, we define $C_{T}:=\{c \in$ columns $(M) \mid c \in C, C \in \mathcal{C}_{s}^{\prime}$, and $C \cap T$ is non-constant or $C$ is the symmetric of $\left.T\right\}$. By assumption on the stretch value of $\left(\mathcal{R}_{s}^{\prime}, \mathcal{C}_{s}^{\prime}\right)$, we know that for each $T \in \mathcal{S}, C_{T}$ conflicts with at most $k$ parts of $\mathcal{C}_{s}^{\prime}$. Let $C^{\prime}$ be the symmetric of $R^{\prime}$. As $T$ conflicts with $R^{\prime}$, the symmetric of $T$ conflicts with $C^{\prime}$. The symmetric of $T$ being contained in $C_{T}, C_{T}$ conflicts with $C^{\prime}$ which means that $\operatorname{conv}\left(C^{\prime}\right) \cap \operatorname{conv}\left(C_{T}\right)$ is not empty.

Let us consider $\bigcup_{T \in \mathcal{S}} C_{T}$. An element $A$ of $\mathcal{C}_{s}^{\prime}$ conflicts with $\bigcup_{T \in \mathcal{S}} C_{T}$ if and only if $\operatorname{conv}(A) \cap \operatorname{conv}\left(\bigcup_{T \in \mathcal{S}} C_{T}\right)$ is non-empty. As for each $T$ of $\mathcal{S}, \operatorname{conv}\left(C_{T}\right) \cap \operatorname{conv}\left(C^{\prime}\right)$ is nonempty, there is $T_{1}, T_{2}$ in $\mathcal{S}$ such that the associated two parts $C_{T_{1}}$ and $C_{T_{2}}$ (informally the "leftmost" and the "rightmost") verify

$$
\operatorname{conv}\left(C_{T_{1}}\right) \cup \operatorname{conv}\left(C_{T_{2}}\right) \cup \operatorname{conv}\left(C^{\prime}\right)=\operatorname{conv}\left(\bigcup_{T \in \mathcal{S}} C_{T}\right)
$$

Note that $C_{T_{i}}$ can be equal to $C^{\prime}$. As $C_{T_{1}}$ and $C_{T_{2}}$ conflicts with $C^{\prime}, C^{\prime} \cup C_{T_{1}} \cup C_{T_{2}}$ conflicts with at most $3 k$ parts of $\mathcal{C}_{s}^{\prime}$. Thus $\bigcup_{T \in \mathcal{S}} C_{T}$ conflicts with at most $3 k$ parts of $\mathcal{C}_{s}^{\prime}$.

Observe that, except for $C^{\prime}$, every part in $\mathcal{C}_{s}^{\prime}$ is covered by the union of two consecutive parts of $\mathcal{C}$. Part $C^{\prime}$ itself is covered by the union of three consecutive parts of $\mathcal{C}: \operatorname{conv}\left(C^{\prime}\right)$ cannot cover two parts of $\mathcal{C}$ by minimality of $s$. Thus, overall, each part of $\mathcal{C}_{s}^{\prime}$ is covered by the union of at most three consecutive parts of $\mathcal{C}$. Hence, if $\bigcup_{T \in \mathcal{S}} C_{T}$ conflicts with $3 k$ parts of $\mathcal{C}_{s}^{\prime}$, it is contained in $9 k$ consecutive parts of $\mathcal{C}$, say $C_{j}, \ldots, C_{j+9 k-1}$. Thus for any $T \in \mathcal{S}$, $T \backslash\left(C_{j}, \ldots, C_{j+9 k-1}\right)$ is constant, and so $R \backslash\left(C_{j}, \ldots, C_{j+9 k-1}\right)$ contains at most $k$ different rows.

- Theorem 13 ( $\star$ ). For every integer $k$, if $M$ does not have a $k$-wide division, then $M$ admits a sequence $\left(\mathcal{R}_{1}, \mathcal{C}_{1}\right),\left(\mathcal{R}_{2}, \mathcal{C}_{2}\right), \ldots$ every division of which is $2(k+1)$-diagonal.
- Theorem $14(\star)$. If $M$ admits a sequence of $k$-diagonal divisions, then stw $(M) \leqslant 4 k^{3}$.
- Theorem 15. If a matrix $M$ does not admit a $k$-wide division, then $\operatorname{stw}(M) \leqslant 32(k+1)^{3}$.

Proof. In fact, $M$ admits a sequence of $2 k$-diagonal divisions by Theorem 13. Applying Theorem 14 on this sequence outputs a witness of stretch-width $4 \cdot(2(k+1))^{3}=32(k+1)^{3}$.

- Theorem $4(\star)$. Given an integer $k$ and a symmetric $n \times n 0,1$-matrix $M$, there is an $n^{O(1)}$-time algorithm that outputs a sequence witnessing that stw $(M)=O\left(k^{3}\right)$ or correctly reports that $\operatorname{stw}(M)>k$.


## 5 Overlap graph

Consider an ordered graph $(G, \prec)$, and think of $\prec$ as a left-to-right order (with the smallest vertex being the leftmost one). For any edge $e \in E(G)$, we denote by $L(e)$ (resp. $R(e)$ ) the left (resp. right) endpoint of $e$. Given two edges $e, f \in E(G)$, we say that $e$ is left of $f$ if $L(e) \preccurlyeq L(f)$, and $e$ is strictly left of $f$ if $L(e) \prec L(f)$. By extension, we say that $X \subset E(G)$ is left of (resp. strictly left of) $Y \subset E(G)$ if for every $e \in X$ and $f \in Y, L(e) \preccurlyeq L(f)$ (resp. $L(e) \prec L(f))$. If $u, v$ are vertices of $(G, \prec)$, we denote by $[u, v]$ the set of vertices that are, in $\prec$, at least $u$ and at most $v$. We also denote by $[\leftarrow, u]$ (resp. $[u, \rightarrow]$ ) the set of vertices that are at most $u$ (resp. at least $u$ ).

We say that two edges $e, f$ are crossing if $L(e) \prec L(f) \prec R(e) \prec R(f)$ (or symmetrically) and we denote $e \times f$ this relation. Observe that two edges sharing an endpoint are not crossing. The relation $\times$ is symmetric and anti-reflexive, hence defines an undirected graph on $E(G)$. We denote by $\operatorname{Ov}(G, \prec)$ the graph $(E(G), \times) . \operatorname{Ov}(G, \prec)$ is called the overlap graph of $(G, \prec)$; see Figure 2 .


Figure 2 An ordered graph (left) and its overlap graph (right).

We relate the structure of $\mathrm{Ov}_{\prec}(G)$ and the stretch-width of $G$ among bounded-degree graphs, by proving the following theorem:

- Theorem 16. A class $\mathcal{C}$ of ordered graphs of bounded degree has bounded stretch-width if and only if $\{O v(G, \prec) \mid G \in \mathcal{C}\}$ does not admit $K_{t, t}$ subgraph, for some integer $t$.

The next two lemmas prove the forward implication, by considering a special point in the partition sequence. The last lemma of this section proves the backward implication, using the matrix characterization of Section 4. We say that a $K_{t, t}$ subgraph of $\operatorname{Ov}(G, \prec)$ is clean if the sides of the $K_{t, t}$ are $X, Y \subset E(G)$ such that $X$ is strictly left of $Y$.

- Lemma 17. For every ordered graph $(G, \prec)$, if $\operatorname{Ov}(G, \prec)$ contains a $K_{t, t}$ as a subgraph, then $\operatorname{Ov}(G, \prec)$ contains a clean $K_{\lfloor t / 2\rfloor,\lfloor t / 2\rfloor}$ subgraph.

Proof. Assuming that $\operatorname{Ov}(G, \prec)$ has a $K_{t, t}$ subgraph, there is two disjoint sets $X, Y \subset E(G)$ each of size $t$ such that for every $x \in X$ and $y \in Y, x \times y$. Let $L\left(x_{1}\right) \preccurlyeq L\left(x_{2}\right) \preccurlyeq \ldots \preccurlyeq L\left(x_{t}\right)$ be the elements of $X$, and $L\left(y_{1}\right) \preccurlyeq L\left(y_{2}\right) \preccurlyeq \ldots \preccurlyeq L\left(y_{t}\right)$, the elements of $Y$. As $x_{\lfloor t / 2\rfloor}$ and $y_{\lfloor t / 2\rfloor}$ are crossing, either $L\left(x_{\lfloor t / 2\rfloor}\right) \prec L\left(y_{\lfloor t / 2\rfloor}\right)$ or $L\left(y_{\lfloor t / 2\rfloor}\right) \prec L\left(x_{\lfloor t / 2\rfloor}\right)$. The sides of the clean $K_{\lfloor t / 2\rfloor,\lfloor t / 2\rfloor}$ are $\left\{x_{1}, \ldots, x_{\lfloor t / 2\rfloor}\right\}$ and $\left\{y_{\lfloor t / 2\rfloor}, \ldots, y_{t}\right\}$ in the former case, and $\left\{y_{1}, \ldots, y_{\lfloor t / 2\rfloor}\right\}$ and $\left\{x_{\lfloor t / 2\rfloor}, \ldots, x_{t}\right\}$ in the latter.

- Lemma $18(\star)$. For any ordered graph $(G, \prec)$, if $\Delta(G) \leqslant d$ and stw $(G, \prec) \leqslant t$, then $O v(G, \prec)$ does not contain $K_{N, N}$ with $N=4 t d^{2}$ as a subgraph.
- Lemma 7. For every ordered graph $(G, \prec)$ and positive integer $N$, if $\operatorname{Ov}(G, \prec)$ does not contain $K_{N, N}$ as a subgraph, then $\operatorname{stw}(G, \prec) \leqslant 32(2 N+1)^{3}$.

Proof. Let $(G, \prec)$ be an ordered graph such that $\operatorname{Ov}(G, \prec)$ does not contain $K_{N, N}$ as a subgraph, and let $M$ be the adjacency matrix of $(G, \prec)$. We prove that $\operatorname{stw}(M) \leqslant$ $32(2 N+1)^{3}$.

Suppose, for the sake of contradiction, that $\operatorname{stw}(M)>32(2 N+1)^{3}$. By Theorem 15, there is a $2 N$-wide division $\left(\mathcal{R}=\left\{R_{1}, \ldots, R_{k}\right\}, \mathcal{C}=\left\{C_{1}, \ldots, C_{k}\right\}\right)$ of $M$. In particular, for any row $R_{i}, R_{i} \backslash C_{i-N+1}, \ldots, C_{i+N-1}$ contains more that $2 N$ different rows. Let $D$ be the union of the zones $R_{i} \cap C_{j}$ such that $|i-j|<N$, that is, the $2 N-1$ "longest" diagonals of zones of the division $(\mathcal{R}, \mathcal{C})$. As, for every $i \in[k]$, the number of distinct rows in $R_{i} \backslash D$ (resp. distinct columns in $C_{i} \backslash D$ ) is at least $2 N, R_{i} \backslash D$ (resp. $C_{i} \backslash D$ ) contains at least $2 N$ 1-entries.

To simplify the coming notations, let denote by $\left\|M^{\prime}\right\|$ the number of 1-entries of any submatrix $M^{\prime}$ of $M$. For example, $\left\|R_{i} \backslash D\right\| \geqslant 2 N$. Observe that $R_{i}$ (resp. $C_{j}$ ) is split by $D$ in at most two sets $R_{i}^{\leftarrow}$ and $R_{i}^{\rightarrow}$ (resp. $C_{j}^{\uparrow}$ and $C_{j}^{\downarrow}$ ), namely, $R_{i}^{\leftarrow}=\bigcup_{j \leqslant i-N} R_{i} \cap C_{j}$ and $R_{i}^{\leftarrow}=\bigcup_{j \geqslant i+N} R_{i} \cap C_{j}$.

Observe that for every $i, j$ such that $i+1 \leqslant j<i+N$, each 1-entry of $R_{i}^{\rightarrow}$ (resp. $C_{i}^{\downarrow}$ ) and 1-entry of $C_{j}^{\uparrow}$ (resp. $R_{j}$ ) correspond to crossing edges in $(G, \prec)$. As $\operatorname{Ov}(G, \prec)$ does not contain any $K_{N, N}$ subgraph we have, for every $i, j$ such that $i+1 \leqslant j<i+N$ :

1. $\min \left(\left\|R_{i}\right\|,\left\|C_{j}^{\uparrow}\right\|\right)<N$, and
2. $\min \left(\left\|C_{i}^{\downarrow}\right\|,\left\|R_{j}^{\leftarrow}\right\|\right)<N$.

Indeed, if the first item does not hold, $N$ 1-entries in $R_{i}$ and $N$ 1-entries in $C_{j}^{\uparrow}$ form the two sides of a $K_{N, N}$.

We finally prove by induction on $i$ that, while $2 i \leqslant k$, the property $\left\|R_{2 i}\right\|>N$, henceforth called $\left(\mathcal{Q}_{i}\right)$, holds. Note that $R_{0}^{\leftarrow}$ is empty. Thus $\left\|R_{0}^{\rightarrow}\right\| \geqslant 2 N>N$, hence $\left(\mathcal{Q}_{0}\right)$ holds. Now assume that $\left(\mathcal{Q}_{i}\right)$ holds. By the first item, we have $\left\|C_{2 i+1}^{\uparrow}\right\|<N$. Thus $\left\|C_{2 i+1}^{\downarrow}\right\|>N$, since

$$
C_{2 i+1} \backslash D=C_{2 i+1}^{\downarrow} \cup C_{2 i+1}^{\uparrow} \text { and }\left\|C_{2 i+1} \backslash D\right\| \geqslant 2 N
$$

Symmetrically, by the second item, $\left\|R_{2 i+2}^{\leftarrow}\right\|<N$, and hence $\left\|R_{2 i+2}\right\|>N$. Thus $\left(\mathcal{Q}_{i+1}\right)$ holds. As $R_{k-N+1}$ is empty, $\left(\mathcal{Q}_{i}\right)$ can no longer be true when $2 i \geqslant k-N+1$, a contradiction. Therefore $\operatorname{stw}(M) \leqslant 32(2 N)^{3}$.

## 6 Subdivisions

When subdividing the edges of an ordered graph, there is a simple way of updating its vertex ordering without creating larger bicliques in its overlap graph.

- Lemma 19. Let $(G, \prec)$ be an ordered graph, and $H$ be obtained by subdividing an edge of $G$. There is an order $\prec^{\prime}$ such that, for every integer $t$, if $\operatorname{Ov}(G, \prec)$ has no $K_{t, t}$ subgraph, then $\operatorname{Ov}\left(H, \prec^{\prime}\right)$ has no $K_{t, t}$ subgraph.

Proof. Let $e=u v$ be the edge of $G$ subdivided to form $H$, and let $w \in V(H)$ be the new vertex resulting from this subdivision. The total order $\prec^{\prime}$ is obtained from $\prec$, by adding $w$ next to $u$, say, just to its right. This way $\operatorname{Ov}\left(H, \prec^{\prime}\right)$ is simply $\operatorname{Ov}(G, \prec)$ plus an isolated vertex. Indeed the edge $u w \in E(H)$ is an isolated vertex in $\operatorname{Ov}\left(H, \prec^{\prime}\right)$, since $u$ and $w$ are consecutive along $\prec^{\prime}$, whereas $w v \in E(H)$ crosses the same edges as $u v$ was crossing.

We now define a long subdivision process that is actually "erasing" large bicliques in the overlap graph of a bounded-degree graph. Let $u v$ be an edge of an ordered graph $(G, \prec)$, with $h$ vertices between $u$ and $v$, say, $u \prec u_{1} \prec u_{2} \prec \ldots \prec u_{h} \prec v$. We describe an $h+1$-subdivision of $u v$ in $(G, \prec)$ that we call flattening of $u v$. We delete $u v$, and create $h+1$ new vertices $w_{1}, \ldots, w_{h+1}$ such that $u \prec w_{1} \prec u_{1} \prec w_{2} \prec u_{2} \prec \ldots \prec w_{h} \prec u_{h} \prec w_{h+1} \prec v$. We then create the edges $u w_{1}, w_{i} w_{i+1}$ for every $i \in[h]$, and $w_{h+1} v$. We may say that these edges stem from $u v$. An iterated subdivision of $(G, \prec)$ chooses a total order on the edges of $G$, and iteratively flattens the edges of $G$ in this order (note that the created edges are not flattened themselves); see Figure 3.


Figure 3 An iterated subdivision. Created edges have the color of the edge they stem from.

- Lemma 20. Any iterated subdivision $\left(G^{\prime}, \prec^{\prime}\right)$ of an ordered graph ( $G, \prec$ ) of maximum degree $d$, is such that $\operatorname{Ov}\left(G^{\prime}, \prec^{\prime}\right)$ has no $K_{2 d+2,2 d+2}$ subgraph.


## É. Bonnet and J. Duron

Proof. Assume for the sake of contradiction that $\operatorname{Ov}\left(G^{\prime}, \prec^{\prime}\right)$ has a $K_{2 d+2,2 d+2}$ subgraph. Then by Lemma $17, \operatorname{Ov}\left(G^{\prime}, \prec^{\prime}\right)$ has a clean $K_{d+1, d+1}$ subgraph. Let $X, Y$ be the two sides of this clean biclique, where $X$ is left of $Y$. As every vertex of $G^{\prime}$ (like $G$ ) is incident to at most $d$ edges, there is $\left\{x_{1}, x_{2}\right\} \subseteq X$ and $\left\{y_{1}, y_{2}\right\} \subseteq Y$ such that $L\left(x_{1}\right) \preccurlyeq L\left(x_{2}\right) \prec L\left(y_{1}\right) \prec$ $L\left(y_{2}\right) \prec R\left(x_{i}\right) \prec R\left(x_{3-i}\right) \prec R\left(y_{j}\right) \preccurlyeq R\left(y_{3-j}\right)$ with $i, j \in[2]$.

As $x_{1}$ and $x_{2}$ cross $y_{1}$ and $y_{2}$, there is no $i, j \in[2]$ such that $x_{i}$ and $y_{j}$ stem from the same edge of $G$. We can thus assume without loss of generality that the last edge among $x_{1}, x_{2}, y_{1}, y_{2}$ to be created is in $X$ (since the argument is symmetric if this happens in $Y$ ), i.e., $x_{i}$ for some $i \in[2]$. When $x_{i}$ is created, the vertices $L\left(y_{1}\right)$ and $L\left(y_{2}\right)$ already exist and form a non-trivial interval since $L\left(y_{1}\right) \prec L\left(y_{2}\right)$. This contradicts the construction of the iterated subdivision, since $x_{i}$ jumps over $\left[L\left(y_{1}\right), L\left(y_{2}\right)\right]$, when it should have at least created an intermediate vertex in $\left[L\left(y_{1}\right), L\left(y_{2}\right)\right]$.

- Theorem 6. Every $\left(\geqslant n 2^{m}\right)$-subdivision of every $n$-vertex m-edge graph $G$ of maximum degree $d$ has stretch-width at most $32(4 d+5)^{3}$.

Proof. Let $G$ be any graph of $\mathcal{C}$ with $n$ vertices and $m$ edges, and let $G^{\prime \prime}$ be any $\left(\geqslant n 2^{m}\right)$ subdivision of $G$. Choose an arbitrary order $\prec$ of $V(G)$. Let $\left(G^{\prime}, \prec^{\prime}\right)$ be the iterated subdivision of $(G, \prec)$, choosing an arbitrary order on the edges $G$. By Lemma $20, \operatorname{Ov}\left(G^{\prime}, \prec^{\prime}\right)$ has no $K_{2 d+2,2 d+2}$ subgraph. Every edge of $G$ is subdivided at most $n 2^{m}$ times by the process of iterated subdivision. By Lemma 19, the edges of $G^{\prime}$ can be further subdivided to obtain $G^{\prime \prime}$ such that $\operatorname{Ov}\left(G^{\prime \prime}, \prec^{\prime \prime}\right)$ has no $K_{2 d+2,2 d+2}$ subgraph, for some vertex ordering $\prec^{\prime \prime}$. Therefore, by Section $5, \operatorname{stw}\left(G^{\prime \prime}, \prec^{\prime \prime}\right) \leqslant 32(4 d+5)^{3}$, and in particular, $\operatorname{stw}\left(G^{\prime \prime}\right) \leqslant 32(4 d+5)^{3}$.

- Corollary 21. There are graph classes with bounded stretch-width and maximum degree, and yet unbounded treewidth.

Proof. Consider the family $\Gamma_{1}, \Gamma_{2}, \ldots$, where $\Gamma_{k}$ is the $k^{2} 2^{2 k(k-1)}$-subdivision of the $k \times k$ grid, for every positive integer $k$. The graphs from this family have degree at most 4 , and stretch-width at most 296352, but unbounded treewidth since $\operatorname{tw}\left(\Gamma_{k}\right)=k$.

The above argument gives an example of $n$-vertex graphs with bounded degree and stretch-width, and treewidth $\Omega(\sqrt{\log n})$. We can do better by picking the vertex ordering $\prec$, and the order on the edges (for the iterated subdivision) more carefully. We simply order


Figure 4 The $4 \times 4$ grid ordered row by row, with the horizontal edges in blue, and vertical edges in green.
the grid row by row, and from left to right within each row; see Figure 4. We perform the iterated subdivision of this ordered grid, with the following edge ordering. First we flatten every horizontal edge (in blue), in any order. When this is done, the total number of vertices has less than doubled. Then we flatten every vertical edge (in green) from left to right. It can be observed that, starting from the $k \times k$ grid, we now obtain an iterated subdivision with less than $2^{c k}$ vertices, for some constant $c$. Thus, there are $n$-vertex graphs with bounded degree and stretch-width, and treewidth $\Omega(\log n)$.

## 7 Classes with bounded $\Delta+$ stw have logarithmic treewidth

For any edge $e$ of an ordered graph $(G, \prec)$, we denote $\left.e^{i}=\right] L(e), R(e)[$, the interior of $e$, and $e^{o}:=[\leftarrow, L(e)[\cup] R(e), \rightarrow]$, the exterior of $e$; note that $L(e)$ and $R(e)$ are neither part of $e^{i}$ nor of $e^{o}$. The length of $e$ according to $\prec$ is $\ell(e, \prec)=R(e)-L(e)$. When $F$ is a set of edges we define $\ell(F, \prec)$ to be the maximum length of an edge of $F$. We say that a set $C$ of vertices is a $c$-balanced separator of $G$ when there is a $c$-balanced separation $(A, B)$ of $G$ such that $C=A \cap B$. In an ordered graph $(G, \prec)$ a set of vertices $C$ is a left/right c-balanced separator if there exists a $c$-balanced separation $(A, B)$ where $A$ contains the initial interval of length $c \cdot n, B$ contains the final interval of length $c \cdot n$ and $C=A \cap B$.

To simplify the notations, if the vertices of $(G, \prec)$ are $v_{1} \prec \cdots \prec v_{n}$, we will write $G\langle i, j\rangle$ instead of $G\left[\left[v_{i}, v_{j}\right]\right]$ and $\langle i, j\rangle$ instead of $\left[v_{i}, v_{j}\right]$.

- Lemma $22(\star)$. For any ordered $n$-vertex graph $(G, \prec)$, if $\Delta(\operatorname{Ov}(G, \prec)) \leqslant d$ and $\ell(E(G), \prec)$ $\leqslant \lambda n$, then $G$ admits a left/right $(1 / 2-\lambda)$-balanced separator of size at most $d+2$.
$\downarrow$ Lemma $23(\star)$. For every ordered graph $(G, \prec)$, if $\Delta(O v(G, \prec)) \leqslant d$ then $G$ admits a $1 / 6$-balanced separator of size $2 d+4$.

We say that a set $S$ of edges of $(G, \prec)$ is a rainbow if for every pair $e, f$ of $S, e^{i} \subset f^{i}$ or $f^{i} \subset e^{i}$. Notice that a rainbow induces an independent set in $\operatorname{Ov}(G, \prec)$. When $S$ contains $t$ edges we say that $S$ is a $t$-rainbow, or a rainbow of order $t$. The following is an application of Dilworth's theorem on permutation graphs. It can be found in [27].

- Lemma 24 ([27]). Let $(G, \prec)$ be an ordered graph, such that $\operatorname{Ov}(G, \prec)$ does not contain some $K_{t}$. Then, for every vertex $v$ of $V(G)$, for every set $F$ of edges from $[\leftarrow, v[t o] v, \rightarrow]$ we have $|F| \leqslant k t$ where $k$ is the maximum order of a rainbow of $F$.

For any rainbow $S$, we denote by $S^{i}:=\bigcup_{e \in S} e^{i}$. A rainbow over $v$ is a rainbow $S$ contained in the set of edges from $[\leftarrow, v[$ to $] v, \rightarrow]$. A maximum rainbow over $v$ is a rainbow of maximum cardinality among the rainbows over $v$.

- Lemma $25(\star)$. Let $(G, \prec)$ be an ordered graph such that $\operatorname{Ov}(G, \prec)$ does not contain a $K_{t, t}$ subgraph. Then, if $S$ is a maximum rainbow over $v \in V(G)$, there is a vertex $x \in S^{i}$ and a set $U$ that separates $[\leftarrow, x[$ from $] x, \rightarrow]$ with $U$ of size $\leqslant g(t)(\log (\ell(S, \prec))+1)$, for a function $g$ such that $g(t)=O\left(t^{4}\right)$.
- Theorem 26. For any ordered graph $(G, \prec)$, if $\operatorname{Ov}(G, \prec)$ does not contain any $K_{t, t}$, then $G$ contains a 1/12-balanced separator of order at most $\gamma t^{4}$, for some constant $\gamma$.

Proof. Let $(G, \prec)$ be an ordered graph on $n$ vertices, such that $\operatorname{Ov}(G, \prec)$ does not contain any $K_{t, t}$. Let $F$ be the set of edges over a vertex $v \in V(G)$, and let $S$ be a maximum rainbow over $v$. Denote by $e_{1}, \ldots, e_{k}$ the edges in $S$ with $e_{j+1}^{i} \subsetneq e_{j}^{i}$. We build $X_{a, b}$ and $Y_{a}$ in the same way as in the proof of Lemma 25.

Suppose that there are $3 t+2$ edges of $S$ with length in $[n / 12,11 n / 12]$. We denote these edges by $e_{i}, \ldots, e_{j}$, with $j=i+3 t+2$. We consider the set of edges $Z$, which is the union of the $Y_{a}$ and $X_{a, b}$ for $a \in[i, j]$ and $b \in[a-t, a+t]$, and erase it by removing $L_{Z}=\{L(z) \mid z \in Z\}$. As in the proof of Lemma 25, this operation removes $O\left(t^{4}\right)$ vertices of $G$. Let $G^{\prime}=G-L_{Z}$ be the obtained graph.

Let $x, y$ two vertices, respectively in $] L\left(e_{i+t}\right), L\left(e_{i+2 t}\right)[$ an $] R\left(e_{i+2 t}\right), R\left(e_{i+t}\right)[$. If one of these sets is empty, say $] L\left(e_{i+t}\right), L\left(e_{i+2 t}\right)\left[\right.$, then any path going from $\left[\leftarrow, L\left(e_{i+t}\right)[\cup] R\left(e_{i+t}\right), \rightarrow\right]$ to $\left[L\left(e_{i+2 t}\right), R\left(e_{i+2 t}\right)\right]$ has a vertex in $] R\left(e_{i+2 t}\right), R\left(e_{i+t}\right)[$. Then, we only need to consider $y$ in the following (if $y$ also does not exist, the graph is already separated).

By construction, any edge over $x$ is contained in $\left[L\left(e_{i}\right), L\left(e_{j}\right)\right]$, or is going from $\left[\leftarrow, L\left(e_{i}\right)\right]$ to $\left[R\left(e_{i}\right), \rightarrow\right]$. Thus, by applying Lemma 25 on $G_{x}=G^{\prime}\left[\leftarrow, R\left(e_{i}\right)\right]$ over $x$, we find a set $U_{x}$ separating $\left[\leftarrow, u_{x}\right]$ from $\left[u_{x}, \rightarrow\right]$, where $u_{x}$ is in $\left[L\left(e_{i}\right), L\left(e_{j}\right)\right]$. We do the same on the right side, considering $G_{y}=G\left[L\left(e_{i}\right), \rightarrow\right]$ and finding $U_{y}$ and $u_{y}$ such that $u_{y} \in\left[R\left(e_{j}\right), R\left(e_{i}\right)\right]$. Set $U_{y} \cup U_{y}$ separates $] u_{x}, u_{y}[$ from $\left.] u_{x}, u_{y}\right]^{c}$. As $u_{y}-u_{x}$ is between $n / 11$ and $n / 12$, we found a $n / 12$-balanced separator of $G$ of size at most $1+2 g(t) \cdot \log \ell(S, \prec)$.

Hence, assume now that for any vertex $v$ of $G$, the number of edges of length in $[n / 12,11 n / 12]$ in a maximum rainbow over $v$ is bounded by $3 t+1$. Thus, for every $v$, the set $M_{v}$ of edges over $v$ going from $[n / 12, v-n / 12]$ to $[v+n / 12,11 n / 12]$ is of size at most $2 t(3 t+1)$ by Lemma 24 .

Set $u=v_{n / 3}$ and $v=v_{2 n / 3}$. By deleting the set $A=\left\{L(e) \mid e \in M_{u} \cup M_{v}\right\}$, we get a new ordered graph $H=(G-A, \prec)$. Consider $H_{u}=H[\leftarrow, 11 n / 12]$, and $H_{v}=H[n / 12, \rightarrow]$. Then the length of a maximum rainbow over $u$ (resp. $v$ ) in $H_{u}$ (resp. $H_{v}$ ) is at most $n / 12$.

Hence we can apply Lemma 25 on $H_{u}$ over $u$, and on $H_{v}$ over $v$. This yields two sets $W_{u}, W_{v}$ of size $O\left(t^{4} \log n\right)$ and two vertices $w_{u}, w_{v}$ such that $\left|w_{u}-u\right|$ (resp. $\left.\left|w_{v}-v\right|\right)$ is at most $n / 12$, and such that $W_{u}$ separates $\left[\leftarrow, w_{u}\right.$ ] from $\left[w_{u}, \rightarrow\right]$ in $H_{u}$ (and resp. for $v$ ). The set $W_{u} \cup W_{v}$ is then separating $] w_{u}, w_{v}\left[\right.$ from $\left[w_{u}, w_{v}\right]^{c}$.

- Theorem 27. Let $G$ be any graph on $n$ vertices, such that $\Delta(G) \leqslant d$ and stw $(G) \leqslant t$. Then $G$ contains a $1 / 12$-balanced separator of size at most $\gamma\left(d^{2} t\right)^{4} \log n$, for a constant $\gamma$.

Proof. Let $G$ a graph on $n$ vertices, such that $\operatorname{stw}(G) \leqslant t$ and $\Delta(G) \leqslant d$. Let $\prec$ be an order such that $(G, \prec)$ has stretch-width $t$. By Lemma $18, \operatorname{Ov}(G, \prec)$ does not admit any $K_{4 t d^{2}, 4 t d^{2}}$ as a subgraph. Hence the Theorem 26 ensures the existence of a $1 / 12$-balanced separator of $(G, \prec)$ (hence of $G$ ) of size $\gamma\left(4 t d^{2}\right)^{4} \log n$.

By Lemma 11 and Theorem 27, we obtain the bound on the treewidth of a graph of bounded degree and bounded stretch-width.

- Theorem 5. There is a c such that for every graph $G$, $\operatorname{tw}(G) \leqslant c \Delta(G)^{8} \operatorname{stw}(G)^{4} \log |V(G)|$.
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#### Abstract

We study the problem of reconfiguring one minimum $s$－$t$－separator $A$ into another minimum $s$－$t$－ separator $B$ in some $n$－vertex graph $G$ containing two non－adjacent vertices $s$ and $t$ ．We consider several variants of the problem as we focus on both the token sliding and token jumping models．Our first contribution is a polynomial－time algorithm that computes（if one exists）a minimum－length sequence of slides transforming $A$ into $B$ ．We additionally establish that the existence of a sequence of jumps（which need not be of minimum length）can be decided in polynomial time（by an algorithm that also outputs a witnessing sequence when one exists）．In contrast，and somewhat surprisingly， we show that deciding if a sequence of at most $\ell$ jumps can transform $A$ into $B$ is an NP－complete problem．To complement this negative result，we investigate the parameterized complexity of what we believe to be the two most natural parameterized counterparts of the latter problem；in particular， we study the problem of computing a minimum－length sequence of jumps when parameterized by the size $k$ of the minimum $s$－$t$－separators and when parameterized by the number $\ell$ of jumps．For the first parameterization，we show that the problem is fixed－parameter tractable，but does not admit a polynomial kernel unless NP $\subseteq$ coNP／poly．We complete the picture by designing a kernel with $\mathcal{O}\left(\ell^{2}\right)$ vertices and edges for the length $\ell$ of the sequence as a parameter．
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[^12]
## 1 Introduction

We study the problem of computing reconfiguration sequences between minimum $s$ - $t$ separators ${ }^{2}$. A set $S$ of vertices in a graph $G$ is an $s$-t-separator if vertices $s$ and $t$ are separated in $G-S$, i.e, $s$ and $t$ belong to different components of $G-S$. A minimum $s$-t-separator is an $s$ - $t$-separator of minimum size. We always let $k$ denote the size of a minimum $s$ - $t$-separator in $G$. The token ${ }^{3}$ jumping (TJ-) (resp. token sliding (TS-)) Minimum Separator Reconfiguration (MSR) problem is defined as follows. Given a graph $G$ and minimum $s$ - $t$-separators $A$ and $B$, the goal is to determine if there exists a sequence of sets $A=S_{1}, S_{2}, \ldots, S_{r}=B$, such that $S_{i}$ is a minimum $s$ - $t$-separator, $S_{i}=\left(S_{i-1} \backslash\{v\}\right) \cup\{u\}$ for some $v \in S_{i-1}$, and $u \in V(G) \backslash S_{i-1}\left(\right.$ resp. $\left.u \in N_{G-S_{i-1}}(v)\right)$ for every $i \in[r] \backslash\{1\}$.

Motivation. Reconfiguration problems arise in various applications and, as a result, have gained considerable attention in recent literature [1, 2, 9, 18]. They appear in power supply problems, such as operating switches in a network to transform between different arrangements of power supply from stations to homes without causing a blackout [17]. They also show up in evolutionary biology, such as in the transformation of genomes via mutations [22]. Moreover, reconfiguration problems contribute to numerous fields of study, such as computational geometry with polygon reconfiguration [5], or statistical physics with the transformation of a particle's spin system [6]. At the same time, vertex separators are useful in the factorization of sparse matrices [23], as well as, partitioning hypergraphs [19]. They also lend themselves to problems in cyber security and telecommunication [20], bioinformatics and computational biology [15], and many divide-and-conquer graph algorithms [12]. Given the importance of vertex separators, we believe that it is a natural question to study the problem of reconfiguration between different vertex separators.

Related work. Gomes, Nogueira, and dos Santos [16] initiated the study of the problem of computing reconfiguration sequences between $s$ - $t$-separators, $A$ and $B$, without restricting the size of the separators (to minimum). We call the corresponding problem Vertex Separator Reconfiguration (VSR). They show that for token sliding, checking if $A$ can be transformed to $B$, i.e., Vertex Separator Reconfiguration, is a PSPACE-complete problem even on bipartite graphs. In contrast, under the token jumping model the problem becomes NP-complete for bipartite graphs.

Our results. Unlike the VSR problem, the requirement in the MSR problem that the separators in the reconfiguration sequence must be minimum introduces a lot of structure. In particular, we can rely on the duality between minimum separators and disjoint paths, observing that tokens are always constrained to move on a set of disjoint $s$ - $t$-paths, which we call canonical paths. Using this property, we prove that, in an (optimal) solution, tokens always move "forward" towards their target locations and we never need to take a step back. This immediately prevents the problems from being PSPACE-complete since this gives a (polynomial) bound on the length of a solution. In fact, the "always-forward" property immediately implies a greedy algorithm that decides whether we can reconfigure one s-tseparator into another or not for both the token sliding and token jumping models. We then

[^13]turn our attention to finding shortest reconfiguration sequences. While TS-MSR is still solvable in polynomial-time, finding an optimal solution for the TJ-MSR problem is shown to be NP-complete by a reduction from VERTEX COVER; finding the largest set of vertices that can be "skipped" by jumping over them is "similar" to finding a minimum vertex cover.

We give a complete characterization of the (parameterized) complexity of the TJ-MSR problem for its natural parameterizations. In particular, we complement our NP-hardness result by showing that the problem of finding a shortest sequence of token jumps is fixedparameter tractable when parameterized by $k$, the size of a minimum separator; this is accomplished by further exploiting the structure imposed by the separators' minimality as yes-instances have pathwidth bounded by $\mathcal{O}(k)$. Unfortunately, unless NP $\subseteq$ coNP/poly, the problem admits no polynomial kernel under this parameterization. Finally, we show that if we parameterize the problem by the length of the reconfiguration sequence, $\ell$, then we obtain a kernel with $\mathcal{O}\left(\ell^{2}\right)$ vertices and edges.

## 2 Preliminaries

We denote the set of natural numbers by $\mathbb{N}$ and, for $n \in \mathbb{N}$, we let $[n]=\{1,2, \ldots, n\}$. We only deal with finite simple undirected graphs. We let $V(G)$ and $E(G)$ denote the vertex set and edge set of graph $G$, respectively. The open neighborhood of a vertex $v$ is denoted by $N_{G}(v)=\{u \in V(G) \mid\{u, v\} \in E(G)\}$ and the closed neighborhood by $N_{G}[v]=N_{G}(v) \cup\{v\}$. For a set $S \subseteq V(G)$ of vertices, we define $N_{G}(S)=\bigcup_{v \in S} N_{G}(v) \backslash S$ and $N_{G}[S]=N_{G}(S) \cup S$; if the context is clear, we omit the subscript $G$. The subgraph of $G$ induced by $S$ is denoted by $G[S]$, where $G[S]$ has vertex set $S$ and edge set $\{\{u, v\} \in E(G) \mid u, v \in S\}$; we also define $G-S=G[V(G) \backslash S]$. A walk of length $q$ from $v_{0}$ to $v_{q}$ in $G$ is a vertex sequence $v_{0}, \ldots, v_{q}$ such that $\left\{v_{i}, v_{i+1}\right\} \in E(G)$ for all $i \in\{0, \ldots, q-1\}$. It is a path if all vertices are distinct. An $s$-t-path is one with endpoints $s$ and $t$. Two $s$-t-paths $P_{1}$ and $P_{2}$ are (internally) disjoint if $V\left(P_{1}\right) \cap V\left(P_{2}\right)=\{s, t\}$. The following is a celebrated theorem attributed to Menger [21] and later generalized and made algorithmic by Ford and Fulkerson [13].

- Theorem 1. The size of a minimum s-t-separator is equal to the maximum number of pairwise internally disjoint s-t-paths, which can be computed in polynomial time.

Parameterized complexity. A parameterized problem $Q$ is a subset of $\Sigma^{*} \times \mathbb{N}$, where the second component denotes the parameter. A parameterized problem is fixed-parameter tractable with respect to a parameter $\kappa$, FPT for short, if there exists an algorithm to decide whether $(x, \kappa) \in Q$ in time $f(\kappa) \cdot|x|^{\mathcal{O}(1)}$, where $f$ is a computable function. We say that two instances are equivalent if they are both yes-instances or both no-instances. A kernelization algorithm, or a kernelization for short, is a polynomial-time algorithm that reduces an input instance $(x, \kappa)$ into an equivalent instance $\left(x^{\prime}, \kappa^{\prime}\right)$ such that $\left|x^{\prime}\right|, \kappa^{\prime} \leq f(\kappa)$, for some computable function $f$. Such $x^{\prime}$ is called a kernel. Every fixed-parameter tractable problem admits a kernel, however, possibly of exponential or worse size. For efficient algorithms it is therefore most desirable to obtain kernels of polynomial, or even linear size. We refer to the textbooks $[7,10]$ for extensive background on parameterized complexity.

## 3 Preprocessing and general observations

Let $(G, s, t, A, B)$ denote an instance of Minimum Separator Reconfiguration, where $A$ and $B$ are minimum $s-t$-separators of size $k$. The reconfiguration model, i.e., jumping vs. sliding, will be clear from context. We begin by making some general observations (that
hold for both models) about the structure of sequences of minimum $s$ - $t$-separators, which we make extensive use of. We also describe some preprocessing operations: we assume they have been applied on every instance in the rest of the paper. We begin by introducing the notion of canonical paths, which describe the possible locations for each token.

- Definition 2 (Canonical paths). Let $A$ and $B$ denote the starting and target separators, respectively. By Theorem 1, we begin by fixing a maximum set of pairwise internally disjoint $s$-t-paths, which has size $k=|A|=|B|$ (since $A, B$ are minimum separators). We may assume that all paths are chordless, i.e., if two vertices of the same path are adjacent the edge connecting them is part of the path; otherwise, we could decrease the length of the path by shortcutting along the chord. We repeat this procedure until all paths are chordless; it terminates since in each iteration the total number of vertices involved in the paths decreases. We call these $k$ chordless pairwise internally disjoint $s$-t-paths $P_{1}, \ldots, P_{k}$ the canonical paths of our instance.

Note that canonical paths may not be uniquely defined; however, we can fix any set of $k$ internally vertex disjoint paths as canonical.

- Lemma 3. Let $S$ be a minimum s-t-separator. Then, $S$ contains exactly one vertex of each canonical path.

Proof. The set $S$ has to contain at least one vertex of each path since otherwise there would be an $s$ - $t$-path in $G-S$. Since the number of paths is equal to the size of a minimum separator and the paths are disjoint, it has to be exactly one in each (Theorem 1).

The next observation follows immediately from Lemma 3 .

- Observation 4. For both token sliding and token jumping, each token is confined to its respective canonical path and in the case of sliding, a token can only slide to either one of its two neighbours along its canonical path.

Thus, our view of the problem is that we are sliding (resp. jumping) tokens along a set of $k$ paths and that each token is confined to its respective path. We now show that we can always slide (resp. jump) a token in the direction of the target separator $B$ and never have to do a "backward" move.

Let $L(i)$ denote the number of vertices on the canonical path $P_{i}$, including $s$ and $t$. Let $u_{i, 1}, \ldots u_{i, L(i)}$ denote the vertices on the canonical path $P_{i}$ in the order in which they appear on it, with $u_{i, 1}=s$ and $u_{i, L(i)}=t$. Let $a_{i}$ and $b_{i}$ denote the indices such that $V\left(P_{i}\right) \cap A=\left\{u_{i, a_{i}}\right\}$ and $V\left(P_{i}\right) \cap B=\left\{u_{i, b_{i}}\right\}$, i.e., $a_{i}$ is the index of the starting vertex of the token on $P_{i}$ and $b_{i}$ the index of the goal vertex for this token. Let $l_{i}=\min \left(a_{i}, b_{i}\right)$ and $r_{i}=\max \left(a_{i}, b_{i}\right)$. We first show that, in any (shortest) reconfiguration sequence, we only need to consider configurations of tokens in which, for all $i$, the token on the path $P_{i}$ remains between (or on) $u_{i, l_{i}}$ and $u_{i, r_{i}}$.

- Lemma 5. For all $i \in[k]$, let $\phi_{i}$ be the function such that for all $1<a<L(i)$,

$$
\phi_{i}(a):= \begin{cases}l_{i} & \text { if } a<l_{i} \\ r_{i} & \text { if } a>r_{i} \\ a & \text { otherwise }\end{cases}
$$

Let $f\left(u_{i, a}\right):=u_{i, \phi_{i}(a)}$. If $X$ is a minimum $s$ - $t$-separator, then so is $f(X)$.


Figure $1 P$ is in blue and $P^{\prime}$ is highlighted in orange.

Proof. Given a set $X=\left\{u_{i, x_{i}} \mid i \in[k]\right\}$, let $\operatorname{Left}(X)=\bigcup_{i}\left\{u_{i, a} \mid a<x_{i}\right\}$.
Let $X=\left\{u_{i, x_{i}} \mid i \in[k]\right\}$ be an $s$ - $t$-separator. Assume that $Y=f(X)$ is not an $s$ - $t$ separator. Let $P$ be an $s-t$-path in $G-Y$. Let $u_{i, a}$ be the last vertex of $P$ belonging to $\operatorname{Left}(Y)$ (possibly $u_{i, a}=s$ ). Let $u_{j, b}$ be the first vertex of $P$ lying on a canonical path after $u_{i, a}$ (possibly $u_{j, b}=t$ ). We have $u_{j, b} \notin \operatorname{Left}(Y)$ and thus $b>\phi_{j}\left(x_{j}\right)$. Note that $a \neq \phi_{i}\left(x_{i}\right)$ and $b \neq \phi_{j}\left(x_{j}\right)$ by the definition of $P$. Let $P^{\prime}$ be the path in $G$ going from $s$ to $u_{i, a}$ via $P_{i}$, then to $u_{j, b}$ via $P$ and finally to $t$ via $P_{j}$; see Figure 1. We have $i \neq j$ since otherwise $P^{\prime}$ would be an $s$-t-path in $G-A$ (respectively $G-B$ or $G-X$ ) if $\phi_{i}\left(x_{i}\right)=a_{i}$ (respectively $\phi_{i}\left(x_{i}\right)=b_{i}$ or $\left.\phi_{i}\left(x_{i}\right)=x_{i}\right)$.

We cannot have $a<x_{i}$ and $x_{j}<b$ at the same time since otherwise $P^{\prime}$ would be an $s$ - $t$-path in $G-X$. Without loss of generality, assume that $x_{i} \leq a$. As a result, $x_{i} \leq a<\phi_{i}\left(x_{i}\right)=l_{i}$. We must have $b<l_{j}$, or otherwise $P^{\prime}$ would be an $s-t$-path in $G-A$ or $G-B$. Thus, $b<l_{j} \leq \phi_{j}\left(x_{j}\right)$ which contradicts the aforementioned property that $b>\phi_{j}\left(x_{j}\right)$ and proves that $f(X)$ is an $s$-t-separator.

- Corollary 6. In both the token jumping and token sliding models, if there exists a reconfiguration sequence from $A$ to $B$, then there exists a shortest sequence such that, for any $i$, the $i^{\text {th }}$ token remains between $l_{i}$ and $r_{i}$ at all times. As a result, deleting all vertices on canonical paths that are not beteween $l_{i}$ and $r_{i}$ and replacing them by the edges $\left\{\left\{s, l_{i}\right\} \mid 1 \leq i \leq k\right\} \cup\left\{\left\{r_{i}, t\right\} \mid 1 \leq i \leq k\right\}$ yields an equivalent instance.

Proof. Two $s$-t-separators differing only by a token jump (resp. slide) are mapped by $f$ to two $s$ - $t$-separators that are either equal or differing by only a token jump (resp. slide). Thus, applying $f$ to all separators in the reconfiguration sequence, we get a reconfiguration sequence with the claimed property.

Given a vertex $u_{i, x}$ on a canonical path $P_{i}$, we define the set $F\left(u_{i, x}\right)$ as the set of vertices of $P_{i}$ between $u_{i, x}$ and $u_{i, b_{i}}$ (see Figure 2). We say that a jump (resp. slide) from $u_{i, a}$ to $u_{i, b}$ is forward if $u_{i, b} \in F\left(u_{i, a}\right)$. Intuitively, this means that a jump (resp. slide) is forward if it moves the token closer to its target location (along the canonical path) without going past it.

- Lemma 7 (Forward-moving lemma). If there exists a reconfiguration sequence from $A$ to $B$, then there exists a shortest sequence $\mathcal{S}$ of jumps (resp. slides) going from $A$ to $B$ containing only forward jumps (resp. slides).

Proof. We proceed by induction on the length of a shortest sequence. If $A=B$, there is nothing to prove. Otherwise, let $\mathcal{S}$ be a shortest sequence of moves going from $A$ to $B$. By Corollary 6, we can assume that the first move in $\mathcal{S}$ is a forward move. Let $A^{\prime}$ be the separator obtained after this move. The tail of $\mathcal{S}$ is a shortest sequence of move between $A^{\prime}$ and $B$ and by induction, it may be replaced with a shortest sequence that only contains forward jumps (resp. slides).


Figure $2 F\left(u_{i, x}\right)$ is highlighted in orange and $F\left(u_{j, y}\right)$ in blue.

## 4 Polynomial-time algorithms

The forward-moving lemma immediately implies that several problems can be solved in polynomial time by a greedy algorithm.

- Theorem 8. A minimum-length sequence of token slides reconfiguring one minimum $s$-t-separator to another can be computed in polynomial time.

Proof. Since slides are reversible, doing any slide can never turn a yes-instance into a no-instance. Thus, we can greedily apply moves that slide a token forward. That is, we iteratively find any token that can slide forward (as long as possible) and execute the slide. Since we never need to do a backward slide (Lemma 7), this always finds a solution if one exists. Moreover, this is optimal; the paths are chordless, so any slide can only advance a token one step closer towards its target position, and since there are no backward slides, the solution is optimal. Clearly, checking if a token can slide forward requires polynomial time and given that an optimal solution has polynomial length we get the claimed running time.

- Theorem 9. A (feasible, but not necessarily minimum-length) sequence of token jumps reconfiguring one minimum s-t-separator to another can be computed in polynomial time.

Proof. Jumps are also reversible, so doing a jump can never turn a yes-instance into a no-instance. Again, we can greedily apply forward jumps. Since a solution never needs to contain a backward jump, this yields a feasible solution if one exists.

In the case of token jumping, the solution produced by the greedy algorithm is not necessarily optimal (not guaranteed to be a shortest sequence of jumps); by choosing a different order for the jumps, it might be possible to make "longer" jumps, i.e., jumping over more vertices. In fact, we show that deciding whether a sequence of at most $\ell$ jumps can tranform one minimum $s$ - $t$-separator into another is an NP-complete problem.

## 5 Hardness of finding short sequences of jumps

First, we note that the problem of deciding whether a sequence of at most $\ell$ jumps between two minimum $s$ - $t$-separators exists is in NP. Indeed, Lemma 7 implies that the length of a reconfiguration sequence cannot exceed $|V(G)|$; we can therefore directly use a reconfiguration sequence as a certificate.

We show NP-hardness by reducing the Vertex Cover problem. Given a graph $G=$ $(V, E)$ and the size $\kappa$ of a desired vertex cover, we construct our instance $\left(G^{\prime}, s, t, A, B\right)$ as follows. We first create a copy of the graph $G$, and for every $v \in V(G)$ we add two additional
vertices $s_{v}, t_{v}$ and edges $\left\{s_{v}, v\right\},\left\{v, t_{v}\right\}$. We further add vertices $s, t$ and for all $v \in V(G)$, edges $\left\{s, s_{v}\right\},\left\{t_{v}, t\right\}$; see Figure 3 . We ask whether we can reconfigure the $s$ - $t$-separator $A=\left\{s_{v} \mid v \in V(G)\right\}$ to the separator $B=\left\{t_{v} \mid v \in V(G)\right\}$ using at most $|V(G)|+\kappa$ token jumps. Note that the canonical paths are of the form $\left\{s, s_{v}, v, s_{t}, t \mid v \in V(G)\right\}$.


Figure 3 The graph $G^{\prime}$ formed from $G$ (highlighted in orange), along with the initial and target separators $A$ and $B$ (highlighted in blue), respectively.

- Theorem 10. Deciding whether a sequence of at most $\ell$ token jumps can tranform one minimum s-t-separator into another is an NP-complete problem.


## 6 Preprocessing for token jumping

In this section, we describe some preprocessing rules that can be applied to the token jumping variant of Minimum Separator Reconfiguration. In the remainder of this paper, we assume that all instances are preprocessed according to these rules. We first show that we can reduce the graph so that it contains no vertices that are not on the canonical $s$ - $t$-paths.

- Lemma 11. Given an instance ( $G, s, t, A, B$ ) of Minimum Separator Reconfiguration in the token jumping model, it is possible to compute in polynomial time an equivalent instance $\left(G^{\prime}, s, t, A, B\right)$ in which all vertices are on the (chordless) canonical paths and both the minimum s-t-separator size and the length of minimum reconfiguration sequences are preserved. Moreover, all vertices in $A \cup B$ are adjacent to either $s$ or $t$.

Going forward, we assume that all graphs are preprocessed according to these rules. We next observe that to ensure that a configuration of tokens forms a valid $s$ - $t$-separator it suffices to check the existence of relatively simple $s$ - $t$-paths.

- Lemma 12. To check whether a configuration of tokens that assigns exactly one token to each canonical path forms an s-t-separator, it suffices to check whether there exists an $s$-t-path that from s, follows one of the canonical paths, then follows one edge (a crossing edge) from that canonical path to another, and then follows that canonical path to $t$.

We now show that it suffices to consider instances in which all vertices have degree at least 3 and at most $2 k$, where $k \geq 3$ is the size of the minimum separator (for $k \leq 2$, the problem can be solved in polynomial time by a simple algorithm that computes a shortest path in an auxiliary graph $H$ having one vertex for each of the at most $n^{2} s$ - $t$-separators and where two vertices of $H$ share an edge whenever the corresponding $s$ - $t$-separators are one reconfiguration step away from each other).

- Lemma 13. Given an instance ( $G, s, t, A, B$ ) of Minimum Separator Reconfiguration in the token jumping model, it is possible to compute in polynomial time an equivalent instance $\left(G^{\prime}, s, t, A, B\right)$ in which the length of minimum reconfiguration sequences is preserved and all vertices have degree at least 3 and at most $2 k$, where $k=|A|=|B|$ (assuming $k \geq 3$ ). In particular, every vertex can have at most two neighbors on each canonical path.

We proceed by showing that we can always assume that the source and target minimum $s$ - $t$-separators, i.e., $A$ and $B$, are disjoint.

- Lemma 14. Given an instance ( $G, s, t, A, B$ ) of Minimum Separator Reconfiguration in the token jumping model, it is possible to compute in polynomial time an equivalent instance $\left(G^{\prime}, s, t, A^{\prime}, B^{\prime}\right)$ in which $A^{\prime} \cap B^{\prime}=\emptyset$ and such that the length of minimum reconfiguration sequences is preserved.

We conclude this section by formalizing the notion of unskippable vertices; a notion that will be useful in many of our subsequent results. Given an instance ( $G, s, t, A, B$ ), we say that $v \in V(G) \backslash(A \cup B \cup\{s, t\})$ is unskippable if for every sequence (if any exist) of minimum $s$-t-separators that transforms $A$ to $B$ there exists at least one $s$ - $t$-separator $S$ in the sequence such that $v \in S$. In other words, there is no transformation from $A$ to $B$ that can skip over $v$ and not jump a token onto $v$ at some point. Similarly, we say that a set $U \subseteq V(G) \backslash(A \cup B \cup\{s, t\})$ of vertices is unskippable whenever there exists at least one $s$ - $t$-separator $S$ in every reconfiguration sequence (from $A$ to $B$ ) such that $|U \cap S| \geq 1$.

- Lemma 15. Let $(G, s, t, A, B)$ be an instance of Minimum Separator Reconfiguration in the token jumping model. A vertex $v \in V(G) \backslash(A \cup B \cup\{s, t\})$ having two neighbors on a canonical path other than its own is unskippable. If $u, v \in V(G) \backslash(A \cup B \cup\{s, t\}), u, v$ belong to two different canonical paths, and $\{u, v\} \in E(G)$, then $\{u, v\}$ is unskippable.


## 7 Parameterizing by the size of the separators

In this section, we study the natural parameterization by $k$ : the number of tokens, or the size of minimum separators. We first prove that there exists an FPT algorithm for this parameterization, then show that no polynomial kernel exists unless NP $\subseteq$ coNP/poly.

### 7.1 FPT algorithm

In this section, we show that finding a shortest sequence for the token jumping variant of Minimum Separator Reconfiguration is fixed-parameter tractable with respect to $k$, the size of the minimum $s$ - $t$-separators. We do so by constructing a path decomposition of the graph from an arbitrary sequence of token jumps, and then proceed by designing a dynamic programming algorithm that operates on that path decomposition. We shall work towards proving the following.

- Lemma 16. Given a graph $G$ preprocessed by our reduction rules and two minimum $s$-t-separators $A$ and $B$ of $G$ with $|A|=k$, if $A$ and $B$ can be reconfigured into each other, then $G \backslash\{s, t\}$ has pathwidth at most $k$.

Let $\mathcal{S}=A, S_{1}, \ldots, S_{\ell}, B$ be a reconfiguration sequene of minimum separators. Note that the symmetric difference between two elements of $\mathcal{S}$ are two vertices $u_{j, p} \in S_{i} \backslash S_{i+1}$ and $u_{j, r} \in S_{i+1} \backslash S_{i}$ belonging to the same canonical path. As such, we can construct a width- $k$ path decomposition where (i) each $S_{i} \in \mathcal{S}$ is placed in the order they appear in $\mathcal{S}$ and (ii) between $S_{i}$ and $S_{i+1}$ we have the bags $X \cup\left\{u_{j, q}\right\}$, where $X=S_{i} \cap S_{i+1}$ and $p<q<r$. Using the previous statement and dynamic programming, we prove our main result.

- Theorem 17. The optimization version of Minimum Separator REConfiguration under token jumping parameterized by the size of a minimum separator is in FPT.


### 7.2 No polynomial kernel for parameter $\boldsymbol{k}$

We use the cross-composition framework developed by the work of Drucker [11], Bodlaender et al. [3, 4], Dell and van Melkebeek [8], and Fortnow and Santhanam [14]. Roughly speaking, in this framework, a problem $\Pi$ and-cross-composes into a parameterized problem $\Gamma$ if, given instances $\left\{I_{1}, \ldots, I_{r}\right\}$ of $\Pi$, we can construct an instance $(O, k)$ of $\Gamma$ such that: $O$ is a yes-instance if and only if $I_{i}$ is a yes-instance for all $i \in[r],|O|$ is polynomial on $\sum_{i}\left|I_{i}\right|+r$, and $k \leq \operatorname{poly}\left(\max _{i}\left|I_{i}\right|+\log r\right)$.

For Minimum Separator Reconfiguration under token jumping, we and-crosscompose Vertex Cover, employing a construction very similar to the one used in Theorem 10. In fact, for each of the $r$ vertex cover instances $\left(G_{i}, \kappa\right)$, we repeat the construction of Theorem 10 and serialize all the graphs in a "linear fashion" using synchronization gadgets, as depicted in Figure 4. We ask for a reconfiguration sequence between the leftmost and rightmost sets (each of size $k=\mu+1$ ) of length $\mathcal{O}\left(r k+\sum\left(\left|V\left(G_{i}\right)\right|\right)\right)$. As the name suggests, the purpose of the synchronization gadgets is to guarantee that all tokens jump over each graph $G_{i}$ before moving on to the next graph (allowing us to accurately calculate the total number of required jumps). Formally, our result can be stated as follows:

- Theorem 18. There exists an and-cross-composition from Vertex Cover into TJ Minimum Separator Reconfiguration, parameterized by the minimum size $k$ of an $s$-t-separator. Consequently, when parameterized by $k$, TJ Minimum SEparator ReconfIGURATION does not admit a polynomial kernel unless $N P \subseteq$ coNP/poly.


Figure 4 An overview of the and-cross-composition with $r=3$ and $k=5$. The orange blobs are $A$ and $B$, the blue blobs represent the graphs $G_{i}$, and the green vertices and edges represent the synchronization gadgets.

## 8 Polynomial kernel for parameter $\ell$

Observe that the construction employed in Theorem 18 heavily relies on the fact that the length $\ell$ of the reconfiguration sequence is linearly proportional to the number of instances. We show that this dependence cannot be broken. That is, when parameterizing by $\ell$, we prove that Minimum Separator Reconfiguration admits a quadratic kernel.

Recall that, by Lemma 11, we can preprocess the graph so that all vertices are on the canonical paths and the vertices in $A$ and $B$ are adjacent to (at least one of) $s$ or $t$. Similarly, by Lemma 13, each vertex in $G$ will have degree at least 3 and at most $2 k$ (with at most two neighbors on each canonical path) and, by Lemma 14 , we know that $A \cap B=\emptyset$. We refer to an instance satisfying all of the above as a reduced instance.

- Lemma 19. In a reduced yes-instance where $\ell$ is the parameter, all the following properties must be satisfied: (i) $A \cap B=\emptyset$ and $|A|=|B| \leq \ell$; (ii) all vertices are on the (at most $\ell$ ) canonical paths; (iii) vertices in $A$ and $B$ are adjacent to (at least one of) s or t; and (iv) each vertex in $G$ has degree at least 3 , degree at most $2 \ell$, and at most two neighbors on each canonical path.

Proof. The lemma follows immediately from the fact that if after obtaining a reduced instance we have $|A|=|B|>\ell$, then we have a no-instance; as at least $\ell+1$ jumps are needed. Consequently, the minimum separator size will be at most $\ell$ and all the remaining properties follow from Lemma 11, Lemma 13, and Lemma 14.

- Lemma 20. Assume that in a reduced instance one of the canonical paths contains more than $4(\ell+1)^{2}+4$ vertices. Then, the instance is a no-instance.

Proof. Let $P$ denote such a canonical path. We claim that at least $\ell+1$ jumps are required for the token on $P$. We assume otherwise, i.e, that $\ell$ jumps or fewer are enough, and work towards a contradiction.

First, recall that if a vertex $v$ on a canonical path is adjacent to two distinct vertices on another canonical path, then $v$ can never be jumped over, i.e., $v$ is unskippable (Lemma 15). We decompose $P$ into $\ell+1$ subpaths each consisting of at least $4 \ell+4$ vertices (excluding $s, t$, and the initial and target vertices of $A$ and $B$ ). For the token on $P$ to reach its final position in at most $\ell$ jumps, it must (at least once) jump over $2 \ell+1$ (consecutive) vertices of $P$ or more (landing on the vertex $2 \ell+2$ away or more). Let us denote those vertices that are jumped over by $Q$. Moreover, let $S_{i}$ denote the $s$ - $t$-separator preceeding the jump and let $S_{i+1}$ denote the resulting $s$ - $t$-separator after the jump.

If $Q$ contains a vertex having two distinct neighbors on another canonical path, then the vertex is unskippable and we get a contradiction. Hence, every vertex $v$ of $Q$ (which has degree 3 or more) can have at most one neighbor on every canonical path $P^{\prime} \neq P$ (and we know that $v$ must have at least one neighbor not in $P$ ). Since $S_{i}$ and $S_{i+1}$ are $s$ - $t$-separators, every vertex $v \in Q$ can only be adjacent to vertices in $S_{i} \backslash V(P)=S_{i+1} \backslash V(P)$; otherwise an $s$ - $t$-path can be easily constructed, contradicting the fact that $S_{i}$ and $S_{i+1}$ are $s$ - $t$-separators. Now, given that $|Q| \geq 2 \ell+1$, we know that there exists at least 3 distinct vertices in $Q$ all having the same neighbor in $S_{i+1} \backslash V(P)$. This contradicts the fact that after our reductions each vertex in $G$ can have at most two distinct neighbors on any canonical path.

Lemmas 19 and 20 immediately imply a kernel with $\mathcal{O}\left(\ell^{3}\right)$ vertices: a yes-instance consists of at most $\ell$ canonical paths each having $\mathcal{O}\left(\ell^{2}\right)$ vertices. We obtain an improved bound by refining our analysis slightly and strengthening the result of Lemma 20 in Theorem 21.

- Theorem 21. The optimization version of TJ Minimum Separator Reconfiguration admits a kernel with $\mathcal{O}\left(\ell^{2}\right)$ vertices and edges when parameterized by the length $\ell$ of a reconfiguration sequence.


## 9 Concluding Remarks

We studied the minimum $s$-t-separator reconfiguration problem through several lenses. First, we considered the token sliding and token jumping reconfiguration models, showing that the reachability question is answerable in polynomial time in both cases. Afterwards, we considered the task of finding a shortest reconfiguration sequence; we proved that it is easy under the first model but NP-complete under the second. To tackle this hardness, we studied the parameterized complexity of the token jumping version for the natural parameterizations
$k$ (the number of tokens) and $\ell$ (the length of the sequence). In this context, we designed an FPT algorithm for parameter $k$, a quadratic kernel when parameterized by $\ell$, and showed that no polynomial kernel exists for $k$ unless NP $\subseteq$ coNP/poly.

In terms of future work on minimum $s$ - $t$-separator reconfiguration itself, we are interested in understanding shortest token jumping sequences for some graph classes, in particular for planar graphs. Other possibilities include the study of structural parameterizations, such as treewidth, feedback edge set, and vertex deletion distance metrics (e.g., distance to cluster, clique, etc.). In a different spirit, studying the connectivity of the minimum $s$ - $t$-separator reconfiguration graph might yield different insights than the ones presented in this paper. Beyond minimum separators, the work of Gomes, Nogueira, and dos Santos [16] investigated arbitrary $s$ - $t$-separator reconfiguration, but no research has yet been done on bounded size separators. As such, we believe work on the complexity of reconfiguration of minimum $+r$ $s$ - $t$-separators might be of independent interest.
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#### Abstract

Given an undirected graph $G$ and a multiset of $k$ terminal pairs $\mathcal{X}$ ，the Vertex－Disjoint Paths （VDP）and Edge－Disjoint Paths（EDP）problems ask whether $G$ has $k$ pairwise internally vertex－ disjoint paths and $k$ pairwise edge－disjoint paths，respectively，connecting every terminal pair in $\mathcal{X}$ ． In this paper，we study the kernelization complexity of VDP and EDP on subclasses of chordal graphs．For VDP，we design a $4 k$ vertex kernel on split graphs and an $\mathcal{O}\left(k^{2}\right)$ vertex kernel on well－partitioned chordal graphs．We also show that the problem becomes polynomial－time solvable on threshold graphs．For EDP，we first prove that the problem is NP－complete on complete graphs． Then，we design an $\mathcal{O}\left(k^{2.75}\right)$ vertex kernel for EDP on split graphs，and improve it to a $7 k+1$ vertex kernel on threshold graphs．Lastly，we provide an $\mathcal{O}\left(k^{2}\right)$ vertex kernel for EDP on block graphs and a $2 k+1$ vertex kernel for clique paths．Our contributions improve upon several results in the literature，as well as resolve an open question by Heggernes et al．［Theory Comput．Syst．，2015］．
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## 1 Introduction

The Vertex－Disjoint Paths（VDP）and Edge－Disjoint Paths（EDP）problems are fundamental routing problems，having applications in VLSI design and virtual circuit routing ［20，39，44，45］．Notably，they have been a cornerstone of the groundbreaking Graph Minors project of Robertson and Seymour［42］，and several important techniques，including the irrelevant vertex technique，originated in the process of solving disjoint paths［42］．In VDP（respectively，EDP），the input is an undirected graph $G$ and a multiset of terminal pairs $\mathcal{X}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}$ ，and the goal is to find $k$ pairwise internally vertex－disjoint （respectively，edge－disjoint）paths $P_{1}, \ldots, P_{k}$ such that $P_{i}$ is a path with endpoints $s_{i}$ and $t_{i}$ ．

Both VDP and EDP are studied extensively，and have been at the center of numerous results in algorithmic graph theory［6，15，18，22，31，34，36，48］．Karp［30］proved that VDP is NP－complete（attributing the result to Knuth），and a year later，Even，Itai，and
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Table 1 Summary of the kernelization results of VDP and EDP parameterized by the number of occurrences of terminal pairs $(k)$ on the subclasses of chordal graphs studied in this paper.

| Graph Class | VDP | $\underline{\text { EDP }}$ |
| :--- | :--- | :--- |
| Well-partitioned Chordal | $\mathcal{O}\left(k^{2}\right)$ vertex kernel [Theorem 7] | OPEN |
| Split | $4 k$ vertex kernel [Theorem 6] | $\mathcal{O}\left(k^{2.75}\right)$ vertex kernel [Theorem 2] |
| Threshold | P [Theorem 9] | $7 k+1$ vertex kernel [Theorem 3] |
| Block | P [Observation 8] | $4 k^{2}-2 k$ vertex kernel [Theorem 4] |
| Clique Path | P [Observation 8] | $2 k+1$ vertex kernel [Theorem 5] |

Shamir [16] proved the same for EDP. When $k$ is fixed (i.e., treated as a constant), Robertson and Seymour [37, 42] gave an $\mathcal{O}\left(|V(G)|^{3}\right)$ time algorithm as a part of their famous Graph Minors project. This algorithm is a fixed-parameter tractable (FPT) algorithm parameterized by $k$. Later, the power 3 was reduced to 2 by Kawarabayashi, Kobayashi, and Reed [32].

In Parameterized Complexity, each problem instance is associated with an integer parameter $k$. We study both VDP and EDP through the lens of kernelization under the parameterization by $k$. A kernelization algorithm is a polynomial-time algorithm that takes as input an instance ( $I, k$ ) of a problem and outputs an equivalent instance ( $I^{\prime}, k^{\prime}$ ) of the same problem such that the size of $\left(I^{\prime}, k^{\prime}\right)$ is bounded by some computable function $f(k)$. The problem is said to admit an $f(k)$ sized kernel, and if $f(k)$ is polynomial, then the problem is said to admit a polynomial kernel. It is known that a problem is FPT if and only if it admits a kernel. Due to its profound impact, kernelization has been termed "the lost continent of polynomial time" [17]. For more details on kernelization, we refer to books [12, 19].

Bodlaender et al. [4] proved that, unless NP $\subseteq$ coNP/poly, VDP does not admit a polynomial kernel (on general graphs). On the positive side, Heggernes et al. [27] extended this study to show that VDP and EDP admit polynomial kernels on split graphs with $\mathcal{O}\left(k^{2}\right)$ and $\mathcal{O}\left(k^{3}\right)$ vertices, respectively. Yang et al. [47] further showed that a restricted version of VDP, where each vertex can appear in at most one terminal pair, admits a $4 k$ vertex kernel. Recently, Ahn et al. [2] introduced so-called well-partitioned chordal graphs (being a generalization of split graphs), and showed that VDP on these graphs admits an $\mathcal{O}\left(k^{3}\right)$ vertex kernel. In this paper, we extend the study of kernelization of EDP and VDP on these (and other) subclasses of chordal graphs. We provide an extended survey in the Appendix.

### 1.1 Our Contribution

Proofs of the results marked with $(*)$ are deferred to the full version [5] to respect the space constraints. An overview of our results is given in Table 1. We begin by discussing the results about EDP. First, we observe that the problem remains NP-hard even on inputs with a trivial graph structure given by a clique, unlike VDP. This extends the known hardness results for split graphs [27] and graphs of cliquewidth at most 6 [25]. We prove this theorem in the Appendix.

- Theorem 1. EDP is NP-hard on complete graphs.

Every graph class treated in this paper includes cliques, so EDP is NP-hard on each of them. This motivates the study of kernelization algorithms. From now on, we always use $k$ to denote the number of occurrences of terminal pairs in an instance.

We present an $\mathcal{O}\left(k^{2.75}\right)$ vertex kernel for EDP on split graphs, improving upon the $\mathcal{O}\left(k^{3}\right)$ vertex kernel given by Heggernes et al. [27]. Our main technical contribution is a lemma stating that the length of each path in a minimum-size solution is bounded by $\mathcal{O}(\sqrt{k})$. This allows us to obtain the following.

- Theorem 2. EDP on split graphs admits a kernel with at most $\mathcal{O}\left(k^{2.75}\right)$ vertices.

In the quest to achieve better bounds, we consider a subclass of split graphs. Specifically, we prove that EDP on threshold graphs admits a kernel with at most $7 k+1$ vertices. Here, we exploit the known vertex ordering of threshold graphs that exhibits an inclusion relation concerning the neighborhoods of the vertices.

- Theorem 3 (*). EDP on threshold graphs admits a kernel with at most $7 k+1$ vertices.

Another important subclass of chordal graphs is the class of block graphs. For this case, we present a kernel with at most $4 k^{2}-2 k$ vertices. Our kernelization algorithm constructs an equivalent instance where the number of blocks can be at most $4 k-2$, and each block contains at most $k$ vertices. Thus, we have the following theorem.

- Theorem 4. EDP on block graphs admits a kernel with at most $4 k^{2}-2 k$ vertices.

Whenever a block has more than two cut vertices, decreasing the size of that block below $\mathcal{O}(k)$ becomes trickier. However, if we restrict our block graph to have at most two cut vertices per block - i.e., if we deal with clique paths - then this can be done. The key point in designing our linear kernel in clique paths is that, in the reduced instance, for each block $B$, the number of vertices in $B$ is dictated by a linear function of the number of terminal pairs having at least one terminal vertex in $B$. So, we obtain a $2 k+1$ vertex kernel for this class.

- Theorem 5. EDP on clique paths admits a kernel with at most $2 k+1$ vertices.

Now, we switch our attention to kernelization algorithms for VDP. First, we give a $4 k$ vertex kernel for VDP on split graphs. This resolves an open question by Heggernes et al. [27], who asked whether this problem admits a linear vertex kernel. For this purpose, we use the result by Yang et al. [47], who gave a $4 k$ vertex kernel for a restricted variant of VDP, called VDP-Unique by us, where each vertex can participate in at most one terminal pair.

In order to obtain a linear vertex kernel for VDP, we give a parameter-preserving reduction to VDP-Unique. Our reduction relies on a non-trivial matching-based argument.

In this way, we improve upon the $4 k^{2}$ vertex kernel given by Heggernes et al. [27] as well as generalize the result given by Yang et al. [47]. Specifically, we have the following theorem.

- Theorem 6. VDP on split graphs admits a kernel with at most $4 k$ vertices.

Next, we give an $\mathcal{O}\left(k^{2}\right)$ vertex kernel for VDP on well-partitioned chordal graphs (see Definition 64). Ahn et al. [2] showed that VDP admits an $\mathcal{O}\left(k^{3}\right)$ vertex kernel on this class. We improve their bound by giving a marking procedure that marks a set of at most $\mathcal{O}\left(k^{2}\right)$ vertices in $G$, which "covers" some solution (if it exists). As a result, we arrive at the following theorem.

- Theorem 7 (*). VDP on well-partitioned chordal graphs admits a kernel with $\mathcal{O}\left(k^{2}\right)$ vertices.

Unlike EDP, the VDP problem turns out easier on the remaining graph classes. In block graphs, for every terminal pair with terminals in different blocks, there is a unique induced path connecting these terminals (all internal vertices of this path are the cut vertices). After adding these paths to the solution, we end up with a union of clique instances, where VDP is solvable in polynomial time. This leads to the following observation about block graphs and its subclass, clique paths.

- Observation 8. VDP on block graphs (and, in particular, on clique paths) is solvable in polynomial time.

Finally, we identify a less restricted graph class on which VDP is polynomial-time solvable, namely the class of threshold graphs. This yields a sharp separation between split graphs and its subclass - threshold graphs - in terms of VDP.

- Theorem 9 (*). VDP on thresholds graphs is solvable in polynomial time.


### 1.2 Organization of the paper

We begin with formal preliminaries, where we gather information about the studied graph classes and the basic algorithmic tools. In Section 3, we prove the kernelization theorems for EDP, which are followed by the NP-hardness proof for EDP on cliques in Appendix C. Next, we cover the kernelization results for VDP in Section 4. We conclude in Section 5.

## 2 Preliminaries

For a positive integer $\ell$, let $[\ell]$ denote the set $\{1, \ldots, \ell\}$. We provide the preliminaries concerning parameterized complexity and graph classes considered in the Appendix.

Graph Notations. All graphs considered in this paper are simple, undirected, and connected unless stated otherwise. Standard graph-theoretic terms not explicitly defined here can be found in [13]. For a graph $G$, let $V(G)$ denote its vertex set, and $E(G)$ denote its edge set. For a graph $G$, the subgraph of $G$ induced by $S \subseteq V(G)$ is denoted by $G[S]$, where $G[S]=\left(S, E_{S}\right)$ and $E_{S}=\{x y \in E(G) \mid x, y \in S\}$. For two sets $X, Y \subseteq V(G)$, we denote by $G[X, Y]$ the subgraph of $G$ with vertex set $X \cup Y$ and edge set $\{x y \in E(G): x \in X, y \in Y\}$. The open neighborhood of a vertex $v$ in $G$ is $N_{G}(v)=\{u \in V(G): u v \in E(G)\}$. The degree of a vertex $v$ is $\left|N_{G}(v)\right|$, and it is denoted by $d_{G}(v)$. When there is no ambiguity, we do not use the subscript $G$ in $N_{G}(v)$ and $d_{G}(v)$. A vertex $v$ with $d(v)=1$ is a pendant vertex. The distance between two vertices in a graph $G$ is the number of edges in the shortest path between them. We use the notation $d(u, v)$ to represent the distance between two vertices $u$ and $v$ in a graph $G$ (when $G$ is clear from the context). For a graph $G$ and a set $X \subseteq V(G)$, we use $G-X$ to denote $G[V(G) \backslash X]$, that is, the graph obtained from $G$ by deleting $X$. In a graph $G$, two vertices $u$ and $v$ are twins if $N_{G}[u]=N_{G}[v]$.

An independent set of a graph $G$ is a subset of $V(G)$ such that no two vertices in the subset have an edge between them in $G$. A clique is a subset of $V(G)$ such that every two distinct vertices in the subset are adjacent in $G$. Given a graph $G$, a matching $M$ is a subset of edges of $G$ that do not share an endpoint. The edges in $M$ are called matched edges, and the remaining edges are called unmatched edges. Given a matching $M$, a vertex $v \in V(G)$ is saturated by $M$ if $v$ is incident on an edge of $M$, that is, $v$ is an end vertex of some edge of $M$. Given a graph $G$, Max Matching is to find a matching of maximum cardinality in $G$.

- Proposition 10 ([28]). For a bipartite graph G, Max Matching can be solved in $\mathcal{O}(\sqrt{|V(G)|} \cdot|E(G)|)$ time.

A path $P=\left(v_{1}, \ldots, v_{n}\right)$ is an $M$-alternating path if the edges in $P$ are matched and unmatched alternatively with respect to $M$. If both the end vertices of an alternating path are unsaturated, then it is an $M$-augmenting path.

- Proposition 11 ([3]). A matching $M$ is maximum if and only if there is no $M$-augmenting path in $G$.

A path $P=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ on $n$ vertices is a $\left(v_{1}, v_{n}\right)$-path and $\left\{v_{2}, \ldots, v_{n-1}\right\}$ are the internal vertices of $P$. Moreover, for a path $P=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$, we say that $P$ visits the vertices $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$. Throughout this paper, let $P_{u v}$ denote the path containing only the edge $u v$. Let $P_{1}$ be an $\left(s_{1}, t_{1}\right)$-path and $P_{2}$ be an $\left(s_{2}, t_{2}\right)$-path. Then, $P_{1}$ and $P_{2}$ are vertex-disjoint if $V\left(P_{1}\right) \cap V\left(P_{2}\right)=\emptyset$. Moreover, $P_{1}$ and $P_{2}$ are internally vertex-disjoint if $\left(V\left(P_{1}\right) \backslash\left\{s_{1}, t_{1}\right\}\right) \cap V\left(P_{2}\right)=\emptyset$ and $\left(V\left(P_{2}\right) \backslash\left\{s_{2}, t_{2}\right\}\right) \cap V\left(P_{1}\right)=\emptyset$, that is, no internal vertex of one path is used as a vertex on the other path, and vice versa. Two paths are said to be edge-disjoint if they do not have any edge in common. Note that two internally vertex-disjoint paths are edge-disjoint, but the converse may not be true. A path $P$ is induced if $G[V(P)]$ is the same as $P$. For a path $P=\left(v_{1}, \ldots, v_{n}\right)$ on $n$ vertices and vertices $v_{i}, v_{j} \in V(P)$, let $\left(v_{i}, v_{j}\right)$-subpath of $P$ denote the subpath of $P$ with endpoints $v_{i}$ and $v_{j}$.

Problem Statements. Given a graph $G$ and a set (or, more generally, an ordered multiset) $\mathcal{X}$ of pairs of distinct vertices in $G$, we refer to the pairs in $\mathcal{X}$ as terminal pairs. A vertex in $G$ is a terminal vertex if it appears in at least one terminal pair in $\mathcal{X}$ (when $\mathcal{X}$ is clear from context); else, it is a non-terminal vertex. For example, if $G$ is a graph with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{6}\right\}$, and $\mathcal{X}=\left\{\left(v_{1}, v_{3}\right),\left(v_{2}, v_{3}\right),\left(v_{3}, v_{6}\right),\left(v_{1}, v_{6}\right)\right\}$ is a set of terminal pairs, then $\left\{v_{1}, v_{2}, v_{3}, v_{6}\right\}$ are terminal vertices in $G$ and $\left\{v_{4}, v_{5}\right\}$ are non-terminal vertices in $G$. Formally, the definitions of VDP and EDP are given below.

## Vertex-Disjoint Paths (VDP):

Input: A graph $G$ and an ordered multiset $\mathcal{X}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}$ of $k$ terminal pairs.
Question: Does $G$ contain $k$ distinct and pairwise internally vertex-disjoint paths $P_{1}, \ldots, P_{k}$ such that for all $i \in[k], P_{i}$ is an $\left(s_{i}, t_{i}\right)$-path?

```
Edge-Disjoint Paths (EDP):
Input: A graph \(G\) and an ordered multiset \(\mathcal{X}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}\) of \(k\) terminal pairs.
Question: Does \(G\) contain \(k\) pairwise edge-disjoint paths \(P_{1}, \ldots, P_{k}\) such that for all
\(i \in[k], P_{i}\) is an \(\left(s_{i}, t_{i}\right)\)-path?
```

- Remark 12. Note that in both problems (VDP and EDP), we allow different terminal pairs to intersect, that is, it may happen that for $i \neq j,\left\{s_{i}, t_{i}\right\} \cap\left\{s_{j}, t_{j}\right\} \neq \emptyset$.

If there are two identical pairs $\left\{s_{i}, t_{i}\right\}=\left\{s_{j}, t_{j}\right\}=\{x, y\}$ in $\mathcal{X}$ and the edge $x y$ is present in $G$ then only one of the paths $P_{i}, P_{j}$ can use the edge $x y$ if we require them to be edge-disjoint. However, setting $P_{i}=P_{j}=(x, y)$ does not violate the condition of being internally vertex-disjoint. It is natural though and also consistent with the existing literature to impose the additional condition that all paths in a solution have to be pairwise distinct.

- Remark 13. Throughout this paper, we assume that the degree of every terminal vertex is at least the number of terminal pairs in which it appears. Else, it is trivially a No-instance.

Following the notation introduced in [2] and [27], we have the following definitions.

- Definition 14. An edge $x y \in E(G)$ is heavy if for some $w \geq 2$, there exist pairwise distinct indices $i_{1}, \ldots, i_{w}$ such that for each $j \in[w],\{x, y\}=\left\{s_{i_{j}}, t_{i_{j}}\right\}$. We call a terminal pair $\left(s_{i}, t_{i}\right)$ heavy if $s_{i} t_{i}$ is a heavy edge; else, we call it light. Note that calling a terminal pair heavy or light only makes sense when the terminals in the pair have an edge between them.

Definition 15 (Minimum Solution). Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP or EDP. A solution $\mathcal{P}=\left\{P_{1}, \ldots, P_{k}\right\}$ for the instance $(G, \mathcal{X}, k)$ is minimum if there is no solution $\mathcal{Q}=\left\{Q_{1}, \ldots, Q_{k}\right\}$ for $(G, \mathcal{X}, k)$ such that $\sum_{i=1}^{k}\left|E\left(Q_{i}\right)\right|<\sum_{i=1}^{k}\left|E\left(P_{i}\right)\right|$.

Since we deal with subclasses of chordal graphs, the following proposition is crucial for us.

- Proposition 16 ([27]). Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP such that $G$ is a chordal graph, and let $\mathcal{P}=\left\{P_{1}, \ldots, P_{k}\right\}$ be a minimum solution of $(G, \mathcal{X}, k)$. Then, for every path $P_{i} \in \mathcal{P}$, either $P_{i}$ is an induced path or $P_{i}$ is a path of length 2 , and there exists a path $P_{j} \in \mathcal{P}$ of length 1 whose endpoints are the same as the endpoints of $P_{i}$.

The next observation follows from Proposition 16.

- Observation 17. Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP. If there is a terminal pair $(s, t) \in \mathcal{X}$ such that st $\in E(G)$, then $P_{\text {st }}$ belongs to every minimum solution of $(G, \mathcal{X}, k)$.


## 3 Kernelization Results on EDP

We begin with the analysis of the simplest scenario where the input graph is a clique. In this setting, EDP is still NP-hard (see Appendix C), but we show below that whenever the size of the clique is larger than the parameter $k$, then we always obtain a Yes-instance. This improves the bound in [27, Lemma 7] by a factor of 2 , which will play a role in optimizing the constants in our kernels (particularly, the linear ones).

- Lemma $18(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP such that $G$ is a clique. If $|V(G)|>k$, then $(G, \mathcal{X}, k)$ is a Yes-instance.

The bound above is tight as one can construct a No-instance $(G, \mathcal{X}, k)$ where $G$ is a clique and $|V(G)|=k$. Consider $\mathcal{X}$ comprising just $k$ copies of some pair $\{u, v\}$. Since the degree of $u$ is $k-1$, there cannot be $k$ edge-disjoint paths having $u$ as their common endpoint.

If $G$ is a split graph with more than $k$ vertices in the clique and the degree of each terminal vertex is at least the number of terminals on it, then we can reduce such an instance to the setting of Lemma 18 by replacing each terminal $v$ in the independent set with an arbitrary neighbor of $v$. As a consequence, we obtain the following corollary, being a quantitative improvement over [27, Lemma 8].

- Corollary 19. Let $(G, \mathcal{X}, k)$ be an instance of $E D P$ such that $G$ is a split graph with split partition $(C, I)$. If $|C|>k$ and the degree of each terminal vertex is at least the number of terminals on it, then $(G, \mathcal{X}, k)$ is a Yes-instance.


### 3.1 A Subcubic Vertex Kernel for Split Graphs

In this section, we show that EDP on split graphs admits a kernel with $\mathcal{O}\left(k^{2.75}\right)$ vertices. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a split graph. Note that given a split graph $G$, we can compute (in linear time) a partition $(C, I)$ of $V(G)$ such that $C$ is a clique and $I$ is an independent set [26]. We partition the set $I$ into two sets, say, $I_{T}$ and $I_{N}$, where $I_{T}$ and $I_{N}$ denote the set of terminal vertices and the set of non-terminal vertices in $I$, respectively.

To ease the presentation of mathematical calculations, for this section (Section 3.1), we assume that $k^{\frac{1}{4}}$ is a natural number. If this is not the case, then we can easily get a new equivalent instance that satisfies this condition in the following manner. Let $d=\left(\left\lceil k^{\frac{1}{4}}\right\rceil\right)^{4}-k$ and $v \in C$. Now, we add $d$ terminal pairs $\left\{\left(s_{i_{1}}, t_{i_{1}}\right), \ldots,\left(s_{i_{d}}, t_{i_{d}}\right)\right\}$ and attach each of these terminals to $v$. Observe that this does not affect the size of our kernel $\left(\mathcal{O}\left(k^{2.75}\right)\right.$ vertices $)$ since $\left(\left\lceil k^{\frac{1}{4}}\right\rceil\right)^{4}=\mathcal{O}(k)$. Moreover, we assume that $k>8$, as otherwise, we can use the FPT algorithm for EDP [42] to solve it in polynomial time.

Overview. Heggernes et al. [27] gave an $\mathcal{O}\left(k^{3}\right)$ vertex kernel for EDP on split graphs. In our kernelization algorithm (in this section), we use their algorithm as a preprocessing step. After the prepossessing step, the size of $C$ and $I_{T}$ gets bounded by $2 k$ each, and the size of $I_{N}$ gets bounded by $\mathcal{O}\left(k^{3}\right)$. Therefore, we know that the real challenge in designing an improved kernel for EDP on split graphs lies in giving a better upper bound on $\left|I_{N}\right|$.

Our kernelization algorithm makes a non-trivial use of a lemma (Lemma 25), which establishes that the length of each path in any minimum solution (of EDP on a split graph $G)$ is bounded by $\mathcal{O}(\sqrt{k})$. This, in turn, implies that a minimum solution of EDP for split graphs contains $\mathcal{O}\left(k^{1.5}\right)$ edges. Note that during the preprocessing step (i.e., the kernelization algorithm by Heggernes et al. [27]), for every pair of vertices in $C$, at most $4 k+1$ vertices are reserved in $I_{N}$, giving a cubic vertex kernel. In our algorithm, we characterized those vertices (called rich by us) in $C$ for which we need to reserve only $\mathcal{O}\left(k^{1.5}\right)$ vertices in $I_{N}$. Informally speaking, a vertex $v \in C$ is rich if there are $\Omega\left(k^{0.75}\right)$ vertices in $C$ that are "reachable" from $v$, even if we delete all the edges used by a "small" solution (containing $\mathcal{O}\left(k^{1.5}\right)$ edges). Then, we show that if two vertices are rich, then even if they do not have any common neighbors in $I_{N}$, there exist "many" $\left(\Omega\left(k^{1.5}\right)\right)$ edge-disjoint paths between them even after removing any $\mathcal{O}\left(k^{1.5}\right)$ edges of $G$. Hence, for every rich vertex, we keep only those vertices in $I_{N}$ that are necessary to make the vertex rich, that is, we keep $\mathcal{O}\left(k^{1.5}\right)$ vertices in $I_{N}$ for every rich vertex. Thus, all rich vertices in $C$ contribute a total of $\mathcal{O}\left(k^{2.5}\right)$ vertices in $I_{N}$. The vertices in $C$ that are not rich are termed as poor. Finally, we establish that a poor vertex cannot have too many neighbors in $I_{N}$. More specifically, a poor vertex can have only $\mathcal{O}\left(k^{1.75}\right)$ neighbors in $I_{N}$. So, even if we keep all their neighbors in $I_{N}$, we store a total of $\mathcal{O}\left(k^{2.75}\right)$ vertices in $I_{N}$ for the poor vertices. This leads us to the desired kernel.

### 3.1.1 A Bound on the Length of the Paths in a Minimum Solution

In this section, we prove that for a minimum solution $\mathcal{P}$ of an instance $(G, \mathcal{X}, k)$ of EDP where $G$ is a split graph, each path $P \in \mathcal{P}$ has length at most $4 \sqrt{k}+3$. We prove this bound by establishing that if there is a path of length $4 \sqrt{k}+4$ in $\mathcal{P}$, then $\mathcal{P}$ contains at least $k+1$ paths, a contradiction. To this end, we need the concept of intersecting edges (see Definition 21) and non-compatible edges (see Definition 22). Now, consider the following remark.

- Remark 20. For ease of exposition, throughout this section (Section 3.1.1), we assume (without mentioning explicitly it every time) that $(G, \mathcal{X}, k)$ is a Yes-instance of EDP, where $G$ is a split graph. Moreover, $\mathcal{P}$ denotes a (arbitrary but fixed) minimum solution of ( $G, \mathcal{X}, k$ ), and $P \in \mathcal{P}$ is a path such that $P$ contains $\ell$ vertices, say, $v_{1}, \ldots, v_{\ell}$, from clique $C$. Moreover, without loss of generality, let $v_{1}, \ldots, v_{\ell}$ be the order in which these vertices appear in the path $P$ from some terminal to the other. Note that if a path, say, $P^{\prime}$, in a split graph has length $p$ (i.e. $\left|E\left(P^{\prime}\right)\right|=p$ ), then it contains at least $\left\lceil\frac{p}{2}\right\rceil$ vertices from $C$. Therefore, to bound the length of $P$ by $\mathcal{O}(\sqrt{k})$, it suffices to bound the number of vertices of $C$ in $P$ by $\mathcal{O}(\sqrt{k})$.

Assuming the ordering $v_{1}, \ldots, v_{\ell}$ of the vertices in $V(P) \cap C$ along the path $P$, we have the following definitions.

- Definition 21 (Intersecting Edges). Consider two edges $e_{i}=v_{i} v_{i^{\prime}}$ and $e_{j}=v_{j} v_{j^{\prime}}$ such that $i, i^{\prime}, j, j^{\prime} \in[\ell]$, and without loss of generality, assume that $i<i^{\prime}, j<j^{\prime}$, and $i \leq j$. Then, $e_{i}$ and $e_{j}$ are non-intersecting if $j \geq i^{\prime}$; otherwise, they are intersecting.
- Definition 22 (Non-compatible Edges). Two edges $e_{1}, e_{2} \in E(G)$ are non-compatible if there does not exist a path $P^{\prime} \in \mathcal{P} \backslash\{P\}$ (given $P \in \mathcal{P}$ ) such that $\left\{e_{1}, e_{2}\right\} \subseteq E\left(P^{\prime}\right)$. Moreover, a set of edges $\mathcal{S}=\left\{e_{1}, \ldots, e_{p}\right\} \subseteq E(G)$ is non-compatible if every distinct $e_{i}, e_{j} \in \mathcal{S}$ are non-compatible.

Next, we show that, since $P$ is a path in a minimum solution $\mathcal{P}$, most of the edges with both endpoints in $\left\{v_{1}, \ldots, v_{\ell}\right\}$ are used by paths in $\mathcal{P}$ (otherwise, we get a contradiction to the fact that $\mathcal{P}$ is a minimum solution). In particular, we have the following lemma.

- Lemma $23(*)$. Each edge of the form $v_{i} v_{j}$, where $i, j \in[\ell]$ and $j \geq i+2$, is used by some path in $\mathcal{P} \backslash\{P\}$.

Now, we show that if two edges are intersecting edges, then they are non-compatible.

- Lemma $24(*)$. Let $e_{i}=v_{i} v_{i^{\prime}}$ and $e_{j}=v_{j} v_{j^{\prime}}$ be two (distinct) intersecting edges. Then, $e_{i}$ and $e_{j}$ are non-compatible.

Now, we present the main lemma of this section.

- Lemma 25 (*). Let $(G, \mathcal{X}, k)$ be a Yes-instance of EDP where $G$ is a split graph. Moreover, let $\mathcal{P}$ be a minimum solution of $(G, \mathcal{X}, k)$. Then, for every path $P \in \mathcal{P},|E(P)|<4 \sqrt{k}+4$.

We have the following corollary as a consequence of Lemma 25 (since $k \geq 9$ ).

- Corollary 26. Let $\mathcal{P}$ be a minimum solution of an instance ( $G, \mathcal{X}, k$ ) of EDP where $G$ is a split graph. Then, $\sum_{P \in \mathcal{P}}|E(P)| \leq 5 k^{1.5}$.


### 3.1.2 An $\mathcal{O}\left(\boldsymbol{k}^{2.75}\right)$ Vertex Kernel for Split Graphs

In this section, we use Corollary 26 stating that there can be at most $5 k^{1.5}$ edges in any minimum solution to design a subcubic $\left(\mathcal{O}\left(k^{2.75}\right)\right)$ vertex kernel for EDP on split graphs. We start with the following preprocessing step, which we apply only once to our input instance.

Preprocessing Step. First, we use the kernelization for EDP on split graphs provided by Heggernes et al. [27] as a preprocessing step. In their kernel, if $|C| \geq 2 k$, then they report a Yes-instance (due to [27, Lemma 8]), and hence, assume that $|C|<2 k$. Due to Corollary 19, if $|C|>k$, then we have a Yes-instance, and hence we assume that $|C| \leq k$. Moreover, in their kernel, for any two vertices $u, w \in C,\left|N(u) \cap N(w) \cap I_{N}\right| \leq 4 k+1$ (i.e., $u$ and $w$ have at most $4 k+1$ common neighbors in $I_{N}$ ). Furthermore, there are no pendant vertices in $I_{N}$.

Next, we define a Marking Procedure, where we label the vertices in $C$ as rich or poor. Furthermore, we partition the vertices in $I_{N}$ into two sets, denoted $U$ (read unmarked) and $M$ (read marked), in the following manner.

Marking Procedure. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a split graph.

1. $M \Leftarrow \emptyset$ and $U \Leftarrow I_{N}$. (Initially, all vertices in $I_{N}$ is unmarked.) Moreover, fix an ordering $v_{1}, \ldots, v_{|C|}$ of the vertices of $C$.
2. For $1 \leq i \leq|C|$ :
2.1. $A_{v_{i}} \Leftarrow \emptyset, M_{v_{i}} \Leftarrow \emptyset$ (read marked for $v_{i}$ ), and $U_{T}=U$ (read unmarked temporary).
2.2. For $1 \leq j \leq|C|$ such that $i \neq j$ and $\left|A_{v_{i}}\right|<100 k^{0.75}$ :
2.2.1. If $\left|N\left(v_{i}\right) \cap N\left(v_{j}\right) \cap U_{T}\right| \geq k^{0.75}$, then $A_{v_{i}} \Leftarrow A_{v_{i}} \cup\left\{v_{j}\right\}$. Moreover, select some (arbitrary) subset $M_{v_{i}, v_{j}} \subseteq N\left(v_{i}\right) \cap N\left(v_{j}\right) \cap U_{T}$ such that $\left|M_{v_{i}, v_{j}}\right|=k^{0.75}$. Then, $M_{v_{i}} \Leftarrow M_{v_{i}} \cup M_{v_{i}, v_{j}}$ and $U_{T} \Leftarrow U_{T} \backslash M_{v_{i}, v_{j}}$.
2.3. If $\left|A_{v_{i}}\right|=100 k^{0.75}$, then label $v_{i}$ as rich. Moreover, $M \Leftarrow M \cup M_{v_{i}}$ and $U \Leftarrow U_{T}$.
2.4. If $\left|A_{v_{i}}\right|<100 k^{0.75}$, then label $v_{i}$ as poor.

This completes our Marking Procedure.

- Remark 27. Note that the definition of rich and poor depends on the order in which our Marking Procedure picks and marks the vertices (i.e., being rich or poor is not an intrinsic property of the vertex itself). A different execution of the above procedure can label different vertices as rich and poor. Moreover, note that if $M_{v, x}$ exists (i.e., $v$ is rich and $x \in A_{v}$ ) and $M_{x, v}$ exists (i.e., $x$ is rich and $v \in A_{x}$ ), then $M_{x, v} \cap M_{v, x}=\emptyset$.

We have the following observation regarding the vertices marked rich by an execution of Marking Procedure on an instance ( $G, \mathcal{X}, k$ ) of EDP where $G$ is a split graph.

- Observation 28 (*). Consider an execution of Marking Procedure on an instance $(G, \mathcal{X}, k)$ of EDP where $G$ is a split graph. Then for a rich vertex $v,\left|M_{v}\right|=100 k^{1.5}$ (i.e., the number of vertices marked in $I_{N}$ for $v$ are $100 k^{1.5}$ ).
- Definition 29 (Reachable Vertices). Consider an execution of Marking Procedure on an instance $(G, \mathcal{X}, k)$ of EDP where $G$ is a split graph. Moreover, let $\mathcal{P}$ be a solution of $(G, \mathcal{X}, k)$. Then, for a rich vertex $v \in C$, let $R_{v} \subseteq A_{v}$ (read reachable from $v$ ) denote the set of vertices such that for each vertex $x \in R_{v}$, there is a vertex $u \in M_{v, x}$ such that $u$ is not used by any path in $\mathcal{P}$.

Notice that, in Definition 29, a path of the form $(v, u, x)$ is edge-disjoint from every path in $\mathcal{P}$. Furthermore, we briefly remark that $R_{v}$ is defined with respect to the execution of Marking Procedure and a solution $\mathcal{P}$ of $(G, \mathcal{X}, k)$, which we will always fix before we use $R_{v}$. Let $\mathcal{P}$ be a solution to an instance $(G, \mathcal{X}, k)$ of EDP. Informally speaking, in the following lemma, we show that if $\mathcal{P}$ uses at most $6 k^{1.5}$ edges, then for a rich vertex $v$, $R_{v}=\Omega\left(k^{0.75}\right)$ (i.e., there are "many reachable" vertices in $A_{v}$ from $v$ using paths that are edge-disjoint from every path in $\mathcal{P}$ ). In particular, we have the following lemma.

- Lemma 30 (*). Consider an execution of Marking Procedure on an instance ( $G, \mathcal{X}, k$ ) of EDP where $G$ is a split graph. Moreover, let $\mathcal{P}$ be a solution of $(G, \mathcal{X}, k)$ (not necessarily minimum) such that the total number of edges used in $\mathcal{P}$ is at most $6 k^{1.5}$. Then, for any rich vertex $v \in C,\left|R_{v}\right| \geq 94 k^{0.75}$.

Next, we provide the following reduction rule.

- Reduction Rule 1 (RR1). Let $(G, \mathcal{X}, k)$ be an instance of $E D P$ where $G$ is a split graph. Let $U$ be the set of unmarked vertices we get after an execution of Marking Procedure on $(G, \mathcal{X}, k)$. Moreover, let $U^{\prime} \subseteq U$ be the set of vertices in $U$ that do not have a poor neighbor. If $U^{\prime} \neq \emptyset$, then $G^{\prime} \Leftarrow G-U^{\prime}$ and $\mathcal{X}^{\prime} \Leftarrow \mathcal{X}$.

The following two lemmas (Lemmas 31 and 32) are essential to prove the safeness of RR1.

- Lemma $31(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a split graph. Consider an execution of Marking Procedure on $(G, \mathcal{X}, k)$. Moreover, let $\mathcal{P}$ be a solution of $(G, \mathcal{X}, k)$ (not necessarily minimum) such that the total number of edges used in $\mathcal{P}$ is $\ell$, where $\ell \leq 6 k^{1.5}$. Furthermore, let $u \in U$ be an unmarked vertex such that $u$ does not have any poor neighbor. If there is a path $P \in \mathcal{P}$ such that $u \in V(P)$, then there exists a solution $\mathcal{P}^{\prime}=(\mathcal{P} \backslash\{P\}) \cup\left\{P^{\prime}\right\}$ of $(G, \mathcal{X}, k)$ such that $u \notin V\left(P^{\prime}\right)$, and the total number of edges in $\mathcal{P}^{\prime}$ is at most $\ell+3$.

Lemma $32(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a split graph. Let $U$ be the set of unmarked vertices we get after an execution of Marking Procedure on $(G, \mathcal{X}, k)$, and let $u \in U$ be a vertex such that $u$ does not have any poor neighbor. Let $G^{\prime}=G-\{u\}$. Then, $(G, \mathcal{X}, k)$ is a Yes-instance if and only if $\left(G^{\prime}, \mathcal{X}, k\right)$ is a Yes-instance.

Since $G^{\prime}$ is a split graph (due to Remark 67), Lemma 32 implies the following.

- Lemma 33. RR1 is safe.

Next, we show that an exhaustive application of RR1 provides a subcubic vertex kernel.

- Lemma $34(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a split graph. If we cannot apply RR1 on $(G, \mathcal{X}, k)$, then $|V(G)|=\mathcal{O}\left(k^{2.75}\right)$.

Finally, due to Preprocessing Step, RR1, Lemmas 33 and 34, and the observation that RR1, Marking Procedure, and Preprocessing Step can be executed in polynomial time (and do not increase our parameter $k$ ) we have the following theorem.

- Theorem 2. EDP on split graphs admits a kernel with at most $\mathcal{O}\left(k^{2.75}\right)$ vertices.


### 3.2 A Quadratic Vertex Kernel for Block Graphs

In this section, we show that EDP on block graphs admits a kernel with at most $4 k^{2}-2 k$ vertices. Let us first discuss the overall idea leading us to this result.

Overview. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a block graph. First, we aim to construct a reduced instance where the number of blocks can be at most $4 k-2$. We begin by showing that if there is an end block that does not contain any terminal, then we can delete this block from the graph (in RR2), while preserving all solutions. Next, we argue that if there is a block, say, $B$, with at most two cut vertices that do not contain any terminal, then we can either contract (defined in Definition 37) $B$ to a single vertex, or answer negatively (in RR4). Thus, each block with at most two cut vertices in the (reduced) graph contains at least one terminal. This bounds the number of blocks with at most two cut vertices to be at most $2 k$ (as $k$ terminal pairs yield at most $2 k$ terminals). First, we observe the following.

- Observation 35 (*). Let $\ell$ be the number of end blocks in a block graph $G$. Then, the number of blocks with at least three cut vertices is at most $\ell-2$.

Observation 35, along with the fact that the number of end blocks is at most $2 k$, establishes that the number of blocks with at least three cut vertices in the (reduced) graph is at most $2 k-2$. Therefore, we have at most $4 k-2$ blocks in the (reduced) graph. Finally, due to Lemma 18 and the properties of block graphs, we show that if a block, say, $B$, is big enough (i.e., $|V(B)|>k$ ), then we can contract $B$ to a single vertex while preserving the solutions (in RR3). Hence, each block contains at most $k$ vertices, and thus, the total number of vertices in the (reduced) graph is at most $4 k^{2}-2 k$.

Our kernelization algorithm is based on the application of three reduction rules (RR2RR4), discussed below, to an instance ( $G, \mathcal{X}, k$ ) of EDP where $G$ is a block graph.

- Reduction Rule 2 (RR2). If $B$ is an end block of $G$ with cut vertex $v$ such that $B$ does not contain any terminal, then $G^{\prime} \Leftarrow G[V(G) \backslash(V(B) \backslash\{v\})]$ and $\mathcal{X}^{\prime} \Leftarrow \mathcal{X}$.

We have the following lemma to establish that RR2 is safe.

- Lemma 36 (*). RR2 is safe.

The following definitions (Definitions 37 and 38) are crucial to proceed further in this section. Informally speaking, we contract a block $B$ by replacing it with a (new) vertex $v$ such that "edge relations" are preserved. We have the following formal definition.

- Definition 37 (Contraction of a Block). Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a block graph, and let $B$ be a block of $G$. The contraction of $B$ in $(G, \mathcal{X}, k)$ yields another instance $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ of EDP as follows. First, $V\left(G^{\prime}\right)=(V(G) \backslash V(B)) \cup\{v\}$ (i.e., delete $V(B)$ and add a new vertex $v)$. Moreover, define $f: V(G) \rightarrow V\left(G^{\prime}\right)$ such that $f(x)=x$ if $x \in V(G) \backslash V(B)$, and $f(x)=v$ if $x \in V(B)$. Second, $E\left(G^{\prime}\right)=\{f(x) f(y): x y \in$ $E(G), f(x) \neq f(y)\}$. Similarly, $\mathcal{X}^{\prime}=\{(f(s), f(t)):(s, t) \in \mathcal{X}, f(s) \neq f(t)\}$. Finally, let $k^{\prime}=\left|\mathcal{X}^{\prime}\right|$. Note that $k^{\prime}$ might be smaller than $k$ (in case $B$ contains a terminal pair). Moreover, $\bigcup_{u \in V(B)}\left(N_{G}(u) \backslash B\right) \subseteq N_{G^{\prime}}(v)$.

We will exploit the properties of block graphs to show that if a block $B$ has at least $k+1$ vertices, then we can contract $B$ to a single vertex "safely". To this end, we define the instance $(G, \mathcal{X}, k)$ of EDP restricted to a block $B$ of the block graph $G$ as follows.

- Definition 38 (Restriction of an Instance $(G, \mathcal{X}, k)$ to a Block). Consider a block $B$ whose set of cut vertices is $U$. For each cut vertex $u \in U$, let $C_{B, u}$ denote the (connected) component of $G[V(G) \backslash(V(B) \backslash\{u\})]$ containing $u$. Now, define $h: V(G) \rightarrow V(B)$ such that $h(x)=x$ if $x \in V(B)$, and $h(x)=u$ if $x \in V\left(C_{B, u}\right)$. Then, the restriction of $(G, \mathcal{X}, k)$ to $B$, denoted by $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$, is defined as follows: $\mathcal{X}_{B}=\{(h(s), h(t)):(s, t) \in \mathcal{X}, h(s) \neq h(t)\}$.

We have the following trivial observation that we will use for our proofs.

- Observation 39. Let $\mathcal{P}$ be a set of edge-disjoint paths. Consider a set of paths $\mathcal{P}^{*}$ constructed in the following manner. For each path $P \in \mathcal{P}$, add a path $P^{*}$ to $\mathcal{P}^{*}$ such that $E\left(P^{*}\right) \subseteq E(P)$. Then, $\mathcal{P}^{*}$ is also a set of edge-disjoint paths.

We have the following lemma.

- Lemma $40(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP on a block graph $G$, and let $B$ be a block of $G$. If $(G, \mathcal{X}, k)$ is a Yes-instance, then $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$ is a Yes-instance.

Next, we will show that if for a block $B,\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$ is a Yes-instance, then we can contract $B$ "safely". In particular, we have the following lemma.

- Lemma 41 (*). Let $(G, \mathcal{X}, k)$ be an instance of EDP on a block graph $G$, and let $B$ be a block of $G$ whose set of cut vertices is $U$. Moreover, let the contraction of $B$ in $(G, \mathcal{X}, k)$ yield $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$. Given that $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$ is a Yes-instance, $(G, \mathcal{X}, k)$ is a Yes-instance if and only if $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ is a Yes-instance.

Next, we have the following reduction rule.

- Reduction Rule 3 (RR3). If $G$ has a block $B$ such that $|V(B)|>k$, then contract $B$ in $(G, \mathcal{X}, k)$ to get $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$.

The safeness of RR3 is implied by Lemma 41 and Lemma 18.

- Corollary 42. RR3 is safe.

Finally, we have the following reduction rule.

- Reduction Rule 4 (RR4). Let $B$ be a block of $G$ that has exactly two cut vertices, say, $u$ and $w$, and there is no terminal vertex in $V(B) \backslash\{u, w\}$. Consider the instance $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$ restricted to the block $B$. If $|V(B)|>\left|\mathcal{X}_{B}\right|$, then contract $B$ in $(G, \mathcal{X}, k)$ to get the instance $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$. Else, answer negatively.

We have the following lemma to establish that RR4 is safe.

- Lemma 43 (*). RR4 is safe.

Next, we establish that once we cannot apply RR2-RR4 anymore, the size of the reduced graph is bounded by a quadratic function of $k$. In particular, we have the following lemma.

- Lemma $44(*)$. Let $(G, \mathcal{X}, k)$ be an instance of EDP where we cannot apply reduction rules RR2-RR4 anymore. Then, $G$ contains at most $4 k-2$ blocks and $4 k^{2}-2 k$ vertices.

Observe that RR2-RR4 can be implemented in polynomial time and do not increase our initial parameter $k$. Hence, Lemmas 36, 43, 44, and Corollary 42 imply the following.

- Theorem 4. EDP on block graphs admits a kernel with at most $4 k^{2}-2 k$ vertices.


### 3.3 A Linear Vertex Kernel for Clique Paths

A clique path is a block graph where each block has at most two cut vertices. (In an informal manner, we can think that the blocks are arranged in the form of a path.) In this section, we present a linear vertex kernel for EDP on clique paths. First, we present an overview of the overall idea leading to this result.

Overview. Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a clique path. Our kernelization algorithm is based on the application of RR2-RR4 (defined in Section 3.2) along with three new reduction rules (RR5-RR7). In our kernel for block graph in Section 3.2, we established that for a block $B$, if $|V(B)| \geq k+1$, then we can contract $B$ (see RR3). Moreover, we showed that the total number of blocks in a reduced instance can be at most $4 k-2$, thus giving us an $\mathcal{O}\left(k^{2}\right)$ vertex kernel.

Here, we use the property of clique paths that each block can have at most two cut vertices to improve the kernel size. Since there is no block with more than two cut vertices, each block must contain a terminal after an exhaustive application of RR2-RR4. Let $B$ be a block of $G$ with cut vertices $u$ and $w$. Consider the instance $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$, that is, the instance $(G, \mathcal{X}, k)$ restricted to the block $B$ (see Definition 38). Any terminal pair $(s, t) \in \mathcal{X}_{B}$ is of one of the following types: (i) Type-A: $s, t \in\{u, w\}$, (ii) Type-B: $s=u$ and $t \in V(B) \backslash\{u, w\}$, or vice versa, (iii) Type-C: $s=w$ and $t \in V(B) \backslash\{u, w\}$, or vice versa, and (iv) Type-D: $s, t \in V(B) \backslash\{u, w\}$. Let $a, b, c$, and $d$ denote the cardinality of Type-A, Type-B, Type-C, and Type-D occurrences of terminal pairs in $\mathcal{X}_{B}$, respectively. We show that if $|V(B)|>d+2+\max \{b+c-1,0\}$, then we can either contract $B$ to a single vertex "safely" (when $|V(B)|>\max \{a+b, a+c\}$ ) or report a No-instance. Summing these numbers over all blocks yields an upper bound on the total size of the reduced instance. The Type-A pairs are irrelevant now, each pair of Type-B or Type-C contributes to two blocks, while each Type-D pair appears in only a single block. By grouping the summands in an appropriate way, we are able to attain a bound of $2 k+1$. We have the following reduction rules.

- Reduction Rule 5 (RR5). Let $(G, \mathcal{X}, k)$ be an instance of $E D P$ where $G$ is a clique path. Moreover, let $B$ be a block of $G$ such that $B$ has two cut vertices, say, $u$ and $w$. Consider the instance $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$. If $|V(B)| \leq \max \{a+b, a+c\}$, then report a No-instance.

We have the following lemma to prove that RR5 is safe.

- Lemma 45 (*). RR5 is safe.

Next, we have the following reduction rule.

- Reduction Rule 6 (RR6). Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a clique path. Moreover, let $B$ be a block of $G$ that has two cut vertices, say, $u$ and $w$. Consider the instance $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$. If $|V(B)|>d+2+\max \{b+c-1,0\}$, then contract $B$ in $(G, \mathcal{X}, k)$ to obtain the instance $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$.

We have the following lemma to establish that RR6 is safe.

- Lemma 46 (*). RR6 is safe.

In RR6, we showed that in a reduced instance, the size of each block with two cut vertices is bounded by a linear function of the number of times its vertices appear in some occurrences of terminal pairs. In the next reduction rule (RR7), we consider the end blocks (i.e., blocks with exactly one cut vertex). So, consider an end block $B$ of $G$ with cut vertex $u$, and let $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$ be the restriction of $(G, \mathcal{X}, k)$ to $B$. Any terminal pair $(s, t) \in \mathcal{X}_{B}$ is one of the following types: $(i)$ Type- $\mathrm{B}^{\prime}: s=u$ and $t \in V(B) \backslash\{u\}$, or vice versa, and (ii) Type- $\mathrm{D}^{\prime}$ : $s, t \in V(B) \backslash\{u\}$. Let $b^{\prime}$ and $d^{\prime}$ denote the number of occurrences of Type- $\mathrm{B}^{\prime}$ and Type- $\mathrm{D}^{\prime}$ terminal pairs in $\mathcal{X}_{B}$, respectively. We have the following reduction rule.

- Reduction Rule 7 (RR7). Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a clique path. Let $B$ be an end block of $G$ with cut vertex $u$. Consider the instance $\left(B, \mathcal{X}_{B},\left|\mathcal{X}_{B}\right|\right)$. If $|V(B)|>b^{\prime}+d^{\prime}$, then contract $B$ in $(G, \mathcal{X}, k)$ to obtain $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$.

We have the following lemma to prove that RR7 is safe.

- Lemma 47 (*). RR7 is safe.

Next, we establish that once we cannot apply RR2-RR7, the number of vertices of the reduced graph is bounded by a linear function of $k$ in the following lemma.

- Lemma 48 (*). Let $(G, \mathcal{X}, k)$ be an instance of EDP where $G$ is a clique path. If we cannot apply RR2-RR7 on this instance, then $G$ contains at most $2 k+1$ vertices.

Now, we have the following observation.

- Observation 49. RR5-RR7 can be applied in polynomial time. Moreover, during the application of RR5-RR7, we never increase the initial $k$.

Finally, due to RR2-RR7, along with Lemmas 36, 43, 46, 47, and 48, Corollary 42, and Observation 49, we have the following theorem.

- Theorem 5. EDP on clique paths admits a kernel with at most $2 k+1$ vertices.


## 4 Kernelization Results on VDP on Split Graphs

Let $(G, \mathcal{X}, k)$ be an instance of VDP where $G$ is a split graph. Note that given a split graph $G$, we can compute (in linear time) a partition $(C, I)$ of $V(G)$ such that $C$ is a clique and $I$ is an independent set [26]. We partition the set $I$ into two sets, say, $I_{T}$ and $I_{N}$, where $I_{T}$ denotes the set of terminal vertices in $I$ and $I_{N}$ denotes the set of non-terminal vertices in $I$. Observe that a terminal pair in a split graph can only be of one of the following types: $(i)$ Type-I: One of the terminal vertices belongs to $C$, and the other belongs to $I$, (ii) Type-II: Both terminal vertices belong to $C$, and Type-III: Both terminal vertices belong to $I$.

Our kernelization algorithm is based on a preprocessing step and the application of three reduction rules (RR8-RR10). We begin by defining the CLEAN-Up operation, which is a preprocessing step of our kernelization algorithm. Therefore, given an instance $(G, \mathcal{X}, k)$ of VDP where $G$ is a split graph, we apply this operation before applying RR8-RR10.


Figure 1 Let $(G, \mathcal{X}, k)$ be an instance of VDP where $G$ is a split graph with a partition $(C, I)$ and $\mathcal{X}=\{(a, b),(a, b),(a, b),(d, e),(d, e),(c, d),(b, d)\}$. The vertices in $C$ form a clique; to keep the picture clean, we do not show edges in $C$. Observe that the terminal pairs $(a, b)$ and $(d, e)$ are heavy.

Clean-Up. First, consider the following construction (Construction $\mathcal{A}$ ), which is crucial to define the Clean-Up operation. This construction was also used by Heggernes et al. [27] who used it to remove a subset of $I_{N}$ (safely). However, in the Clean-Up operation, we will remove the entire set $I_{N}$ (safely). In order to do so, we need a few more technical arguments than the ones present in [27].

Construction $\mathcal{A}$. Given an instance $(G, \mathcal{X}, k)$ of VDP where $G$ is a split graph, we construct a bipartite graph, say, $H$, with bipartition $(A, B)$ as follows: For every terminal pair $(s, t)$ of Type-II such that st is a heavy edge with weight $w \geq 2$, we introduce $w-1$ vertices, say, $v_{s t}^{1}, \ldots, v_{s t}^{w-1}$, to $A$. The set $B$ consists of all the vertices from set $I_{N}$. For each $v \in I_{N}$, introduce an edge from $v$ to vertices $v_{s t}^{1}, \ldots, v_{s t}^{w-1}$ if and only if $v$ is adjacent to both $s$ and $t$ in $G$. See Figure 1 for an illustration of the construction of $H$ from $(G, \mathcal{X}, k)$.

Due to Proposition 10, we compute a maximum matching, say, $M$, in $H$ in polynomial time. Let $\widehat{\mathcal{X}} \subseteq \mathcal{X}$ be the multiset of all terminal pairs whose corresponding vertices in $H$ are saturated by $M$. For example, in Figure 1, if $M=\left\{v_{a b}^{1} f, v_{a b}^{2} g, v_{d e}^{1} h\right\}$ is a maximum matching in $H$, then $\widehat{\mathcal{X}}=\{(a, b),(a, b),(d, e)\}$. This ends Construction $\mathcal{A}$.

- Definition 50 (Clean-Up). Given an instance ( $G, \mathcal{X}, k$ ) of VDP where $G$ is a split graph, construct the bipartite graph $H$ and find a maximum matching $M$ in $H$, as described in Construction $\mathcal{A}$. If $I_{N} \neq \emptyset$ or $\widehat{\mathcal{X}} \neq \emptyset$, then $G^{\prime} \Leftarrow G-I_{N}, \mathcal{X}^{\prime} \Leftarrow \mathcal{X} \backslash \widehat{\mathcal{X}}, k^{\prime} \Leftarrow k-|\widehat{\mathcal{X}}|$.

Note that due to Remark $67, G^{\prime}$ is a split graph. Now, with the help of Definition 52, Observation 53, we will establish that $(G, \mathcal{X}, k)$ and $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$, as described in Definition 50, are equivalent (see Lemma 54).

Before that, consider the next observation which follows trivially from Proposition 16.

- Observation 51. Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP where $G$ is a split graph. Moreover, let $\mathcal{P}$ be a minimum solution of $(G, \mathcal{X}, k)$. If there exists a path $P \in \mathcal{P}$ that visits a vertex $x \in I_{N}$, then $P$ must be of the form $\left(u^{\prime}, x, v^{\prime}\right)$, where $u^{\prime}, v^{\prime} \in C$ are terminal vertices such that $P_{u^{\prime} v^{\prime}} \in \mathcal{P}$.
- Definition 52. Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP where $G$ is a split graph. Moreover, let $M$ and $H$ be as described in Construction $\mathcal{A}$. Let $\mathcal{P}$ be a minimum solution of $(G, \mathcal{X}, k)$. Then, $M^{\prime} \subseteq E(H)$ is said to be induced by $\mathcal{P}$ in $H$ if it is constructed as follows:

1. Initialize $M^{\prime} \Leftarrow \emptyset$.
2. For every path $P \in \mathcal{P}$ that visits a vertex $x \in I_{N}:$ By Observation 51, $P$ must be of the form $\left(u^{\prime}, x, v^{\prime}\right)$, where $u^{\prime}, v^{\prime} \in C$ are terminal vertices such that $P_{u^{\prime} v^{\prime}} \in \mathcal{P}$. This further implies that $u^{\prime} v^{\prime}$ is a heavy edge. Let $w \geq 2$ be the weight of $u^{\prime} v^{\prime}$, and consider the vertices $v_{u^{\prime} v^{\prime}}^{1}, \ldots, v_{u^{\prime} v^{\prime}}^{w-1}$ in graph $H$. By Construction $\mathcal{A}, x$ is adjacent to every vertex in the set $\left\{v_{u^{\prime} v^{\prime}}^{1}, \ldots, v_{u^{\prime} v^{\prime}}^{w-1}\right\}$. So, we can arbitrarily choose an edge $x v_{u^{\prime} v^{\prime}}^{j}$ of $H$, for some $j \in[w-1]$ such that $x v_{u^{\prime}, v^{\prime}}^{j}$ does not appear in $M^{\prime 1}$, and add it to $M^{\prime}$.

- Observation 53 (*). Let $(G, \mathcal{X}, k)$ be a Yes-instance of VDP where $G$ is a split graph. Moreover, let $M, A, B$, and $H$ be as described in Construction $\mathcal{A}$. Let $\mathcal{P}$ be a minimum solution of $(G, \mathcal{X}, k)$. Let $M^{\prime}$ be induced by $\mathcal{P}$ in $H$ as described in Definition 52. Then, $M^{\prime}$ is a matching.

For an illustrative example, consider $G, H$, and $\mathcal{X}$ given in Figure 1. Let $\mathcal{P}=$ $\left\{(a, f, b),(a, \ell, b), P_{a b},(d, g, e), P_{d e}, P_{c d}, P_{b d}\right\}$ be a solution of $(G, \mathcal{X}, 7)$. Then, $\left\{v_{a b}^{1} f, v_{d e}^{1} g\right\}$ and $\left\{v_{a b}^{2} f, v_{d e}^{1} g\right\}$ are two possible choices for $M^{\prime}$.

- Lemma $54(*)$. Let $(G, \mathcal{X}, k)$ be an instance of VDP where $G$ is a split graph. Moreover, let $\widehat{\mathcal{X}}$ be as described in Construction $\mathcal{A}$. Furthermore, let $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ be the output of Clean-Up on $(G, \mathcal{X}, k)$. Then, if $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ is a Yes-instance of VDP, then $(G, \mathcal{X}, k)$ is also a Yes-instance of VDP.

Now, consider the following lemma.

- Lemma 55 (*). Let $(G, \mathcal{X}, k)$ be an instance of VDP obtained by applying CLEAN-UP. Let $(s, t) \in \mathcal{X}$ be a heavy terminal pair of Type-II in $G$ of weight $w \geq 2$. Then, any minimum solution of $(G, \mathcal{X}, k)$ must contain the following internally vertex-disjoint paths: $\left\{P_{s t}\right\} \cup\left\{\left(s, u^{1}, t\right), \ldots,\left(s, u^{w-1}, t\right)\right\}$, where $\left\{u^{1}, \ldots, u^{w-1}\right\}$ is a set of non-terminals in $C$.

Reduction Rules. Let us start by defining our first reduction rule (RR8).

- Reduction Rule 8 (RR8). If there is a terminal pair $(s, t) \in \mathcal{X}$ of Type-I such that st $\in E(G)$, then $V\left(G^{\prime}\right) \Leftarrow V(G), E\left(G^{\prime}\right) \Leftarrow E(G) \backslash\{s t\}, \mathcal{X}^{\prime} \Leftarrow \mathcal{X} \backslash\{(s, t)\}, k^{\prime} \Leftarrow k-1$. Furthermore, for every $x \in\{s, t\}$ that does not appear as a terminal in any terminal pair in $\mathcal{X}^{\prime}$, update $V\left(G^{\prime}\right) \Leftarrow V\left(G^{\prime}\right) \backslash\{x\}$.

We have the following lemma to establish that RR8 is safe.

- Lemma 56 (*). RR8 is safe.
- Observation 57. After applying RR8 exhaustively on $G$, no Type-I terminal pair in $G$ has an edge between its terminals. Moreover, RR8 can be applied in polynomial time.

Let $\{(s, t) \times(w)\}$ denote $w$ copies of $(s, t)$.

- Reduction Rule 9 (RR9). If there is a heavy terminal pair $(s, t) \in \mathcal{X}$ of Type-II of weight $w \geq 2$, then $V\left(G^{\prime}\right) \Leftarrow V(G) \cup\left\{s^{1}, \ldots, s^{w-1}, t^{1}, \ldots, t^{w-1}\right\}, E\left(G^{\prime}\right) \Leftarrow E(G) \cup\left\{s^{i} v, t^{i} v: v \in\right.$ $C, i \in[w-1]\}, \mathcal{X}^{\prime} \Leftarrow(\mathcal{X} \backslash \overline{\mathcal{X}}) \cup\left\{\left(s^{1}, t^{1}\right), \ldots,\left(s^{w-1}, t^{w-1}\right)\right\}$, where $\overline{\mathcal{X}}=\{(s, t) \times(w-1)\} \subseteq \mathcal{X}$.

We have the following lemma to establish that RR9 is safe.

[^14]- Lemma 58 (*). After CLEAN-Up and the exhaustive application of RR8, RR9 is safe.
- Observation 59. After applying RR9 exhaustively, there do not exist any heavy Type-II terminal pairs. Moreover, RR9 can be applied in polynomial time.

The next reduction rule is applied for every terminal participating in more than one terminal pair.

- Reduction Rule 10 (RR10). If $v \in V(G)$ belongs to $x \geq 2$ terminal pairs $\left(v, a_{1}\right), \ldots,\left(v, a_{x}\right)$, then $V\left(G^{\prime}\right) \Leftarrow(V(G) \backslash\{v\}) \cup\left\{v_{1}, \ldots, v_{x}\right\}, E\left(G^{\prime}\right) \Leftarrow E(G) \cup\left\{v_{i} u: u \in N(v), i \in[x]\right\}$, $\mathcal{X}^{\prime} \Leftarrow\left(\mathcal{X} \backslash\left\{\left(v, a_{1}\right), \ldots,\left(v, a_{x}\right)\right\}\right) \cup\left\{\left(v_{1}, a_{1}\right), \ldots,\left(v_{x}, a_{x}\right)\right\}$. Moreover, if $v \in C$, then $E\left(G^{\prime}\right)=$ $E\left(G^{\prime}\right) \cup\left\{v_{i} v_{j}: i \neq j \in[x]\right\}$.

We have the following lemma to establish that RR10 is safe.

- Lemma 60 (*). After CLEAN-Up and an exhaustive application of RR8 and RR9, RR10 is safe.

By Lemma 55 and Observations 57 and 59, we have the following lemma.

- Observation 61. After applying reduction rules RR8-RR10 exhaustively, no terminal participates in more than one terminal pair.

Before concluding this section, we need the following result by Yang et al. [47].

- Proposition 62 ([47]). VDP-Unique on split graphs admits a kernel with at most $4 k$ vertices, where $k$ is the number of occurrences of terminal pairs.

By Observations 61, we note that every instance ( $G, \mathcal{X}, k$ ) of VDP where $G$ is a split graph, can be converted to an instance $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ of VDP-Unique in polynomial time. Due to Observations 57 and 59 and Lemmas 54, 56, 58, and 60, $(G, \mathcal{X}, k)$ and $\left(G^{\prime}, \mathcal{X}^{\prime}, k\right)$ are equivalent. Furthermore, our initial parameter $k$ does not increase during the application of the Clean-Up operation and rules RR8-RR10. Therefore, using Proposition 62, we have the following theorem.

- Theorem 6. VDP on split graphs admits a kernel with at most $4 k$ vertices.


## 5 Conclusion

In this paper, we studied VDP and EDP, two disjoint paths problems in the realm of Parameterized Complexity. We analyzed these problems with respect to the natural parameter "the number of (occurrences of) terminal pairs". We gave several improved kernelization results as well as new kernelization results for these problems on subclasses of chordal graphs.

For VDP, we provided a $4 k$ vertex kernel on split graphs and an $\mathcal{O}\left(k^{2}\right)$ vertex kernel on well-partitioned chordal graphs. We also show that VDP becomes polynomial-time solvable on threshold graphs. For EDP, we first proved NP-hardness on complete graphs. Second, we provided an $\mathcal{O}\left(k^{2.75}\right)$ vertex kernel on split graphs, a $7 k+1$ vertex kernel on threshold graphs, an $\mathcal{O}\left(k^{2}\right)$ vertex kernel for EDP on block graphs, and a $2 k+1$ vertex kernel on clique paths.

Apart from the obvious open questions to improve the sizes of the kernels we designed, it is interesting to determine if VDP or/and EDP admit polynomial kernels for chordal graphs. It is worth noting here that Golovach et al. [24] proved that it is unlikely for SET-ReSTRICTED Disjoint Paths, a generalization of VDP where each terminal pair has to find its path from
a predefined set of vertices, to admit a polynomial kernel even on interval graphs. However, as noted by them, their reduction is heavily dependent on the sets designed for terminal pairs and thus cannot be directly generalized to VDP. Moreover, recently Włodarczyk and Zehavi [46] established that both VDP and EDP are unlikely to admit polynomial compression even when restricted to planar graphs. They also suggested to investigate the existence of polynomial kernels for chordal graphs for VDP and EDP.

Another interesting open problem is to study the kernelization complexity of EDP on well-partitioned chordal graphs. Note that EDP on well-partitioned chordal graphs is more subtle than VDP on the same. The reason is that, in VDP, a path between a non-adjacent terminal pair must be induced due to Proposition 16. This paves the way to define valid paths in the partition tree of the given well-partitioned chordal graph. However, the concept of valid paths (and, thus, the used techniques) fails for EDP, as a path in the solution can visit the bags of the partition tree in any weird manner. Furthermore, the approach for EDP on block graphs does not generalize to well-partitioned chordal graphs because the intersection of adjacent bags can be large (in well-partitioned chordal graphs), whereas, for a block graph $G$, there always exists a partition tree such that for any two consecutive bags, the corresponding boundary of one of the bags has size one.
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## A Brief Survey of Related Works

Both VDP and EDP are known to be NP-complete for planar graphs [35], line graphs [27], and split graphs [27]. Moreover, VDP is known to be NP-complete on interval graphs [38] and grids [35] as well. Both VDP and EDP were studied from the viewpoint of structural parameterization. While VDP is FPT parameterized by treewidth [41], EDP remains NPcomplete even on graphs with treewidth at most 2 [39]. Gurski and Wange [25] showed that VDP is solvable in linear time on co-graphs but becomes NP-complete for graphs with clique-width at most 6. As noted by Heggernes et al. [27], there is a reduction from VDP on general graphs to EDP on line graphs, and from EDP on general graphs to VDP on line graphs. Since a graph with treewidth $\ell$ has clique-width at most $2 \ell+2$ [25], EDP can also be shown to be NP-complete on graphs with clique-width at most 6 [27].

The Graph Minors theory of Robertson and Seymour provides some of the most important algorithmic results of the modern graph theory. Unfortunately, these algorithms, along with the $\mathcal{O}\left(n^{3}\right)$ and $\mathcal{O}\left(n^{2}\right)$ algorithms for VDP and $\operatorname{EDP}$ (when $k$ is fixed), respectively [42, 32], hide such big constants that they have earned a name for themselves: "galactic algorithms". Since then, finding efficient FPT algorithms for VDP and EDP has been a tantalizing question for researchers. Several improvements have been made for the class of planar graphs [1, 36, 40, 43], chordal graphs [29], and bounded-genus graphs [40, 14, 33].

Concerning kernelization (in addition to the works surveyed in the introduction), we note that Ganian and Ordyniak [21] proved that EDP admits a linear kernel parameterized by the feedback edge set number. Recently, Golovach et al. [23] proved that Set-Restricted Disjoint Paths, a variant of VDP where each terminal pair has to find its path from a predefined set of vertices, does not admit a polynomial compression on interval graphs unless $N P \subseteq$ coNP/poly.

The optimization variants of VDP and EDP- MAxVDP and MAxEDP - are wellstudied in the realm of approximation algorithms [6, 15, 18, 22, 34]. Chekuri et al. [6] gave an $\mathcal{O}(\sqrt{n})$-approximation algorithm for MAXEDP on general graphs, matching the $\Omega(\sqrt{n})$ lower bound provided by Garg et al. [22]. Recently, MaxVDP has gained much attention on planar graphs $[7,8,10,11,9]$. Highlights of this line of works (MAxVDP on planar graphs) include an approximation algorithm with approximation ratio $\mathcal{O}\left(n^{\frac{9}{19}} \log { }^{\mathcal{O}(1)} n\right)$ [8], and hardness of approximating within a factor of $n^{\Omega\left(1 /(\log \log n)^{2}\right)}[10]$.

## B Preliminaries

## B. 1 Parameterized Complexity

Standard notions in Parameterized Complexity not explicitly defined here can be found in [12]. Let $\Pi$ be an NP-hard problem. In the framework of Parameterized Complexity, each instance of $\Pi$ is associated with a parameter $k$. We say that $\Pi$ is fixed-parameter tractable (FPT) if any instance $(I, k)$ of $\Pi$ is solvable in time $f(k) \cdot|I|^{\mathcal{O}(1)}$, where $f$ is some computable function of $k$. Two instances $(I, k)$ and ( $\left.I^{\prime}, k^{\prime}\right)$ (possibly of different problems) are equivalent if: $(I, k)$ is a Yes-instance if and only if $\left(I^{\prime}, k^{\prime}\right)$ is a Yes-instance.

A parameterized (decision) problem $\Pi$ admits a kernel of size $f(k)$ for some computable function $f$ that depends only on $k$ if the following is true: There exists an algorithm (called a kernelization algorithm) that runs in $(|I|+k)^{\mathcal{O}(1)}$ time and translates any input instance $(I, k)$ of $\Pi$ into an equivalent instance $\left(I^{\prime}, k^{\prime}\right)$ of $\Pi$ such that the size of $\left(I^{\prime}, k^{\prime}\right)$ is bounded by $f(k)$. If the function $f$ is polynomial (resp., linear) in $k$, then the problem is said to admit a polynomial kernel (resp., linear kernel). It is well known that a decidable parameterized problem is FPT if and only if it admits a kernel [12].

To design kernelization algorithms, we rely on the notion of reduction rule, defined below.

- Definition 63 (Reduction Rule). A reduction rule is a polynomial-time procedure that consists of a condition and an operation, and its input is an instance ( $I, k$ ) of a parameterized problem $\Pi$. If the condition is true, then the rule outputs a new instance ( $I^{\prime}, k^{\prime}$ ) of $\Pi$ such that $k^{\prime} \leq k$.

A reduction rule is safe, when the condition is true, $(I, k)$ and $\left(I^{\prime}, k^{\prime}\right)$ are equivalent. Throughout this paper, the reduction rules will be numbered, and the reduction rules will be applied exhaustively in the increasing order of their indices. So, if reduction rules $i$ and $j$, where $i<j$, are defined for a problem, then $i$ will be applied exhaustively before $j$. Notice that after the application of rule $j$, the condition of rule $i$ might become true. In this situation, we will apply rule $i$ again (exhaustively). In other words, when we apply rule $j$, we always assume that the condition of rule $i$ is false.

## B. 2 Graph Classes

A graph $G$ is a chordal graph if every cycle in $G$ of length at least four has a chord, that is, an edge joining two non-consecutive vertices of the cycle. In what follows, we define several subclasses of the class of chordal graphs, namely, complete graphs, block graphs, split


Figure 2 The inclusive relationship among the subclasses of chordal graphs studied in this paper.
graphs, threshold graphs, and well-partitioned chordal graphs. A graph whose vertex set is a clique is a complete graph. A vertex is a cut vertex in a graph $G$ if removing it increases the total number of connected components in $G$. A block of a graph $G$ is a maximal connected subgraph of $G$ that does not contain any cut vertex. A graph $G$ is a block graph if the vertex set of every block in $G$ is a clique. A block of a block graph $G$ is an end block if it contains exactly one cut vertex. Note that a block graph that is not a complete graph has at least two end blocks. A graph $G$ is a split graph if there is a partition $(C, I)$ of $V(G)$ such that $C$ is a clique and $I$ is an independent set. A split graph $G$ is a threshold graph if there exists a linear ordering of the vertices in $I$, say, $\left(v_{1}, v_{2}, \ldots, v_{|I|}\right)$, such that $N\left(v_{1}\right) \subseteq N\left(v_{2}\right) \subseteq \cdots \subseteq N\left(v_{|I|}\right)$.

An undirected graph in which any two vertices are connected by exactly one path is a tree. A tree with at most two vertices or exactly one non-pendant vertex is a star. The vertices of degree one in a tree are called leaves. Note that a split graph admits a partition of its vertex set into cliques that can be arranged in a star structure, where the leaves are cliques of size one. Motivated by this definition of split graphs, Ahn et al. [2] introduced well-partitioned chordal graphs, which are defined by relaxing the definition of split graphs in the following two ways: (i) by allowing the parts of the partition to be arranged in a tree structure instead of a star structure, and (ii) by allowing the cliques in each part to have arbitrary size instead of one. A more formal definition of a well-partitioned chordal graph is given below.

- Definition 64 (Well-Partitioned Chordal Graph). A connected graph $G$ is a well-partitioned chordal graph if there exists a partition $\mathcal{B}$ of $V(G)$ and a tree $\mathcal{T}$ having $\mathcal{B}$ as its vertex set such that the following hold.
(i) Each part $X \in \mathcal{B}$ is a clique in $G$.
(ii) For each edge $X Y \in E(\mathcal{T})$, there are subsets $X^{\prime} \subseteq X$ and $Y^{\prime} \subseteq Y$ such that $E(G[X, Y])=X^{\prime} \times Y^{\prime}$.
(iii) For each pair of distinct $X, Y \in \mathcal{B}$ with $X Y \notin E(\mathcal{T}), E(G[X, Y])=\emptyset$.

The tree $\mathcal{T}$ in Definition 64 is called a partition tree of $G$, and the elements of $\mathcal{B}$ are called its bags. Notice that a well-partitioned chordal graph can have multiple partition trees.

- Proposition 65 ([2]). Given a well-partitioned chordal graph $G$, a partition tree of $G$ can be found in polynomial time.

Definition 66 (Boundary of a Well-Partitioned Chordal Graph). Let $\mathcal{T}$ be a partition tree of a well-partitioned chordal graph $G$ and let $X Y \in E(\mathcal{T})$. The boundary of $X$ with respect to $Y$, denoted by $\operatorname{bd}(X, Y)$, is the set of vertices of $X$ that have a neighbor in $Y$, i.e., $\operatorname{bd}(X, Y)=\left\{x \in X: N_{G}(x) \cap Y \neq \emptyset\right\}$.

- Remark 67. Note that all the graph classes considered in this paper are closed under vertex deletion. Therefore, throughout this paper, if $G$ belongs to class $\mathcal{Z}$ and $G^{\prime}$ is obtained from $G$ after deleting some vertices, then we assume that $G^{\prime}$ also belongs to $\mathcal{Z}$ without mentioning it explicitly.

The inclusion relationship among various subclasses of chordal graphs discussed in this paper is shown in Figure 2.

## C NP-hardness for Complete Graphs

In this section, we prove that EDP is NP-hard on complete graphs by giving a polynomial-time reduction from EDP on general graphs, which is known to be NP-hard [35]. Our reduction is based on the standard technique of adding missing edges and placing a terminal pair on the endpoints of the added edge. This technique was also used to prove the NP-hardness of EDP for split graphs [27].

- Theorem 1. EDP is NP-hard on complete graphs.

Proof. Let $(G, \mathcal{X}, k)$ be an instance of EDP, where $\mathcal{X}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}$. Define the graph $G^{\prime}$ as follows: Let $V\left(G^{\prime}\right)=V(G)$ and $E\left(G^{\prime}\right)=E(G) \cup\{u v: u v \notin E(G)\}$. Furthermore, let $\mathcal{T}=\left\{\left(s_{u v}, t_{u v}\right): u v \in E\left(G^{\prime}\right) \backslash E(G), s_{u v}=u, t_{u v}=v\right\}$. Note that for ease of notation, we denote the terminal pairs in $\mathcal{T}$ by $\left(s_{u v}, t_{u v}\right)$ rather than $(u, v)$. Also, for an edge $u v \in E\left(G^{\prime}\right) \backslash E(G)$, we introduce either $\left(s_{u v}, t_{u v}\right)$ or $\left(s_{v u}, t_{v u}\right)$ in $\mathcal{T}$, not both. Let $\mathcal{X}^{\prime}=\mathcal{X} \cup \mathcal{T}$. Now, we claim that $(G, \mathcal{X}, k)$ and $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ are equivalent instances of EDP, where $k^{\prime}=k+|\mathcal{T}|$. Let $\mathcal{P}_{\mathcal{T}}=\left\{P_{u v}:\left(s_{u v}, t_{u v}\right) \in \mathcal{T}\right\}$.

In one direction, let $\mathcal{P}=\left\{P_{1}, \ldots, P_{k}\right\}$ be a solution of $(G, \mathcal{X}, k)$. Since for every $\left(s_{u v}, t_{u v}\right) \in \mathcal{T}$, the edge $u v$ does not belong to any path in $\mathcal{P}, \mathcal{P} \cup \mathcal{P}_{\mathcal{T}}$ is a set of edge-disjoint paths in $G^{\prime}$. As $\mathcal{X}^{\prime}=\mathcal{X} \cup \mathcal{T}, \mathcal{P} \cup \mathcal{P}_{\mathcal{T}}$ is a solution of $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$.

In the other direction, let $\mathcal{P}^{\prime}$ be a solution of $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ that contains as many paths from $\mathcal{P}_{\mathcal{T}}$ as possible. Next, we claim that $\mathcal{P}_{\mathcal{T}} \subseteq \mathcal{P}^{\prime}$. Targeting a contradiction, suppose that there exists a terminal pair, say, $\left(s_{u v}, t_{u v}\right) \in \mathcal{T}$, such that $P_{u v} \notin \mathcal{P}^{\prime}$. Let $Q$ denote the path in $\mathcal{P}^{\prime}$ connecting $s_{u v}$ and $t_{u v}$. If none of the paths in $\mathcal{P}^{\prime}$ uses the edge $u v$, then the set $\left(\mathcal{P}^{\prime} \backslash Q\right) \cup\left\{P_{u v}\right\}$ is a solution of $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ containing more paths from $\mathcal{P}_{\mathcal{T}}$ than $\mathcal{P}^{\prime}$, contradicting the choice of $\mathcal{P}^{\prime}$. Hence, there must be a unique path $P^{*} \in \mathcal{P}^{\prime}$ that uses the edge $u v$. Let $s^{*}$ and $t^{*}$ be the two terminals that are connected by the path $P^{*}$. Let $W$ denote the walk between $s^{*}$ and $t^{*}$ obtained from $P^{*}$ by replacing the edge $u v$ with the path $Q$ (there may be some vertices that are repeated in $W$ ). Since $E(W)=\left(E\left(P^{*}\right) \cup E(Q)\right) \backslash\{u v\}$, $W$ is edge-disjoint from every path in $\mathcal{P}^{\prime} \backslash\left\{P^{*}, Q\right\}$ (as $\mathcal{P}^{\prime}$ is a set of edge-disjoint paths). Let $Q^{*}$ be a path between $s^{*}$ and $t^{*}$ that uses a subset of edges of $W$, which again is edge-disjoint from every path in $\mathcal{P}^{\prime} \backslash\left\{P^{*}, Q\right\}$. Hence, $\mathcal{P}=\left(\mathcal{P}^{\prime} \backslash\left\{P^{*}, Q\right\}\right) \cup\left\{P_{u v}, Q^{*}\right\}$ is a solution of $\left(G^{\prime}, \mathcal{X}^{\prime}, k^{\prime}\right)$ that contains one more path from $\mathcal{P}_{\mathcal{T}}$ than $\mathcal{P}^{\prime}$. This contradicts the choice of $\mathcal{P}^{\prime}$, and thus implies that $\mathcal{P}_{\mathcal{T}} \subseteq \mathcal{P}^{\prime}$. Since $\mathcal{X}^{\prime}=\mathcal{X} \cup \mathcal{T}$ and $\mathcal{P}_{\mathcal{T}}$ contains the edge-disjoint paths between the terminal pairs present in $\mathcal{T}, \mathcal{P}^{\prime} \backslash \mathcal{P}_{\mathcal{T}}$ must contain the edge-disjoint paths between the terminal pairs present in $\mathcal{X}$. Thus, $\mathcal{P}^{\prime} \backslash \mathcal{P}_{\mathcal{T}}$ is a solution of $(G, \mathcal{X}, k)$.
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#### Abstract

Constraint satisfaction problems form a nicely behaved class of problems that lends itself to complexity classification results. From the point of view of parameterized complexity, a natural task is to classify the parameterized complexity of MINCSP problems parameterized by the number of unsatisfied constraints. In other words, we ask whether we can delete at most $k$ constraints, where $k$ is the parameter, to get a satisfiable instance. In this work, we take a step towards classifying the parameterized complexity for an important infinite-domain CSP: Allen's interval algebra (IA). This CSP has closed intervals with rational endpoints as domain values and employs a set $\mathcal{A}$ of 13 basic comparison relations such as "precedes" or "during" for relating intervals. IA is a highly influential and well-studied formalism within AI and qualitative reasoning that has numerous applications in, for instance, planning, natural language processing and molecular biology. We provide an FPT vs. $\mathrm{W}[1]$-hard dichotomy for $\operatorname{MinCSP}(\Gamma)$ for all $\Gamma \subseteq \mathcal{A}$. IA is sometimes extended with unions of the relations in $\mathcal{A}$ or first-order definable relations over $\mathcal{A}$, but extending our results to these cases would require first solving the parameterized complexity of Directed Symmetric Multicut, which is a notorious open problem. Already in this limited setting, we uncover connections to new variants of graph cut and separation problems. This includes hardness proofs for simultaneous cuts or feedback arc set problems in directed graphs, as well as new tractable cases with algorithms based on the recently introduced flow augmentation technique. Given the intractability of $\operatorname{MinCSP}(\mathcal{A})$ in general, we then consider (parameterized) approximation algorithms. We first show that $\operatorname{MinCSP}(\mathcal{A})$ cannot be polynomial-time approximated within any constant factor and continue by presenting a factor- 2 fpt-approximation algorithm. Once again, this algorithm has its roots in flow augmentation.
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## 1 Introduction

Background. The constraint satisfaction problem over a constraint language $\Gamma(\operatorname{CSP}(\Gamma))$ is the problem of deciding whether there is a variable assignment which satisfies a set of constraints, where each constraint is constructed from a relation in $\Gamma$. CSPs over different constraint languages form a nicely behaved class of problems that lends itself to complexity classification results. Such results are an important testbed for studying the power of algorithmic techniques and proving their limitations - A prime example is the dichotomy theorem for finite-domain CSPs that was conjectured by Feder and Vardi [28] and independently proved by Bulatov [14] and Zhuk [54]. Here, all hardness results were known since the work of Bulatov, Jeavons and Krokhin [15] and the algorithms of [14] and [54] completed the proof of the conjecture. In between, lots of work went into studying the problem from various algorithmic and algebraic angles, and many ideas emerging from this project have been re-used in different contexts (such as infinite-domain CSPs [8] or promise CSPs [42]). Optimization versions of the CSP such as MaxCSP and MinCSP (where the goal is to find an assignment that maximises the number of satisfied constraints (MAXCSP) or minimises the number of unsatisfied constraints (MinCSP)) and the generalization Valued CSP (VCSP) have also been intensively studied. Some notable results include the proof of that every finite-domain VCSP is either polynomial-time solvable or NP-complete [40], and the optimal approximability result for finite-domain MaxCSP under the Unique Games Conjecture [50]. One should note that even if the P/NP borderline for finite-domain VCSPs is fully known, there are big gaps in our understanding of the corresponding FPT/W[1] borderline (with parameter solution weight). The situation is even worse if we consider infinite-domain optimization versions of the CSPs, since we cannot expect to get a full picture of the $\mathrm{P} / \mathrm{NP}$ borderline even for the basic CSP problem [9].

In the parameterized complexity world, MinCSP is a natural problem to study. Subproblems that have gained attraction include Boolean constraint languages [13, 37, 51], Dechter et al.'s [25] simple temporal problem (STP) [22], linear inequalities [5] and linear equations [20,24], to list a few. Highly interesting results have emerged from studying the parameterized complexity of problems like these. For instance, the recent dichotomy for MinCSPs over the Boolean domain by Kim et al. [37] was obtained using a novel technique called directed flow augmentation. Recent work has indicated temporal CSPs as a possible next step [27, 38]. Temporal CSPs are CSPs where the relations underlying the constraints are first-order definable in $(\mathbb{Q} ;<)$. The computational complexity of temporal CSPs where we fix the set of allowed constraints exhibits a dichotomy: every such problem is either polynomial-time solvable or NP-complete [11]. The MinCSP problem for temporal CSPs is closely related to a number of graph separation problems. For example, if we take the rationals as the domain and allow constraints $\leq$ and $<$, the MinCSP problem is equivalent to Directed Subset Feedback Arc Set [39], a problem known to be fixed-parameter tractable for two different, but both quite involved reasons [17, 39]. If we allow the relations $\leq$ and $\neq$, we obtain a problem equivalent to Directed Symmetric Multicut, whose
parameterized complexity is identified as the main open problem in the area of directed graph separation problems [27, 39]. Another related way forward is to analyse the MinCSP for Allen's interval algebra. Allen's interval algebra is a highly influential formalism within AI and qualitative reasoning that has numerous applications, e.g. in planning [4, 48, 49], natural language processing [26, 52] and molecular biology [31]. This CSP uses closed intervals with rational endpoints as domain values and employs a set $\mathcal{A}$ of 13 basic comparison relations such as "precedes" (one interval finishes before the other starts) or "during" (one interval is a strict subset of the other); see Table 1. Formally speaking, the CSP for the interval algebra is not a temporal CSP, since the underlying domain is based on intervals instead of points. This difference is important: complexity classifications for the interval algebra have been harder to obtain than for temporal constraints. There are full classifications for binary relations [41] and for first-order definable constraint languages containing all basic relations [10]; a classification for all first-order definable constraint languages appears remote.

Our contributions. The aim in this paper is to initiate a study of MinCSP in the context of Allen's interval algebra. Obtaining a full parameterized complexity classification for Allen's interval algebra would entail resolving the status of Directed Symmetric Multicut and we do not aim at this very ambitious task. Instead, we restrict ourselves to languages that are subsets of $\mathcal{A}$ and do not consider more involved expressions (say, first-order logic) built on top of $\mathcal{A}$. Even in this limited quest, we are able to uncover new relations to graph separation problems, and new areas of both tractability and intractability. One of the main ingredients for both our tractability and intractability results is a particular characterization of unsatisfiable instances of $\operatorname{CSP}(\mathcal{A})$. A combinatorial analysis of the relations in $\mathcal{A}$ allows us to identify the minimal obstructions given by certain arc-labelled mixed cycles of the instance. That is, for certain key subsets $\Gamma \subseteq \mathcal{A}$, we provide a complete description of bad cycles such that an instance of $\operatorname{CSP}(\Gamma)$ is satisfiable if and only if it does not contain a bad cycle. This allows us to show that $\operatorname{MinCSP}(\Gamma)$ is equivalent to the problem of finding a minimum set of arcs that hit every bad cycle in an arc-labelled mixed graph. We prove that there are seven inclusion-wise maximal subsets $\Gamma$ of $\mathcal{A}$ such that $\operatorname{MinCSP}(\Gamma)$ is in FPT, and that $\operatorname{MinCSP}(\Gamma)$ is $\mathrm{W}[1]$-hard in all other cases. We show that $\operatorname{MinCSP}(\mathcal{A})$ is not approximable in polynomial time within any constant under the UGC. In fact, we prove this to hold for $\operatorname{MinCSP}(r)$ whenever $r \in \mathcal{A} \backslash\{\equiv\}$. As a response to this, we suggest the use of fixed-parameter approximation algorithms. We show that $\operatorname{MinCSP}(\mathcal{A})$ admits such an algorithm with approximation ratio 2 and a substantially faster algorithm with approximation ratio 4 . We describe the results in greater detail below.

Intractability results. Our intractability results are based on novel W[1]-hardness results for a variety of natural paired and simultaneous cut and separation problems, which we believe to be of independent interest. Here, the input consists of two (directed or undirected) graphs and the task is to find a "generalized" cut that extends to both graphs. The two input graphs share some arcs/edges that can be deleted simultaneously at unit cost, and the goal is to compute a set of $k$ arcs/edges that is a cut in both graphs. Both paired and simultaneous problems have recently received attention from the parameterized complexity community [1, 2, 37]. In the FPT/W[1]-hardness dichotomy for the Boolean domain [37], the fundamental difficult problem is Paired Cut (proven to be W[1]-hard by Marx and Razgon [47]): given an integer $k$ and a directed graph $G$ with two terminals $s, t \in V(G)$ and some arcs grouped into pairs, delete at most $k$ pairs to cut all paths from $s$ to $t$. An intuitive reason why Paired Cut is difficult can be seen as follows. Assume $G$ contains two long
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st-paths $P$ and $Q$ and the arcs of $P$ are arbitrarily paired with the arcs of $Q$. Then, one cuts both paths with a cost of only one pair, but the arbitrary pairing of the arcs allow us to encode an arbitrary permutation - which is very powerful for encoding edge-choice gadgets when reducing from Multicoloured Clique. Our strategy for proving W[1]-hardness of paired problems elaborates upon this idea. In this case, the needed gadgets are quite succinct and their construction is simplified by the fact that we can recycle ideas from [24]. Our hardness proofs for simultaneous problems also use the same underlying idea, but they are much more complicated. The simultaneous setting is obviously not as versatile as the arbitrary pairing of Paired Cut. However, the possibility of choosing common arcs/edges while deleting them at unit costs still leaves enough freedom to encode arbitrary permutations. Such permutations enable us to construct edge-choice gadgets by "simulating" the low-level features that are available for free in paired problems. The resulting construction is complex and appears to contain ideas that may be useful for proving hardness of other kinds of simultaneous problems.

Altogether, we obtain novel W[1]-hardness results for Paired Cut Feedback Arc Set, Simultaneous st-Separator, Simultaneous Directed st-Cut, and Simultaneous Directed Feedback Arc Set. This allows us to identify six intractable fragments that are subsets of basic interval relations: $\left\{m, r_{1}\right\}$ for $r_{1} \in\{\equiv, s, f\},\left\{d, r_{2}\right\}$ for $r_{2} \in\{o, p\}$ and $\{p, o\}$. The hardness reduction for $\left\{m, r_{1}\right\}$, is based on the hardness of Paired Cut and Paired Cut Feedback Arc Set. The other hardness results are based on reductions from Simultaneous Directed Feedback Arc Set, whose W[1]-hardness is shown by a reduction from Simultaneous st-Separator. The reductions from Simultaneous Directed Feedback Arc Set are non-trivial but both their presentation and their correctness proofs are highly simplified by our concrete descriptions of bad cycles.

Tractability results. We identify seven maximal tractable sets of basic interval relations: $\{\mathrm{m}, \mathrm{p}\}$ and $\left\{r_{1}, r_{2}, \equiv\right\}$ for $r_{1} \in\{\mathrm{~s}, \mathrm{f}\}$ and $r_{2} \in\{\mathrm{p}, \mathrm{d}, \mathrm{o}\}$. All problems are handled by reductions to variants of Directed Feedback Arc Set (DFAS). DFAS and variations are extensively studied in parameterized complexity $[6,12,16,17,29,30,45,46]$. DFAS is equivalent to $\operatorname{MinCSP}(<)$, and a variant particularly important in our work is Sub-DFAS equivalent to $\operatorname{Min} \operatorname{CSP}(<, \leq)$, where the goal is to destroy only directed cycles that have a $<-$ arc. To show that $\operatorname{MinCSP}(m, p)$ is in $\operatorname{FPT}$, we use a straightforward reduction to $\operatorname{MinCSP}(<,=)$ which, in turn, reduces to $\operatorname{MinCSP}(<, \leq)$.

For the remaining six tractable cases, we reduce them all to a new variant of DFAS called Mixed Feedback Arc Set with Short and Long Arcs (LS-MFAS). The input is a mixed graph with edges and long and short arcs. Forbidden cycles in this graph are of two types: (1) cycles with at least one short arc, no long arcs, and all short arcs in the same direction, and (2) cycles with at least one long arc, all long arcs in the same direction, but the short arcs can be traversed in arbitrary direction. One intuitive way to think about the problem is to observe that a graph $G$ has no forbidden cycle if there exists a placement of the vertices on the number line with certain distance constraints represented by the edges and arcs. Vertices connected by edges (which correspond to $\equiv$-constraints) should be placed at the same point. If there is an $\operatorname{arc}(u, v)$, we need to place $u$ before $v$. Moreover, if the arc is long, then the distance from $u$ to $v$ should be big (say, greater than twice the number of vertices), while is the arc is short, then the distance from $u$ to $v$ should be small (say, at most 1). The reduction from $\operatorname{MinCSP}\left(r_{1}, r_{2}, \equiv\right)$ to LS-MFAS creates a mixed graph with edges for $\equiv$-constraints, short arcs for $r_{1}$-constraints and long arcs for $r_{2}$-constraint. For correctness, consider for example the case with $r_{1}=s$ and $r_{2}=p$. Forbidden cycles of the first
and the second kind imply an unsatisfiable order on the right and left endpoints, respectively. On the other hand, if bad cycles are absent, we can assign intervals as follows: if two variables are $\equiv$-connected, they are assigned the same interval, if they are s-connected, their intervals have the same left endpoints, left endpoints are ordered according to p-constraints, and the right endpoints of s-connected intervals are ordered according to the s-constraints.

Our algorithm for LS-MFAS builds upon the algorithm of [39] for Sub-DFAS. By iterative compression (see e.g. Chapter 4 in [21]) and branching, we may assume access to $k+1$ vertices that intersect all forbidden cycles, and we know their relative positions in the graph obtained after deleting a hypothetical optimal solution. The aforementioned "placing on a line" way of phrasing the lack of forbidden cycles is the main reason why this leads to a complete algorithm. In the next step, we try to place all remaining vertices relative to the terminals while breaking at most $k$ distance constraints. Note that the number of ways in which a vertex can relate to a terminal is constant: it may be placed at a short/long distance before/after the terminal, or in the same position. Thus, we can define $O(k)$ types for each vertex, and the types determine whether distance constraints are satisfied or not. The optimal type assignment is then obtained by a reduction to Bundled Cut with pairwise-linked deletable arcs, a workhorse problem shown to be fixed-parameter tractable in [37]. We remark that our algorithms also handle the weighted versions of the problems.

Approximation results. In response to the negative complexity results for $\operatorname{MiNCSP}(\mathcal{A})$, we consider approximation algorithms. We show that $\operatorname{MinCSP}(\mathcal{A})$ is not approximable in polynomial time within any constant under the UGC. We relax the restrictions even more by allowing our approximation algorithms to run in fixed-parameter tractable time. We show that $\operatorname{Min} \operatorname{CSP}(\mathcal{A})$ admits such an algorithm with $c=2$ and a substantially faster algorithm with $c=4$. Hence, fpt-approximation is much more powerful than ordinary polynomial-time approximation in this case. These results are based on the observation that every relation in $\mathcal{A}$ can be defined as a conjunction of $\{<,=\}$-constraints on the endpoints. In the relaxation, we disregard conjunctions and view all $\{<,=\}$-constraints as an instance of $\operatorname{MinCSP}(<,=)$, which is then reduced to Sub-DFAS. By invoking the Sub-DFAS algorithm of [39], one obtains a 2-approximation algorithm for the weighted variant of the problem.

Roadmap. We present the necessary preliminaries in Section 2. Section 3 is a bird's eye view of our results for the parameterized complexity and approximability of MinCSP $(\Gamma)$ and the technical details are collected in the following sections. We describe the minimal obstructions to satisfiability for certain subsets of $\mathcal{A}$ in Section 4. These results are essential for connecting the $\operatorname{Min} \operatorname{CSP}(\mathcal{A})$ problem with the graph-oriented view that we use. We complete our dichotomy result by a number of fixed-parameter algorithms in Section 5 and a collection of W[1]-hardness results in Section 6. We conclude the paper with a discussion of our results and future research directions in Section 7. This is a shortened version of the full paper, which can be found on arXiv [23].

## 2 Preliminaries

In this section, we briefly present the rudiments of parameterized complexity, define the CSP and MinCSP problems, and provide some basics concerning interval relations. Before we begin, we need some terminology and notation for graphs. Let $G$ be a (directed or undirected) graph; we allow graphs to contain loops. We denote the set of vertices in $G$ by $V(G)$. If $G$ is undirected, then $E(G)$ denotes the set of edges in $G$. If $G$ is directed, then $A(G)$ denotes the

Table 1 The thirteen basic relations in Allen's Interval Algebra. The endpoint relations $I^{-}<I^{+}$ and $J^{-}<J^{+}$that are valid for all relations have been omitted.

| Basic relation |  | Example | Endpoint Relations |
| :---: | :---: | :---: | :---: |
| $I$ precedes $J$ <br> $J$ preceded by $I$ | $\begin{aligned} & \hline \mathrm{p} \\ & \mathrm{pi} \end{aligned}$ | ${ }^{\text {iiii }}{ }^{\text {jjj }}$ | $I^{+}<J^{-}$ |
| $I$ meets $J$ <br> $J$ met-by $I$ | $\begin{aligned} & \mathrm{m} \\ & \mathrm{mi} \end{aligned}$ | ${ }^{1 i i i}$ <br> jjjj | $I^{+}=J^{-}$ |
| $I$ overlaps $J$ <br> $J$ overlapped-by $I$ | oi | ${ }^{\text {iiiii }}$ <br> jijj | $I^{-}<J^{-}<I^{+}<J^{+}$ |
| $\begin{aligned} & \hline I \text { during } J \\ & J \text { includes } I \end{aligned}$ | $\begin{aligned} & \mathrm{d} \\ & \mathrm{di} \end{aligned}$ | $\stackrel{{ }_{\mathrm{i}}^{\mathrm{i} i \mathrm{i}}}{{ }_{\mathrm{j}, \mathrm{j}, \mathrm{j} j \mathrm{j}}}$ | $I^{-}>J^{-}, I^{+}<J^{+}$ |
| $I$ starts $J$ <br> $J$ started by $I$ | $\begin{aligned} & \mathrm{s} \\ & \mathrm{si} \end{aligned}$ | jjijjjj | $I^{-}=J^{-}, I^{+}<J^{+}$ |
| $I$ finishes $J$ $J$ finished by $I$ | $\begin{aligned} & \mathrm{f} \\ & \mathrm{fi} \end{aligned}$ | $\begin{array}{r} { }^{\mathrm{i} i \mathrm{i} i} \\ { }_{\mathrm{j}, \mathrm{j} j \mathrm{j} j \mathrm{j}} \end{array}$ | $I^{+}=J^{+}, I^{-}>J^{-}$ |
| $I$ equals $J$ | $\equiv$ | $\underset{{ }_{j}^{\mathrm{i} j \mathrm{jij}} \mathrm{j} \mathrm{j}}{ }$ | $I^{-}=J^{-}, I^{+}=J^{+}$ |

set of arcs in $G$, and $E(G)$ denotes the set of edges in the underlying undirected graph of $G$. We use $u v$ to denote an undirected edge with end-vertices $u$ and $v$. We use $(u, v)$ to denote a directed arc from $u$ to $v ; u$ is the tail and $v$ is the head. For $X \subseteq E(G)$, we write $G-X$ to denote the directed graph obtained by removing all edges/arcs corresponding to $X$ from $G$ if $G$ is undirected and $A(G-X)=A(G) \backslash\{(u, v),(v, u) \mid\{u, v\} \in X\})$ if $G$ is directed. If $X \subseteq V(G)$, then we let $G-X=G[V(G) \backslash X]$ be the subgraph induced in $G$ by $V(G) \backslash X$. An st-cut in $G$ is a set of edges/arcs $X$ such that the vertices $s$ and $t$ are separated in $G-X$.

A parameterized problem is a subset of $\Sigma^{*} \times \mathbb{N}$, where $\Sigma$ is the input alphabet. The parameterized complexity class FPT contains the problems decidable in $f(k) \cdot n^{O(1)}$ time, where $f$ is a computable function and $n$ is the instance size. Reductions between parameterized problems need to take the parameter into account. To this end, we use parameterized reductions (or fpt-reductions). Consider two parameterized problems $L_{1}, L_{2} \subseteq \Sigma^{*} \times \mathbb{N}$. A mapping $P: \Sigma^{*} \times \mathbb{N} \rightarrow \Sigma^{*} \times \mathbb{N}$ is a parameterized reduction from $L_{1}$ to $L_{2}$ if $(1)(x, k) \in L_{1}$ if and only if $P((x, k)) \in L_{2},(2)$ the mapping can be computed in $f(k) \cdot n^{O(1)}$ time for some computable function $f$, and (3) there is a computable function $g: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $(x, k) \in \Sigma^{*} \times \mathbb{N}$, if $\left(x^{\prime}, k^{\prime}\right)=P((x, k))$, then $k^{\prime} \leq g(k)$. We will sometimes prove that certain problems are not in FPT. The class $\mathrm{W}[1]$ contains all problems that are fpt-reducible to Inderendent Set parameterized by the number of vertices in the independent set. Showing $\mathrm{W}[1]$-hardness (by an fpt-reduction) for a problem rules out the existence of an fpt algorithm under the standard assumption that FPT $\neq \mathrm{W}[1]$.

We continue by defining CSPs. A constraint language $\Gamma$ is a set of relations over a domain $D$. Each relation $R \in \Gamma$ has an associated arity $r \in \mathbb{N}$ and $R \subseteq D^{r}$. All relations considered in this paper are binary and all constraint languages are finite. An instance $\mathcal{I}$ of $\operatorname{CSP}(\Gamma)$ consists of a set of variables $V(\mathcal{I})$ and a set of constraints $C(\mathcal{I})$ of the form $R(x, y)$, where $R \in \Gamma$ and $x, y \in V(\mathcal{I})$. To simplify notation, we may write $R(x, y)$ as $x R y$. An assignment $\varphi: V(\mathcal{I}) \rightarrow D$ satisfies a constraint $R(x, y)$ if $(\varphi(x), \varphi(y)) \in R$ and violates $R(x, y)$ if $(\varphi(x), \varphi(y)) \notin R$. The assignment $\varphi$ is a satisfying assignment (or a solution) if it satisfies every constraint in $C(\mathcal{I})$.

## $\operatorname{CSP}(\Gamma)$

```
Instance: An instance }\mathcal{I}\mathrm{ of }\operatorname{CSP}(\Gamma)
Question: Does }\mathcal{I}\mathrm{ admit a satisfying assignment?
```

The value of an assignment $\varphi$ for $\mathcal{I}$ is the number of constraints in $C(\mathcal{I})$ satisfied by $\varphi$. For any subset of constraints $X \subseteq C(\mathcal{I})$, let $\mathcal{I}-X$ denote the instance with $V(\mathcal{I}-X)=V(\mathcal{I})$ and $C(\mathcal{I}-X)=C(\mathcal{I}) \backslash X$. The (parameterized) almost constraint satisfaction problem $(\operatorname{MinCSP}(\Gamma))$ is defined as follows:

```
\(\operatorname{MinCSP}(\Gamma)\)
    Instance: \(\quad\) An instance \(\mathcal{I}\) of \(\operatorname{CSP}(\Gamma)\) and an integer \(k\).
    Parameter: \(k\)
    Question: \(\quad\) Is there a set \(X \subseteq C(\mathcal{I})\) such that \(|X| \leq k\) and \(\mathcal{I}-X\) is satisfiable?
```

Next, we review the basics of Allen's interval algebra [3] (IA). Its domain is the set $\mathbb{I}$ of all pairs $(x, y) \in \mathbb{Q}^{2}$ such that $x<y$, i.e. $\mathbb{I}$ can be viewed as the set of all closed intervals $[a, b]$ of rational numbers. If $I=[a, b] \in \mathbb{I}$, then we write $I^{-}$for $a$ and $I^{+}$for $b$. Let $\mathcal{A}$ denote the set of 13 basic relations that are presented in Table 1, and let $2^{\mathcal{A}}$ denote the 8192 binary relations that can be formed by taking unions of relations in $\mathcal{A}$. The complexity of $\operatorname{CSP}(\Gamma)$ is known for every $\Gamma \subseteq 2^{\mathcal{A}}[41]$ and in each case $\operatorname{CSP}(X)$ is either polynomial-time solvable or NP-complete. In particular, $\operatorname{CSP}(\mathcal{A})$ is in P . When considering subsets $\Gamma \subseteq \mathcal{A}$, note that any constraint $x$ riy is equivalent to $y \mathrm{r} x$ for $\mathrm{r} \in\{\mathrm{p}, \mathrm{m}, \mathrm{o}, \mathrm{d}, \mathrm{s}, \mathrm{f}\}$, so we may assume that $r \in \Gamma$ if and only if $r i \in \Gamma$. Furthermore, for the remainder of the paper, we may assume $\mathcal{A}=\{\mathrm{p}, \mathrm{m}, \mathrm{o}, \mathrm{d}, \mathrm{s}, \mathrm{f}, \equiv\}$.

When studying MinCSP and its parameterized complexity, it is convenient to allow crisp constraints, i.e. constraints that cannot be deleted. Formally, for a language $\Gamma \subseteq \mathcal{A}$ and a relation $r \in \Gamma$, we say that $\Gamma$ supports crisp $r$-constraints if, for every value of the parameter $k \in \mathbb{N}$, we can construct an instance $\mathcal{I}_{r}$ of $\operatorname{MinCSP}(\Gamma)$ with variables $x, y \in V\left(\mathcal{I}_{r}\right)$ (and possibly some auxiliary variables) such that the constraint $x \mathrm{r} y$ is equivalent to $\mathcal{I}_{\mathrm{r}}-X$ for all $X \subseteq C(\mathcal{I})$ such that $|X| \leq k$. Then, if we want to enforce a constraint $x \mathrm{r} y$ in an instance of $\operatorname{MinCSP}(\Gamma)$, we can use $\mathcal{I}_{r}$ with fresh variables $V(\mathcal{I}) \backslash\{x, y\}$ in its place. Straightforward reasoning about interval constraints readily shows that every $r \in \mathcal{A}$ supports crisp constraints, and this also holds for the constraint language $\{<,=\}$.

## 3 Overview

In this section we prove the dichotomy theorem for the parameterized complexity of $\operatorname{MinCSP}(\Gamma)$ for every subset $\Gamma \subseteq \mathcal{A}$ of interval relations. We also discuss constant-factor approximation algorithms for $\operatorname{MinCSP}(\mathcal{A})$. Some observations reduce the number of subsets of relations that we need to consider in the classification. For the first one, we need a simplified definition of implementations. More general definitions are used in e.g. [33] and [35].

- Definition 1. Let $\Gamma$ be a constraint language and r be a binary relation over the same domain. A (simple) implementation of a relation r in $\Gamma$ is an instance $\mathcal{C}_{\mathrm{r}}$ of $\operatorname{CSP}(\Gamma)$ with primary variables $x_{1}, x_{2}$ and, possibly, auxiliary variables $y_{1}, \ldots, y_{\ell}$ such that:
- if an assignment $\varphi$ satisfies $\mathcal{C}_{\mathrm{r}}$, then it satisfies the constraint $x_{1} r x_{2}$;
- if an assignment $\varphi^{\prime}$ does not satisfy $x_{1} \mathrm{r} x_{2}$, then it cannot be extended to the auxiliary variables $y_{1}, \ldots, y_{\ell}$ so that it satisfies $\mathcal{C}_{r}$.
- if an assignment $\varphi^{\prime}$ does not satisfy $x_{1} \mathrm{r} x_{2}$, then it can be extended to the auxiliary variables $y_{1}, \ldots, y_{\ell}$ so that all but one constraint in $\mathcal{C}_{r}$ are satisfied.
In this case we say that $\Gamma$ implements r .

Intuitively, we can replace every occurrence of a constraint $x$ ry with its implementation in $\Gamma$ while preserving the cost of making the instance satisfiable. This intuition is made precise in the following lemma, and identifying the two implementations in Lemma 3 is left to the reader.

- Lemma 2 (Proposition 5.2 in [35]). Let $\Gamma$ be a constraint language that implements a relation r. If $\operatorname{MinCSP}(\Gamma)$ is in FPT , then so is $\operatorname{MinCSP}(\Gamma \cup\{r\})$. If $\operatorname{MinCSP}(\Gamma \cup\{r\})$ is W[1]-hard, then so is MinCSP(Г).
- Lemma 3 (Implementations). Let $\Gamma \subseteq \mathcal{A}$ be a subset of interval relations. If $\Gamma$ contains m , then $\Gamma$ implements p , and if $\Gamma$ contains f and s , then $\Gamma$ implements d and o .

Another observation utilizes the symmetry of interval relations. By switching the left and the right endpoints of all intervals in an instance $\mathcal{I}$ of $\operatorname{MinCSP}(\mathcal{A})$ and then negating their values, we obtain a reversed instance $\mathcal{I}^{R}$. Formally, instance $\mathcal{I}^{R}$ of $\operatorname{CSP}(\mathcal{A})$ has the same set of variables as $\mathcal{I}$, and contains a constraint $u f(\mathrm{r}) v$ for every $u \mathrm{r} v$ in $C(\mathcal{I})$, where $f: \mathcal{A} \rightarrow \mathcal{A}$ is defined as $f(\mathrm{r})=\mathrm{ri}$ for $\mathrm{r} \in\{\mathrm{m}, \mathrm{p}, \mathrm{o}\}, f(\equiv)=\equiv, f(\mathrm{~d})=\mathrm{d}, f(\mathrm{~s})=\mathrm{f}$ and $f(\mathrm{f})=\mathrm{s}$.

- Lemma 4 (Lemma 4.2 of [41]). An instance $\mathcal{I}$ of $\operatorname{CSP}(\mathcal{A})$ is satisfiable if and only if the reversed instance $\mathcal{I}^{R}$ is satisfiable.

To obtain our results, we use combinatorial tools and represent an instance $\mathcal{I}$ of $\operatorname{CSP}(\mathcal{A})$ as an arc-labelled mixed graph $G_{\mathcal{I}}$, i.e. a graph that contains edges for symmetric constraints and labelled arcs for asymmetric ones. More precisely, the graph $G_{\mathcal{I}}$ is obtained by introducing all variables of $\mathcal{I}$ as vertices, adding directed arcs $(u, v)$ labelled with $\mathrm{r} \in \mathcal{A} \backslash\{\equiv\}$ for every constraint $u \mathrm{r} v$ in $C(\mathcal{I})$, and undirected edges $u v$ for every constraint $u \equiv v$ in $\mathcal{I}$. Note that $G_{\mathcal{I}}$ may have parallel arcs with different labels and may contain loops. The undirected graph underlying $G_{\mathcal{I}}$ is called the primal graph of $\mathcal{I}$; we allow the primal graph to contain loops and parallel edges (in both cases, this will mean the primal graph contains a cycle). The advantage of the graph representation is supported by the following lemma:

- Lemma 5 (Cycles). Let $\mathcal{I}$ be an inclusion-wise minimal unsatisfiable instance of $\operatorname{CSP}(\mathcal{A})$ (i.e. removing any constraint of $\mathcal{I}$ results in a satisfiable instance). Then the primal graph of $\mathcal{I}$ is a cycle.

The proof of the lemma is deferred to Section 4. All cycles discussed in the rest of the section are cycles of the primal graph. From the combinatorial point of view, minimal unsatisfiable instances are bad cycles in the labelled graph. For example, in MinCSP(p), the bad cycles correspond to the directed cycles. For $\operatorname{MinCSP}(p, \equiv)$, the bad cycles contain at least one p-arc and all p-arcs in the same direction. Thus, $\operatorname{MinCSP}(\Gamma)$ can now be cast as a certain feedback edge set problem - our goal is to find a set of $k$ edges in the primal graph that intersects all bad cycles. We present such a characterization for several cases in Section 4.

Our algorithmic results can be summarized as follows.

- Lemma 6. $\operatorname{MinCSP}(\mathrm{m}, \mathrm{p})$ and $\operatorname{MinCSP}\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \equiv\right)$ are in $\operatorname{FPT}$ for $\mathrm{r}_{1} \in\{\mathrm{~s}, \mathrm{f}\}$ and $\mathrm{r}_{2} \in$ $\{p, o, d\}$.

The algorithm for $\operatorname{MinCSP}(m, p)$ is obtained using a simple reduction to Subset Directed Feedback Arc Set.

```
Subset Directed Feedback Arc Set (Sub-DFAS)
    Instance: A directed graph \(G\), a subset of red arcs \(R \subseteq A(G)\), and an integer \(k\).
    Parameter: \(k\)
    Question: Is there a subset \(Z \subseteq A(G)\) of size at most \(k\) such that \(G-Z\) contains no
    directed cycles with at least one red arc?
```

Chitnis et al. [17] have proved that Sub-DFAS is solvable in $O^{*}\left(2^{O\left(k^{3}\right)}\right)$ time. The algorithm for the remaining cases is more complicated and relies on the bad cycle characterization in Section 4 and a sophisticated modification of the algorithm for SUB-DFAS from [39] in Section 5.

For the negative results, we start by proving $\mathrm{W}[1]$-hardness for certain paired and simultaneous graph cut problems, and we identify $\Gamma \subseteq \mathcal{A}$ such that paired or simultaneous problems reduce to $\operatorname{Min} \operatorname{CSP}(\Gamma)$. For intuition, consider a constraint $x \equiv y$. If we consider the left and the right endpoints separately, then $\equiv$ implies two equalities: $x^{-}=y^{-}$and $x^{+}=y^{+}$. Together with another relation (e.g. m), this double-equality relation can be used to encode the pairing of the edges of two graphs (namely, the left-endpoint graph and the right-endpoint graph). We note that the double-equality relation is also the cornerstone of all hardness results in the parameterized complexity classification of Boolean MinCSP [37]. Lemma 7 is based on paired problems and Lemma 8 is based on simultaneous problems.

Lemma 7. $\operatorname{MinCSP}(\mathrm{m}, \equiv), \operatorname{MinCSP}(\mathrm{m}, \mathrm{s})$ and $\operatorname{MinCSP}(\mathrm{m}, \mathrm{f})$ are $\mathrm{W}[1]$-hard.

- Lemma 8. $\operatorname{MinCSP}(\mathrm{d}, \mathrm{o}), \operatorname{MinCSP}(\mathrm{p}, \mathrm{o})$ and $\operatorname{MinCSP}(\mathrm{d}, \mathrm{p})$ are $\mathrm{W}[1]$-hard.

Combining all results above, we are ready to present the full classification.

- Theorem 9 (Full classification). Let $\Gamma \subseteq \mathcal{A}$ be a subset of interval relations. Then $\operatorname{MINCSP}(\Gamma)$ is in FPT if $\Gamma \subseteq\{\mathrm{m}, \mathrm{p}\}$ or $\Gamma \subseteq\left\{\mathrm{r}_{1}, \mathrm{r}_{2}, \equiv\right\}$ for any $\mathrm{r}_{1} \in\{\mathrm{~s}, \mathrm{f}\}$ and $\mathrm{r}_{2} \in\{\mathrm{p}, \mathrm{o}, \mathrm{d}\}$, and $\mathrm{W}[1]$-hard otherwise.

W[1]-hardness of $\operatorname{Min} \operatorname{CSP}(\mathcal{A})$ motivates us to look at approximation algorithms for this problem. Our first observation is that $\operatorname{MinCSP}(r)$ for any $r \in \mathcal{A} \backslash\{\equiv\}$ is NP-hard to approximate within any constant under the Unique Games Conjecture (UGC) of Khot [34]. This follows by combining two facts: Lemma 11, which implies that an instance $\mathcal{I}$ of $\operatorname{CSP}(r)$ is satisfiable if and only if the arc-labelled graph $G_{\mathcal{I}}$ is acyclic, and Corollary 1.2 in [32], which states that under the UGC, Directed Feedback Arc Set (DFAS) is NP-hard to approximate within any constant [32]. If we allow the approximation algorithm to run in fpt time, then we obtain the following result.

Theorem 10. $\operatorname{MinCSP}(\mathcal{A})$ is 2-approximable in $O^{*}\left(2^{O\left(k^{3}\right)}\right)$ time and 4 -approximable in $O^{*}\left(2^{O(k)}\right)$ time.

Proof sketch. We obtain the algorithms by reducing the problem to Sub-DFAS and invoking the exact algorithm of [21] and the faster $O^{*}\left(2^{O(k)}\right)$ time 2-approximation algorithm of [44], respectively. There are straightforward reductions from $\operatorname{MinCSP}(<,=)$ to $\operatorname{MinCSP}(\leq,=)$ to $\operatorname{Sub}-D F A S$, so we focus on the reduction from $\operatorname{MinCSP}(\mathcal{A})$ to $\operatorname{MinCSP}(<,=)$. Let $(\mathcal{I}, k)$ be an instance of $\operatorname{MinCSP}(\mathcal{A})$. Replace every constraint $x\{o\} y$ by its implementation in $\{\mathrm{s}, \mathrm{f}\}$ according to Lemma 3. By Lemma 2, this does not change the cost of the instance. Using Table 1, we can rewrite all constraints of $\mathcal{I}^{\prime}$ as conjunctions of two atomic constraints of the form $x<y$ or $x=y$. Disregarding the pairing, let $S$ be the set of all atomic constraints. Apply one of the $\operatorname{MinCSP}(<,=)$ algorithms to $(S, 2 k)$. On the one hand,
deleting $k$ constraints from $\mathcal{I}^{\prime}$ corresponds to deleting at most $2 k$ constraints in $S$. On the other hand, if there is $X \subseteq S,|X| \leq 2 k$, such that $S-X$ is satisfiable, define the set of interval constraints $X^{\prime}$ such that at least one of the defining $\{<,=\}$-constraints is in $X$. Noting that $\mathcal{I}-X^{\prime}$ is satisfiable and $\left|X^{\prime}\right| \leq|X| \leq 2 k$ completes the proof.

## 4 Bad Cycles

In this section, we sketch the proof of Lemma 5 and describe the minimal obstructions to satisfiability for certain subsets of $\mathcal{A}$, along with a brief sketch of why these are the minimal obstructions.

- Lemma 5 (Cycles). Let $\mathcal{I}$ be an inclusion-wise minimal unsatisfiable instance of $\operatorname{CSP}(\mathcal{A})$ (i.e. removing any constraint of $\mathcal{I}$ results in a satisfiable instance). Then the primal graph of $\mathcal{I}$ is a cycle.

The proof of Lemma 5 starts by taking a minimal unsatisfiable instance $\mathcal{I}$. Using Table 1, we write $\mathcal{I}$ as an instance $\mathcal{I}^{\prime}$ of the point algebra (PA) [53] CSP, which takes rationals $\mathbb{Q}$ as the variable domain and we use only the basic constraint language $\{<,=\}$, where the relations are interpreted in the obvious way. This instance $\mathcal{I}^{\prime}$ must contain a minimal unsatisfiable sub-instance $\mathcal{I}^{\prime \prime}$ of the point algebra, which has a cycle as its primal graph. We then map the constraints in $\mathcal{I}^{\prime \prime}$ back to the constraints in $\mathcal{I}$ that implied them, and find that $\mathcal{I}$ must also have a cycle as its primal graph.

- Lemma 11 (Bad Cycles). Let $\mathcal{I}$ be an instance of $\operatorname{CSP}\left(r_{1}, r_{2}\right)$ for some $r_{1}, r_{2} \in \mathcal{A}$, and consider the arc-labelled mixed graph $G_{\mathcal{I}}$. Then $\mathcal{I}$ is satisfiable if and only if $G_{\mathcal{I}}$ does not contain any bad cycles described below.

1. If $\mathrm{r}_{1}=\mathrm{d}$ and $\mathrm{r}_{2}=\mathrm{p}$, then the bad cycles are cycles with p -arcs in the same direction and no d-arcs meeting head-to-head.
2. If $\mathrm{r}_{1}=\mathrm{d}$ and $\mathrm{r}_{2}=\mathrm{o}$, then the bad cycles are cycles with all d -arcs in the same direction and all o-arcs in the same direction (the direction of the d -arcs may differ from that of the o-arcs).
3. If $\mathrm{r}_{1}=\mathrm{o}$ and $\mathrm{r}_{2}=\mathrm{p}$, then the bad cycles are (a) directed cycles of o -arcs and (b) cycles with all p -arcs in the forward direction, with every consecutive pair of o -arcs in the reverse direction separated by a p -arc (this case includes directed cycles of p -arcs).
4. If $\mathrm{r}_{1} \in\{\mathrm{f}, \mathrm{s}\}$ and $\mathrm{r}_{2} \in\{\mathrm{~d}, \mathrm{o}, \mathrm{p}\}$, then the bad cycles are (a) directed cycles of $\mathrm{r}_{1}$-arcs and (b) cycles with at least one $\mathrm{r}_{2}$-arc and all $\mathrm{r}_{2}$-arcs in the same direction (and $\mathrm{r}_{1}$-arcs directed arbitrarily).

## 5 FPT Algorithms

We prove Lemma 6 in this section. The fpt algorithm for $\{m, p\}$ is simple and we omit the details: it works by first reducing the problem to $\operatorname{MinCSP}(<,=)$ and then to Sub-DFAS. The remaining six cases are handled by reducing them to a fairly natural generalization of Directed Feedback Arc Set problem, and showing that this problem is in FPT.

Lemma 11.4 suggests that all six remaining fragments allow uniform treatment. Indeed, to check whether an instance of $\operatorname{CSP}\left(r_{1}, r_{2}, \equiv\right)$ is satisfiable, one can identify all variables constrained to be equal. This corresponds exactly to contracting all edges in the graph $G_{\mathcal{I}}$. Then $\mathcal{I}$ becomes an instance of $\operatorname{CSP}\left(r_{1}, r_{2}\right)$, and the criterion of Lemma 11.4 applies. This observation allows us to formulate $\operatorname{MinCSP}\left(r_{1}, r_{2}, \equiv\right)$ as a variant of feedback arc set on mixed graphs.

- Definition 12. Consider a mixed graph $G$ with arcs of two types - short and long - and a walk $W$ in $G$ from $u$ to $v$ that may ignore direction of the arcs. The walk $W$ is undirected if it only contains edges, it is short if it contains a short arc but no long arcs, and it is long if it contains a long arc. The walk $W$ is directed if it is either short and all short arcs are directed from $u$ to $v$ or if it is long and all long arcs are directed from $u$ to $v$. If $W$ is short or long, but not directed, it is mixed.

Note that short arcs on a long-directed walk may be directed arbitrarily.

```
Mixed Feedback Arc Set with Short and Long Arcs (LS-MFAS)
    Instance: \(\quad\) A mixed graph \(G\) with the arc set \(A(G)\) partitioned into short \(A_{s}\) and long \(A_{\ell}\),
        and an integer \(k\).
    Parameter: \(k\).
    Question: \(\quad\) Is there a set \(Z \subseteq E(G) \cup A(G)\) with \(|Z| \leq k\) such that \(G-Z\) contains neither
        short-directed cycles nor long-directed cycles?
```

The main result of this section is the following theorem.

- Theorem 13. LS-MFAS can be solved in $O^{*}\left(2^{O\left(k^{8} \log k\right)}\right)$ time.

We see that Lemma 11.4 and Theorem 13 imply $\operatorname{MinCSP}\left(r_{1}, r_{2}, \equiv\right)$ being in FPT whenever $r_{1} \in\{s, f\}$ and $r_{2} \in\{p, o, d\}$. It is informative to understand the structure of mixed graphs without bad cycles in the sense of LS-MFAS. The proof of the following lemma is fairly easy with the placing-vertices-on-the-number-line intuition from the introduction.

- Lemma 14. Let $G$ be a mixed graph with long and short arcs. Then $G$ contains no long-directed cycles nor short-directed cycles if and only if there exists a pair of mappings $\sigma_{1}, \sigma_{2}: V(G) \rightarrow \mathbb{N}$ such that

1. for every $u, v \in V(G), u$ and $v$ are connected by an undirected walk if and only if $\left(\sigma_{1}, \sigma_{2}\right)(u)=\left(\sigma_{1}, \sigma_{2}\right)(v) ;$
2. for every $u, v \in V(G)$, there exists a short ( $u, v$ )-walk in $G$ if and only if $\sigma_{1}(u)=\sigma_{1}(v)$;
3. for every $u, v \in V(G)$, if there exists a short-directed $(u, v)$-walk in $G$, then $\sigma_{2}(u)<\sigma_{2}(v)$;
4. for every $u, v \in V(G)$, if there exists a long-directed $(u, v)$-walk in $G$, then $\sigma_{1}(u)<\sigma_{1}(v)$.

We now introduce the technical machinery used in our algorithm for LS-MFAS. We start by using iterative compression, a standard method in parameterized algorithms (see e.g. Chapter 4 in [21]). This allows us to assume access to a set of $k+1$ edges and arcs intersecting every bad cycle. The problem resulting from iterative compression reduces to Bundled Cut with pairwise-linked deletable edges, defined in [37] and solved using the flow-augmentation technique of [36]. To describe Bundled Cut, let $G$ be a directed graph with two distinguished vertices $s, t \in V(G)$. Let $\mathcal{B}$ be a family of pairwise disjoint subsets of $E(G)$, which we call bundles. The edges of $\bigcup \mathcal{B}$ are soft and the edges of $E(G) \backslash \bigcup \mathcal{B}$ are crisp. A set $Z \subseteq \bigcup \mathcal{B}$ violates a bundle $B \in \mathcal{B}$ if $Z \cap B \neq \emptyset$ and satisfies $B$ otherwise.

| Bundled Cut |  |
| :---: | :--- |
| Instance: | A directed graph $G$, two distinguished vertices $s, t \in V(G)$, a family $\mathcal{B}$ of |
|  | pairwise disjoint subsets of $E(G)$, and an integer $k$. |
| Parameter: | $k$. |
| Question: | Is there an st-cut $Z \subseteq \bigcup \mathcal{B}$ that violates at most $k$ bundles? |
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Table 2 Correspondence between edges, short arcs and long arcs of the LS-MFAS instance and the arcs introduced in the reduction to Bundled Cut in Theorem 13.

|  | $i$ odd | $i$ even, $j$ odd | $i$ even, $j$ even |
| :---: | :---: | :---: | :---: |
| Edge $u v$ | $(i, j) \rightarrow(i, j)$ | $(i, j) \rightarrow(i, j)$ | $(i, j) \rightarrow(i, j)$ |
|  | $(i, j) \leftarrow(i, j)$ | $(i, j) \leftarrow(i, j)$ | $(i, j) \leftarrow(i, j)$ |
| Short $(u, v)$ | $(i, j) \rightarrow(i, j)$ | $(i, j) \rightarrow(i, j)$ | $(i, j) \rightarrow(i, j+1)$ |
|  | $(i, 1) \leftarrow(i, j)$ | $(i, 1) \leftarrow(i, j)$ | $(i, 1) \leftarrow(i, j)$ |
| Long $(u, v)$ | $(i, 1) \rightarrow(i, 1)$ | $(i, j) \rightarrow(i+1,1)$ | $(i, j) \rightarrow(i+1,1)$ |

In general, Bundled Cut is $\mathrm{W}[1]$-hard even if all bundles are of size 2. However, there is a special case of Bundled Cut that is tractable. Let $(G, s, t, \mathcal{B}, k)$ be a Bundled Cut instance. A soft arc $e$ is deletable if there is no crisp copy of $e$ in $G$. An instance ( $G, s, t, \mathcal{B}, k$ ) has pairwise-linked deletable arcs if for every $B \in \mathcal{B}$ and every two deletable arcs $e_{1}, e_{2} \in B$, there exists in $G$ a path from an endpoint of one of the $\operatorname{arcs} e_{1}, e_{2}$ to an endpoint of the second of those arcs that does not use any arcs of $\mathcal{B} \backslash\{B\}$. The assumption of pairwise-linked deletable arcs makes Bundled Cut tractable.

- Theorem 15 (Theorem 4.1 of [38]). BundLED CUT instances with pairwise-linked deletable arcs can be solved in $O^{*}\left(2^{O\left(k^{4} d^{4} \log (k d)\right)}\right)$ time, where $d$ is the maximum number of deletable arcs in a single bundle.

Armed with Lemma 14 and Theorem 15, we are ready to prove the main result.
Proof of Theorem 13. Let $\left(G, A_{s}, A_{\ell}, k\right)$ be an instance of LS-MFAS. By iterative compression, we may assume that we have access to a set $Y \subseteq V(G)$ of size at most $k+1$ that intersects all bad cycles. We refer to the vertices of $Y$ as terminals.

Fix a hypothetical solution $Z \subseteq A(G) \cup E(G)$. Guess which pairs of terminals are connected by undirected paths in $G-Z$ and identify them. Define an ordering $\sigma: Y \rightarrow \mathbb{N} \times \mathbb{N}$ that maps terminals to

$$
\left\{(1,1), \ldots,\left(1, q_{1}\right), \cdots,(i, 1), \ldots,\left(i, q_{i}\right), \cdots,(p, 1), \ldots,\left(p, q_{p}\right)\right\}
$$

such that the following hold. For every pair of terminals $y, y^{\prime} \in Y$, let $\sigma(y)=(i, j)$ and $\sigma\left(y^{\prime}\right)=\left(i^{\prime}, j^{\prime}\right)$ where (1) $i=i^{\prime}$ if $y$ and $y^{\prime}$ are connected by a short path in $G-Z$, (2) $j<j^{\prime}$ if $y$ reaches $y^{\prime}$ by a short-directed path in $G-Z$, and (3) $i<i^{\prime}$ if $y$ reaches $y^{\prime}$ by a long-directed path in $G-Z$. Note that $\sigma$ exists by Lemma 14. If an ordering satisfies the conditions above, we say that it is compatible with $G-Z$. In what follows, we write $(i, j)<\left(i^{\prime}, j^{\prime}\right)$ to denote that $(i, j)$ lexicographically precedes $\left(i^{\prime}, j^{\prime}\right)$, i.e. either $i=i^{\prime}$ and $j<j^{\prime}$ or $i<i^{\prime}$.

For the algorithm, proceed by guessing an ordering $\sigma$, creating $2^{O(k \log k)}$ branches in total. For each $\sigma$, create an instance $(H:=H(G, \sigma), \mathcal{B}:=\mathcal{B}(G, \sigma), k)$ of Bundled Cut as follows. Introduce two distinguished vertices $s$ and $t$ in $H$. For every vertex $v \in V(G)$, create vertices $v_{1}^{i}$ in $H$ for all odd $i \in[2 p+1]$ and vertices $v_{j}^{i}$ in $H$ for all even $i \in[2 p+1]$ and all $j \in\left[2 q_{i}+1\right]$. Connect the vertices created above by downward $\operatorname{arcs}\left(v_{j}^{i}, v_{j^{\prime}}^{i^{\prime}}\right)$ for all $(i, j)>\left(i^{\prime}, j^{\prime}\right)$. For every terminal $y$, let $\sigma(y)=(i, j)$, and add $\operatorname{arcs}\left(s, y_{2 j}^{2 i}\right)$ and $\left(y_{2 j+1}^{2 i}, t\right)$ in $H$. Using the rules below, create a bundle $B_{e}$ in $\mathcal{B}$ for every $e \in E(G) \cup A(G)$, add the newly created arcs to $H$.

- For an edge $e=u v$, let $B_{e}$ consist of the $\operatorname{arcs}\left(u_{j}^{i}, v_{j}^{i}\right)$ and $\left(v_{j}^{i}, u_{j}^{i}\right)$ for all $(i, j)$.
- For short $\operatorname{arcs} e=(u, v)$, let $B_{e}$ consist of the $\operatorname{arcs}\left(u_{j}^{i}, v_{j}^{i}\right)$ for all $i, j$ such that $i$ or $j$ is odd, the $\operatorname{arcs}\left(u_{j}^{i}, v_{j+1}^{i}\right)$ for all even $i, j$, and the $\operatorname{arcs}\left(v_{j}^{i}, u_{1}^{i}\right)$ for all $i, j$.
- For long arcs $e=(u, v)$, let $B_{e}$ consist of the $\operatorname{arcs}\left(u_{1}^{i}, v_{1}^{i}\right)$ for all odd $i$, and arcs the arcs $\left(u_{j}^{i}, v_{1}^{i+1}\right)$ for all even $i$ and all $j$.
This completes the construction. Bundle construction rules are summarized in Table 2. Observe that the downward arcs ensure that $(H, \mathcal{B}, k)$ has the pairwise-linked deletable arc property. Moreover, the bundle size is $O(k)$, so we can solve $(H, \mathcal{B}, k)$ in $O^{*}\left(2^{O\left(k^{8} \log k\right)}\right)$ time.

We now sketch the correctness argument. Fix a guessed ordering $\sigma$. For any candidate solution $W$ in $(H:=H(G, \sigma), \mathcal{B}=\mathcal{B}(G, \sigma), k)$, the existence of downward arcs imply that for every $v \in V(G)$ there is a threshold $\left(i_{v}, j_{v}\right)$ such that $v_{i}^{j}$ is reachable from $s$ in $H-W$ if and only if $(i, j) \leq\left(i_{v}, j_{v}\right)$. This threshold is meant to indicate that $v$ should be placed on the line somewhere around the terminal $x$ for which $\sigma(x)=\left(\left\lfloor i_{v} / 2\right\rfloor,\left\lfloor j_{v} / 2\right\rfloor\right)$. A short walk from $u$ to $v$ in $G$ projects, for every even $i$ and even $j$, to a walk from $u_{i}^{j}$ to $v_{i}^{j+1}$. A long walk from $u$ to $v$ in $G$ projects, for every odd $i$, to a walk from $u_{i}^{1}$ to $v_{i}^{1}$. Together with the fact that terminals intersect all forbidden cycles in $G$, this gives a correspondence between forbidden cycles in $G$ and st-paths in $H$.

## 6 W[1]-hard Problems

Here, we show Lemmas 7 and 8. As the first and most challenging step, we show $\mathrm{W}[1]$-hardness for variants of paired and simultaneous graph cut problems from which we then reduce to the hard variants of $\operatorname{MinCSP}(\Gamma)$. Our reductions will make use of the following wellknown problem, whose $\mathrm{W}[1]$-hardness follows by a simple reduction from Multicoloured Clique (see e.g. Exercise 13.3 in [21]).

```
Multicoloured Biclique (MC-BiClique)
    Instance: \(\quad\) An undirected graph \(G\) with a partition \(V(G)=A_{1} \uplus \ldots \uplus A_{k} \uplus B_{1} \uplus \ldots \uplus B_{k}\),
        where \(\left|A_{i}\right|=\left|B_{i}\right|=n\) for each \(i \in[k]\) and both \(\uplus_{i \in[k]} A_{i}\) and \(\uplus_{i \in[k]} B_{i}\) form
        independent sets in \(G\).
    Parameter: \(k\).
    Question: Does \(G\) contain \(K_{k, k}\) as a subgraph, a.k.a. a multicoloured biclique?
```


### 6.1 Paired Problems

We consider the problems Paired Cut and Paired Cut Feedback Arc Set (PCFAS) in what follows.

| Paired Cut |  |
| :---: | :--- |
| Instance: | Undirected graphs $G_{1}$ and $G_{2}$, vertices $s_{i}, t_{i} \in V\left(G_{i}\right)$, a set of disjoint edge |
|  | pairs $\mathcal{B} \subseteq E\left(G_{1}\right) \times E\left(G_{2}\right)$, and an integer $k$. |
| Parameter: | $k$. |
| Question: | Is there a subset $X \subseteq \mathcal{B}$ such that $\|X\| \leq k$ and $X_{i}=\left\{e_{i} \mid\left\{e_{1}, e_{2}\right\} \in X\right\}$ is an |
|  | $\left\{s_{i}, t_{i}\right\}$-cut in $G_{i}$ for both $i \in\{1,2\}$ ? |

The PCFAS problem is similar, but $G_{2}$ is directed and $X_{2}$ is required to be such that $G_{2}-X_{2}$ is acyclic (instead of being an $\left\{s_{2}, t_{2}\right\}$-cut). We show $\mathrm{W}[1]$-hardness of both problems. Since both reductions are from MC-BiCliQUE and quite similar, we start to describe the common part of both reductions. Let $I=\left(G, A_{1}, \ldots, A_{k}, B_{1}, \ldots, B_{k}, k\right)$ be an instance of MC-BiClique. We define two directed graphs $G_{A}$ and $G_{B}$ as follows. $G_{A}$
contains the vertices $s_{A}$ and $t_{A}$. Moreover, for every $i \in[k], G_{A}$ contains the vertices in $P_{i}^{A}=\left\{v_{i, 1}, \ldots, v_{i, n-1}\right\}$. For convenience, we let $v_{i, 0}=s_{A}$ and $v_{i, n}=t_{A}$ for every $i \in[k]$. Moreover, for every vertex $a_{i, j}$ and every $i^{\prime} \in[k], G_{A}$ contains the directed path $P_{i, j, i^{\prime}}^{A}$ from $v_{i, j-1}$ to $v_{i, j}$ that has one edge (using fresh auxiliary vertices) for every edge between $a_{i, j}$ and a vertex in $B_{i^{\prime}}$. Therefore, we may assume in what follows that there is a bijection between the edges of $P_{i, j, i^{\prime}}^{A}$ and the edges between $a_{i, j}$ and a vertex in $B_{i^{\prime}}$. This concludes the description of $G_{A}$. $G_{B}$ is defined very similarly to $G_{A}$ with the roles of the sets $A_{1}, \ldots, A_{k}$ and $B_{1}, \ldots, B_{k}$ being reversed.

Finally, define a set $\mathcal{B} \subseteq E\left(G_{A}\right) \times E\left(G_{B}\right)$ of bundles as follows. For every edge $e=$ $\left\{a_{i, j}, b_{i^{\prime}, j^{\prime}}\right\} \in E(G), \mathcal{B}$ contains the pair $\left(e^{A}, e^{B}\right)$, where $e^{A}$ is the edge corresponding to $e$ on the path $P_{i, j, i^{\prime}}^{A}$ and $e^{B}$ is the edge corresponding to $e$ on the path $P_{i^{\prime}, j^{\prime}, i}^{B}$. This concludes the construction and the following lemma shows its main property.

- Lemma 16. $I=\left(G, A_{1}, \ldots, A_{k}, B_{1}, \ldots, B_{k}, k\right)$ is a yes-instance of MC-BICLIQUE if and only if there is a set $X \subseteq \mathcal{B}$ with $|X|=k^{2}$ and $X_{A}=\left\{e \mid\left(e, e^{\prime}\right) \in X\right\}$ is an $\left(s_{A}, t_{A}\right)$-cut in $G_{A}$ and $X_{B}=\left\{e^{\prime} \mid\left(e, e^{\prime}\right) \in X\right\}$ is an $\left(s_{B}, t_{B}\right)$-cut in $G_{B}$.

The lemma above makes it relatively straightforward to show W[1]-hardness for PaIRED Cut and PCFAS.

- Lemma 17. Paired Cut and PCFAS are $\mathrm{W}[1]$-hard.


### 6.2 Simultaneous Problems

In this section we prove $\mathrm{W}[1]$-hardness of several simultaneous cut problems. Our basis is the following problem.

```
Simultaneous Separator (Sim-Separator)
    Instance: \(\quad\) Two directed graphs \(D_{1}\) and \(D_{2}\) with \(V=V\left(D_{1}\right)=V\left(D_{2}\right)\), vertices \(s, t \in V\),
    and an integer \(k\).
    Parameter: \(k\).
    Question: Is there a subset \(X \subseteq V \backslash\{s, t\}\) of size at most \(k\) such that neither \(D_{1}-X\) nor
    \(D_{2}-X\) contains a path from \(s\) to \(t\) ?
```

We begin by proving that this problem is $\mathrm{W}[1]$-hard in Theorem 18. We will then prove that simultaneous variants of Directed st-Cut and Directed Feedback Arc Set are W[1]-hard via reductions from Sim-Separator; these results can be found in Theorems 19 and 20 , respectively. It will be convenient to use the term st-separator when working with directed graphs: given a directed graph $G=(V, E)$ and two vertices $s, t \in V$, we say that $X \subseteq V \backslash\{s, t\}$ is an st-separator if the graph $G-X$ contains no directed path from $s$ to $t$ and no directed path from $t$ to $s$.

- Theorem 18. Sim-Separator is $\mathrm{W}[1]$-hard even if both input digraphs are acyclic.

We continue by using the $\mathrm{W}[1]$-hardness of Sim-Separator to prove $\mathrm{W}[1]$-hardness of the following two problems.

```
Simultaneous Directed st-Cut (Sim-Cut)
    Instance: \(\quad\) Two directed graphs \(D_{1}\) and \(D_{2}\) with \(V=V\left(D_{1}\right)=V\left(D_{2}\right)\), vertices \(s, t \in V\),
        and an integer \(k\).
    Parameter: \(k\).
    Question: Is there a subset \(X \subseteq E\left(D_{1}\right) \cup E\left(D_{2}\right)\) of size at most \(k\) such that neither \(D_{1}-X\)
    nor \(D_{2}-X\) contains a path from \(s\) to \(t\) ?
```

```
Simultaneous Directed Feedback Arc Set (Sim-DFAS)
    Instance: Directed graphs }\mp@subsup{D}{1}{},\mp@subsup{D}{2}{}\mathrm{ with V = V (D1) = V (D2), and an integer k.
    Parameter: }k\mathrm{ .
    Question: Is there a subset X\subseteqE( (D) \cupE(D2) of size at most k such that both D D - X
    and D2-X are acyclic?
```

- Theorem 19. Sim-Cut is $\mathrm{W}[1]$-hard even if both input digraphs are acyclic.
- Theorem 20. SIM-DFAS is $\mathrm{W}[1]$-hard.


### 6.3 Intractable Fragments

We begin by proving that $\operatorname{MinCSP}(\mathrm{m}, \equiv)$ and $\operatorname{MinCSP}(\mathrm{m}, \mathrm{s})$ are $\mathrm{W}[1]$-hard. We introduce two binary relations: let $\equiv^{-}$denote the left-equals relation and $\equiv^{+}$denote the right-equals relation, which hold for any pair of intervals with matching left endpoints and right endpoints, respectively. Both relations can be implemented using only m as follows: $\{z \mathrm{~m} x, z \mathrm{~m} y\}$ implements $x \equiv^{-} y$ where $z$ is a fresh variable; similarly, $\{x \mathrm{~m} z, y \mathrm{~m} z\}$ implements $x \equiv^{+} y$. Thus, we may assume that the relations $\equiv^{-}$and $\equiv^{+}$are available whenever we have access to the $m$ relation. We are now ready to present the reduction for $\operatorname{MinCSP}(\mathrm{m}, \equiv)$, which will be from the Paired Cut problem that was shown to be W[1]-hard in Lemma 17.

- Theorem 21. $\operatorname{MinCSP}(\mathrm{m}, \equiv)$ is $\mathrm{W}[1]$-hard.

We continue by showing that $\operatorname{MinCSP}(m, s)$ is $\mathrm{W}[1]$-hard. First note even though we no longer have access to $\equiv$, we can add the constraints $x \equiv^{-} y$ and $x \equiv^{+} y$ which imply $x \equiv y$. As previously, the relations $\equiv^{-}$and $\equiv^{+}$can be implemented using only m. We remark that $\left\{x \equiv^{-} y, x \equiv^{+} y\right\}$ is not an implementation of $\equiv$, so we can only use $\equiv$ in crisp constraints. Our reduction is based on the PCFAS problem, which was shown to be $\mathrm{W}[1]-$ hard in Lemma 17. While the reduction is quite similar to the reduction for $\operatorname{MinCSP}(\mathrm{m}, \equiv)$, it is non-trivial to replace the role of $\equiv$ with s.

- Theorem 22. MinCSP(m,s) is $\mathrm{W}[1]$-hard.

We finally show the $W[1]$-hardness of $\operatorname{MinCSP}(d, p), \operatorname{MinCSP}(d, o)$, and $\operatorname{MinCSP}(p, o)$ via parameterized reductions from Sim-DFAS (which is a W[1]-hard problem by Theorem 20).

- Theorem 23. $\operatorname{MinCSP}(\mathrm{d}, \mathrm{p}), \operatorname{MinCSP}(\mathrm{d}, \mathrm{o})$, and $\operatorname{MinCSP}(\mathrm{p}, \mathrm{o})$ are $\mathrm{W}[1]$-hard.


## 7 Discussion

We have initiated a study of the parameterized complexity of MinCSP for Allen's interval algebra. We prove that MinCSP restricted to the relations in $\mathcal{A}$ exhibits a dichotomy: $\operatorname{MinCSP}(\Gamma)$ is either fixed-parameter tractable or $\mathrm{W}[1]$-hard when $\Gamma \subseteq \mathcal{A}$. Even though the restriction to the relations in $\mathcal{A}$ may seem severe, one should keep in mind that a CSP instance over $\mathcal{A}$ is sufficient for representing definite information about the relative positions of intervals. In other words, such an instance can be viewed as a data set of interval information and the MinCSP problem can be viewed as a way of filtering out erroneous information (that may be the result of contradictory sources of information, noise in the measurements, human mistakes etc.) Various ways of "repairing" unsatisfiable data sets of qualitative information have been thoroughly discussed by many authors; see, for instance, [ $7,18,19]$ and the references therein.

Proving a full parameterized complexity classification for Allen's interval algebra is hindered by a barrier: such a classification would settle the parameterized complexity of Directed Symmetric Multicut, and this problem is considered to be one of the main open problems in the area of directed graph separation problems [27, 39]. This barrier comes into play even in very restricted cases: as an example, it is not difficult to see that MinCSP for the two Allen relations ( $\mathrm{f} \cup \mathrm{fi}$ ) and ( $\mathrm{f} \cup \equiv$ ) is equivalent to the MinCSP problem for the two PA relations $\neq$ and $\leq$ and thus equivalent to Directed Symmetric Multicut.

One way of continuing this work without necessarily settling the parameterized complexity of Directed Symmetric Multicut is to consider fpt approximability: it is known that Directed Symmetric Multicut is 2-approximable in fpt time [27]. Thus, a possible research direction is to analyse the fpt approximability for $\operatorname{MinCSP}(\Gamma)$ when $\Gamma$ is a subset of $2^{\mathcal{A}}$ or, more ambitiously, when $\Gamma$ is first-order definable in $\mathcal{A}$. A classification that separates the cases that are constant-factor fpt approximable from those that are not may very well be easier to obtain than mapping the FPT/W[1] borderline. There is at least one technical reason for optimism here, and we introduce some definitions to outline this idea. An $n$-ary relation $R$ is said to have a primitive positive definition ( pp -definition) in a structure $\Gamma$ if it can be first-order defined by only using the relations in $\Gamma$ together with the equality relation and the operators existential quantification and conjunction. If the equality relation is not needed, then we say that $R$ has an equality-free primitive positive definition (efpp-definition) in $\Gamma$. Bonnet et al. [13, Lemma 10] have shown that constant-factor fpt approximability is preserved by efpp-definitions [13], i.e. if $R$ is efpp-definable in $\Gamma$ and $\operatorname{MinCSP}(\Gamma)$ is constant-factor fpt approximable, then $\operatorname{MinCSP}(\Gamma \cup\{R\})$ is also constantfactor fpt approximable. Bonnet et al. focus on Boolean domains, but it is clear that their Lemma 10 works for problems with arbitrarily large domains. Lagerkvist [43, Lemma 5] has shown that in most cases one can use pp-definitions instead of efpp-definitions. This implies that the standard algebraic approach via polymorphisms (that, for instance, underlies the full complexity classification of finite-domain CSPs $[14,54]$ ) often becomes applicable when analysing constant-factor fpt approximability. One should note that, on the other hand, the exact complexity of MinCSP is only preserved by much more limited constructions such as proportional implementations (see Section 5.2. in [35]). We know from the literature that this may be an important difference: it took several years after Bonnet et al.'s classification of approximability before the full classification of exact parameterized complexity was obtained using a much more complex framework [37]. It is also worth noting that parameterized approximation results for MinCSP may have very interesting consequences, e.g. [13] resolved the parameterized complexity of EvEN SET, which was a long-standing open problem.
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#### Abstract

Several classical combinatorial problems have been considered and analysed on temporal graphs. Recently, a variant of Vertex Cover on temporal graphs, called MinTimelineCover, has been introduced to summarize timeline activities in social networks. The problem asks to cover every temporal edge while minimizing the total span of the vertices (where the span of a vertex is the length of the timestamp interval it must remain active in). While the problem has been shown to be NP-hard even in very restricted cases, its parameterized complexity has not been fully understood. The problem is known to be in FPT under the span parameter only for graphs with two timestamps, but the parameterized complexity for the general case is open. We settle this open problem by giving an FPT algorithm that is based on a combination of iterative compression and a reduction to the Digraph Pair Cut problem, a powerful problem that has received significant attention recently.
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## 1 Introduction

Temporal graphs are emerging as one of the main models to describe the dynamics of complex networks. They describe how relations (edges) change in a discrete time domain [12, 11], while the vertex set is not changing. The development of algorithms on temporal graphs has mostly focused on finding paths or walks and on analyzing graph connectivity [12, 20, 21, 7 , $22,8,3,17,1,5]$. However, several classical problems in computer science have been recently extended to temporal graphs and one of the most relevant problems in graph theory and theoretical computer science, Vertex Cover, has been considered in this context [2, 10, 19].

In particular, here we study a variant of Vertex Cover, called Network Untangling, introduced in [19]. Network Untangling has applications in discovering event timelines and summarizing temporal networks. It considers a sequence of temporal interactions between entities (e.g. discussions between users in a social network) and aims to explain the observed interactions with few (and short) activity intervals of entities, such that each interaction is covered by at least one of the two entities involved (i.e. at least one of the two entities is active when an interaction between them is observed).

Network Untangling can be seen as a variant of Vertex Cover, where we search for a minimum cover of the interactions, called temporal edges. The size of this temporal vertex cover is based on the definition of span of a vertex, that is the length of vertex activity. In particular, the span of a vertex is defined as the difference between the maximum and minimum timestamp where the vertex is active. Hence, if a vertex is active in exactly one
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timestamp, it has a span equal to 0 . This models the idea that each vertex is present in the network because we know that they interacted at least once, but that sustained periods of interaction are relatively rare.

Four combinatorial formulations of Network Untangling have been defined in [19], varying the definition of vertex activity (a single interval or $h \geq 2$ intervals) and the objective function (minimization of the sum of vertex spans or minimization of the maximum vertex span). Here we consider the formulation, denoted by MinTimelineCover, where vertex activity is defined as a single interval and the objective function is the minimization of the sum of vertex spans. Hence, given a temporal graph, MinTimelineCover asks for a cover of the temporal edges that has minimum span and such that each vertex is active in one time interval.

We focus on this specific problem, since it is not known to be FPT or not, while the variant of the problem where vertex activity is defined as two intervals is known to be NP-hard when the span is equal to 0 [9]. Hence it is unlikely that this problem variant admits an FPT algorithm for parameter the span. The MinTimelineCover problem is known to be NP-hard also in very restricted cases, when each timestamp contains at most one temporal edge [4], when each vertex has at most two incident temporal edges in each timestamp and the temporal graph is defined over three timestamps [4], and when the temporal graph is defined over two timestamps [9]. MinTimelineCover is also known to be approximable within factor $O(T \log n)$, where $n$ is the number of vertices and $T$ is the number of timestamps of the temporal graph [6]. Note that, since the span of a vertex activity in exactly one timestamp is equal to 0 , MinTimelineCover is trivially in P when the temporal graph is defined on a single timestamp, since in this case any solution of the problem has span 0 . Furthermore, deciding whether there exists a solution of MinTimelineCover that has span equal to 0 can be decided in polynomial time via a reduction to 2-SAT [19].

MinTimelineCover has been considered also in the parameterized complexity framework. The definition of span leads to a problem where the algorithmic approaches applied to Vertex Cover cannot be easily extended for the parameter span of the solution. Indeed, in Vertex Cover for each edge we are sure that at least one of the endpoints must be included in the solution, thus at least one of the vertices contributes to the cost of the solution. This leads to the textbook FPT algorithm of branching over the endpoints of any edge. For MinTimelineCover, a vertex with span 0 may cover a temporal edge, as the vertex can be active only in the timestamp where the temporal edge is defined. This makes it more challenging to design FPT algorithms when the parameter is the span of the solution. In this case, MinTimelineCover is known to admit a parameterized algorithm only when the input temporal graph is defined over two timestamps [9], with a parameterized reduction to the Almost 2-SAT problem. However, the parameterized complexity of MinTimelineCover for the span parameter on general instances has been left open [9, 4]. The authors of [9] have also analyzed the parameterized complexity of the variants of Network Untangling proposed in [19], considering other parameters in addition to the span of the solution: the number of vertices of the temporal graph, the length of the time domain, and the number of intervals of vertex activity.

Our contributions. We solve the open question on the parameterized complexity of MinTimelineCover by showing that the problem is FPT in parameter $k$, the span of a solution, even if the number of timestamps is unbounded. Our algorithm takes time $O^{*}\left(2^{5 k \log k}\right)$, where the $O^{*}$ notation hides polynomial factors. Our algorithm is divided into two phases, each using a different technique. First, given a temporal graph $G$, we use a variant of
iterative compression, where we start from a solution $S$ of span at most $k$ on a subgraph of $G$ induced by a subset of vertices (taken across all timestamps), and then try to maintain such a solution after adding a new vertex of $G$ to the graph under consideration. This requires us to reorganize which vertices involved in $S$ should be in the solution or not, and in which timestamps. One challenge is that since the number of such timestamps is unbounded, there are too many ways to choose how to include or not include the vertices that are involved in $S$. We introduce the notion of a feasible assignment, which allows us to compute how the vertices in $S$ can be reorganized (see Def. 8 for the formal definition). There are only $2^{O(k \log k)}$ ways of reorganizing the vertices in $S$. We try each such feasible assignments $X$, and we must then find a temporal cover of the whole graph $G$ that "agrees" with $X$.

This leads to the second phase of the algorithm, which decides if such an agreement cover exists through a reduction to a variant of a problem called Digraph Pair Cut. In this problem, we receive a directed graph and forbidden pairs of vertices, and we must delete at most $k$ arcs so that a specified source vertex does not reach both vertices from a forbidden pair. It is known that the problem can be solved in time $O^{*}\left(2^{k}\right)$. In this work, we need a version where the input specifies a set of deletable and undeletable arcs, which we call Constrained Digraph Pair Cut. The Digraph Pair Cut problem and its variants have played an important role in devising randomized kernels using matroids [16] and, more recently, in establishing a dichotomy in the complexity landscape of constraint satisfaction problems $[13,15]$. Here, the problem is useful since it can model the implications of including a vertex in the solution or not and, in a more challenging way, allows implementing the notion of cost using our definition of span. We hope that the techniques developed for this reduction can be useful for other variants of temporal graph cover.

Overview of the algorithm. Our approach is loosely inspired by some ideas from the FPT algorithm for two timestamps, which is a reduction to Almost 2-SAT [9]. In the latter, one is given a set of clauses with at most two variables each and must delete a minimum number of clauses so that those remaining are satisfiable. We do not use Almost 2-SAT directly, but its usage for two timestamps may help understand the origins of our techniques and the relevance of our reduction to Digraph Pair Cut.

The reduction from MinTimelineCover on two timestamps to Almost 2-SAT associates each vertex $v_{i}$ with a variable $x\left(v_{i}\right)$, which is true when one should include $v_{i}$ in a temporal cover and false otherwise; each edge $u_{i} v_{i}$ is associated with a clause $x\left(u_{i}\right) \vee x\left(v_{i}\right)$ (here, $v_{i}$ represents the occurrence of vertex $v$ at timestamp $i \in\{1,2\}$ ). This corresponds to enforcing the inclusion of $u_{i}$ or $v_{i}$ in our vertex cover, and we can include enough copies of this clause to make it undeletable. Since our goal is to minimize the number of base vertices $v$ with both $v_{1}$ and $v_{2}$ in the cover, we also add a clause $\neg x\left(v_{1}\right) \vee \neg x\left(v_{2}\right)$. Then there is a temporal cover of $G$ of span at most $k$ if and only if one can delete at most $k$ clauses of the latter form to make all remaining clauses satisfiable.

For $T \geq 3$ timestamps, the clauses of the form $x\left(u_{i}\right) \vee x\left(v_{i}\right)$ can still be used to model the vertex cover requirements, but there seems to be no obvious way to model the span of a cover. One would need to devise a set of clauses of size two such that choosing an interval of $t$ vertices in a cover corresponds to deleting $t-1$ negative clauses. Our idea is to extend current FPT algorithms for Almost 2-SAT to accommodate our cost function. In [18], the authors propose an iterative compression FPT algorithm that starts from a solution that deletes $k+1$ clauses, and modifies it into a solution with $k$ clauses, if possible. The algorithm relies on several clever, but complicated properties of the dependency graph of the clauses (in which vertices are literals and arcs are implications implied by the clauses). This
algorithm seems difficult to adapt to our problem. To our knowledge, the only other FPT algorithm for Almost 2-SAT is that of [16]. The algorithm of [16] employs a parameterized reduction to Digraph Pair Cut. At a high level, the idea is to start from an initial guess of assignment for a well-chosen subset of variables, then to construct the dependency graph of the clauses. A certain chain of implications is enforced by our initial guess, the vertex pairs to separate correspond to contradictory literals, and deleting arcs corresponds to deleting clauses. It turns out that, with some work, we can skip the Almost 2-SAT formulation and reduce MinTimelineCover to (a variant of) Directed Pair Cut directly by borrowing some ideas from this reduction. This is not immediate though. The first challenge is that the aforementioned "well-chosen initial guess" idea cannot be used in our context, and we must develop new tools to enumerate a bounded number of initial guesses from a partial solution (which we call feasible assignment). The second challenge is that our reduction to our variant of Directed Pair Cut needs a specific gadget to enforce our cost scheme, while remaining consistent with the idea of modeling the dependency graph of the SAT instance corresponding to the vertex cover problem at hand.

Some of the proofs are omitted due to page limit.

## 2 Preliminaries

For an integer $n$, we denote $[n]=\{1, \ldots, n\}$ and for two integers $i, j$, we denote $[i, j]=$ $\{i, i+1, \ldots, j-1, j\}$ (which is the empty st if $i>j$ ). Temporal graphs are defined over a discrete time domain $\mathcal{T}$, which is a sequence $1,2 \ldots, T$ of timestamps. A temporal graph is also defined over a set of vertices, called base vertices, that do not change in the time domain and are defined in all timestamps, and are associated with vertices, which are base vertices defined in specific timestamps. We use subscripts to denote the timestamp to which a vertex belongs to, so, for a base vertex $v$ and $t \in[T]$, we use $v_{t}$ to denote the occurrence of $v$ in timestamp $t$. A temporal edge connects two vertices, associated with distinct base vertices, that belong to the same timestamp.

- Definition 1. A temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$ consists of

1. A time domain $\mathcal{T}=\{1,2 \ldots, T\}$;
2. A set $V_{B}$ of base vertices; $V_{B}$ has a corresponding set $V(G)$ of vertices, which consists of base vertices in specific timestamps, defined as follows:

$$
V(G)=\left\{v_{t}: v \in V_{B} \wedge t \in[T]\right\} .
$$

3. $A$ set $E=E(G)$ of temporal edges, which satisfies:

$$
E \subseteq\left\{u_{t} v_{t}: u, v \in V_{B}, t \in[T] \wedge u \neq v\right\}
$$

For a directed (static) graph $H$, we denote by $(u, v)$ an arc from vertex $u$ to vertex $v$ (we consider only directed static graphs, not directed temporal graphs).

Given a temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$ and a set of base vertices $B \subseteq V_{B}$, we define the set $\tau(B)$ of all vertices of $B$ across all times:

$$
\tau(B)=\left\{v_{t}: v \in B \wedge t \in[T]\right\} .
$$

If $B=\{v\}$, we may write $\tau(v)$ instead of $\tau(\{v\})$.
For a subset $W_{B} \subseteq V_{B}$ of base vertices, we denote by $G\left[W_{B}\right]$ the subgraph induced by $\tau\left(W_{B}\right)$, that is, the graph whose vertex set is $\tau\left(W_{B}\right)$ and whose edge set is $\left\{u_{t} v_{t} \in E\right.$ : $\left.u_{t}, v_{t} \in \tau\left(W_{B}\right)\right\}$. We also use the notation $G-W_{B}=G\left[V_{B} \backslash W_{B}\right]$. Observe that $G\left[W_{B}\right]$ and $G-W_{B}$ are temporal graphs over the same time domain as $G$.

In order to define the problem we are interested in, we need to define the assignment of a set of base vertices.

- Definition 2. Consider a temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$ and a set $W_{B} \subseteq V_{B}$ of base vertices. An assignment of $W_{B}$ is a subset $X \subseteq \tau\left(W_{B}\right)$ such that if $u_{p} \in X$ and $u_{q} \in X$, with $p, q \in[T]$, then $u_{t} \in X$, for each $t \in[p, q]$. For a base vertex $u \in W_{B}$ such that there exists $t \in[T]$ with $u_{t} \in X$, we denote by $\delta(u, X), \Delta(u, X)$, respectively, the minimum and maximum timestamp, respectively, such that $u_{\delta(u, X)}, u_{\Delta(u, X)} \in X$. If $u_{t}$ does not exist, then $\delta(u, X)=\Delta(u, X)=0$.

If $W_{B}$ is clear from the context or not relevant, then we may say that $X$ is an assignment, without specifying $W_{B}$. Note that, given an assignment $X$ and a set $\tau(v)$, for some $v \in V_{B}$, then $X \cap \tau(v)=\left\{v_{t}: v_{t} \in X \wedge v_{t} \in \tau(v)\right\}$ contains vertices for $v$ that belong to a contiguous interval of timestamps. Consider a set $I \subseteq[T]$ of timestamps. An assignment $X$ intersects $I$ if there exists $v_{t} \in X$ such that $t \in I$.

Now, we give the definition of temporal cover.

- Definition 3. Given a temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$ a temporal cover of $G$ is an assignment $X$ of $V_{B}$ such that the following properties hold:

1. For each $v \in V_{B}$ there exists at least one $v_{t} \in X$, for some $t \in \mathcal{T}$.
2. For each $u_{t} v_{t} \in E$, with $t \in[T]$, at least one of $u_{t}$, $v_{t}$ is in $X$.

For a temporal cover $X$ of $G$, the span of $v$ in $X$ is defined as: $s p(v, X)=\Delta(v, X)-\delta(v, X)$. Note that if a temporal cover $X$ contains, for a base vertex $v \in V_{B}$, a single vertex $v_{t}$, then $s p(v, X)=0$. The span of $X$, denoted by $s p(X)$, is then defined as:

$$
s p(X)=\sum_{v \in V_{B}} s p(v, X)
$$

The definition of temporal cover requires that for each base vertex at least one of its associated vertices belongs to the cover. This is not strictly necessary, since it might be possible to cover every temporal edge without this condition. However, this condition simplifies some of the definitions and proofs below. Note that if an assignment of a base vertex is not needed to cover temporal edges, we can assign the vertex to some timestamp without increasing the span.

Now, we are able to define MinTimelineCover (an example is presented in Fig. 1).

- Problem 4. (MinTimelineCover)

Input: A temporal graph $G=\left(V_{B}, \mathcal{T}, E\right)$, an integer $k$.
Question: Does there exist a temporal cover of $G$ of span at most $k$ ?
A temporal cover $S \subseteq V(G)$ of span at most $k$ will sometimes be called a solution. Our goal is to determine whether MinTimelineCover is FPT in parameter $k$.

## 3 An FPT Algorithm

In this section we present our FPT algorithm, which consists of two parts:

1. The iterative compression technique.
2. A reduction to the Constrained Digraph Pair Cut problem.

Before presenting the main steps of our algorithm, we present the main idea and some definitions. Recall that our parameter, that is the span of a solution of MinTimelineCover, is denoted by $k$.

Consider a temporal graph $G$ and assume we have a temporal cover $S$ of span at most $k$ of the subgraph $G-\{w\}$, for some base vertex $w \in V_{B}$. The idea of the iterative compression step is, starting from $S$, to show how to decide in FPT time whether there


Figure 1 An example of MinTimelineCover on a temporal graph $G$ consisting of four base vertices and six timestamps. For each timestamp, we draw the temporal edges of $G$, for example for $t=2$, the temporal edges are $v_{2} u_{2}, v_{2} w_{2}, u_{2} w_{2}, z_{2} w_{2}$. Also note that in $t=1$ and $t=6$ no temporal edge is defined. A temporal cover $X=\left\{v_{5}, u_{2}, u_{3}, u_{4}, z_{3}, z_{4}, w_{2}\right\}$ is represented with grey rectangles. Note that $\delta(v, X)=\Delta(v, X)=5, \delta(u, X)=2, \Delta(u, X)=4, \delta(z, X)=3, \Delta(z, X)=4$, $\delta(w, X)=\Delta(w, X)=2$. It follows that $s p(X)=3$.
exists a solution of MinTimelineCover for $G$. This is done by solving a subproblem, called Restricted Timeline Cover, where we must modify $S$ to consider $w$. A solution to this subproblem is computed by branching on the assignments of base vertices having a positive span in $S$ and on $w$, and then reducing the problem to Constrained Digraph Pair Cut. Restricted Timeline Cover is defined as follows.

- Problem 5. (Restricted Timeline Cover)

Input: A temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$, a vertex $w \in V_{B}$, an integer $k$, a temporal cover $S$ of $G-\{w\}$ of span at most $k$.
Output: Does there exist a temporal cover of $G$ of span at most $k$ ?
For technical reasons that will become apparent later, we will assume that the temporal graph contains no edge at timestamps 1 and $T$, i.e. for every $u_{t} v_{t} \in E$, we have $t \in[2, T-1]$ (as in Fig. 1). In particular, this avoids us to consider different gadget definitions in the reduction to Constrained Digraph Pair Cut, as the cases where a base vertex is assigned the first or the last of its associated vertex behaves somehow differently. It is easy to see that if this is not already the case, we can add two such "dummy" timestamps, where $G$ does not contain any temporal edge. Indeed, since there are no temporal edges in these two timestamps, then $G$ has a temporal cover of span at most $k$ if and only if the same graph with dummy timestamps has a temporal cover of span at most $k$.

Informally, if we are able to solve Restricted Timeline Cover in FPT time, then we can obtain an FPT algorithm for MinTimelineCover as well. Indeed, we can first compute a temporal cover on a small subset of base vertices (for example a single vertex), and then we can add, one at a time, the other vertices of the graph. This requires at most $\left|V_{B}\right|$ iterations, and each time a vertex is added, we compute a solution of Restricted Timeline Cover to check whether it is possible to find a temporal cover of span at most $k$ after the addition of a vertex.

## Iterative Compression

We now present our approach based on iterative compression to solve the RESTRICTED Timeline Cover problem. Given a solution $S$ for $G-\{w\}$, we focus on the vertices of $V_{B}$ that have a positive span in $S$ and vertex $w$. An example of our approach, that illustrates the sets of base vertices and vertices used by the algorithm, is presented in Fig. 2.

Consider the input of Restricted Timeline Cover that consists of a temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$, a vertex $w \in V_{B}$, and a temporal cover $S$ of $G-\{w\}$ of span at most $k$. Define the following sets associated with $S$ :

$$
\begin{aligned}
& V_{S}=\left\{v \in V_{B}: \exists p, q \in[T], p<q, \text { such that } v_{p}, v_{q} \in S\right\} \cup\{w\} \\
& V_{S}^{\prime}=\left\{v_{t}: v_{t} \in S, v \in V_{S} \backslash\{w\}\right\} \cup\left\{w_{t}: t \in[T]\right\} .
\end{aligned}
$$

The set $V_{S}$ is defined as the set of base vertices having span greater than 0 in $S$, plus the vertex $w . V_{S}^{\prime}$ contains the vertices in $V(G)$ associated with $V_{S}$, in particular: (1) the vertices corresponding to the base vertices in $V_{S} \backslash\{w\}$ that are included in $S$ and (2) vertices corresponding to the base vertex $w$ in every timestamp.

Define the following set $I_{S}$ of timestamps associated with $V_{S} \backslash\{w\}$ :

$$
I_{S}=\left\{t \in[T]: u_{t} \in V_{S}^{\prime} \text { for some } u \in V_{S} \backslash\{w\}\right\}
$$

Essentially, $I_{S}$ contains those timestamps where the base vertices of $V_{S} \backslash\{w\}$, that is of span greater than zero, have associated vertices in $S$. These timestamps are essential for computing a solution of Restricted Timeline Cover, that is to compute whether there exists a temporal cover of $G$ of span at most $k$ starting from $S$. We define now the sets of base vertices and vertices associated with $S$ having a span equal to 0 :

$$
Z_{S}=V_{B} \backslash V_{S} \quad Z_{S}^{\prime}=S \backslash V_{S}^{\prime}
$$

First, we show two easy properties of $S$ and $I_{S}$ on the temporal graph $G-\{w\}$.

- Lemma 6. Let $S$ be a solution of MinTimelineCover on instance $G-\{w\}$ and let $I_{S}$ be the associated set of timestamps. Then $\left|I_{S}\right| \leq 2 k$.
- Lemma 7. Let $S$ be a solution of MinTimelineCover on instance $G-\{w\}$. Then, $\operatorname{sp}\left(Z_{S}^{\prime}\right)=0$. Moreover, $Z_{S}^{\prime}$ covers each temporal edge of $G-\{w\}$ not covered by $V_{S}^{\prime} \backslash \tau(w)$.

Now, we introduce the concept of feasible assignment, which is used to "guess" how $S$ is rearranged in a solution of Restricted Timeline Cover. Recall that an assignment $X$ intersects a set $I_{S}$ of timestamps if there exists $v_{t} \in X$ such that $t \in I_{S}$.

- Definition 8 (Feasible assignment). Consider an instance of Restricted Timeline Cover that consists of a temporal graph $G=\left(V_{B}, \mathcal{T}, E\right)$, a vertex $w \in V_{B}$, a temporal cover $S$ of $G-\{w\}$ of span at most $k$, and sets $V_{S}, V_{S}^{\prime}$ and $I_{S}$ associated with $S$. We say that an assignment $X \subseteq \tau\left(V_{S}\right)$ of $V_{S}$ is a feasible assignment (with respect to $G, S$, and $I_{S}$ ) if all of the following conditions hold:

1. the span of $X$ is at most $k$;
2. every edge of $G\left[V_{S}\right]$ is covered by $X$;
3. $X \cap \tau(w)$ is a non-empty assignment of $\{w\}$;
4. for every $v \in V_{S} \backslash\{w\}$, at least one of the following holds: (1) $X \cap \tau(v)$ is empty; (2) $X \cap \tau(v)$ is an assignment of $\{v\}$ that intersects with $I_{S}$; or (3) $X \cap \tau(v)$ contains a vertex $v_{t}$ such that $v_{t} w_{t} \in E$ and $w_{t} \notin X \cap \tau(w)$.

Given a feasible assignment $X$, we denote

$$
M_{S}(X)=\left\{v \in V_{S}: X \cap \tau(v) \neq \emptyset\right\} \quad N_{S}(X)=\left\{v \in V_{S}: X \cap \tau(v)=\emptyset\right\}
$$

Informally, point 4 considers the possible cases for a feasible assignment of the vertices of a base vertex $v \in V_{S} \backslash\{w\}$ : none of the associated vertices in $I_{S}$ belongs to the computed solution (case 4.(1)); some of its associated vertices in $I_{S}$ belongs to the solution (case 4.(2)); or some of the $v_{t}$ vertices are forced, since they belong to an edge $v_{t} w_{t}$ with $t \in I_{S}$, that we know is not covered by $w_{t}$ (case 4.(3)). Note that these cases are not necessarily mutually exclusive.

Note that $M_{S}(X)$ and $N_{S}(X)$ form a partition of $V_{S}$. Also note that $G, S$, and $I_{S}$ are fixed in the remainder, so we assume that all feasible assignments are with respect to $G, S$, and $I_{S}$ without explicit mention. We now relate feasible assignments to temporal covers.

- Definition 9. Let $X^{*}$ be a temporal cover of $G$ and let $X$ be a feasible assignment. We say that $X^{*}$ agrees with $X$ if:
- for each $v \in M_{S}(X), X^{*} \cap \tau(v)=X \cap \tau(v)$;
- for each $v \in N_{S}(X)$ and each $t \in I_{S}, X^{*}$ contains every neighbor $u_{t}$ of $v_{t}$ such that $u_{t} \in \tau\left(Z_{S}\right)$.

The intuition of $X^{*}$ agreeing with $X$ is as follows. For $v \in M_{S}(X), X$ "knows" which vertices of $\tau(v)$ should be in the solution, and we require $X^{*}$ to contain exactly those. For $v \in N_{S}(X)$, we interpret that $X$ does not want any vertex $v_{t}$ with $t \in I_{S}$. Thus, to cover the edges incident to $v_{t}$ that go outside of $V_{S}$, we require $X^{*}$ to contain the other endpoint. Note an important subtlety: we act "as if" $X^{*}$ should not contain $v_{t}$ or other vertices of $N_{S}(X)$ with timestamp in $I_{S}$, but the definition does not forbid it. Hence, $X^{*}$ can contain a vertex of $N_{S}(X)$ in some timestamps of $I_{S}$, as long as $X^{*}$ contains also its neighbors (in $I_{S}$ ) outside $V_{S}$.

The main purpose of feasible assignments and agreement is as follows.

- Lemma 10. Let $X^{*}$ be a temporal cover of $G$ of span at most $k$. Then there exists a feasible assignment $X$ such that $X^{*}$ agrees with $X$.

Proof. Construct $X \subseteq X^{*}$ as follows: add $X^{*} \cap \tau(w)$ to $X$, and for $v \in V_{S} \backslash\{w\}$, add $X^{*} \cap \tau(v)$ to $X$ if and only if $X^{*} \cap \tau(v)$ intersects with the set $I_{S}$, or if it contains a vertex $v_{t}$ incident to an edge $v_{t} w_{t} \in E$ such that $w_{t} \notin X^{*} \cap \tau(w)$. Note that since $X^{*}$ is an assignment of $V_{B}, X$ is an assignment of $V_{S}$.

We first focus on arguing that $X$ satisfies each condition of a feasible assignment (Definition 8). For Condition 1 , since $X^{*}$ has span at most $k$ and $X \subseteq X^{*}$, it is clear that $X$ also has span at most $k$. For Condition $3, X^{*} \cap \tau(w)$ is non-empty by the definition of a temporal cover, and we added $X^{*} \cap \tau(w)$ to $X$. For Condition 4, we explicitly require in our construction of $X$ that for each $v \in V_{S} \backslash\{w\}$, if $X \cap \tau(v)$ is non-empty, then it is equal to $X^{*} \cap \tau(v)$ and it either intersects with $I_{S}$ or covers an edge not covered by $X \cap \tau(w)=X^{*} \cap \tau(w)$.

Let us focus on Condition 2. Let $u_{t} v_{t} \in E\left(G\left[V_{S}\right]\right)$. If $u=w$, then if we did not add $w_{t}$ to $X, X^{*}$ must contain $v_{t}$ and we added $X^{*} \cap \tau(v)$ to $X$, thereby covering the edge. The same holds if $v=w$. Assume $u \neq w, v \neq w$, and suppose without loss of generality that $X^{*}$ contains $u_{t}$ to cover the edge. Suppose for contradiction that $X$ does not cover $u_{t} v_{t}$. Then we did not add $X^{*} \cap \tau(u)$ to $X$, which implies that $X^{*} \cap \tau(u)$ does not intersect with $I_{S}$. In particular, $t \notin I_{S}$. Recall that $S$, the temporal cover of $G-\{w\}$, only intersects with $\tau(u)$ and $\tau(v)$ in timestamps contained in $I_{S}$. Hence, $S$ cannot cover $u_{t} v_{t}$, a contradiction. We deduce that $X$ covers every edge. Therefore, $X$ is a feasible assignment.


Figure 2 An example of application of iterative compression (timestamps 1 and 6 are not shown as they are edgeless, also vertex $w$ is not shown, its assignment is defined as in Fig. 1). In the left part, we represent solution $S=\left\{v_{2}, v_{3}, u_{3}, u_{4}, z_{4}\right\}$, where the vertices in $S$ are highlighted with grey rectangles. Note that $I_{S}=\{2,3,4\}, V_{S}=\{v, u\}, V_{S}^{\prime}=\left\{v_{2}, v_{3}, u_{3}, u_{4}\right\}, Z_{S}=\{z\}, Z_{S}^{\prime}=\left\{z_{4}\right\}$. In the right part, we represent in grey a feasible assignment $X$ associated with $S$, containing vertices $u_{2}$, $u_{3}, u_{4}$; in light grey we highlight $N_{S}^{\prime}=\left\{v_{2}\right\}$. The sets associated with $S$ and $X$ are: $M_{S}=\{u\}$, $N_{S}=\{v\}, N_{S}^{\prime}=\left\{v_{2}\right\}, N_{S}^{\prime \prime}=\left\{v_{2}, v_{3}, v_{4}\right\}$. The reduction to Constrained Digraph Pair Cut eventually leads to the solution of MinTimelineCover represented in Fig. 1.

It remains to show that $X^{*}$ agrees with $X$. For $v \in M_{S}(X), X^{*} \cap \tau(v)=X \cap \tau(v)$ by the construction of $X$. For $v \in N_{S}(X)$, there is no $v_{t} \in X^{*}$ with $t \in I_{S}$, as otherwise we would have added $X^{*} \cap \tau(v)$ to $X$. For every such $v_{t}, X^{*}$ must contain all of its neighbors in $\tau\left(Z_{S}\right)$ to cover the edges, as required by the definition of agreement.

It remains to show that the number of feasible assignments has bounded size and can be enumerated efficiently. We first show the latter can be achieved through the following steps. Start with $X$ as an empty set and then apply the following steps (checking that the overall span is at most $k$ ):
(1) Branch into every non-empty assignment $X_{w}$ of $\{w\}$ of span at most $k$. In each branch, add the chosen subset $X_{w}$ to $X$;
(2) For every edge $v_{t} w_{t} \in E\left(G\left[V_{S}\right]\right)$ such that $w_{t} \notin X_{w}$, add $v_{t}$ to $X$;
(3) For every $v \in V_{S} \backslash\{w\}$, such that $X \cap \tau(v)=\emptyset$ at this moment, branch into $\left|I_{S}\right|+1$ options: either add no vertex of $\tau(v)$ to $X$, or choose a vertex $v_{t}$ and add it to $X$, where $t \in I_{S} ;$
(4) For every $v \in V_{S} \backslash\{w\}$ such that $X \cap \tau(v) \neq \emptyset$ at this moment, branch into every assignment $X_{v}$ of $\{v\}$ of span at most $k$ that contains every vertex of $X \cap \tau(v)$ (if no such assignment exists, abort the current branch). For each such branch, add every vertex of $X_{v} \backslash X$ to $X$.

- Theorem 11. The above steps enumerate every feasible assignment in time $O\left(2^{4 k \log k} T^{2} k n\right)$, where $n=\left|V_{B}\right|$.


## Reducing to Constrained Digraph Pair Cut

Our objective is now to list every feasible assignment and, for each of them, to verify whether there is a temporal cover that agrees with it. More specifically, consider a feasible assignment $X \subseteq \tau\left(V_{S}\right)$. Our goal is to decide whether there is a temporal cover $X^{*}$ of span at most $k$ that agrees with $X$. Since we branch over every possible feasible assignment $X$, if there is a temporal cover $X^{*}$ of $G$ of span at most $k$, then by Theorem 11 our enumeration will eventually consider an $X$ that $X^{*}$ agrees with, and hence we will be able to decide of the existence of $X^{*}$.

We show that finding $X^{*}$ reduces to the Constrained Digraph Pair Cut problem, as we define it below. For a directed graph $H$, we denote its set of arcs by $A(H)$ (to avoid confusion with $E(G)$, which is used for the edges of an undirected graph $G$ ). For $F \subseteq A(H)$, we write $H-F$ for the directed graph with vertex set $V(H)$ and arc set $A(H) \backslash F$.

- Problem 12. (Constrained Digraph Pair Cut)

Input: A directed graph $H=(V(H), A(H))$, a source vertex $s \in V(H)$, a set of vertex pairs $P \subseteq\binom{V(H)}{2}$ called forbidden pairs, a subset of arcs $D \subseteq A(H)$ called deletable arcs, and an integer $k^{\prime}$.
Output: Does there exist a set of arcs $F \subseteq D$ of $H$ such that $|F| \leq k^{\prime}$ and such that, for each $\{u, v\} \in P$, at least one of $u, v$ is not reachable from $s$ in $H-F$ ?

It is known that Constrained Digraph Pair Cut can be solved in time $O^{*}\left(2^{k^{\prime}}\right)$ [16], but a few remarks are needed before proceeding. In [16], the authors only provide an algorithm for the vertex-deletion variant, and do not consider deletable/undeletable arcs. It is easy to make an arc undeletable by adding enough parallel paths between the two endpoints, and we show at the end of the section that our formulation of Constrained Digraph Pair Cut reduces to the simple vertex-deletion variant. The vertex-deletion variant also admits a randomized polynomial kernel, and other FPT results are known for weighted arc-deletion variants [14].

So let us fix a feasible assignment $X$ for the remainder of the section. We will denote $M_{S}=M_{S}(X)$ and $N_{S}=N_{S}(X)$. We also consider the following set of vertices associated with $N_{S}$ :

$$
N_{S}^{\prime}=\left\{v_{2}: v \in N_{S}\right\} \quad N_{S}^{\prime \prime}=\left\{v_{t} \in \tau\left(N_{S}\right): t \in I_{S}\right\} .
$$

For each base vertex $v \in N_{S}$, we need $N_{S}^{\prime}$ to contain any vertex of $\tau(v)$ that belongs to the time interval $[2, T-1]$, so we choose $v_{2}$ arbitrarily. Then, $N_{S}^{\prime \prime}$ contains those vertices $v_{t}$, with $t \in I_{S}$, not chosen by the feasible assignment $X$. Note that according to our definition of agreement, a solution $X^{*}$ should contain all the neighbors of $N_{S}^{\prime \prime}$ vertices that are in $Z_{S}$. Recall that we have defined $Z_{S}=V_{B} \backslash V_{S}$ and $Z_{S}^{\prime}=S \backslash V_{S}^{\prime}$. By Lemma 7 we know that $Z_{S}^{\prime}$ covers each temporal edge of $G\left[V_{B} \backslash\{w\}\right]$ not covered by $S \cap V_{S}^{\prime}$, and that $\operatorname{sp}\left(Z_{S}^{\prime}\right)=0$. We may assume that for each $v \in Z_{S}$, there is exactly one $t \in[T]$ such that $v_{t} \in Z_{S}^{\prime}$ (there cannot be more than one since $Z_{S}^{\prime}$ has span 0 , and if there is no such $t$, we can add any $v_{t}$ without affecting the span). Furthermore, we will assume that for each $v \in Z_{S}$, the vertex $v_{t}$ in $Z_{S}^{\prime}$ is not $v_{1}$ nor $v_{T}$. Indeed, since we assume that the first and last timestamps of $G$ have no edges, if $v_{t}=v_{1}$ or $v_{t}=v_{T}$, then $v_{t}$ covers no edge and we may safely change $v_{p}$ to another vertex of $\tau(v)$.

The following observation will be useful for our reduction to Constrained Digraph Pair Cut.

- Observation 13. Let $u_{t} v_{t} \in E(G)$ such that $u \in N_{S}$ and $v \notin M_{S}$. Then $v \in Z_{S}$ and, if $u_{t} \notin N_{S}^{\prime \prime}$, we have $v_{t} \in Z_{S}^{\prime}$.

Now, given a feasible assignment $X \subseteq \tau\left(V_{S}^{\prime}\right)$, sets $M_{S}, N_{S}, N_{S}^{\prime}, N_{S}^{\prime \prime}, Z_{S}$, and $Z_{S}^{\prime}$, we present our reduction to the Constrained Digraph Pair Cut problem. We construct an instance of this problem that consists of the directed graph $H=(V(H), A(H))$, the set of forbidden (unordered) pairs $P \subseteq\binom{V(H)}{2}$, and the deletable $\operatorname{arcs} D \subseteq A(H)$ by applying the following steps. The second step in the construction is the most important and is shown in Figure 3. The intuition of these steps is provided afterwards.

1. add to $H$ the source vertex $s$;
2. for each $v \in Z_{S} \cup N_{S}$, let $v_{i}$ be the vertex of $Z_{S}^{\prime} \cup N_{S}^{\prime}$, where $i \in[2, T-1]$. Add to $H$ the vertices $v_{1}^{+}, \ldots, v_{i-1}^{+}, v_{i}^{-}, v_{i+1}^{+}, \ldots, v_{T}^{+}$, the vertices $b_{v, j}, c_{v, j}, d_{v, j}$, for $j \in[T] \backslash\{i\}$, and the set of arcs shown in Figure 3, that is there are $\operatorname{arcs}\left(v_{j}^{+}, b_{v, j}\right),\left(v_{j}^{+}, c_{v, j}\right),\left(c_{v, j}, d_{v, j}\right)$, $\left(d_{v, j}, v_{j}^{-}\right)$, for each $j \in[T] \backslash\{i\}$ and four directed paths: (1) from $b_{v, i-1}$ to $b_{v, 1}$, (2) from $c_{v, 1}$ to $c_{v, i-1}$, (3) from $b_{v, i+1}$ to $b_{v, T}$ and (4) from $c_{v, T}$ to $c_{v, i+1}$.
Add to $D$ the set of deletable arcs $\left(c_{v, j}, d_{v, j}\right)$, for $j \in[T] \backslash\{i\}$.
Then add the following pairs to $P$ :
a. $\left\{d_{v, h}, b_{v, j}\right\}$, with $1 \leq h<j \leq i-1$;
b. $\left\{d_{v, h}, b_{v, j}\right\}$, with $i+1 \leq j<h \leq T$;
c. $\left\{c_{v, h}, d_{v, j}\right\}$, with $1 \leq h \leq i-1 \leq i+1 \leq j \leq T$;
d. $\left\{c_{v, h}, d_{v, j}\right\}$, with $1 \leq j \leq i-1 \leq i+1 \leq h \leq T$.

Note that we have created $T+3(T-1)=4 T-3$ vertices in $H$ in this step. The subgraph of $H$ induced by these vertices will be called the gadget corresponding to $v$.
3. for each temporal edge $u_{t} v_{t} \in E(G)$ such that $u_{t}, v_{t} \in \tau\left(Z_{S}\right) \cup\left(\tau\left(N_{S}\right) \backslash N_{S}^{\prime \prime}\right)$, there are three cases. First note that at least one of $u_{t}$ or $v_{t}$ is in $Z_{S}^{\prime}$. Indeed, if $u, v \in Z_{S}$, this is because an element of $Z_{S}^{\prime}$ must cover the temporal edge, and if $u \in N_{S}$, then $v_{t} \in Z_{S}^{\prime}$ by Observation 13 (or if $v \in N_{S}, u_{t} \in Z_{S}^{\prime}$ ). The subcases are then:
a. if $u_{t}, v_{t} \in Z_{S}^{\prime} \cup N_{S}^{\prime}$, add the pair $\left\{u_{t}^{-}, v_{t}^{-}\right\}$to $P$;
b. if $u_{t} \in Z_{S}^{\prime} \cup N_{S}^{\prime}, v_{t} \notin Z_{S}^{\prime} \cup N_{S}^{\prime}$, add the arc $\left(u_{t}^{-}, v_{t}^{+}\right)$to $H$;
c. if $v_{t} \in Z_{S}^{\prime} \cup N_{S}^{\prime}, u_{t} \notin Z_{S}^{\prime} \cup N_{S}^{\prime}$, add the $\operatorname{arc}\left(v_{t}^{-}, u_{t}^{+}\right)$to $H$;
4. for each temporal edge $u_{t} v_{t} \in E(G)$ such that $u_{t} \in\left(\tau\left(M_{S}\right) \backslash X\right) \cup N_{S}^{\prime \prime}$ and $v_{t} \in \tau\left(Z_{S}\right)$, there are two cases:
a. if $v_{t} \notin Z_{S}^{\prime}$, add the $\operatorname{arc}\left(s, v_{t}^{+}\right)$to $H$;
b. if $v_{t} \in Z_{S}^{\prime}$, add the pair $\left\{s, v_{t}^{-}\right\}$to $P$.

Define $k^{\prime}=k-s p(X)$. This concludes the construction. We will refer to the elements $1,2,3,4$ of the above enumeration as the Steps of the construction. Note that the only deletable arcs in $D$ are the $\operatorname{arcs}\left(c_{v, j}, d_{v, j}\right)$ introduced in Step 2.

From here, the interpretation of $H$ is that if we delete arc set $F$, then
(p1) For $v_{t} \notin Z_{S}^{\prime} \cup N_{S}^{\prime}$ we should include $v_{t}$ in $X^{*}$ if and only if $s$ reaches $v_{t}^{+}$in $H-F$;
(p2) For $v_{t} \in Z_{S}^{\prime} \cup N_{S}^{\prime}$ we should include $v_{t}$ in $X^{*}$ if and only if $s$ does not reach $v_{t}^{-}$in $H-F$.

The idea behind the steps of the construction is then as follows (and is somewhat easier to describe in the reverse order of steps). Step 4 describes an initial set of vertices that $s$ is forced to reach, which correspond to vertices that are forced in $X^{*}$. A vertex $v_{t}$ in $\tau\left(Z_{S}\right)$ is forced in $X^{*}$ if there is in an edge $u_{t} v_{t}$ and $u_{t} \in \tau\left(M_{S}\right)$ but $u_{t} \notin X$. By our definition of agreement, $v_{t}$ is also forced if $u_{t} \in N_{S}^{\prime \prime}$. Step 4 handles both situations: if $v_{t} \notin Z_{S}^{\prime}$, we force $s$ to reach $v_{t}^{+}$with the $\operatorname{arc}\left(s, v_{t}^{+}\right)$, which is not deletable. If $v_{t} \in Z_{S}^{\prime}$, then $v_{t}^{-} \in V(H)$, and $s$ is forced to not reach $v_{t}^{-}$by adding $\left\{s, v_{t}^{-}\right\}$to $P$. By ( p 1 ) and ( p 2 ), both cases correspond to including $v_{t}$ in $X^{*}$. Then, Step 3 ensures that each temporal edge is "covered": for a temporal edge $u_{t} v_{t}$, a pair of the form $\left\{u_{t}^{-}, v_{t}^{-}\right\}$in $P$ requires that $s$ does not reach one of the two, i.e. that we include one in $X^{*}$, and an undeletable arc of the form $\left(u_{t}^{-}, v_{t}^{+}\right)$enforces that if $s$ reaches $u_{t}^{-}$(i.e. $u_{t} \notin X^{*}$ ), then $s$ reaches $v_{t}^{+}$(i.e. $v_{t} \in X^{*}$ ). The reason why $Z_{S}^{\prime}$ is needed in our construction is that each edge has at least one negative corresponding vertex, so that no other case needs to be considered in Step 3.


Figure 3 Gadget for $v_{i} \in Z_{S}^{\prime} \cup N_{S}^{\prime}$, where $i \in[2, T-1]$. We assume that there exist temporal edges $u_{t} v_{t} \in E(G)$, where $t \in\{i-1, i+1\}$, such that $u_{t} \in\left(\tau\left(M_{S}\right) \backslash X\right) \cup N_{S}^{\prime \prime}, v_{t} \in \tau\left(Z_{S}\right)$ and $v_{t} \notin Z_{S}^{\prime}$, thus arcs from $s$ to $v_{t}^{+}$are added. The dashed arcs represent deletable arcs.

Finally, Step 2 enforces the number of deleted arcs to correspond to the span of a solution. That is, it ensures that if we want to add to $X^{*}$ a set of $h$ vertices of base vertex $v \in Z_{S}$ to our solution of Restricted Timeline Cover (so with a span equal to $h-1$ ), then we have to delete $h-1$ deletable arcs of the corresponding gadget of $H$ in order to obtain a solution to Constrained Digraph Pair Cut (and vice-versa). Indeed, consider the gadget in Fig. 3. If $v_{i}$ is not included in $X^{*}$, then in the gadget $s$ reaches $h$ positive vertices $v_{l}^{+}, \ldots, v_{r}^{+}$(and $v_{i}^{-}$). It follows that vertices $b_{v, l}, \ldots, b_{v, r}, c_{v, l}, \ldots, c_{v, r}$ and $d_{v, l}, \ldots, d_{v, r}$ are all reachable from $s$. The pairs $\left\{d_{v, x}, b_{v, y}\right\}$ defined at Step 2, where either $l \leq x \leq y \leq r-1$ if $r<i$, or $l+1 \leq x \leq y \leq r$ if $l>i$, ensures that $\operatorname{arcs}\left(c_{v, j}, d_{v, j}\right)$, with $j \in[l, r-1]$ in the former case or with $j \in[l+1, r]$ in the latter case, are deleted.

If $v_{i}$ is included in $X^{*}$, then in the gadget $s$ reaches $h-1$ positive vertices $v_{l}^{+}, \ldots, v_{r}^{+}$, with $i \in[l, r]$, and must not reach negative vertex $v_{i}^{-}$. It follows that vertices $b_{v, l}, \ldots, b_{v, r}$, $c_{v, l}, \ldots, c_{v, r}$ and $d_{v, l}, \ldots, d_{v, r}$ are all reachable from $s$. Then $h-1 \operatorname{arcs}\left(c_{v, j}, d_{v, j}\right)$, with $j \in[l, r] \backslash\{i\}$, must be deleted, due to the pairs $\left\{d_{v, x}, b_{v, y}\right\},\left\{c_{v, x}, d_{v, y}\right\}$ defined at Step 2.

Note that Step 2 is the reason we added dummy timestamps 1 and $T$. If $v_{1}$ or $v_{T}$ were allowed to be in $Z_{S}^{\prime} \cup N_{S}^{\prime}$, we would need a different gadget for these cases.

- Lemma 14. There exists a solution of Restricted Timeline Cover that agrees with $X$ if and only if there is $F \subseteq D$ with $|F| \leq k^{\prime}$ such that $s$ does not reach a forbidden pair in $H-F$. Moreover, given such a set $F$, a solution of Restricted Timeline Cover can be computed in polynomial time.

Sketch of the proof. ( $\Rightarrow$ ) Suppose that there exists a solution $X^{*}$ of Restricted Timeline Cover that agrees with $X$. By definition of Restricted Timeline Cover, $X^{*}$ has span at most $k$. Note that for $v \in M_{S}$, the agreement requires that $X^{*} \cap \tau(v)=X \cap \tau(v)$, and so the span of $v$ in $X^{*}$ is the same as the span of $v$ in $X$. Thus

$$
\sum_{v \in Z_{S} \cup N_{S}} s p\left(v, X^{*}\right) \leq k-s p(X)=k^{\prime}
$$

We may assume that for every $v \in V_{B}$, at least one of $v_{2}, \ldots, v_{T-1}$ is in $X^{*}$, as otherwise we add one arbitrarily without affecting the span (if only $v_{1}$ or $v_{T}$ is in $X^{*}$, remove it first). For each $v \in Z_{S} \cup N_{S}$, consider the gadget corresponding to $v$ in $H$ and delete some of its dashed arcs as follows (we recommend referring to Figure 3).

First, if only one of $\tau(v)$ is in $X^{*}$, no action is required on the gadget. So assume that $X^{*} \cap \tau(v)$ has at least two vertices; in the following we denote $v_{l}=v_{\delta\left(v, X^{*}\right)}$ and $v_{r}=v_{\Delta\left(v, X^{*}\right)}$ the vertices associated with $v$ having minimum and maximum timestamp, respectively, contained in $X^{*}$. We assume that $l, r \in[2, T-1]$ and $l<r$. Note that $X^{*} \cap \tau(v)=\left\{v_{l}, v_{l+1}, \ldots, v_{r}\right\}$.

Let $v_{i} \in Z_{S}^{\prime} \cup N_{S}^{\prime}$, where $i \in[2, T-1]$. Then

- suppose that $l, r \in[2, i-1]$, then: delete every $\operatorname{arc}\left(c_{v, q}, d_{v, q}\right)$, with $l \leq q \leq r-1$
- suppose that with $l, r \in[i+1, T-1]$, then: delete every $\operatorname{arc}\left(c_{v, q}, d_{v, q}\right)$, with $l+1 \leq q \leq r$
- suppose that $l \in[2, i]$ and $r \in[i, T-1]$, then: delete every $\operatorname{arc}\left(c_{v, q}, d_{v, q}\right)$, with $l \leq q \leq i-1$, and delete every arc $\left(c_{v, q}, d_{v, q}\right)$, with $i+1 \leq q \leq r$.

We see that by construction for all $v \in Z_{S} \cup N_{S}$, the number of arcs deleted in the gadget corresponding to $v$ is equal to the number of vertices in $X^{*} \cap \tau(v)$ minus one, that is the span of $v$ in $X^{*}$. Since these vertices have span at most $k^{\prime}$, it follows that we deleted at most $k^{\prime}$ arcs from $H$. Denote by $H^{\prime}$ the graph obtained after deleting the aforementioned arcs. We argue that in $H^{\prime}, s$ does not reach a forbidden pair. To this end, we claim the following.
$\triangleright$ Claim 15. For $v \in Z_{S} \cup N_{S}$ and $t \in[T]$, if $s$ reaches $v_{t}^{+}$in $H^{\prime}$, then $v_{t} \in X^{*}$, and if $s$ reaches $v_{t}^{-}$in $H^{\prime}$, then $v_{t} \notin X^{*}$.

Now, armed with the above claim, we can prove that in $H^{\prime}, s$ does not reach both vertices of a forbidden pair $q \in P$, thus concluding this direction of the proof.
$(\Leftarrow)$ Suppose that there is a set $F \subseteq D$ with at most $k^{\prime}$ arcs such that $s$ does not reach a forbidden pair in $H-F$. Denote $H^{\prime}=H-F$. We construct $X^{*}$ from $F$, which will also show that it can be reconstructed from $F$ in polynomial time. Define $X^{*} \subseteq V(G)$ as follows: - for each $v \in M_{S}$, add every element of $X \cap \tau\left(M_{S}\right)$ to $X^{*}$;

- for each $v_{t} \in V(G) \backslash \tau\left(M_{S}\right)$, we add $v_{t}$ to $X^{*}$ if and only if one of the following holds: (1) $v_{t}^{+} \in V(H)$ and $s$ reaches $v_{t}^{+}$in $H^{\prime}$; or $(2) v_{t}^{-} \in V(H)$, and $s$ does not reach $v_{t}^{-}$in $H^{\prime}$;
- for each $v_{j}, v_{h} \in X^{*}$ with $j<h$, add $v_{t}$ to $X^{*}$ for each $t \in[j+1, h-1]$.

Note that $X^{*}$ agrees with $X$. Indeed, for $v \in M_{S}$, there is no gadget corresponding to $v$ in the construction and thus we only add $X \cap \tau(v)$ to $X^{*}$. For $u \in N_{S}$, consider $u_{t} \in N_{S}^{\prime \prime}$ and a neighbor $v_{t}$ of $u_{t}$ in $\tau\left(Z_{S}\right)$. If $v_{t} \notin Z_{S}^{\prime}$, Step 4 adds an undeletable arc from $s$ to $v_{t}^{+}$, hence $s$ reaches that vertex and we put $v_{t}$ in $X^{*}$. If $v_{t} \in Z_{S}^{\prime}$, Step 4 adds $\left\{s, v_{t}^{-}\right\}$to $P$, and thus $s$ does not reach $v_{t}^{-}$in $H^{\prime}$, and again we add $v_{t}$ to $X^{*}$. Therefore, we add all the $\tau\left(Z_{S}\right)$ neighbors of $u_{t}$ to $X^{*}$, and so it agrees with $X$. We can prove that $X^{*}$ covers every temporal edge of $G$ and that $\operatorname{sp}\left(X^{*}\right) \leq k$.

## Wrapping up

Before concluding, we must show that we are able to use the results of [16] to get an FPT algorithm for Constrained Digraph Pair Cut, as we have presented it. As we mentioned, the FPT algorithm in [16] studied the vertex-deletion variant and does not consider undeletable elements, but this is mostly a technicality. Roughly speaking, in our variant, it suffices to replace each vertex with enough copies of the same vertex, and replace each deletable arc $(u, v)$ with a new vertex, adding arcs from the $u$ copies to that vertex, and arcs from that vertex to the $v$ copies. Deleting $(u, v)$ corresponds to deleting that new vertex. For undeletable arcs, we apply the same process but repeat it $k^{\prime}+1$ times.

- Lemma 16. The Constrained Digraph Pair Cut problem can be solved in time $O^{*}\left(2^{k}\right)$, where $k$ is the number of arcs to delete.

We are able now to prove the main result of our contribution.

- Theorem 17. MinTimelineCover on a temporal graph $G=\left(V_{B}, E, \mathcal{T}\right)$ can be solved in time $O^{*}\left(2^{5 k \log k}\right)$.

Proof. First, we discuss the correctness of the algorithm we presented. Assume that we have an ordering on the base vertices of $G$ and that $v$ is the first vertex of this ordering. A solution $S$ of MinTimelineCover on $G[\{v\}]$ is equal to $S=\emptyset$.

Then for $i$, with $i \in\left[2,\left|V_{B}\right|\right]$, let $G_{i}$ be the temporal graph induced by the first $i$ vertices and let $w$ be the $i+1$-th vertex. Given a solution $S$ of MinTimelineCover on instance $G_{i}$ of span at most $k$, we can decide whether there exists a solution of MinTimelineCover on instance $G_{i+1}$ by computing whether there exists a solution $X^{*}$ of the Restricted Timeline Cover problem on instance $G_{i}, w, S$. By Lemma 10 and by Theorem 11 if there exists such an $X^{*}$, then there exists a feasible assignment $X$ such that $X^{*}$ agrees with $X$. By Lemma 14 we can compute, via the reduction to Constrained Digraph Pair Cut, whether there exists a solution of Restricted Timeline Cover on instance on instance $G_{i}, w, S$, and if so obtain such a solution (if no such solution $X^{*}$ exists, then Lemma 14 also says that we will never return a solution, since every feasible assignment $X$ that we enumerate will lead to a negative instance of Constrained Digraph Pair Cut). Thus the Restricted Timeline Cover subproblem is solved correctly, and once it is solved on $G_{\left|V_{B}\right|}$, we have a solution to MinTimelineCover.

Now, we discuss the complexity of the algorithm. We must solve Restricted Timeline Cover $\left|V_{B}\right|$ times. For each iteration, by Theorem 11 we can enumerate the feasible assignments in $O\left(2^{4 k \log k} T^{3} n\right)$ time. For each such assignment, the reduction from Restricted Timeline Cover to Constrained Digraph Pair Cut requires polynomial time, and each generated instance can be solved in time $O^{*}\left(2^{k}\right)$. The time dependency on $k$ is thus $O^{*}\left(2^{4 k \log k} \cdot 2^{k}\right)$, which we simplify to $O^{*}\left(2^{5 k \log k}\right)$.

## 4 Conclusion

We have presented an FPT algorithm for the MinTimelineCover problem, a variant of VERTEX Cover on temporal graphs recently considered for timeline activities summarizations. We point out some relevant future directions on this topic: (1) to improve, if possible, the time complexity of MinTimelineCover by obtaining a single exponential time algorithm (of the form $\left.O^{*}\left(c^{k}\right)\right)$; (2) to establish whether MinTimelineCover admits a polynomial kernel, possibly randomized (which it might, since Constrained Digraph Pair Cut famously admits a randomized polynomial kernel).
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#### Abstract

We study budgeted variants of well known maximization problems with multiple matroid constraints. Given an $\ell$-matchoid $\mathcal{M}$ on a ground set $E$, a profit function $p: E \rightarrow \mathbb{R}_{\geq 0}$, a cost function $c: E \rightarrow \mathbb{R}_{\geq 0}$, and a budget $B \in \mathbb{R}_{\geq 0}$, the goal is to find in the $\ell$-matchoid a feasible set $S$ of maximum profit $p(S)$ subject to the budget constraint, i.e., $c(S) \leq B$. The budgeted $\ell$-matchoid (BM) problem includes as special cases budgeted $\ell$-dimensional matching and budgeted $\ell$-matroid intersection. A strong motivation for studying BM from parameterized viewpoint comes from the APX-hardness of unbudgeted $\ell$-dimensional matching (i.e., $B=\infty$ ) already for $\ell=3$. Nevertheless, while there are known FPT algorithms for the unbudgeted variants of the above problems, the budgeted variants are studied here for the first time through the lens of parameterized complexity.

We show that BM parametrized by solution size is $W[1]$-hard, already with a degenerate single matroid constraint. Thus, an exact parameterized algorithm is unlikely to exist, motivating the study of FPT-approximation schemes (FPAS). Our main result is an FPAS for BM (implying an FPAS for $\ell$-dimensional matching and budgeted $\ell$-matroid intersection), relying on the notion of representative set - a small cardinality subset of elements which preserves the optimum up to a small factor. We also give a lower bound on the minimum possible size of a representative set which can be computed in polynomial time.
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## 1 Introduction

Numerous combinatorial optimization problems can be interpreted as constrained budgeted problems. In this setting, we are given a ground set $E$ of elements and a family $\mathcal{I} \subseteq 2^{E}$ of subsets of $E$ known as the feasible sets. We are also given a cost function $c: E \rightarrow \mathbb{R}$, a profit function $p: E \rightarrow \mathbb{R}$, and a budget $B \in \mathbb{R}$. A solution is a feasible set $S \in \mathcal{I}$ of bounded cost $c(S) \leq B .{ }^{1}$ Broadly speaking, the goal is to find a solution $S$ of maximum profit. Notable examples include budgeted matching [1] and budgeted matroid intersection [3, 20], shortest weight-constrained path [18], and constrained minimum spanning trees [36].

[^15]$\mathcal{I}_{1}=\{\{\emptyset\},\{\mathrm{a}\},\{\mathrm{b}\},\{\mathrm{c}\},\{\mathrm{a}, \mathrm{b}\},\{\mathrm{c}, \mathrm{b}\}\}$
$\mathcal{I}_{2}=\{\{\emptyset\},\{\mathrm{a}\},\{\mathrm{b}\},\{\mathrm{c}\},\{\mathrm{a}, \mathrm{b}\},\{\mathrm{a}, \mathrm{c}\}\}$
$\mathcal{I}_{3}=\{\{\emptyset\},\{\mathrm{a}\},\{\mathrm{b}\},\{\mathrm{c}\},\{\mathrm{a}, \mathrm{b}\},\{\mathrm{b}, \mathrm{c}\}\}$
$\mathcal{I}=\mathcal{I}_{1} \cap \mathcal{I}_{2} \cap \mathcal{I}_{3}=\{\{\emptyset\},\{\mathrm{a}\},\{\mathrm{b}\},\{\mathrm{c}\},\{\mathrm{a}, \mathrm{b}\}\}$


Figure 1 A 3-dimensional matching viewed as a 3-matroid intersection. Each element in $E \subset U_{1} \times U_{2} \times U_{3}$ is represented by a path of three vertices, where the paths are distinguished by different colors, that is $E=\{a, b, c\}$. There is a matroid constraint $\left(E, \mathcal{I}_{i}\right)$ for each $U_{i}, i=1,2,3$. The feasible sets $\mathcal{I}$ for the matching are exactly the common independent sets of $\mathcal{I}_{i}, i=1,2,3$.

Despite the wide interest in constrained budgeted problems in approximation algorithms, not much is known about this intriguing family of problems in terms of parameterized complexity. In this work, we study budgeted maximization with the fairly general $\ell$-dimensional matching, $\ell$-matroid intersection, and $\ell$-matchoid constraints.

An $\ell$-dimensional matching constraint is a set system $(E, \mathcal{I})$, where $E \subseteq U_{1} \times \ldots \times U_{\ell}$ for $\ell$ sets $U_{1}, \ldots, U_{\ell}$. The feasible sets $\mathcal{I}$ are all subsets $S \subseteq E$ which satisfy the following. For any two distinct tuples $\left(e_{1}, \ldots, e_{\ell}\right),\left(f_{1}, \ldots, f_{\ell}\right) \in S$ and every $i \in[\ell]$ it holds that $e_{i} \neq f_{i}{ }^{2}{ }^{2}$ Informally, the input for budgeted $\ell$-dimensional matching is an $\ell$-dimensional matching constraint $(E, \mathcal{I})$, profits and costs for the elements in $E$, and a budget. The objective is to find a feasible set which maximizes the profit subject to the budget constraint (see below the formal definition).

We now define an $\ell$-matroid intersection. A matroid is a set system $(E, \mathcal{I})$, where $E$ is a finite set and $\mathcal{I} \subseteq 2^{E}$, such that

- $\emptyset \in \mathcal{I}$.
- The hereditary property: for all $A \in \mathcal{I}$ and $B \subseteq A$ it holds that $B \in \mathcal{I}$.
- The exchange property: for all $A, B \in \mathcal{I}$ where $|A|>|B|$ there is $e \in A \backslash B$ such that $B \cup\{e\} \in \mathcal{I}$.

For a fixed $\ell \geq 1$, let $\left(E, \mathcal{I}_{1}\right),\left(E, \mathcal{I}_{2}\right), \ldots,\left(E, \mathcal{I}_{\ell}\right)$ be $\ell$ matroids on the same ground set $E$. An $\ell$-matroid intersection is a set system $(E, \mathcal{I})$ where $\mathcal{I}=\mathcal{I}_{1} \cap \mathcal{I}_{2} \cap \ldots \cap \mathcal{I}_{\ell}$. Observe that $\ell$-dimensional matching, where $E \subseteq U_{1} \times \ldots \times U_{\ell}$, is a special case of $\ell$-matroid intersection: For each $i \in[\ell]$, define a partition matroid $\left(E, \mathcal{I}_{i}\right)$, where any feasible set $S \in \mathcal{I}_{i}$ may contain each element $e \in U_{i}$ in the $i$-th coordinate at most once, i.e.,

$$
\mathcal{I}_{i}=\left\{S \subseteq E \mid \forall\left(e_{1}, \ldots, e_{\ell}\right) \neq\left(f_{1}, \ldots, f_{\ell}\right) \in S: e_{i} \neq f_{i}\right\}
$$

We give an illustration in Figure 1. It can be shown that $\left(E, \mathcal{I}_{i}\right)$ is a matroid for all $i \in \ell$ (see, e.g., [37]).

The above constraint families can be generalized to the notion of $\ell$-matchoid. Informally, an $\ell$-matchoid is an intersection of an unbounded number of matroids, where each element belongs to at most $\ell$ of the matroids. Formally, for any $\ell \geq 1$, an $\ell$-matchoid on a set $E$ is a collection $\mathcal{M}=\left\{M_{i}=\left(E_{i}, \mathcal{I}_{i}\right)\right\}_{i \in[s]}$ of $s \in \mathbb{N}$ matroids, where for each $i \in[s]$ it holds that $E_{i} \subseteq E$, and every $e \in E$ belongs to at most $\ell$ sets in $\left\{E_{1}, \ldots, E_{s}\right\}$, i.e., $\left|\left\{i \in[s] \mid e \in E_{i}\right\}\right| \leq \ell$. A set $S \subseteq E$ is feasible for $\mathcal{M}$ if for all $i \in[s]$ it holds that $S \cap E_{i} \in \mathcal{I}_{i}$. Let $\mathcal{I}(\mathcal{M})=\left\{S \subseteq E \mid \forall i \in[s]: S \cap E_{i} \in \mathcal{I}_{i}\right\}$ be all feasible sets of $\mathcal{M}$. For all $k \in \mathbb{N}$, we

[^16]

Figure 2 An overview of constrained budgeted problems. An arrow from problem $A$ to problem $B$ indicates that $A$ is a special case of $B$.
use $\mathcal{M}_{k} \subseteq \mathcal{I}(\mathcal{M})$ to denote all feasible sets of $\mathcal{M}$ of cardinality at most $k$. Clearly, $\ell$-matroid intersection (and also $\ell$-dimensional matching) is the special case of $\ell$-matchoid where the $s(=\ell)$ matroids are defined over the same ground set $E$.

In the budgeted $\ell$-matchoid ( $B M$ ) problem, we are given an $\ell$-matchoid along with a cost function, profit function, and a budget; our goal is to maximize the profit of a feasible set under the budget constraint. The budgeted $\ell$-matroid intersection (BMI) and budgeted $\ell$-dimensional matching ( $B D M$ ) are the special cases where the $\ell$-matchoid is an $\ell$-matroid intersection and $\ell$-dimensional matching, respectively. Each of these problems generalizes the classic 0/1-knapsack, where all sets are feasible. Figure 2 shows the relations between the problems. Henceforth, we focus on the BM problem.

Formally, a BM instance is a tuple $I=(E, \mathcal{M}, c, p, B, k, \ell)$, where $E$ is a ground set of elements, $\mathcal{M}$ is an $\ell$-matchoid on $E, c: E \rightarrow \mathbb{N}_{>0}$ is a cost function, $p: E \rightarrow \mathbb{N}_{>0}$ is a profit function, $B \in \mathbb{N}_{>0}$ is a budget, and $k, \ell \in \mathbb{N}_{>0}$ are integer parameters. ${ }^{3}$ In addition, each matroid $\left(E_{i}, \mathcal{I}_{i}\right) \in \mathcal{M}$ has a membership oracle, which tests whether a given subset of $E_{i}$ belongs to $\mathcal{I}_{i}$ or not in a single query. Indeed, with no membership oracle, the representation size for a matroid over $n$ elements may be exponential in $n$. A solution of $I$ is a feasible set $S \in \mathcal{M}_{k}$ such that $c(S) \leq B$. The objective is to find a solution $S$ of $I$ such that $p(S)$ is maximized. We consider algorithms parameterized by $k$ and $\ell$ (equivalently, $k+\ell$ ).

We note that even with no budget constraint (i.e., $c(E) \leq B$ ), where the $\ell$-matchoid is restricted to be a 3-dimensional matching, BM is MAX SNP-complete [26], i.e., it cannot admit a polynomial time approximation scheme (PTAS) unless $\mathrm{P}=\mathrm{NP}$. On the other hand, the $\ell$-dimensional matching and even the $\ell$-matchoid problem (without a budget), parameterized by $\ell$ and the solution size $k$, are fixed parameter tractable (FPT) [19, 22]. This motivates our study of BM through the lens of parameterized complexity. We first observe that BM parameterized by the solution size is $\mathrm{W}[1]$-hard, already with a uniform matroid where all sets are feasible (i.e., knapsack parametrized by the cardinality of the solution, $k$ ).

- Theorem 1. BM is $W[1]$-hard.

[^17]By the hardness result in Theorem 1, the best we can expect for BM in terms of parametrized algorithms, is an FPT-approximation scheme (FPAS). An FPAS with parameterization $\kappa$ for a maximization problem $\Pi$ is an algorithm whose input is an instance $I$ of $\Pi$ and an $\varepsilon>0$, which produces a solution $S$ of $I$ of value $(1-\varepsilon) \cdot \mathrm{OPT}(I)$ in time $f(\varepsilon, \kappa(|I|)) \cdot|I|^{O(1)}$ for some computable function $f$, where $|I|$ denotes the encoding size of $I$ and $\operatorname{OPT}(I)$ is the optimum value of $I$. We refer the reader to [34, 14] for comprehensive surveys on parameterized approximation schemes and parameterized approximations in general. To derive an FPAS for BM, we use a small cardinality representative set, which is a subset of elements containing the elements of an almost optimal solution for the instance. The representative set has a cardinality depending solely on $\ell, k, \varepsilon^{-1}$ and is constructed in FPT time. Formally,

- Definition 2. Let $I=(E, \mathcal{M}, c, p, B, k, \ell)$ be a BM instance, $0<\varepsilon<\frac{1}{2}$ and $R \subseteq E$. Then $R$ is a representative set of $I$ and $\varepsilon$ if there is a solution $S$ of $I$ such that the following holds. 1. $S \subseteq R$.

2. $p(S) \geq(1-2 \varepsilon) \cdot \operatorname{OPT}(I)$.

We remark that Definition 2 slightly resembles the definition of lossy kernel [31]. Nonetheless, the definition of lossy kernel does not apply to problems in the oracle model, including BM (see Section 6 for further details).

The main technical contribution of this paper is the design of a small cardinality representative set for BM. Our representative set is constructed by forming a collection of $f\left(\ell, k, \varepsilon^{-1}\right)$ profit classes, where the elements of each profit class have roughly the same profit. Then, to construct a representative set for the instance, we define a residual problem for each profit class which enables to circumvent the budget constraint. These residual problems can be solved efficiently using a construction of [22]. We show that combining the solutions for the residual problems, we obtain a representative set. In the following, we use $\tilde{O}(n)$ for $O(n \cdot \operatorname{poly}(\log (n)))$.

- Theorem 3. There is an algorithm that given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, returns in time $|I|^{O(1)}$ a representative set $R \subseteq E$ of $I$ and $\varepsilon$ such that $|R|=\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2}\right)$.

Given a small cardinality representative set, it is easy to derive an FPAS. Specifically, using an exhaustive enumeration over the representative set as stated in Theorem 3, we can construct the following FPAS for BM, which naturally applies also for BMI and BDM.

- Theorem 4. For any BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, there is an FPAS whose running time is $|I|^{O(1)} \cdot \tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{O(k)} \cdot \varepsilon^{-2 k}\right)$.

Our FPAS cannot be significantly improved even for very restricted $\ell$-matchoids. Namely, even if the $\ell$-matchoid is a single matroid there cannot be an FPAS for BMI with running time polynomial in $\frac{1}{\varepsilon}$, where $\varepsilon$ is the given error parameter [11]. To complement the above construction of a representative set, we show that even for the special case of an $\ell$-dimensional matching constraint, it is unlikely that a representative set of significantly smaller cardinality can be constructed in polynomial time. The next result applies to the special case of BDM.

- Theorem 5. For any function $f: \mathbb{N} \rightarrow \mathbb{N}$, and $c_{1}, c_{2} \in \mathbb{R}$ such that $c_{2}-c_{1}<0$, there is no algorithm which finds for a given BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$ a representative set of size $O\left(f(\ell) \cdot k^{\ell-c_{1}} \cdot \frac{1}{\varepsilon^{c}}\right)$ of $I$ and $\varepsilon$ in time $|I|^{O(1)}$, unless coNP $\subseteq$ NP/poly.

In the proof of Theorem 1, we use a lower bound on the kernel size of the Perfect 3-Dimensional Matching (3-PDM) problem, due to Dell and Marx [5, 6]. ${ }^{4}$ In our hardness result, we are able to efficiently construct a kernel for 3-PDM using a representative set for BM, already for the special case of 3-dimensional matching constraint, uniform costs, and uniform profits.

## Related Work

While BM is studied here for the first time, special cases of the problem have been extensively studied from both parameterized and approximative points of view. For maximum weighted $\ell$-matchoid without a budget constraint, Huang and Ward [22] obtained a deterministic FPT algorithm, and algorithms for a more general problem, involving a coverage function objective rather than a linear objective. Their result differentiates the $\ell$-matchoid problem from the matroid $\ell$-parity problem which cannot have an FPT algorithm in general matroids [32, 24]. Interestingly, when the matroids are given a linear representation, the matroid $\ell$-parity problem admits a randomized FPT algorithm [35, 15] and a deterministic FPT algorithm [30]. We use a construction of [22] as a building block of our algorithm.

The $\ell$-dimensional $k$-matching problem (i.e., the version of the problem with no budget parametrized by $k$ and $\ell$ ) has received considerable attention in previous studies. Goyal et al. [19] presented a deterministic FPT algorithm whose running time is $O^{*}\left(2.851^{(\ell-1) \cdot k}\right)$ for the weighted version of $\ell$-dimensional $k$-matching, where $O^{*}$ is used to suppress polynomial factor in the running time. This result improves a previous result of [4]. For the unweighted version of $\ell$-dimensional $k$-matching, the state of the art is a randomized FPT algorithm with running time $O^{*}\left(2^{(\ell-2) \cdot k}\right)$ [2], improving a previous result for the problem [27].

Budgeted problems are well studied in approximation algorithms. As BM is a generalization of classic 0/1-knapsack, it is known to be NP-hard. However, while knapsack admits a fully PTAS (FPTAS) [33], BM is unlikely to admit a PTAS, even for the special case of 3-dimensional matching with no budget constraint [26]. Consequently, there has been extensive research work to identify special cases of BM which admit approximation schemes.

For the budgeted matroid independent set (i.e., the special case of BM where the $\ell$ matchoid consists of a single matroid), Doron-Arad et al. [9] developed an efficient PTAS (EPTAS) using the representative set based technique. This algorithm was later generalized in [8] to tackle budgeted matroid intersection and budgeted matching (both are special cases of BM where $\ell=2$ ), improving upon a result of Berger et al. [1]. For the special case where the matroid is a laminar matroid, there is an FPTAS [10]. We generalize some of the technical ideas of $[9,8]$ to the setting of $\ell$-matchoid and parametrized approximations.

Organization of the paper. Section 2 describes our construction of a representative set. In Section 3 we present our FPAS for BM. Section 4 contains the proofs of the hardness results given in Theorem 1 and in Theorem 1. In Section 5 we present an auxiliary approximation algorithm for BM. We conclude in Section 6 with a summary and some directions for future work.

[^18]
## 2 Representative Set

In this section we construct a representative set for BM. Our first step is to round the profits of a given instance, and to determine the low profit elements that can be discarded without incurring significant loss of profit. We find a small cardinality representative set from which an almost optimal solution can be selected via enumeration yielding an FPAS (see Section 3).

We proceed to construct a representative set whose cardinality depends only on $\varepsilon^{-1}, k$, and $\ell$. This requires the definition of profit classes, namely, a partition of the elements into groups, where the elements in each group have similar profits. Constructing a representative set using this method requires an approximation of the optimum value of the input BM instance $I$. To this end, we use a $\frac{1}{2 \ell}$-approximation $\alpha=\operatorname{ApproxBM}(I)$ of the optimum value $\mathrm{OPT}(I)$ described below.

- Lemma 6. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$, there is an algorithm ApproxBM which returns in time $|I|^{O(1)}$ a value $\alpha$ such that $\frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq \mathrm{OPT}(I)$.
The proof of Lemma 6 is given in Section 5. The proof utilizes a known approximation algorithm for the unbudgeted version of $\mathrm{BM}[23,25]$ which is then transformed into an approximation algorithm for BM using a technique of [29].

The first step in designing the profit classes is to determine a set of profitable elements. required for obtaining an almost optimal solution. This set allows us to
construct only a small number of profit classes. We define the set of profitable elements w.r.t. $I, \alpha$, and $\varepsilon$ as

$$
\begin{equation*}
H[I, \alpha, \varepsilon]=\left\{e \in E \left\lvert\, \frac{\varepsilon \cdot \alpha}{k}<p(e) \leq 2 \cdot \ell \cdot \alpha\right.\right\} . \tag{1}
\end{equation*}
$$

The upper bound on $p(e)$ is purely technical; it is used later to upper bound the number of profit classes. When clear from the context, we simply use $H=H[I, \alpha, \varepsilon]$. Consider the non-profitable elements. The next lemma states that omitting these elements indeed has small effect on the profit of the solution set.

- Lemma 7. For every BM instance $I=(E, \mathcal{C}, c, p, B, k, \ell)$, $\frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq \mathrm{OPT}(I)$, $0<\varepsilon<\frac{1}{2}$, and $S \in \mathcal{M}_{k}$ it holds that $p(S \backslash H[I, \alpha, \varepsilon]) \leq \varepsilon \cdot \mathrm{OPT}(I)$.
Proof. We note that

$$
p(S \backslash H[I, \alpha(I), \varepsilon]) \leq k \cdot \frac{\varepsilon \cdot \alpha}{k}=\varepsilon \cdot \alpha \leq \varepsilon \cdot \operatorname{OPT}(I)
$$

The first inequality holds since each element in $S \backslash H[I, \alpha(I), \varepsilon]$ has profit at most $\frac{\varepsilon \cdot \alpha}{k}$ by (1); in addition, since $S \in \mathcal{M}_{k}$ it follows that $S$ contains at most $k$ elements. The second inequality holds as $\alpha \leq \mathrm{OPT}(I)$.

Using Lemma 7, our representative set can be constructed exclusively from the profitable elements. We can now partition the profitable elements into a small number of profit classes. There is a profit class $\mathcal{K}_{r}(\alpha)$ for a suitable range of profit boundaries $r$ and a constant factor approximation $\alpha$ for OPT. Specifically, let

$$
\begin{equation*}
D(I, \varepsilon)=\left\{r \in \mathbb{N}_{>0} \left\lvert\,(1-\varepsilon)^{r-1} \geq \frac{\varepsilon}{2 \cdot \ell \cdot k}\right.\right\} \tag{2}
\end{equation*}
$$

be the set of boundaries for the profit classes (defined below). We simplify by $D=D(I, \varepsilon)$. For all $r \in D$, and $\frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq \mathrm{OPT}(I)$, define the $r$-profit class as

$$
\begin{equation*}
\mathcal{K}_{r}(\alpha)=\left\{e \in E \left\lvert\, \frac{p(e)}{2 \cdot \ell \cdot \alpha} \in\left((1-\varepsilon)^{r},(1-\varepsilon)^{r-1}\right]\right.\right\} \tag{3}
\end{equation*}
$$



Figure 3 An illustration of our construction of a representative set $R$, using a union of exchange sets, one for each profit class $\mathcal{K}_{1}(\alpha), \mathcal{K}_{2}(\alpha), \mathcal{K}_{3}(\alpha), \mathcal{K}_{4}(\alpha)$.

In words, each profit class $r \in D$ contains profitable elements (and may contain some elements that are almost profitable due to our $\frac{1}{2 \ell}$-approximation for OPT $(I)$ ), where the profits of any two elements that belong to the $r$-profit class can differ by at most a multiplicative factor of $(1-\varepsilon)$. We use the following simple upper bound on the number of profit classes.

- Lemma 8. For every BM instance I and $0<\varepsilon<\frac{1}{2}$ there are $O\left(k \cdot \ell \cdot \varepsilon^{-2}\right)$ profit classes.

Proof. We note that

$$
\begin{equation*}
\log _{1-\varepsilon}\left(\frac{\varepsilon}{2 \ell \cdot k}\right) \leq \frac{\ln \left(\frac{2 \ell \cdot k}{\varepsilon}\right)}{-\ln (1-\varepsilon)} \leq \frac{2 \ell \cdot k \cdot \varepsilon^{-1}}{\varepsilon} \tag{4}
\end{equation*}
$$

The second inequality follows from $x<-\ln (1-x), \forall x>-1, x \neq 0$, and $\ln (y)<y, \forall y>0$. By (2) the number of profit classes is bounded by

$$
\begin{equation*}
|D| \leq \log _{1-\varepsilon}\left(\frac{\varepsilon}{2 \ell \cdot k}\right)+1=O\left(k \cdot \ell \cdot \varepsilon^{-2}\right) \tag{5}
\end{equation*}
$$

The last inequality follows from (4).
Next, we define an exchange set for each profit class. This facilitates the construction of a representative set. Intuitively, a subset of elements $X$ forms an exchange set for a profit class $\mathcal{K}_{r}(\alpha)$ if any feasible set $\Delta$ and element $a \in\left(\Delta \cap \mathcal{K}_{r}(\alpha)\right) \backslash X$ can be replaced (while maintaining feasibility) by some element $b \in\left(X \cap \mathcal{K}_{r}(\alpha)\right) \backslash \Delta$ such that the cost of $b$ is upper bounded by the cost of $a$. Formally,

- Definition 9. Let $I=(E, \mathcal{M}, c, p, B, k, \ell)$ be a BM instance, $0<\varepsilon<\frac{1}{2}, \frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq$ $\operatorname{OPT}(I), r \in D(I, \varepsilon)$, and $X \subseteq \mathcal{K}_{r}(\alpha)$. We say that $X$ is an exchange set for $I, \varepsilon, \alpha$, and $r$ if: For all $\Delta \in \mathcal{M}_{k}$ and $a \in\left(\Delta \cap \mathcal{K}_{r}(\alpha)\right) \backslash X$ there is $b \in\left(\mathcal{K}_{r}(\alpha) \cap X\right) \backslash \Delta$ satisfying
- $c(b) \leq c(a)$.
- $\Delta-a+b \in \mathcal{M}_{k}$.

The key argument in this section is that if a set $R \subseteq E$ satisfies that $R \cap \mathcal{K}_{r}(\alpha)$ is an exchange set for any $r \in D$, then $R$ is a representative set. This allows us to construct a representative set using a union of disjoint exchange sets, one for each profit class. We give an illustration in Figure 3.

- Lemma 10. Let $I=(E, \mathcal{M}, c, p, B, k, \ell)$ be a BM instance, $0<\varepsilon<\frac{1}{2}, \frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq$ $\mathrm{OPT}(I)$, and $R \subseteq E$. If for all $r \in D=D(I, \varepsilon)$ it holds that $R \cap \mathcal{K}_{r}(\alpha)$ is an exchange set for $I, \varepsilon, \alpha$, and $r$, then $R$ is a representative set of $I$ and $\varepsilon$.

For the proof of Lemma 10, we define a substitution of some feasible set $G \in \mathcal{M}_{k}$. We will use $G$ later only as an optimal solution; however, we can state the following claims for a general $G \in \mathcal{M}_{k}$. We require that a substitution preserves the number of profitable elements in $G$ from each profit class, so a substitution guarantees a profit similar to the profit of $G$.

- Definition 11. For $G \in \mathcal{M}_{k}$ and $Z_{G} \subseteq \bigcup_{r \in D} \mathcal{K}_{r}(\alpha)$, we say that $Z_{G}$ is a substitution of $G$ if the following holds.

1. $Z_{G} \in \mathcal{M}_{k}$.
2. $c\left(Z_{G}\right) \leq c(G)$.
3. For all $r \in D$ it holds that $\left|\mathcal{K}_{r}(\alpha) \cap Z_{G}\right|=\left|\mathcal{K}_{r}(\alpha) \cap G\right|$.

Proof of Lemma 10. We first show that every set $G \in \mathcal{M}_{k}$ has a substitution which is a subset of $R$.
$\triangleright$ Claim 12. For any $G \in \mathcal{M}_{k}$ there is a substitution $Z_{G}$ of $G$ such that $Z_{G} \subseteq R$.
Proof. Let $G \in \mathcal{M}_{k}$ and let $Z_{G}$ be a substitution of $G$ such that $\left|Z_{G} \cap R\right|$ is maximal among all substitutions of $G$; formally, let $\mathcal{S}(G)$ be all substitutions of $G$ and let

$$
Z_{G} \in\left\{Z \in \mathcal{S}(G)| | Z \cap R\left|=\max _{Z^{\prime} \in \mathcal{S}(G)}\right| Z^{\prime} \cap R \mid\right\}
$$

Since $G \cap \bigcup_{r \in D} \mathcal{K}_{r}(\alpha)$ is in particular a substitution of $G$ it follows that $\mathcal{S}(G) \neq \emptyset$; thus, $Z_{G}$ is well defined. Assume towards a contradiction that there is $a \in Z_{G} \backslash R$; then, by Definition 11 there is $r \in D$ such that $a \in \mathcal{K}_{r}(\alpha)$. Because $R \cap \mathcal{K}_{r}(\alpha)$ is an exchange set for $I, \varepsilon, \alpha$, and $r$, by Definition 9 there is $b \in\left(\mathcal{K}_{r}(\alpha) \cap R\right) \backslash Z_{G}$ such that $c(b) \leq c(a)$ and $Z_{G}-a+b \in \mathcal{M}_{k}$. Then, the properties of Definition 11 are satisfied for $Z_{G}-a+b$ by the following.

1. $Z_{G}-a+b \in \mathcal{M}_{k}$ by the definition of $b$.
2. $c\left(Z_{G}-a+b\right) \leq c\left(Z_{G}\right) \leq c(G)$ because $c(b) \leq c(a)$.
3. for all $r^{\prime} \in D$ it holds that $\left|\mathcal{K}_{r^{\prime}}(\alpha) \cap\left(Z_{G}-a+b\right)\right|=\left|\mathcal{K}_{r^{\prime}}(\alpha) \cap Z_{G}\right|=\left|\mathcal{K}_{r^{\prime}}(\alpha) \cap G\right|$ because $a, b \in \mathcal{K}_{r}(\alpha)$.
By the above, and using and Definition 11, we have that $Z_{G}+a-b$ is a substitution of $G$; that is, $Z_{G}+a-b \in \mathcal{S}(G)$. Moreover,

$$
\begin{equation*}
\left|R \cap\left(Z_{G}-a+b\right)\right|>\left|R \cap Z_{G}\right|=\max _{Z \in \mathcal{S}(G)}|Z \cap R| \tag{6}
\end{equation*}
$$

The first inequality holds since $a \in Z_{G} \backslash R$ and $b \in R$. Thus, we have found a substitution of $G$ which contains more elements in $R$ than $Z_{G} \in \mathcal{S}(G)$. A contradiction to the definition of $Z_{G}$ as a substitution of $G$ having a maximum number of elements in $R$. Hence, $Z_{G} \subseteq R$, as required.

Let $G$ be an optimal solution for $I$. We complete the proof of Lemma 10 by showing that a substitution of $G$ which is a subset of $R$ yields a profit at least $(1-2 \varepsilon) \cdot \operatorname{OPT}(I)$. Let $H[I, \alpha, \varepsilon]=H$ be the set of profitable elements w.r.t. $I, \alpha$ and $\varepsilon$ (as defined in (1)). By Claim 12, as $G \in \mathcal{M}_{k}$, it has a substitution $Z_{G} \subseteq R$. Then,

$$
\begin{align*}
p\left(Z_{G}\right) & \geq \sum_{r \in D} p\left(\mathcal{K}_{r}(\alpha) \cap Z_{G}\right) \\
& \geq \sum_{r \in D \text { s.t. } \mathcal{K}_{r}(\alpha) \neq \emptyset}\left|\mathcal{K}_{r}(\alpha) \cap Z_{G}\right| \cdot \min _{e \in \mathcal{K}_{r}(\alpha)} p(e)  \tag{7}\\
& \geq \sum_{r \in D \text { s.t. } \mathcal{K}_{r}(\alpha) \neq \emptyset}\left|\mathcal{K}_{r}(\alpha) \cap G\right| \cdot(1-\varepsilon) \cdot \max _{e \in \mathcal{K}_{r}(\alpha)} p(e) \\
& \geq(1-\varepsilon) \cdot p(G \cap H) .
\end{align*}
$$

The third inequality follows from (3), and from Property 3 in Definition 11. The last inequality holds since for every $e \in H$ there is $r \in D$ such that $e \in \mathcal{K}_{r}(\alpha)$, by (1) and (3). Therefore,

$$
\begin{align*}
p\left(Z_{G}\right) & \geq(1-\varepsilon) \cdot p(G \cap H) \\
& =(1-\varepsilon) \cdot(p(G)-p(G \backslash H)) \\
& \geq(1-\varepsilon) \cdot p(G)-p(G \backslash H)  \tag{8}\\
& \geq(1-\varepsilon) \cdot p(G)-\varepsilon \cdot \operatorname{OPT}(I) \\
& =(1-\varepsilon) \cdot \operatorname{OPT}(I)-\varepsilon \cdot \operatorname{OPT}(I) \\
& =(1-2 \varepsilon) \cdot \operatorname{OPT}(I)
\end{align*}
$$

The first inequality follows from (7). The last inequality holds by Lemma 7. The second equality holds since $G$ is an optimal solution for $I$. To conclude, by Properties 1 and 2 in Definition 11, it holds that $Z_{G} \in \mathcal{M}_{k}$, and $c\left(Z_{G}\right) \leq c(G) \leq B$; thus, $Z_{G}$ is a a solution for $I$. Also, by (8), it holds that $p\left(Z_{G}\right) \geq(1-2 \varepsilon) \cdot \mathrm{OPT}(I)$ as required (see Definition 2).

By Lemma 10, our end goal of constructing a representative set is reduced to efficiently finding exchange sets for all profit classes. This can be achieved by the following result, which is a direct consequence of Theorem 3.6 in [22]. As the result of [22] refers to a maximization version of exchange sets, we first present an analogue to Definition 9 for maximization exchange sets (as in [22]), using our notation.

- Definition 13. Let $I=(E, \mathcal{M}, c, p, B, k, \ell)$ be a BM instance, $0<\varepsilon<\frac{1}{2}$, $\frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq$ $\operatorname{OPT}(I)$, $r \in D(I, \varepsilon)$, and $X \subseteq \mathcal{K}_{r}(\alpha)$. We say that $X$ is a maximization exchange set for $I, \varepsilon, \alpha$, and $r$ if: For all $\Delta \in \mathcal{M}_{k}$ and $a \in\left(\Delta \cap \mathcal{K}_{r}(\alpha)\right) \backslash X$ there is $b \in\left(\mathcal{K}_{r}(\alpha) \cap X\right) \backslash \Delta$ satisfying
- $c(a) \leq c(b)$.
- $\Delta-a+b \in \mathcal{M}_{k}$.

We remark that the same construction and the proof of Theorem 3.6 in [21] hold for our exchange sets (in Definition 9) as well. Hence, we have the following.

- Lemma 14. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell), 0<\varepsilon<\frac{1}{2}, \frac{\mathrm{OPT}(I)}{2 \ell} \leq \alpha \leq$ $\mathrm{OPT}(I)$, and $r \in D(I, \varepsilon)$, there is an algorithm ExSet which returns in time $\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right)$. $|I|^{O(1)}$ an exchange set $X$ for $I, \varepsilon, \alpha$, and $r$, such that $|X|=\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right)$.

Algorithm $1 \operatorname{RepSet}(I=(E, \mathcal{M}, c, p, B, k, \ell), \varepsilon)$.
input : A BM instance $I$, and an error parameter $0<\varepsilon<\frac{1}{2}$.
output: A representative set $R$ of $I$ and $\varepsilon$.
if $\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2}>|I|$ then
Return $E$
Compute $\alpha \leftarrow \operatorname{ApproxBM}(I)$.
for $r \in D(I, \varepsilon)$ do
$R \leftarrow R \cup \operatorname{ExSet}(I, \varepsilon, \alpha, r)$.
Return $R$

Using Lemmas 10 and 14, a representative set of $I$ can be constructed as follows. If the parameters $\ell$ and $k$ are too high w.r.t. $|I|$, return the trivial representative set $E$ in polynomial time. Otherwise, compute an approximation for $\mathrm{OPT}(I)$, and define the profit classes. Then, the representative set is constructed by finding an exchange set for each profit class. The pseudocode of the algorithm is given in Algorithm 1.

- Lemma 15. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$, and $0<\varepsilon<\frac{1}{2}$, Algorithm 1 returns in time $|I|^{O(1)}$ a representative set $R \subseteq E$ of $I$ and $\varepsilon$ such that $|R|=\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2}\right)$.

Proof. Clearly, if $\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2}>|I|$, then by Step 2 the algorithm runs in time $|I|^{O(1)}$ and returns the trivial representative set $E$. Thus, we may assume below that $\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2} \leq|I|$. The running time of Step 3 is $|I|^{O(1)}$ by Lemma 6. Each iteration of the for loop in Step 4 can be computed in time $\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right) \cdot|I|^{O(1)}$, by Lemma 14. Hence, as we have $|D|=|D(I, \varepsilon)|$ iterations of the for loop, the running time of the algorithm is bounded by

$$
|D| \cdot \tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right) \cdot|I|^{O(1)} \leq\left(2 \ell \cdot k \cdot \varepsilon^{-2}+1\right) \cdot \tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right) \cdot|I|^{O(1)}=\tilde{O}\left(\ell^{(k-1) \cdot \ell+1} \cdot k^{2} \cdot \varepsilon^{-2}\right) \cdot|I|^{O(1)} .
$$

The first inequality follows from (4) and (5). As in this case $\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2} \leq|I|$, we have the desired running time.

For the cardinality of $R$, note that by Lemma $6 \mathrm{OPT}(I) \geq \alpha \geq \frac{\mathrm{OPT}(I)}{2 \ell}$. Thus, by Lemma 14, for all $r \in D, \operatorname{ExSet}(I, \varepsilon, \alpha, r)$ is an exchange set satisfying $|\operatorname{ExSet}(I, \varepsilon, \alpha, r)|=$ $\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right)$. Then,

$$
|R| \leq|D| \cdot \tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right) \leq\left(2 \ell \cdot k \cdot \varepsilon^{-2}+1\right) \cdot \tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k\right)=\tilde{O}\left(\ell^{(k-1) \cdot \ell+1} \cdot k^{2} \cdot \varepsilon^{-2}\right) .
$$

The second inequality follows from (4) and (5).
To conclude, we show that $R$ is a representative set. By Lemma 14, for all $r \in D$, it holds that $\operatorname{ExSet}(I, \varepsilon, \alpha, r)$ is an exchange set for $I, \varepsilon, \alpha$, and $r$. Therefore, $R \cap \mathcal{K}_{r}(\alpha)$ is an exchange set for $I, \varepsilon, \alpha$, for all $r \in D$. Hence, by Lemma $10, R$ is a representative set of $I$ and $\varepsilon$.

- Theorem 3. There is an algorithm that given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, returns in time $|I|^{O(1)}$ a representative set $R \subseteq E$ of $I$ and $\varepsilon$ such that $|R|=\tilde{O}\left(\ell^{(k-1) \cdot \ell} \cdot k^{2} \cdot \varepsilon^{-2}\right)$.
Proof of Theorem 3. The statement of the lemma follows from Lemma 15.


## 3 An FPT Approximation Scheme

In this section we use the representative set constructed by Algorithm 1 to obtain an FPAS for BM. For the discussion below, fix a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and an error parameter $0<\varepsilon<\frac{1}{2}$. Given the representative set $R$ for $I$ and $\varepsilon$ output by algorithm RepSet, we derive an FPAS by exhaustive enumeration over all solutions of $I$ within $R$. The pseudocode of our FPAS is given in Algorithm 2.

- Lemma 16. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, Algorithm 2 returns in time $|I|^{O(1)} \cdot \tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{2 k} \cdot \varepsilon^{-2 k}\right)$ a solution for I of profit at least $(1-2 \varepsilon) \cdot \mathrm{OPT}(I)$.

We give the proof at the end of this section. We can now prove our main result.

- Theorem 4. For any BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, there is an FPAS whose running time is $|I|^{O(1)} \cdot \tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{O(k)} \cdot \varepsilon^{-2 k}\right)$.

```
Algorithm \(2 \operatorname{FPAS}(I=(E, \mathcal{M}, c, p, B, k, \ell), \varepsilon)\).
input : A BM instance \(I\) and an error parameter \(0<\varepsilon<\frac{1}{2}\).
output: A solution for \(I\).
Initialize an empty solution \(A \leftarrow \emptyset\).
Construct \(R \leftarrow \operatorname{RepSet}(I, \varepsilon)\).
for \(F \subseteq R\) s.t. \(|F| \leq k\) and \(F\) is a solution of \(I\) do
        if \(p(F)>p(A)\) then
            Update \(A \leftarrow F\)
Return \(A\).
```

Proof of Theorem 4. The statement of the lemma follows from Lemma 16 by using in Algorithm 2 an error parameter $\varepsilon^{\prime}=\frac{\varepsilon}{2}$.

For the proof of Lemma 16, we use the next auxiliary lemmas.

- Lemma 17. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, Algorithm 2 returns a solution for $I$ of profit at least $(1-2 \varepsilon) \cdot \mathrm{OPT}(I)$.

Proof. By Lemma 15, it holds that $R=\operatorname{Rep} \operatorname{Set}(I, \varepsilon)$ is a representative set of $I$ and $\varepsilon$. Therefore, by Definition 2, there is a solution $S$ for $I$ such that $S \subseteq R$, and

$$
\begin{equation*}
p(S) \geq(1-2 \varepsilon) \cdot \operatorname{OPT}(I) \tag{9}
\end{equation*}
$$

Since $S$ is a solution for $I$, it follows that $S \in \mathcal{M}_{k}$ and therefore $|S| \leq k$. Thus, there is an iteration of Step 3 in which $F=S$, and therefore the set $A$ returned by the algorithm satisfies $p(A) \geq p(S) \geq(1-2 \varepsilon) \cdot \mathrm{OPT}(I)$. Also, the set $A$ returned by the algorithm must be a solution for $I$ : If $A=\emptyset$ the claim trivially follows since $\emptyset$ is a solution for $I$. Otherwise, the value of $A$ has been updated in Step 5 of Algorithm 2 to be some set $F \subseteq R$, but this step is reached only if $F$ is a solution for $I$.

Lemma 18. Given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, the running time of Algorithm 2 is $|I|^{O(1)} \cdot \tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{2 k} \cdot \varepsilon^{-2 k}\right)$.
Proof. Let $W^{\prime}=\left\{F \subseteq R \mid F \in \mathcal{M}_{k}, c(F) \leq B\right\}$ be the solutions considered in Step 3 of Algorithm 2, and let $W=\{F \subseteq R| | F \mid \leq k\}$. Observe that the number of iterations of Step 3 of Algorithm 2 is bounded by $|W|$, since $W^{\prime} \subseteq W$ and for each $F \in W$ we can verify in polynomial time if $F \in W^{\prime}$. Thus, it suffices to upper bound $W$.

By a simple counting argument, we have that

$$
\begin{align*}
|W| & \leq(|R|+1)^{k} \\
& \leq \tilde{O}\left(\left(\ell^{(k-1) \cdot \ell+1} \cdot k^{2} \cdot \varepsilon^{-2}\right)^{k}\right)  \tag{10}\\
& =\tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{2 k} \cdot \varepsilon^{-2 k}\right)
\end{align*}
$$

The first equality follows from Lemma 15. Hence, by (10), the number of iterations of the for loop in Step 3 is bounded by $\tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{2 k} \cdot \varepsilon^{-2 k}\right)$. In addition, the running time of each iteration is at most $|I|^{O(1)}$. Finally, the running time of the steps outside the for loop is $|I|^{O(1)}$, by Lemma 15. Hence, the running time of Algorithm 2 can be bounded by $|I|^{O(1)} \cdot \tilde{O}\left(\ell^{k^{2} \cdot \ell} \cdot k^{2 k} \cdot \varepsilon^{-2 k}\right)$.
Proof of Lemma 16. The proof follows from Lemmas 17 and 18.

## 4 Hardness Results

In this section we prove Theorem 1 and Theorem 1. In the proof of Theorem 1, we use a reduction from the $k$-subset sum (KSS) problem. The input for KSS is a set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ of strictly positive integers and two positive integers $T, k>0$. We need to decide if there is a subset $S \subseteq[n],|S|=k$ such that $\sum_{i \in S} x_{i}=T$, where the problem is parameterized by $k$. KSS is known to be W[1]-hard [12].

- Theorem 1. BM is $W[1]$-hard.

Proof of Theorem 1. Let $U$ be a KSS instance with the set of numbers $E=[n]$, target value $T$, and $k$. We define the following BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$.

1. $\mathcal{M}$ is a 1 -matchoid $\mathcal{M}=\{(E, \mathcal{I})\}$ such that $\mathcal{I}=2^{E}$. That is, $\mathcal{M}$ is a single uniform matroid whose independent sets are all possible subsets of $E$.
2. For any $i \in E=[n]$ define $c(i)=p(i)=x_{i}+2 \cdot \sum_{j \in[n]} x_{j}$.
3. Define the budget as $B=T+2 k \cdot \sum_{j \in[n]} x_{j}$.
$\triangleright$ Claim 19. If there is a solution for $U$ then there is a solution for $I$ of profit $B$.

Proof. Let $S \subseteq[n],|S|=k$ such that $\sum_{i \in S} x_{i}=T$. Then,

$$
c(S)=p(S)=\sum_{i \in S}\left(x_{i}+2 \cdot \sum_{j \in[n]} x_{j}\right)=T+|S| \cdot 2 \cdot \sum_{j \in[n]} x_{j}=T+2 k \cdot \sum_{j \in[n]} x_{j}=B .
$$

By the above, and as $S \in \mathcal{M}_{k}, S$ is also a solution for $I$ of profit exactly $B$.
$\triangleright$ Claim 20. If there is a solution for $I$ of profit at least $B$ then there is a solution for $U$.

Proof. Let $F$ be a solution for $I$ of profit at least $B$. Then, $p(F)=c(F) \leq B$, since $F$ satisfies the budget constraint. As $p(F) \geq B$, we conclude that

$$
\begin{equation*}
p(F)=c(F)=B \tag{11}
\end{equation*}
$$

We now show that $F$ is also a solution for $U$. First, assume towards contradiction that $|F| \neq k$. If $|F|<k$ then

$$
p(F)=\sum_{i \in F} x_{i}+|F| \cdot 2 \cdot \sum_{j \in[n]} x_{j} \leq \sum_{i \in F} x_{i}+(k-1) \cdot 2 \cdot \sum_{j \in[n]} x_{j} \leq 2 k \cdot \sum_{j \in[n]} x_{j}<B .
$$

We reach a contradiction to (11). Since $F$ is a solution for $I$ it holds that $F \in \mathcal{M}_{k}$; thus, $|F| \leq k$. By the above, $|F|=k$. Therefore,

$$
\sum_{i \in F} x_{i}=c(F)-|F| \cdot 2 \cdot \sum_{j \in[n]} x_{j}=c(F)-2 k \cdot \sum_{j \in[n]} x_{j}=B-2 k \cdot \sum_{j \in[n]} x_{j}=T .
$$

By Claims 19 and 20, there is a solution for $U$ if and only if there is a solution for $I$ of profit at least $B$. Furthermore, the construction of $I$ can be done in polynomial time in the encoding size of $U$. Hence, an FPT algorithm which finds an optimal solution for $I$ can decide the instance $U$ in FPT time. As KSS is known to be W[1]-hard [12], we conclude that BM is also $\mathrm{W}[1]$-hard.

In the proof of Theorem 5 we use a lower bound on the kernel size of Perfect $\ell$-Dimensional Matching ( $\ell$-PDM), due to Dell and Marx [5, 6]. The input for the problem consists of the finite sets $U_{1}, \ldots U_{\ell}$ and $E \subseteq U_{1} \times \ldots \times U_{\ell}$. Also, we have an $\ell$-dimensional matching constraint $(E, \mathcal{I})$ to which we refer as the associated set system of the instance (i.e., $\mathcal{I}$ contains all subsets $S \subseteq E$ such that for any two distinct tuples $\left(e_{1}, \ldots, e_{\ell}\right),\left(f_{1}, \ldots, f_{\ell}\right) \in S$ and every $i \in[\ell]$ it holds that $\left.e_{i} \neq f_{i}\right)$. The instance is associated also with the parameter $k=\frac{n}{\ell}$, where $n=\sum_{j=1}^{\ell}\left|U_{\ell}\right|$. We refer to $|E|$ as the number of tuples in the instance. The objective is to find $S \in \mathcal{I}$ such that $|S|=k$. Let $J=\left(U_{1}, \ldots, U_{\ell}, E\right)$ denote an instance of $\ell$-PDM We say $J$ is a "yes" instance if such a set $S$ exists; otherwise, $J$ is a "no" instance. Observe that the parameter $k$ is set such that if $S \in \mathcal{I}$ and $|S|=k$ then every element in $U_{1} \cup \ldots \cup U_{\ell}$ appears in exactly one of the tuples in $S$.

- Lemma 21 (Theorem 1.2 cf. [6]). Let $\ell \geq 3$ and $\varepsilon>0$. If coNP $\nsubseteq \mathrm{NP} /$ poly then $\ell$-PDM does not have a kernel in which the number of tuples is $O\left(k^{\ell-\varepsilon}\right)$.
- Theorem 5. For any function $f: \mathbb{N} \rightarrow \mathbb{N}$, and $c_{1}, c_{2} \in \mathbb{R}$ such that $c_{2}-c_{1}<0$, there is no algorithm which finds for a given BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$ a representative set of size $O\left(f(\ell) \cdot k^{\ell-c_{1}} \cdot \frac{1}{\varepsilon^{c_{2}}}\right)$ of $I$ and $\varepsilon$ in time $|I|^{O(1)}$, unless coNP $\subseteq$ NP/poly.

Proof of Theorem 5. Assume coNP $\nsubseteq \mathrm{NP} /$ poly. Furthermore, assume towards a contradiction that there is a function $f: \mathbb{N} \rightarrow \mathbb{N}$, constants $c_{1}, c_{2}$, where $c_{2}-c_{1}<0$, and an algorithm $\mathcal{A}$ that, given a BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$, finds in time $|I|^{O(1)}$ a representative set of $I$ and $\varepsilon$ of size $O\left(f(\ell) \cdot k^{\ell-c_{1}} \cdot \frac{1}{\varepsilon^{c_{2}}}\right)$. We use $\mathcal{A}$ to construct a kernel for 3-PDM.

Consider the following kernelization algorithm for 3-PDM. Let $J=\left(U_{1}, U_{2}, U_{3}, E\right)$ be the 3-PDM input instance. Define $n=\left|U_{1}\right|+\left|U_{2}\right|+\left|U_{3}\right|, \ell=3$, and $k=\frac{n}{\ell}$. Furthermore, let $(E, \mathcal{I})$ be the set system associated with the instance, and let $\mathcal{M}$ be an $\ell$-matchoid representing the set system $(E, \mathcal{I})$. Run $\mathcal{A}$ on the BM instance $I=\left(E, \mathcal{M},{ }_{s}, B, k, \ell\right)$ with $\varepsilon=\frac{1}{3 k}$, where $c(e)=p(e)=1$ for all $e \in E$ and $B=k$. Let $R \subseteq E$ be the output of $\mathcal{A}$. Return the 3 -PDM instance $J^{\prime}=\left(U_{1}, U_{2}, U_{3}, R\right)$.

Since $\mathcal{A}$ runs in polynomial time, the above algorithm runs in polynomial time as well. Moreover, as $k=\frac{n}{3}$ and $R \subseteq E$, it follows that the returned instance can be encoded using $O\left(k^{4}\right)$ bits. Let $\left(R, \mathcal{I}^{\prime}\right)$ be the set system associated with $J^{\prime}$. Since $R \subseteq E$, it follows that $\mathcal{I}^{\prime} \subseteq \mathcal{I}$. Hence, if there is $S \in \mathcal{I}^{\prime}$ such that $|S|=k$, then $S \in \mathcal{I}$ as well. That is, if $J^{\prime}$ is a "yes" instance, so is $J$.

For the other direction, assume that $J$ is a "yes" instance. That is, there is $S \in \mathcal{I}$ such that $|S|=k$. Then $S$ is a solution for the BM instance $I$ (observe that $c(S)=|S|=k=B$ ). Therefore, as $R$ is a representative set of $I$ and $\varepsilon=\frac{1}{3 k}$, there is a solution $T$ for $I$ such that $T \subseteq R$, and

$$
p(T) \geq(1-2 \varepsilon) \cdot \operatorname{OPT}(I) \geq(1-2 \varepsilon) \cdot p(S)=\left(1-\frac{2}{3 k}\right) \cdot p(S)=\left(1-\frac{2}{3 k}\right) \cdot k=k-\frac{2}{3}
$$

Since the profits are integral we have that $|T|=p(T) \geq k$. Furthermore $|T| \leq k$ (since $T$ is a solution for $I$ ), and thus $|T|=k$. Since $T \in \mathcal{I}$ (as $T$ is a solution for $I$ ) and $T \subseteq R$, it trivially holds that $T \in \mathcal{I}^{\prime}$. That is, $T \in \mathcal{I}^{\prime}$ and $|T|=k$. Hence, $J^{\prime}$ is a "yes" instance. We have showed that the above procedure is indeed a kernelization for 3 -PDM.

Now, consider the size of $R$. Since $\mathcal{A}$ returns a representative set of size $O\left(f(\ell) \cdot k^{\ell-c_{1}} \cdot \frac{1}{\varepsilon^{c_{2}}}\right)$ it follows that

$$
|R|=O\left(f(3) \cdot k^{3-c_{1}} \cdot(3 k)^{c_{2}}\right)=O\left(k^{3-c_{1}+c_{2}}\right)
$$

As $c_{2}-c_{1}<0$, we have a contradiction to Lemma 21. Thus, for any function $f: \mathbb{N} \rightarrow \mathbb{N}$ and constants $c_{1}, c_{2}$ satisfying $c_{2}-c_{1}<0$, there is no algorithm which finds for a given BM instance $I=(E, \mathcal{M}, c, p, B, k, \ell)$ and $0<\varepsilon<\frac{1}{2}$ a representative set of $I$ and $\varepsilon$ of size $O\left(f(\ell) \cdot k^{\ell-c_{1}} \cdot \frac{1}{\varepsilon^{c_{2}}}\right)$ in time $|I|^{O(1)}$.

## 5 A Polynomial-time $\frac{1}{2 \cdot \ell}$-Approximation for BM

In this section we prove Lemma 6. The proof combines an existing approximation algorithm for the unbudgeted version of $\mathrm{BM}[23,25]$ with the Lagrangian relaxation technique of [29]. As the results in [23,25] are presented in the context of $\ell$-extendible set systems, we first define these systems and use a simple argument to show that such systems are generalizations of matchoids. We refer the reader to [13] for further details about $\ell$-extendible systems.

- Definition 22. Given a finite set $E, \mathcal{I} \subseteq 2^{E}$, and $\ell \in \mathbb{N}$, we say that $(E, \mathcal{I})$ is an $\ell$ extendible system if for every $S \in \mathcal{I}$ and $e \in E \backslash S$ there is $T \subseteq S$, where $|T| \leq \ell$, such that $(S \backslash T) \cup\{\ell\} \in \mathcal{I}$.

The next lemma shows that an $\ell$-matchoid is in fact an $\ell$-extendible set system.

- Lemma 23. For any $\ell \in \mathbb{N}_{>0}$ and an $\ell$-Matchoid $\mathcal{M}=\left\{M_{i}=\left(E_{i}, \mathcal{I}_{i}\right)\right\}_{i \in[s]}$ on a set $E$, it holds that $(E, \mathcal{I}(\mathcal{M}))$ is an $\ell$-extendible set system.

Proof. Let $S \in \mathcal{I}(\mathcal{M})$ and $e \in E \backslash S$. As $\mathcal{M}$ is an $\ell$-matchoid, there is $H \subseteq[s]$ of cardinality $|H| \leq \ell$ such that for all $i \in[s] \backslash H$ it holds that $e \notin E_{i}$ and for all $i \in H$ it holds that $e \in E_{i}$. Since for all $i \in H$ it holds that $\left(E_{i}, \mathcal{I}_{i}\right)$ is a matroid, either $\left(S \cap E_{i}\right) \cup\{e\} \in \mathcal{I}_{i}$, or there is $a_{i} \in S \cap E_{i}$ such that $\left(\left(S \cap E_{i}\right) \backslash\left\{a_{i}\right\}\right) \cup\{e\} \in \mathcal{I}_{i}$ (this follows by repeatedly adding elements from $S \cap E_{i}$ to $\{e\}$ using the exchange property of the matroid $\left(E_{i}, \mathcal{I}_{i}\right)$ ). Let $L=\left\{i \in H \mid\left(S \cap E_{i}\right) \cup\{e\} \notin \mathcal{I}_{i}\right\}$. Then, there are $|L|$ elements $T=\left\{a_{i}\right\}_{i \in L}$ such that for all $i \in L$ it holds that $\left(\left(S \cap E_{i}\right) \backslash\left\{a_{i}\right\}\right) \cup\{e\} \in \mathcal{I}_{i}$ and for all $i \in H \backslash L$ it holds that $\left(S \cap E_{i}\right) \cup\{e\} \in \mathcal{I}_{i}$. Thus, it follows that $(S \backslash T) \cup\{e\} \in \mathcal{I}(\mathcal{M})$ by the definition of a matchoid. Since $|T|=|L| \leq|H| \leq \ell$, we have the statement of the lemma.

Proof of Lemma 6. Consider the BM problem with no budget constraint (equivalently, $c(E) \leq B$ ) that we call the maximum weight matchoid maximization ( $M W M$ ) problem. By Lemma 23, MWM is a special case of the maximum weight $\ell$-extendible system maximization problem, which admits $\frac{1}{\ell}$-approximation [23, 25]. ${ }^{5}$ Therefore, using Theorem 3.1 in [29], we have the following. There is an algorithm that, given some $\varepsilon>0$, returns a solution for the BM instance $I$ of profit at least $\left(\frac{\frac{1}{\varepsilon}}{\frac{1}{\ell}+1}-\varepsilon\right) \cdot \mathrm{OPT}(I)$, and whose running time is $|I|^{O(1)} \cdot O\left(\log \left(\varepsilon^{-1}\right)\right)$. Now, we can set $\varepsilon=\frac{\frac{1}{\ell}}{\frac{1}{\ell}+1}-\frac{1}{2 \ell}$; then, the above algorithm has a running time $|I|^{O(1)}$, since $\varepsilon^{-1}$ is polynomial in $\ell$ and $\ell \leq|I|$. Moreover, the algorithm returns a solution $S$ for $I$, such that

$$
\operatorname{OPT}(I) \geq p(S) \geq\left(\frac{\frac{1}{\ell}}{\frac{1}{\ell}+1}-\varepsilon\right) \cdot \operatorname{OPT}(I)=\frac{1}{2 \ell} \cdot \operatorname{OPT}(I)
$$

To conclude, we define the algorithm ApproxBM which returns $\alpha=p(S)$. By the above discussion, $\operatorname{OPT}(I) \geq \alpha \geq \frac{\mathrm{OPT}(I)}{2 \ell}$, and the running time of ApproxBM is $|I|^{O(1)}$.

[^19]
## 6 Discussion

In this paper we present an FPT-approximation scheme (FPAS) for the budgeted $\ell$-matchoid problem (BM). As special cases, this yields FPAS for the budgeted $\ell$-dimensional matching problem (BDM) and the budgeted $\ell$-matroid intersection problem (BMI). While the unbudgeted version of BM has been studied earlier from parameterized viewpoint, the budgeted version is studied here for the first time.

We show that BM parameterized by the solution size is $W$ [1]-hard already with a degenerate matroid constraint (Theorem 1); thus, an exact FPT time algorithm is unlikely to exist. Furthermore, the special case of unbudgeted $\ell$-dimensional matching problem is APX-hard, already for $\ell=3$, implying that PTAS for this problem is also unlikely to exist. These hardness results motivated the development of an FPT-approximation scheme for BM.

Our FPAS relies on the notion of representative set - a small cardinality subset of the ground set of the original instance which preserves the optimum value up to a small factor. We note that representative sets are not lossy kernels [31] as BM is defined in an oracle model; thus, the definitions of kernels or lossy kernels do not apply to our problem. Nevertheless, for some variants of BM in which the input is given explicitly (for instance, this is possible for BDM) our construction of representative sets can be used to obtain an approximate kernelization scheme.

Our results also include a lower bound on the minimum possible size of a representative set for BM which can be computed in polynomial time (Theorem 5). The lower bound is based on the special case of the budgeted $\ell$-dimensional matching problem (BDM). We note that there is a significant gap between the size of the representative sets found in this paper and the lower bound. This suggests the following questions for future work.

- Is there a representative set for the special case of BDM whose size matches the lower bound given in Theorem 5?
- Can the generic structure of $\ell$-matchoids be used to derive an improved lower bound on the size of a representative set for general BM instances?

The budgeted $\ell$-matchoid problem can be naturally generalized to the $d$-budgeted $\ell$ matchoid problem ( $d$-BM). In the $d$-budgeted version, both the costs and the budget are replaced by $d$-dimensional vectors, for some constant $d \geq 2$. A subset of elements is feasible if it is an independent set of the $\ell$-matchoid, and the total cost of the elements in each dimension is bounded by the budget in this dimension. The problem is a generalization of the $d$-dimensional knapsack problem ( $d$-KP), the special case of $d$-BM in which the feasible sets of the matchoid are all subsets of $E$. A PTAS for $d$-KP was first given in [17], and the existence of an efficient polynomial time approximation scheme was ruled out in [28]. PTASs for the special cases of $d$-BM in which the matchoid is a single matroid, matroid intersection or a matching constraint were given in [3, 20]. It is likely that the lower bound in [28] can be used also to rule out the existence of an FPAS for $d$-BM. However, the question whether $d$-BM admits a $(1-\varepsilon)$-approximation in time $O\left(f(k+\ell) \cdot n^{g(\varepsilon)}\right)$, for some functions $f$ and $g$, remains open.
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#### Abstract

We show that the VC-dimension of a graph can be computed in time $n^{\lceil\log d+1\rceil} d^{O(d)}$, where $d$ is the degeneracy of the input graph. The core idea of our algorithm is a data structure to efficiently query the number of vertices that see a specific subset of vertices inside of a (small) query set. The construction of this data structure takes time $O\left(d 2^{d} n\right)$, afterwards queries can be computed efficiently using fast Möbius inversion.

This data structure turns out to be useful for a range of tasks, especially for finding bipartite patterns in degenerate graphs, and we outline an efficient algorithm for counting the number of times specific patterns occur in a graph. The largest factor in the running time of this algorithm is $O\left(n^{c}\right)$, where $c$ is a parameter of the pattern we call its left covering number.

Concrete applications of this algorithm include counting the number of (non-induced) bicliques in linear time, the number of co-matchings in quadratic time, as well as a constant-factor approximation of the ladder index in linear time.

Finally, we supplement our theoretical results with several implementations and run experiments on more than 200 real-world datasets - the largest of which has 8 million edges - where we obtain interesting insights into the VC-dimension of real-world networks.
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## 1 Introduction

Our work began with the simple question: What is the Vapnik-Chervonenkis (VC) dimension of real-world networks? That is, what is the largest vertex set $X$ such that every subset $X^{\prime} \subseteq$ $X$ is the neighbourhood (when restricted to $X$ ) of some vertex in the network?

This parameter, developed in the context of learning theory, happens to be extremely useful in the theory of sparse graphs (e.g. [11]) and is one possible method of capturing the "complexity" of an object. It is therefore a natural statistic to consider when a) trying to categorise networks and b) identifying structural properties that can be leveraged to design efficient algorithms.

As the best-known general algorithm to compute the VC-dimension of a graph takes $O\left(n^{\log n}\right)$ time, and in fact the problem being LOGNP-complete [16], we investigated whether a better algorithm is possible if we assume our input graph to be sparse, more precisely, to be $d$-degenerate. This choice is motivated by the observation that the degeneracy for most real-world networks is small (see e.g. [7] and our results in the full version [9]).

Our first achievement is an algorithm that computes the VC-dimension of a $d$-degenerate graph in time $O\left(n^{\lceil\log d+1\rceil} d^{O(d)}\right)$. A core concept is a novel data structure which enables us to efficiently query the size of the intersection of several neighbourhoods for a small set of vertices, described in Section 3, which we use to quickly determine whether a given candidate set is shattered by its neighbours.

But the general idea of this algorithm can be generalised to other bipartite "patterns" like bicliques, co-matchings, and ladders (defined in Section 2.2). These objects are also closely related to notions of "complexity" of graphs. They appear, for example, in the study of graph width measures [10] and algorithm design for sparse classes [13] (see also there for connections to stability theory). Our general pattern-finding algorithm presented in Section 3 can count bicliques in linear time, co-matchings in quadratic time and find partial ladders in linear time, see Section 4 for these and further results.

Dense structures like cliques or bicliques are famously important in the analysis of networks, and we suggest that co-matchings and ladders might be of similar interest - but without a program to compute them, we cannot hope for these statistics to be trialled in practice. We therefore implemented algorithms to compute the VC-dimension, ladder index, maximum biclique ${ }^{1}$ and maximum co-matching of a graph. To establish their practicality, we ran these four algorithms on 206 real-world networks from various sources, see Section 5 . The VC-dimension algorithm in our experiments terminated within 10 minutes on networks with up to $\sim 33 \mathrm{~K}$ vertices, the other three on networks up to $\sim 93 \mathrm{~K}$ vertices. This is already squarely in the region of "practical" for certain types of networks and we believe that with further engineering - in particular to improve space efficiency - our implementation can be used to compute these statistics on much larger networks.

Prior work. We briefly mention a few relevant previous articles on the subject. Eppstein, Löffler, and Strash [12] gave an algorithm for enumerating maximal cliques in $d$-degenerate graphs in $O\left(d n 3^{d / 3}\right)$ time, i.e., fixed-parameter tractable time when parameterized by the degeneracy. They also give experimental results showing that their algorithm works well on large real-world networks. Bera, Pashanasangi, and Seshadhri [1], extending the classic result

[^20]by Chiba and Nishizeki [6], show that for all patterns $H$ of size less than six, we can count the number of appearances of $H$ in a $d$-degenerate graph $G$ in time $O\left(m \cdot d^{k-2}\right)$, where $m$ is the number of edges in $G$ and $k$ is the number of vertices in $H$. Recently, Bressan, and Roth [3] gave algorithms for counting copies of a graph $H$ in a $d$-degenerate graph $G$ in time $f(d, k) \cdot n^{\operatorname{im}(H)} \log n$, for some function $f$, where $k$ again is the number of vertices in $H, n$ the number of vertices in $G$, and $\operatorname{im}(H)$ is the size of a largest induced matching in $H$.

## 2 Preliminaries

For an integer $k$, we use $[k]$ as a short-hand for the set $\{0,1,2, \ldots, k-1\}$. We use blackboard bold letters like $\mathbb{X}$ to denote sets $X$ associated with a total order $<\mathbb{X}$. The index function $\iota_{\mathbb{X}}: X \rightarrow \mathbb{N}$ maps elements of $X$ to their corresponding position in $\mathbb{X}$. We extend this function to sets via $\iota_{\mathbb{X}}(S)=\left\{\iota_{\mathbb{X}}(s) \mid s \in S\right\}$. For any integer $i \in[|X|]$ we write $\mathbb{X}[i]$ to mean the $i$ th element in the ordered set. An index set $I$ for $\mathbb{X}$ is simply a subset of $[|X|]$ and we extend the index notation to sets via $\mathbb{X}[I]:=\{\mathbb{X}[i] \mid i \in I\}$. We write $\pi(H)$ for the set of all permutations of $H$.

For a graph $G$ we use $V(G)$ and $E(G)$ to refer to its vertex- and edge-set, respectively. We used the short hands $|G|:=|V(G)|$ and $\|G\|:=|E(G)|$.

An ordered graph is a pair $\mathbb{G}=(G,<)$ where $G$ is a graph and $<$ a total ordering of $V(G)$. We write $<_{\mathbb{G}}$ to denote the ordering for a given ordered graph and extend this notation to the derived relations $\leqslant_{\mathbb{G}},>_{\mathbb{G}}, \geqslant_{\mathbb{G}}$.

We use the same notations for graphs and ordered graphs, additionally we write $N^{-}(u):=$ $\left\{v \in N(u) \mid v<_{\mathbb{G}} u\right\}$ for the left neighbourhood and $N^{+}(u):=\left\{v \in N(u) \mid v>_{\mathbb{G}} u\right\}$ for the right neighbourhood of a vertex $u \in \mathbb{G}$. We further use $d_{\mathbb{G}}^{-}(u)$ and $d_{G}^{+}(u)$ for the left and right degree, as well as $\Delta^{-}(\mathbb{G}):=\max _{u \in \mathbb{G}} d_{\mathbb{G}}^{-}(u)$ and $\Delta^{+}(\mathbb{G}):=\max _{u \in \mathbb{G}} d_{\mathbb{G}}^{+}(u)$. We omit the graphs in the subscripts if clear from the context.

A graph $G$ is $d$-degenerate if there exists an ordering $\mathbb{G}$ such that $\Delta^{-}(\mathbb{G}) \leqslant d$. An equivalent definition is that a graph is $d$-degenerate if every subgraph has a vertex of degree at most $d$. The number of edges in a $d$-degenerate graph is bounded by $d n$ and many important sparse graph classes - bounded treewidth, planar graphs, graphs excluding a minor - have finite degeneracy. The degeneracy ordering of a graph can be computed in time $O(n+m)$ [15], and $O(d n)$ for $d$-degenerate graphs.

Let $\mathcal{F} \subseteq 2^{U}$ be a set family over $U$. We define the intersection of a set family with set $X \subseteq U$ as $\mathcal{F} \cap X:=\{F \cap X \mid F \in \mathcal{F}\}$. A set $X \subseteq U$ is then shattered by $\mathcal{F}$ if $\mathcal{F} \cap X=2^{X}$. The graph representation of a set family $\mathcal{F}$ is the bipartite graph $G(\mathcal{F})=(\mathcal{F}, U, E)$ where for each $F \in \mathcal{F}$ and $x \in U$ we have the edge $F x \in E$ iff $x \in F$. In the other direction, we define for a graph $G$ its neighbourhood set system $\mathcal{F}(G):=\{N(v) \mid v \in G\}$.

The Vapnik-Chervonenkis dimension (VC-dimension) of a set family $\mathcal{F} \subseteq 2^{U}$ is the size of the largest set in $U$ that is shattered by $\mathcal{F}$ and we write this quantity as $\mathbf{v c}(\mathcal{F})$. The VC-dimension of a graph $G$ is defined as the VC-dimension of its neighbourhood set system, i.e. $\mathbf{v c}(G):=\mathbf{v c}(\mathcal{F}(G))$.

### 2.1 Set dictionaries

In the following we will make heavy use of data structures that model functions of the form $f: 2^{U} \rightarrow \mathbb{Z}$ for some universe $U$. Since the arguments in our use-case are assumed to be small, we use prefix-tries [17] in our theoretical analysis (see notes on practical implementations below):

- Definition 1 (Subset dictionary). Let $U$ be a set and let $\mathbb{U}$ be an arbitrary total order of $U$. A subset dictionary $D$ over $U$ associates a key $X \subseteq U$ with an integer $D[X]$ by storing the sequence $\mathbb{X}$ of $X$ under $<_{\mathbb{U}}$ in a prefix trie.

Accordingly, insertion/update/deletion of a value for a key $X$ takes time $O(|X|)$ if we can assume the key $X$ to be present in some canonical order. Our algorithms all work on graphs imbued with a (degeneracy) ordering and we will sort the left-neighbourhood $N^{-}(\bullet)$ of each vertex according to this global ordering, which we will simply call "sorting the left-neighbourhoods" for brevity. Subsets of these left-neighbourhoods are assumed to inherit this ordering, which covers all operations that we will need in our algorithms, which in conclusion means that we can assume that all sets used as keys in subset dictionaries have a canonical ordering.

Unless otherwise noted, we will use the convention that $D[X]=0$ for all keys $X$ that have not been inserted into $D$.

### 2.2 Bipartite patterns and left-covers

- Definition 2 (Pattern). A pattern $H$ is a complete graph whose edges are partitioned into sets $B, R$, and $W$ (black, red and white). We say that a graph $G$ contains $H$ (or $H$ appears in $G$ ) if there exists a vertex set $S \subseteq V(G)$ and a bijection $\phi: V(H) \rightarrow S$ such that $u v \in B \Longrightarrow \phi(u) \phi(v) \in E(G)$ and $u v \in R \Longrightarrow \phi(u) \phi(v) \notin E(G)$.

We say that a pattern $H$ is bipartite if the vertex set of $H$ can be partitioned into two sets $X, Y$ such that all edges inside of $X$ and inside of $Y$ are white.

For a vertex $v \in V(H)$ we write $N(v)$ to denote its neighbours according to the black edge relation only. An ordered pattern $\mathbb{H}$ is a pattern whose vertex set comes with a linear order $<_{\mathbb{H}}$. Given a vertex $v \in \mathbb{H}$, we write $N^{-}(u):=\left\{v \in N(u) \mid v<_{\mathbb{H}} u\right\}$.

A ladder (sometimes called a chain graph) $L_{n}$ of size $n$ is a bipartite pattern defined on two vertex sequences $A=\left(a_{i}\right)_{i \in[n]}$ and $B=\left(b_{i}\right)_{i \in[n]}$, where $a_{i} b_{j} \in B$ if $i>j$ and $a_{i} b_{j} \in R$ otherwise. Note that for any $1 \leqslant l \leqslant r \leqslant n$ the subgraph induced by the sequences $\left(a_{i}\right)_{i \in[l, r]}$ and $\left(b_{i}\right)_{i \in[l, r]}$ induces a ladder. A semi-ladder $\tilde{L}_{n}$ has the same black edges, but only the edges $a_{i} b_{i}, i \in[n]$ are red. All the remaining edges are white:


The Ladder index of a graph $G$ is the largest $n$ such that $G$ contains the pattern $L_{n}$.
A co-matching $\bar{M}_{n}$ (also called crown) has black edges $a_{i} b_{j}$ for $i \neq j$ and red edges $a_{i} b_{i}$ for $i \in[n]$.


Finally, the shattered pattern $U_{n}$ of size $n$ has a side $S$ (the shattered set) of size $n$ and a side $W$ (the witness set) of size $2^{n}$. We index the vertices of $W$ by subsets $I \subseteq S$, then the vertex $w_{I}$ has black edges into $I$ and red edges into $S \backslash I$ :


Definition 3 (Left-cover, left-covering number). Given an ordered bipartite pattern $\mathbb{H}$ with bipartition $(X, Y)$, a left-cover is a set of vertices $C \subseteq V(\mathbb{H})$ such that either $X \subseteq N^{-}(C) \cup C$ or $Y \subseteq N^{-}(C) \cup C$. The left-covering number $\operatorname{lc}(\mathbb{H})$ is the minimum size of a left cover of $\mathbb{H}$. For an (unordered) pattern $H$ we define its left-covering number as

$$
\operatorname{lc}(H):=\max _{\mathbb{H} \in \pi(H)} \operatorname{lc}(\mathbb{H}) .
$$

Note that we include the covering set $C$ itself in the cover, this is necessary since for a given ordering of a pattern some vertices might not have right neighbours and can therefore not be covered by left neighbourhoods.

The left-covering number of a pattern is the first important measure that will influence the running time of the main algorithm presented later. The second important measure relates to the number of non-isomorphic "half"-ordered patterns we can obtain from a bipartite pattern, that is, how many distinct objects we find by ordering one partition. A useful tool to concretise this notion is the following function:

- Definition 4 (Signature). Let $H$ be a bipartite pattern with bipartition $(X, Y)$ and let $\mathbb{Z}$ be an ordering of $Z \in\{X, Y\}$. Then the signature $\sigma_{\mathbb{Z}}(H)$ is defined as the multiset

$$
\sigma_{\mathbb{Z}}(H):=\left\{\left\{\iota_{\mathbb{Z}}(N(u)) \mid u \in(X \cup Y) \backslash Z\right\}\right\} .
$$

For orderings $\mathbb{Z}, \mathbb{Z}^{\prime} \in \pi(Z)$ we define the equivalence relation

$$
\mathbb{Z} \sim_{H} \mathbb{Z}^{\prime} \Longleftrightarrow \sigma_{\mathbb{Z}}(H)=\sigma_{\mathbb{Z}^{\prime}}(H)
$$

- Definition 5 (Half-ordering asymmetry). Given a bipartite pattern $H$ with bipartition ( $X, Y$ ) and a partite set $Z \in\{X, Y\}$, we define the half-ordering asymmetry hoa $(H, Z)$ as the number of equivalence classes under the $\sim_{H}$ relation

$$
\operatorname{hoa}(H, Z):=\left|\pi(Z) / \sim_{H}\right| .
$$

We further define the half-ordering asymmetry of $H$ as

$$
\operatorname{hoa}(H):=\max \{\operatorname{hoa}(H, X), \operatorname{hoa}(H, Y)\} .
$$

Alternatively, hoa $(H, Z):=\left|\left\{\sigma_{\mathbb{Z}}(H) \mid \mathbb{Z} \in \pi(Z)\right\}\right|$.

## 3 A general pattern-finding algorithm

We first describe a general-purpose algorithm for finding patterns in degenerate graphs. Afterwards, we will describe more specialised algorithms using similar ideas to find specific patterns.

- Theorem 6. Let $G$ be a d-degenerate graph and let $H$ be a bipartite pattern with bipartition $(X, Y)$ where $|X| \geqslant|Y|$. Then after a preprocessing time of $O\left(|X|^{\operatorname{lc}(H)}|H|!+d 2^{d} n\right)$, we can in time $O\left(n^{\operatorname{lc}(H)}(4 d \operatorname{lc}(H))^{|X|} d|X|^{3}\right.$ hoa $\left.(H)\right)$ count how often $H$ appears in $G$.

The main ingredient of our algorithm will be the following data structure:

- Theorem 7. Let $\mathbb{G}$ be an ordered graph on $n$ vertices with degeneracy d. After a preprocessing time of $O\left(d 2^{d} n\right)$, we can, for any given $S \subseteq V(G)$, compute a subset dictionary $Q_{S}$ in time $O\left(|S| 2^{|S|}+d|S|^{2}\right)$ which for any $X \subseteq S \subseteq V(G)$ answers the query

$$
Q_{S}[X]:=|\{v \in G \mid S \cap N(v)=X\}|
$$

in time $O(|X|)$.

- Lemma 8. Let $\mathbb{G}$ be an ordered graph with degeneracy $d$. Then in time $O\left(d 2^{d} n\right)$ we can compute a subset dictionary $R$ over $V(G)$ which for any $X \subseteq V(G)$ answers the query

$$
R[X]:=\left|\left\{v \in G \mid X \subseteq N^{-}(v)\right\}\right|
$$

in time $O(|X|)$.
Proof. Given $\mathbb{G}$ as input, we compute $R$ as follows:
Initialize $R$ as an empty trie storing integers;
for $u \in \mathbb{G}$ do
for $X \subseteq N^{-}(u)$ do
$R[X] \leftarrow R[X]+1 \quad / /$ Non-existing keys are treated as zero
return $R$;
Note that every update of the data structure with key $X$ takes time $O(|X|)$, since $|X| \leqslant d$ it follows that the total initialisation time is bounded by $O\left(d 2^{d} n\right)$.

- Lemma 9. Let $\mathbb{G}$ be an ordered graph with degeneracy $d$ and let $S \subseteq V(G)$. If we assume the subset dictionary $R$ of Lemma 8 is given, we can construct in time $O\left(|S| 2^{|S|}+d|S|^{2}\right) a$ subset dictionary $Q_{S}$ over $S$ which for $X \subseteq S$ answer the query

$$
Q_{S}[X]:=|\{v \in G \mid S \cap N(v)=X\}|
$$

in time $O(|X|)$.
Proof. We first construct an auxiliary subset dictionary $\hat{Q}$ which for $X \subseteq S$ answers the query

$$
\hat{Q}_{S}[X]:=\left|\left\{v \in G \mid S \cap N^{-}(v)=X\right\}\right|
$$

in time $O(|X|)$. We first prove the following claim which implies that $\hat{Q}_{S}$ is the (upwards) Möbius inversion of $R$ over $S$ and hence can be computed in time $O\left(|S| 2^{|S|}\right)$ using Yate's algorithm [18, 14, 2].
$\triangleright$ Claim 10. $\left|\left\{v \in G \mid S \cap N^{-}(v)=X\right\}\right|=\sum_{X \subseteq Y \subseteq S}(-1)^{|Y \backslash X|} R[Y]$,
Proof. First consider $v \not \not ㇒ \mathbb{G} X$. Then $X$ cannot be contained in $N^{-}(v)$ and therefore $v$ does not contribute to the left-hand side. Note that $v$ is not counted by $R[Y]$ for any $Y \supseteq X$, therefore $v$ does not contribute to the right-hand side.

Consider therefore $v \geqslant_{\mathbb{G}} X$. First, assume that $S \cap N^{-}(v)=X$ and therefore $v$ contributes to the left-hand side. Then $v$ is counted on the right-hand side exactly once by the term $R[X]$ which has a positive sign.

Consider now $v$ with $S \cap N^{-}(v) \neq X$. If $X \nsubseteq N^{-}(v)$, then $v$ does not contribute to the left-hands side and it is not counted by any term $R[Y], Y \supseteq X$ on the right-hand side. We are therefore left with vertices $v$ where $I:=S \cap N^{-}(v)$ satisfies $X \subset I$. Note that $I$ is counted by every term $R[Y]$ with $X \subseteq Y \subseteq I$. Since

$$
\sum_{X \subseteq Y \subseteq I}(-1)^{(Y \backslash X)}=\sum_{0 \leqslant k \leqslant|I \backslash X|}(-1)^{k}\binom{|I \backslash X|}{k}=0
$$

we conclude that these counts of $v$ cancel out and contribute a sum-total of zero to the right-hand side. This covers all cases and we conclude that the claim holds.

It remains to be shown how the query $Q_{S}[X]$ can be computed using $\hat{Q}_{S}[X]$. To this end, consider a vertex $v \in G$ where $S \cap N(v) \neq S \cap N^{-}(v)$ as these contribute to $\hat{Q}_{S}[X]$ but must not be counted by $Q_{S}[X]$. Note that any such vertex must be contained in $N^{-}(S)$ since $v$ has at least one right-neighbour in $S$. Accordingly, we apply the following correction to $\hat{Q}_{S}[X]$ :

```
Let \(Q_{S}=\hat{Q}_{S}\)
for \(u \in N^{-}(S)\) do
    \(Q_{S}\left[N^{-}(u) \cap S\right] \leftarrow Q_{S}\left[N^{-}(u) \cap S\right]-1\)
    \(Q_{S}[N(u) \cap S] \leftarrow Q_{S}[N(u) \cap S]+1\)
```

This correction takes time $O\left(d|S|^{2}\right)$.
We are now ready to describe the pattern-counting algorithm.
Proof of Theorem 6. The problem is trivial for $|X|=1$ since then the pattern is either a single edge or anti-edge. Thus assume $|X| \geqslant 2$ in the following, in particular for the running time calculations.

We first compute the left-covering number $\mathrm{lc}(H)$ by simply brute-forcing all orderings of $H$ in time $O\left(|H|!\cdot \max \{|X|,|Y|\}^{\operatorname{lc}(H)}\right)=O\left(|H|!|X|^{\mathrm{lc}(H)}\right)$. At the same time, whenever we find that a specific ordering $\mathbb{H}$ has a minimal left-covering of $X$, then we add the signature $\sigma_{\mathbb{X}}(H)$ with $\mathbb{X}:=\mathbb{H}[X]$ to a collection $\mathcal{X}$. Similarly, if we find that a minimal left-covering in $\mathbb{H}$ covers $Y$ we add the signature $\sigma_{\mathbb{Y}}(H)$ with $\mathbb{Y}:=\mathbb{H}[Y]$ to a collection $\mathcal{Y}$. We will later use that $|\mathcal{X}| \leqslant \operatorname{hoa}(H, X)$ and $|\mathcal{Y}| \leqslant \operatorname{hoa}(H, Y)$.

We now compute an ordering $\mathbb{G}$ for $G$ of degeneracy $d$ in time $O(d n)$, sort the leftneighbourhoods in time $O(d \log d \cdot n)$ time and compute the data structure $R$ as per Lemma 8 in time $O\left(d 2^{d} n\right)$. If we want to compute the number of times $H$ appears in $G$, we further need to initialise a subset dictionary $K$.

We now iterate through all subsets $C \subseteq V(G)$ of size $\operatorname{lc}(H)$ and for each such set we iterate through all subsets $Z \subseteq N_{\mathbb{G}}^{-}(C) \cup C$ of size $|X|$ or $|Y|$, in total this takes time $O\left(n^{\operatorname{lc}(H)}((d+1) \operatorname{lc}(H))^{|X|}\right)$. We describe the remainder of the algorithm for a set $X=Z$ of size $|X|$, the procedure for a set $Y$ works analogously. Let $\mathbb{X}$ be the ordering of $X$ in $\mathbb{G}$.

To verify that $X$ can be completed into a pattern $H$ in $G$, we compute the data structure $Q_{X}$ in time $O\left(|X| 2^{|X|}+d|X|^{2}\right)$ as per Theorem 7. To check whether $H$ exists in $G$, we iterate through all signatures $\sigma \in \mathcal{X}$ and test whether $Q_{X}[\mathbb{X}[A]]>0$ for all index sets $A \in \sigma$, this takes time $O(|\mathcal{X} \| X||Y|)$, in total the verification step for $X$ takes time

$$
O\left(\left(|X| 2^{|X|}+d|X|^{2}\right) \cdot|\mathcal{X} \| X||Y|\right)=O\left(d|X|^{3} 2^{|X|} \operatorname{hoa}(H)\right)
$$

where we used that $|X| \geqslant|Y|$ and $|X| \geqslant 2$. This bound also holds for checking $Y$ since $|\mathcal{X}|+$ $|\mathcal{Y}| \leqslant 2$ hoa $(H)$. Finally, if we exhaust all orderings of $H$ without finding the pattern, we report that it does not exist in $G$.

To count in how many ways $X$ can be extended into the pattern $H$ in $G$, we compute

$$
c_{H, X}:=\sum_{\sigma \in \mathcal{X}} \prod_{A^{(k)} \in \sigma}\binom{Q_{X}[\mathbb{X}[A]]}{k}
$$

where $k$ denotes the multiplicity of $A$ in the multiset $\sigma$. Note, however, that we have to take care not to double-count the contribution of $X$ to the overall count as we might encounter the set $X$ multiple times. To that end, we record the intermediate result by setting $K[X]:=c_{H, X}$ and we forgo the above computation if $X$ exists already as a key in $K$. The computation of $c_{H, X}$ and this additional book keeping takes time $O(|X|+|\mathcal{X}||X||Y|)$, in total we arrive at the same running time $O\left(d|X|^{3} 2^{|X|}\right.$ hoa $\left.(H)\right)$ like for the decision variant. After exhausting all orderings of $H$ we report back the number of times $H$ appears in $G$ as the sum of all entries of $K$.

The total running time of either variant of the algorithm is, as claimed,

$$
\begin{aligned}
& O\left(|X|^{\operatorname{lc}(H)}|H|!+d 2^{d} n+d n+n^{\operatorname{lc}(H)}((d+1) \operatorname{lc}(H))^{|X|} \cdot d|X|^{3} 2^{|X|} \operatorname{hoa}(H)\right) \\
& =O\left(|X|^{\operatorname{lc}(H)}|H|!+d 2^{d} n+n^{\operatorname{lc}(H)}(4 d \operatorname{lc}(H))^{|X|} d|X|^{3} \operatorname{hoa}(H)\right)
\end{aligned}
$$

## 4 Concrete applications

### 4.1 Finding bicliques and co-matchings

We note that $\operatorname{lc}\left(K_{t, t}\right)=1$ and hoa $\left(K_{t, t}\right)=1$, therefore the application of Theorem 6 gives the following:

- Corollary 11. Let $G$ be a d-degenerate graph. Then we can compute the number of biclique patterns $K_{s, t}(s \geqslant t)$ in time $O\left(s \cdot(2 s)!+d 2^{d} n+n(4 d)^{s} d s^{3}\right)$.

Let $\bar{M}_{t}$ be a co-matching on $2 t$ vertices. We will assume in the following that the partite sets of $\bar{M}_{t}$ are $X:=\left(x_{1}, \ldots, x_{t}\right)$ and $Y:=\left(y_{1}, \ldots, y_{t}\right)$ so that the edges $x_{i} y_{i}$ for $i \in[t]$ are forbidden.

- Lemma 12. $\operatorname{lc}\left(\bar{M}_{t}\right)=2$ and $\operatorname{hoa}\left(\bar{M}_{t}\right)=1$.

Proof. Let $\overline{\mathbb{M}}_{t}$ be an ordering of $\bar{M}_{t}$ and let $z$ be the last vertex in that order. Then $N^{-}(z)$ covers all vertices of one partite set except one vertex $z^{\prime}$. Thus $\left\{z, z^{\prime}\right\}$ is a left-cover of $\overline{\mathbb{M}}_{t}$.

To determine the half-ordering asymmetry, note that for every ordering $\mathbb{Z}$ of $Z \in\{X, Y\}$ the signature $\sigma_{\mathbb{Z}}\left(\bar{M}_{t}\right)$ is simply the set $\binom{[t]}{t-1}$, so the total number of signatures is one.

- Corollary 13. Let $G$ be a d-degenerate graph. Then we can compute the number of co-matching patterns $\bar{M}_{t}$ in time $O\left(t^{2}(2 t)!+d 2^{d} n+n^{2}(8 d)^{t} d t^{3}\right)$.


### 4.2 Finding shattered sets

A direct application of Theorem 6 to locate a shattered pattern $U_{t}$ is unsatisfactory as the running time will include a factor of $n^{t} \operatorname{since} \operatorname{lc}\left(U_{t}\right)=t$. By the following observation, we can bound $t$ by the degeneracy of the graph, but we can greatly improve the running time by further adjusting the algorithm.

- Observation 14. Let $G$ be a d-degenerate graph. Then $\mathbf{v c}(G) \leqslant d+1$.

Proof. Assume $S \subseteq V(G)$ is shattered by $W \subseteq V(G)$, with $S=|\operatorname{vc}(G)|$. Let $W^{\prime} \subseteq W$ be those witnesses that have $|S|-1$ neighbours in $S$. Then $G\left[W^{\prime} \cup S\right]$ induces a graph of minimum degree $|S|-1$ and we must have that $|S|-1 \leqslant d$ and accordingly $\mathbf{v c}(G)=|S| \leqslant d+1$.

The core observation that allows further improvements is that many orderings of $U_{d+1}$ have degeneracy larger than $d$ and can therefore not appear in a $d$-degenerate graph. In particular, the ordering in which all witnesses of $U_{d+1}$ appear before the shattered set has degeneracy $2^{d+1}$ and can therefore be ruled out. We refine this idea further in the following lemma.

- Lemma 15. Let $\mathbb{G}$ be a d-degenerate ordering of a graph $G$. Let $G$ contain the shattered pattern $U_{t}$ and let $\mathbb{U}_{t}:=\mathbb{G}\left[U_{t}\right]$ be its ordering. Then $\operatorname{lc}\left(\mathbb{U}_{t}\right) \leqslant\lceil\log d+1\rceil$. Specifically, we either have that $t \leqslant\lceil\log d+1\rceil$ or that $\mathbb{U}_{t}$ can be covered by $\lceil\log d+1\rceil$ witness vertices.

Proof. Let $S=\left(s_{1}, \ldots, s_{t}\right)$ and $W=\left(w_{1}, \ldots, w_{2^{t}}\right)$ be the vertices of $U_{t}$ in $G$ and let the indices of the variables reflect the ordering of the corresponding vertices in $\mathbb{U}_{t}$.

Partition the set $S$ into $p:=\lceil\log d+1\rceil$ sets $S_{1}, \ldots, S_{p}$ such that each set has size at least $\lfloor t / p\rfloor$ and at most $\lceil t / p\rceil$. For each set $S_{i}$ define the set of "apex"-witnesses $A_{i}:=\{w \in W \mid$ $\left.N(w) \supset S_{i}\right\}$. Note that, for all $i \in[p]$,

$$
\left|A_{i}\right|=2^{\left|S \backslash S_{i}\right|} \geqslant 2^{t-\lceil t / p\rceil}=2^{\left\lceil t \frac{p-1}{p}\right\rceil}
$$

We call a set $A_{i}$ good if $\max _{\mathbb{G}} A_{i}>\max _{\mathbb{G}} S_{i}$, that is, at least one apex vertex from $A_{i}$ can be found to the right of $S_{i}$. We now distinguish two cases:

Case 1. All $A_{i}, i \in[p]$, are good.
It follows that $\mathbb{U}_{t}$ can be left-covered by taking one vertex from each $A_{i}, i \in[p]$. We conclude that $\operatorname{lc}\left(\mathbb{U}_{t}\right) \leqslant p=\lceil\log d+1\rceil$.

Case 2. Some $A_{i}, i \in[p]$, is not good.
Let $u=\max _{\mathbb{G}} S_{i}$ be the last vertex in $S_{i}$, note that $A_{i} \leqslant_{\mathbb{G}} u$ and accordingly $A_{i} \subseteq N^{-}(u)$. But then we must have that $\left|A_{i}\right| \leqslant d$ and accordingly that

$$
\begin{aligned}
2^{\left\lceil t \frac{p-1}{p}\right\rceil} \leqslant d & \Longleftrightarrow\left\lceil t \frac{p-1}{p}\right\rceil \leqslant \log d \Longrightarrow t \frac{p-1}{p} \leqslant \log d \Longleftrightarrow t \leqslant \frac{p}{p-1} \log d \\
& \Longleftrightarrow t \leqslant \frac{\lceil\log d+1\rceil}{\lceil\log d+1\rceil-1} \log d=\frac{\log d}{\lceil\log d\rceil}\lceil\log d+1\rceil \leqslant\lceil\log d+1\rceil
\end{aligned}
$$

We therefore find that $\operatorname{lc}\left(\mathbb{U}_{t}\right) \leqslant|S| \leqslant\lceil\log d+1\rceil$.

- Theorem 16. Let $G$ be a d-degenerate graph on $n$ vertices. Then we can determine the $V C$-dimension of its neighbourhood set system $\mathcal{F}(G)$ in time $O\left(n^{\lceil\log d+1\rceil} d^{d+2}(2 d \log d)^{d+1}\right)$.

Proof. We first compute an ordering $\mathbb{G}$ of $G$ with degeneracy $d$ in time $O(d n)$ and sort all left-neighbourhoods in time $O(d \log d \cdot n)$. Let $p:=\lceil\log d+1\rceil$ in the following.

Let $\mathbb{U}_{t}=(S, W)$ be a shattered set of size $t \leqslant d+1$ in $\mathbb{G}$. By Lemma 15 we then have that $\operatorname{lc}\left(\mathbb{U}_{t}\right) \leqslant p$. Therefore to locate the set $S$ we first guess up to $p$ vertices and then exhaustively search through their (closed) left-neighbourhoods in time

$$
\binom{n}{p}\binom{d p}{t} \leqslant\left(\frac{e n}{p}\right)^{p}\left(\frac{e d p}{t}\right)^{t}=O\left(n^{[\log d+1\rceil}(d \log d)^{d+1}\right) .
$$

Now that we can locate $S$ we apply Theorem 7 in order to verify that $S$ is indeed shattered: For each candidate set $S$ from the previous step, we compute a subset dictionary $Q_{S}$ in time $O\left(|S| 2^{|S|}+d|S|^{2}\right)=O\left(d 2^{d}\right)$ and then check whether $Q_{S}[X]>0$ for each $X \subseteq S$. This latter step takes time $O\left(|S| 2^{|S|}\right)$ and is therefore subsumed by the construction time of $Q_{S}$. We conclude that the algorithm runs in total time

$$
O(d \log d \cdot n)+O\left(d 2^{d} n\right)+O\left(n^{\lceil\log d+1\rceil}(d \log d)^{d+1} \cdot d 2^{d}\right)=O\left(n^{\lceil\log d+1\rceil} d^{d+2}(2 d \log d)^{d+1}\right)
$$

as claimed.
We note that the exponent of $\lceil\log d+1\rceil$ in the running time is almost tight:

- Theorem 17. Graph VC-dimension parameterized by the degeneracy d of the input graph cannot be solved in time $f(d) \cdot n^{o(\log d)}$ unless all problems in SNP can be solved in subexponential time.

Proof. We adapt the W[1]-hardness reduction from $k$-Clique to VC-dimension by Downey, Evans, and Fellows [8] and combine it with the result by Chen et al. [5, 4] which states that $k$-CliQue cannot be solved in time $f(k) n^{o(k)}$ unless all problems in SNP admit subexponentialtime algorithms.

Given an instance $(H, k)$ for $k$-Clique, we construct a graph $G$ as follows. We first create $k$ copies $V_{1}, \ldots, V_{k}$ of $V(H)$. For $v \in H$, let us denote its copies by $v^{(1)}, \ldots, v^{(k)}$ with $v^{(i)} \in V_{i}$ for $i \in[k]$. We now add the following vertices and edges:

- A single isolated vertex $w_{0}$,
- a vertex set $W_{1}$ which contains one pendant vertex for each $v^{(i)}, v \in H$ and $i \in[k]$,
- a vertex set $W_{2}$ which for each edge $u v \in H$ contains $\binom{k}{2}$ vertices $w_{u v}^{i j}, i, j \in[k]$, each of which $u^{(i)}$ and $v^{(j)}$ as its only neighbours, and
- a vertex set $A$ which for each index set $I \subseteq[k]$ contains a vertex $a_{I}$ which is connected to all vertices in $V_{i}$ for each $i \in I$.
Note that the graph is bipartite with partite sets $\mathcal{V}:=V_{1} \cup \cdots \cup V_{k}$ and $\mathcal{W}:=W_{1} \cup W_{2} \cup A$.
Let us first show that if $H$ contains a clique of size $k$ then $G$ contains a shattered set of size $k$. Let $u_{1}, \ldots, u_{k}$ be distinct vertices that form a complete graph in $H$. We claim that then the set $S:=\left\{u_{1}^{(1)}, \ldots, u_{k}^{(k)}\right\}$ is shattered in $G$. First, note that for every subset $X \subset S$, $|X| \geqslant 3$, there exists a witness vertex $a \in A$ such that $N(a) \cap S=X$. For the empty set we have the witness $w_{0}$, for every singleton subset $\{u\} \subseteq S$ we have that the pendant vertex $p \in N(u) \cap W_{1}$ witnesses $\{u\}$. Therefore, only subsets of size exactly two need to be witnesses to shatter $S$. Consider $\left\{u_{i}^{(i)}, u_{j}^{(j)}\right\} \subseteq S$ for $i \neq j$. Since $u_{i} u_{j} \in H$, the vertex $w_{u_{i} u_{j}}^{i j}$ exists in $W_{2}$ and its neighbourhood in $S$ is exactly $\left\{u_{i}^{(i)}, u_{j}^{(j)}\right\}$. We conclude that all subsets of size two in $S$ are witnessed as well and therefore $S$ is shattered.

In the other direction, assume that $G$ contains a shattered set $(S, W)$ of size $k$. Without loss of generality, assume that $k \geqslant 3$.
$\triangleright$ Claim 18. $S \subseteq \mathcal{V}$ and $W \subseteq \mathcal{W}$.
Proof. Since $G$ is bipartite we either have that $S \subseteq \mathcal{V}$ and $W \subseteq \mathcal{W}$ or that $S \subseteq \mathcal{W}$ and $W \subseteq \mathcal{V}$. Let us now show that the latter is impossible.

Since $k \geqslant 3$ we have that every vertex in $S$ has degree at least four. Accordingly, $W$ cannot contain vertices from $W_{1}$ or $W_{2}$, which leaves us with $W \subseteq A$. However, all vertices in $V_{i}, i \in[k]$, have the exact same neighbours in $A$. Therefore only $k$ subsets of $A$ are witnessed by vertices in $\mathcal{V}$ and therefore the largest shattered set in $A$ has size at most $\log k$. We conclude that $S$ cannot be contained in $A$ and the claim holds.

We now claim that $\left|S \cap V_{i}\right|=1$ for all $i \in[k]$. Assume otherwise, so let $u^{(i)}, v^{(i)} \in S$ for some $i \in[k]$. But then the set $\left\{u^{i}, v^{i}\right\}$ cannot be witnessed: not by a vertex from $W_{1}$, since it only contains vertices with one neighbour, not by a vertex from $W_{2}$, since these vertices each have at most one neighbour in each set $V_{i}$, and not by a vertex from $A$ since we need all $2^{k}-\binom{k}{2}-k-1$ vertices of $A$ to witness subsets of $S$ of size at least three.

Therefore $S$ intersects each $V_{i}$ in exactly one vertex. Since $S$ is shattered, every subset $\left\{u^{(i)}, v^{(j)}\right\}, i \neq j$, is shattered. By the same logic as above, this can only be due to a witness $w_{u v}^{i j} \in W_{2}$ and therefore $u v \in H$. We conclude that indeed $u_{1}, \ldots, u_{k}$ induce a complete graph in $H$, as claimed.

Finally, we need to determine the degeneracy of $G$. Consider the following elimination sequence: We first delete all of $\left\{w_{0}\right\} \cup W_{1} \cup W_{2}$, all of which have degree at most two. Note now that all vertices in $\mathcal{V}$ have at most $|A|<2^{k}$ neighbours in $A$, so we delete $\mathcal{V}$ and then $A$. In total, the maximum degree we encountered in this deletion sequence is $<2^{k}$.

Assume we could solve Graph VC-Dimension in time $f(d) n^{o(\log d)}$. In the above reduction the degeneracy of the constructed graph is $d<2^{k}$, thus this running time for Graph VC-Dimension would imply a running time of

$$
f(d) \cdot n^{o(\log d)}=f\left(2^{k}\right) \cdot n^{o\left(\log 2^{k}\right)}=f\left(2^{k}\right) \cdot n^{o(k)}
$$

for $k$-Clique. We conclude that VC-dimension parameterized by the degeneracy of the input graph cannot be solved in time $f(d) n^{o(\log d)}$ unless all problems in SNP can be solved in subexponential time.

We note that Lemma 15 allows us to approximate the VC-dimension of degenerate graphs.

- Theorem 19. Let $G$ be a d-degenerate graph on $n$ vertices. Then for any $0<\varepsilon \leqslant 1$ we can approximate the $V C$-dimension of $G$ in time $O\left(d 2^{d}(2 n)^{\lceil\varepsilon(1+\log d)\rceil}\right)$ within a factor of $\varepsilon$.

Proof. We first compute a $d$-degenerate ordering $\mathbb{G}$ of $G$ in time $O(d n)$ and sort its leftneighbourhoods in time $O(d \log d \cdot n)$. Let $U_{t}=(S, W)$ be the largest shattered set in $G$ and let $\mathbb{U}_{t}$ be its ordering in $\mathbb{G}$. We further prepare the use of Theorem 7 by computing the necessary data structure in time $O\left(d 2^{d} n\right)$.

Let $c:=\lceil\varepsilon(1+\log d)\rceil$. The algorithm now iterates over all $C \subseteq V(G)$ of size $c$ and searches the left-neighbourhood $L:=N^{-}[C]$ for a shattered set by first computing a subset dictionary $Q_{L}$ in time $O\left(d 2^{d}\right)$ and then finding the largest shattered subset $S \subseteq L$ by brute-force in time $O\left(|L| 2^{|L|}\right)=O\left(c d 2^{c d}\right)$.

We claim that this simple algorithm computes the claimed approximation of the VCdimension. By Lemma 15 we either have that $t \leqslant \log d+1$ or that $\mathbb{U}_{t}$ can be left-covered by $\log d+1$ witness vertices. In the first case, our algorithm will trivally locate an $\varepsilon$-fraction of a maximal solution since it tests every set of size $c$. In the second case, the shattered set $S$ of $\mathbb{U}_{t}$ is covered by the left-neighbourhood of witness vertices $w_{1}, \ldots, w_{p} \in W$ for $p:=\log d+1$. Then by simple averaging, there exist $c$ witnesses $W^{\prime}$ such that $\left|N^{-}\left[W^{\prime}\right] \cap S\right| \geqslant c|S| / p=$ $c t /(\log d+1)$. Since the above algorithm will find the shattered set $N^{-}[W] \cap S$ when inspecting the left-neighbourhood of $W$, we conclude that it will output at least a value of $c t /(\log d+1)$. In either case the approximation factor is $\frac{c}{1+\log d} \geqslant \varepsilon$, as claimed.
We would like to highlight the special case of $c=1$ of the above theorem as it provides us with a linear-time approximation of the VC-dimension, which is probably a good starting point for practical applications:

- Corollary 20. Let $G$ be a d-degenerate graph on $n$ vertices. Then we can approximate the $V C$-dimension of $G$ in time $O\left(d 2^{d} n\right)$ within a factor of $\frac{1}{1+\log d}$.


### 4.3 Approximating the ladder and semi-ladder index

Before we proceed, we note that degenerate graphs cannot contain arbitrarily long ladders:

- Observation 21. If $G$ is d-degenerate then $G$ cannot contain a ladder of length $2 d+2$.

Proof. Note that a ladder of length $t$ contains a complete bipartite graph $K_{\lfloor t / 2\rfloor,\lfloor t / 2\rfloor}$, i.e. a subgraph of minimum degree $\lfloor t / 2\rfloor$. Therefore $t<2 d+2$.

Again we find that a direct application of Theorem 6 to ladder patterns does not yield a satisfying running time since $\operatorname{lc}\left(L_{t}\right) \approx t / 2$. However, we can always left-cover a large portion of a ladder with only one vertex:

- Observation 22. Let $(A, B)$ induce a ladder of length $t$ in $G$. For every ordering $\mathbb{G}$ of $G$ there exists a vertex $u \in A \cup B$ such that $\left|N^{-}(u) \cap(A \cup B)\right| \geqslant\lfloor t / 2\rfloor$.

Proof. Let $A^{\prime}:=\left(a_{i}\right)_{i \geqslant t / 2}$ and $B^{\prime}:=\left(b_{i}\right)_{i \leqslant t / 2}$, then $G\left[A^{\prime} \cup B^{\prime}\right]$ contains a biclique with partite sets $A^{\prime}, B^{\prime}$. Let $u \in A^{\prime} \cup B^{\prime}$ be the largest vertex according to $<_{\mathbb{G}}$, then $N^{-}(u) \cap\left(A^{\prime}, B^{\prime}\right)$ is either all of $A^{\prime}$ or all of $B^{\prime}$. In either case the claim holds.

- Theorem 23. Let $G$ be a d-degenerate graph on $n$ vertices and let $t$ be its ladder-index. Then we can in time $O\left(d^{2} 8^{d} \cdot n\right)$ decide whether $G$ contains a ladder of size at least $\lfloor t / 2\rfloor$.

Proof. We compute a degeneracy ordering $\mathbb{G}$ of $G$ and initialize the data structure $R$ as per Lemma 8 in time $O\left(2^{d} n\right)$.

Let $(A, B)$ induce a ladder of maximum size $t$ in $G$, by Observation 21 we have that $t \leqslant 2 d+1$. By Observation 22, there exists a vertex $u \in A \cup B$ such that $N^{-}(u)$ contains either $A^{\prime}:=\left(a_{i}\right)_{i \geqslant t / 2}$ or $B^{\prime}:=\left(b_{i}\right)_{i \geqslant t / 2}$. Wlog assume $A^{\prime} \subseteq N^{-}(u)$ and let $k:=\left|A^{\prime}\right|$. We guess $u$ in $O(n)$ time and $A^{\prime} \subseteq N^{-}(u)$ in time $O\left(2^{d}\right)$. To verify that $A^{\prime}$ can be completed into a ladder, we compute the data structure $Q_{A^{\prime}}$ in time $O\left(k 2^{k}+d k\right)$ using Lemma 9 .

Finally, we verify that there exists a sequence of subsets $A_{1}^{\prime} \subset A_{2}^{\prime} \subset \ldots \subset A_{k}^{\prime}=A^{\prime}$ where $Q_{A^{\prime}}\left[A_{k}^{\prime}\right]>0$ for all $i \in[k]$; as each lookup in $Q_{A^{\prime}}$ has cost equal to the size of the query set this will take time proportional to $\sum_{i=0}^{k} i\binom{k}{i}=k 2^{k-1}$ in the worst case (where we have to query all subsets of $A^{\prime}$ before finding the sequence). Since $k:=\lfloor t / 2\rfloor$, the total running time of this algorithm is

$$
O\left(2^{d} n\right)+O\left(2^{d} n \cdot\left(k 2^{k}+d k\right) \cdot k 2^{k-1}\right)=O\left(2^{d} k 2^{k}\left(k 2^{k}+d k\right) \cdot n\right)
$$

We can simplify this expression further by using that $k \leqslant d$ which leads us to the claimed running time of $O\left(d^{2} 8^{d} \cdot n\right)$

## 5 Implementation and experiments

Based on the above theoretical ideas, we implemented algorithms ${ }^{2}$ to compute the VCdimension, find the largest biclique, co-matchings (within an additive error of 1) and ladder (within a factor 2). The last three algorithms all simply check the left-neighbourhood for the respective structure. Aside from optimisations of the involved data structures we will not describe these algorithms in further detail.

We observe that for practical purposes the data structure $R$ can be computed progressively: if we know that our algorithm currently only needs to compute $Q_{S}$ from $R$ (as per Lemma 9) with $|S|=k(k \leqslant d)$, then it is enough to only count sets of size $\leqslant k$ in $R$. We can achieve this

[^21]in time $O\left(\binom{d}{k} n\right)$, which is far preferable to using $O\left(2^{d} n\right)$ time to insert all left-neighbourhood subsets into $R$. If $k$ remains much smaller than $d$, this improves our running time and space consumption substantially.

The second important optimisation regards subset dictionaries. While tries are useful in our theoretical analysis, in practice we opted to use bitsets for the data structures $Q_{S}$, as their universe $S$ can assumed to be small. Bitsets also allow for a very concise and fast implementation of the fast Möbius inversion, which needs to happen very frequently inside the hot loop of the search algorithms.

The algorithm to compute the VC-dimension includes a few simple optimisations that vastly improved its performance. Note that if we are currently searching for a shattered set of size $k$, then a candidate vertex for a shattered set of size $k$ must have at least $\binom{k-1}{i-1}$ neighbours of degree at least $i$, for $1 \leqslant i \leqslant k-1$. Our algorithm recomputes the set of remaining candidates each time it finds a larger shattered set. The (progressive) computation of the data structure $R$ can then also be restricted to only those left-neighbourhoods subsets which only contain candidate vertices.

Accordingly, the algorithm performs well if it finds large shattered sets fast. To that end, it first only looks at $k$-subsets of left-neigbhourhoods of single vertices. Once that search is exhausted, it considers left-neighbourhoods of pairs, then triplets, etc. up to $\lceil\log d+1\rceil$ vertices (as per Lemma 15). As this search is very expensive once we need to consider the joint left-neighbourhood of several vertices, the algorithm estimates the work needed and compares it against simply brute-forcing all $k$-subsets of the remaining candidates. Since the number of candidates shrinks quite quickly in practice, the algorithm usually concludes with such a final exhaustive search.

### 5.1 Results



Figure 1 Running times of all four algorithms on a collection of 206 networks. The size of the circles indicates the degeneracy of the networks, triangles indicate that program timed out on the network after 10 minutes.

We implemented all four algorithms in Rust and tested them on a diverse collection of 206 networks ${ }^{3}$, using a PC with a AMD Ryzen 3 2200G CPU and 24 GB RAM. The primary goal of our experiments was to verify that the data structures and algorithms in this paper could be of practical use, therefore we ran each algorithm only once per network ${ }^{4}$ and timed out after 10 minutes.

Of all the four measures, computing the VC-dimension is, unsuprisingly, the most computationally challenging and the program timed out or ran out of memory for networks larger than a few ten-thousand nodes or of degeneracy higher than 24. The broad summary of the results looks as follows (Figure 1 visualises these results in more detail):

| Statistics | Completed | Max size $(n)$ | Max degeneracy |
| :--- | :--- | :--- | :--- |
| VC-dimension | 126 | 33266 (BioGrid-Chemicals) | 24 (wafa-eies) |
| Biclique | 176 | 935591 (teams) | 191 (BioGrid-All) |
| Co-matching | 179 | 935591 (teams) | 255 (dogster_friendships) |
| Ladder index | 187 | 935591 (teams) | 191 (BioGrid-All) |



Figure 2 VC-dimension of networks normalized by their degeneracy +1 . Networks with large degeneracy tend towards the left, meaning that the VC-dimension does not increase proportionally to the degeneracy.

We are also interested in typical values of the VC-dimension of networks and how it compares to the degeneracy. This topic deserves a deeper investigation, but we can report some preliminary results here for those networks where our program terminated before the timeout. In Figure 2 we normalised the VC-dimension by the degeneracy-plus-one, so values close to one indicate that the VC-dimension is on the order of the degeneracy while values close to zero indicate that it is much smaller than the degeneracy. We see a clear tendency that networks with larger degeneracy tend towards zero, which we interpret as the VC-dimension "growing slower" than the degeneracy in typical networks.

[^22]
## 6 Conclusion

On the theoretical side, we outlined a general bipartite pattern-finding and -counting algorithm in degenerate graphs. Its running time crucially depends on two complexity measures of patterns, namely the left-covering number and the half-ordering asymmetry. These general algorithms can be further improved for specific patterns, which we exemplify for shattered set, ladder, co-matching and biclique patterns. Our results also include improved running times when the input graphs are of bounded degeneracy.

On the experimental side, we demonstrate that this style of algorithm is feasible and practical for computation on real-world networks, which often exhibit low degeneracy. The experiments also suggest that the VC-dimension of networks tends to be a very small parameter, which makes it an interesting target for the development of fast algorithms that exploit low VC-dimension.
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## A Complete results

For space reasons，some of the network names are abbreviated below．Abbreviated names are marked in gray．Some of the rows have been deferred to the full version of the paper［9］．

| Network | $n$ | $m$ | $\delta$ | $\bar{d}$ | deg | $\Delta$ | Running time |  | crown | ladder | Statistics |  | crown | ladder |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | VC－dim | biclique |  |  | VC－dim | biclique |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| AS－oregon－1 | 11174 | 23409 | 2389 | 4.2 | 17 | 2389 | 600.09 | 342.08 | 175.43 | 2.42 | ［5，18］ | 12 | ［13，14］ | ［17，35］ |
| AS－oregon－2 | 11461 | 32730 | 2432 | 5.7 | 31 | 2432 | 600.40 | 167.57 | 201.43 | 174.27 | ［6，32］ | ［7，31］ | ［7，32］ | ［7，63］ |
| BG－AC－Luminescence | 1840 | 2312 | 376 | 2.5 | 6 | 376 | 0.25 | 0.04 | 0.03 | 0.02 | 4 | 5 | 7 | ［6，13］ |
| BG－AC－Rna | 13765 | 42815 | 3572 | 6.2 | 54 | 3572 | 600.21 | 601.05 | 601.38 | 601.54 | ［4，55］ | ［5，54］ | ［5，55］ | ［5，109］ |
| BG－AC－Western | 21028 | 64046 | 535 | 6.1 | 17 | 535 | 600.08 | 600.30 | 600.29 | 21.70 | ［5，18］ | ［7，17］ | ［9，18］ | ［17，35］ |
| BG－Biochemical－Activity | 8620 | 17746 | 427 | 4.1 | 11 | 427 | 600.11 | 1.55 | 3.59 | 0.18 | ［5，12］ | 8 | ［7，8］ | ［11，23］ |
| BG－Bos－Taurus | 454 | 424 | 27 | 1.9 | 3 | 27 | 0.02 | 0.01 | 0.01 | 0.01 | 2 | 3 | ［3，4］ | ［3，7］ |
| BG－C．－Elegans | 6394 | 23646 | 522 | 7.4 | 64 | 522 | 600.21 | 399.05 | 214.18 | 390.57 | ［4，65］ | ［6，64］ | ［5，65］ | ［6，129］ |
| BG－Canis－Familiaris | 143 | 125 | 90 | 1.7 | 2 | 90 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | 3 | ［2，5］ |
| BG－Chemicals | 33266 | 28093 | 413 | 1.7 | 1 | 413 | 0.18 | 0.10 | 0.11 | 0.17 | 1 | ［0，1］ | 2 | ［0，3］ |
| BG－Co－Localization | 3543 | 4452 | 63 | 2.5 | 6 | 63 | 240.56 | 0.08 | 0.02 | 0.02 | 3 | 5 | 7 | ［6，13］ |
| BG－Co－Purification | 4326 | 5970 | 1972 | 2.8 | 12 | 1972 | 10.21 | 0.18 | 0.07 | 0.06 | 4 | 6 | 13 | ［12，25］ |
| BG－Cricetulus－Griseus | 69 | 57 | 30 | 1.7 | 1 | 30 | 0.01 | 0.01 | 0.01 | 0.01 | 1 | ［0，1］ | 2 | ［0，3］ |
| BG－D．－Discoideum－Ax4 | 27 | 20 | 4 | 1.5 | 1 | 4 | 0.01 | 0.01 | 0.01 | 0.01 | 1 | ［0，1］ | 2 | ［0，3］ |
| BG－D．－Growth－Defect | 1447 | 2193 | 213 | 3.0 | 5 | 213 | 0.09 | 0.04 | 0.03 | 0.02 | 4 | 4 | 6 | ［5，11］ |
| BG－D．－Melanogaster | 9330 | 60556 | 303 | 13.0 | 83 | 303 | 600.32 | 538.71 | 553.50 | 566.57 | ［4，84］ | ［5，83］ | ［5，84］ | ［5，167］ |
| BG－E．－Nidulans－Fgsc－A4 | 64 | 62 | 44 | 1.9 | 2 | 44 | 0.01 | 0.01 | 0.00 | 0.01 | 2 | 2 | 3 | ［2，5］ |
| BG－E．－Coli－K12－Mg1655 | 1273 | 1889 | 58 | 3.0 | 5 | 58 | 17.95 | 0.05 | 0.02 | 0.04 | 3 | 4 | 6 | ［5，11］ |
| BG－Far－Western | 1199 | 1089 | 60 | 1.8 | 3 | 60 | 0.05 | 0.03 | 0.01 | 0.02 | 3 | 3 | 4 | ［3，7］ |
| BG－Fret | 1700 | 2395 | 51 | 2.8 | 19 | 51 | 80.71 | 600.09 | 126.45 | 7.04 | 4 | ［11，19］ | ［17，18］ | ［19，39］ |
| BG－Hepatitus－C－Virus | 136 | 134 | 133 | 2.0 | 1 | 133 | 0.01 | 0.01 | 0.01 | 0.01 | 1 | ［0，1］ | 2 | ［0，3］ |
| BG－Homo－Sapiens | 24093 | 369767 | 2882 | 30.7 | 71 | 2882 | 329.05 | 338.13 | 343.83 | 346.77 | ［3，72］ | ［3，71］ | ［3，72］ | ［3，143］ |
| BG－HSV－1 | 178 | 208 | 40 | 2.3 | 3 | 40 | 0.01 | 0.02 | 0.01 | 0.01 | 3 | 3 | 4 | ［3，7］ |
| Continued on next page |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Network | $n$ | $m$ | $\delta$ | $\bar{d}$ | deg | $\Delta$ | Running time |  | Statistics |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | VC-dim | biclique | crown | ladder | VC-dim | biclique | crown | ladder |
| BG-HSV-5 | 121 | 107 | 27 | 1.8 | 1 | 27 | 0.01 | 0.01 | 0.01 | 0.01 | 1 | [0,1] | 2 | [0,3] |
| BG-HSV-8 | 716 | 691 | 119 | 1.9 | 3 | 119 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 3 | [3,4] | [3,7] |
| BG-HPV-16 | 173 | 186 | 93 | 2.2 | 2 | 93 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | [2,3] | [2,5] |
| Cannes2013 | 438089 | 835892 | 15169 | 3.8 | 27 | 15169 | 600.79 | 144.70 | 149.74 | 142.22 | [5,28] | [6,27] | [6,28] | [6,55] |
| CoW-interstate | 182 | 319 | 25 | 3.5 | 4 | 25 | 0.03 | 0.00 | 0.01 | 0.01 |  | 4 | [3,4] | [4,9] |
| EU-email-core | 986 | 16064 | 345 | 32.6 | 34 | 345 | 600.86 | 164.82 | 163.41 | 122.48 | [5,35] | [6,34] | [6,35] | [6,69] |
| JDK_dependency | 6434 | 53658 | 5923 | 16.7 | 65 | 5923 | 600.41 | 453.02 | 600.99 | 601.73 | [4,66] | [5,65] | [5,66] | [5,131] |
| NZ_legal | 2141 | 15739 | 429 | 14.7 | 25 | 429 | 600.36 | 110.96 | 128.55 | 146.23 | [6,26] | [7,25] | [7,26] | [7,51] |
| Noordin-terror-loc | 127 | 190 | 18 | 3.0 | 3 | 18 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 3 | [3,4] | [3,7] |
| Noordin-terror-orgas | 129 | 181 | 21 | 2.8 | 3 | 21 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 3 | [3,4] | [3,7] |
| ODLIS | 2900 | 16377 | 592 | 11.3 | 12 | 592 | 600.03 | 48.04 | 13.49 | 0.44 | [5,13] | 6 | [9,10] | [12,25] |
| Opsahl-forum | 899 | 7036 | 128 | 15.7 | 14 | 128 | 600.02 | 80.31 | 113.04 | 1.66 | [5,15] | 5 | [6,7] | [14,29] |
| Y2H_union | 1966 | 2705 | 89 | 2.8 | 4 | 89 | 42.11 | 0.01 | 0.03 | 0.04 | 3 | 4 | 5 | [4,9] |
| Yeast | 2361 | 7182 | 66 | 6.1 | 10 | 66 | 600.04 | 0.23 | 0.08 | 0.05 | [4,11] | 7 | [9,10] | [10,21] |
| actor_movies | 511463 | 1470404 | 646 | 5.7 | 14 | 646 | 600.36 | 600.51 | 600.46 | 105.76 | [5,15] | [7,14] | [6,15] | [14,29] |
| airlines | 235 | 1297 | 130 | 11.0 | 13 | 130 | 0.20 | 2.85 | 0.46 | 0.09 | 5 |  | [11,12] | [13,27] |
| american_revolution | 141 | 160 | 59 | 2.3 | 3 | 59 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 3 | [2,3] | [3,7] |
| autobahn | 374 | 478 | 5 | 2.6 | 2 | 5 | 0.01 | 0.05 | 0.01 | 0.01 | 2 | 2 | 3 | [2,5] |
| bahamas | 219856 | 246291 | 14902 | 2.2 | 6 | 14902 | 600.12 | 1.59 | 1.97 | 1.80 | [3,7] | 6 | [3,4] | $[6,13]$ |
| bergen | 53 | 272 | 32 | 10.3 | 9 | 32 | 0.06 | 0.06 | 0.01 | 0.01 | [ | 6 | [8,9] | [9,19] |
| bitcoin-otc-positive | 5573 | 18591 | 788 | 6.7 | 20 | 788 | 600.14 | 600.45 | 600.24 | 46.50 | [6,21] | [8,20] | [10,21] | [20,41] |
| bn-fly-d._medulla_1 | 1781 | 8911 | 927 | 10.0 | 18 | 927 | 600.04 | 600.17 | 600.15 | 11.17 | [5,19] | [8,18] | [8,19] | [18,37] |
| boards_gender_2m | 4220 | 5598 | 45 | 2.7 | 4 | 45 | 600.10 | 1.10 | 0.06 | 0.04 | [3,5] | 4 | [3,4] | [4,9] |
| ca-CondMat | 23133 | 93439 | 279 | 8.1 | 25 | 279 | 600.05 | 600.65 | 208.73 | 600.65 | [4,26] | [14,25] | 26 | [18,51] |
| ca-HepPh | 12006 | 118489 | 491 | 19.7 | 238 | 491 | 600.21 | 600.33 | 600.13 | 600.17 | [3,239] | [3,238] | [3,239] | [3,477] |
| celegans | 297 | 2148 | 134 | 14.5 | 10 | 134 | 1.72 | 1.08 | 0.42 | 0.10 | 5 | 7 | [8,9] | [10,21] |
| chess | 7301 | 55899 | 181 | 15.3 | 29 | 181 | 182.00 | 130.97 | 138.03 | 157.14 | [6,30] | [6,29] | [6,30] | [6,59] |
| cit-HepTh | 27769 | 352285 | 2468 | 25.4 | 37 | 2468 | 180.07 | 189.90 | 194.29 | 106.40 | [4,38] | [4,37] | [4,38] | [3,75] |
| codeminer | 724 | 1015 | 55 | 2.8 | 4 | 55 | 0.14 | 0.03 | 0.01 | 0.01 | 3 | 4 | [4,5] | [4,9] |
| columbia-mobility | 863 | 4147 | 228 | 9.6 | 9 | 228 | 600.11 | 0.20 | 0.03 | 0.03 | [4,10] | 6 | 10 | [9,19] |

[^23]| Network | $n$ | $m$ | $\delta$ | $\bar{d}$ | deg | $\Delta$ | Running time |  | crown | ladder | Statistics |  | crown | ladder |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | VC－dim | biclique |  |  | VC－dim | biclique |  |  |
| cora＿citation | 23166 | 89157 | 377 | 7.7 | 13 | 377 | 600.11 | 7.72 | 2.57 | 0.91 | ［5，14］ | 9 | ［10，11］ | ［13，27］ |
| countries | 592414 | 624402 | 110602 | 2.1 | 6 | 110602 | 600.14 | 9.49 | 10.88 | 9.75 | ［4，7］ | 5 | $[4,5]$ | ［6，13］ |
| diseasome | 1419 | 2738 | 84 | 3.9 | 11 | 84 | 1.70 | 0.14 | 0.04 | 0.04 | 4 | 6 | 12 | ［11，23］ |
| dogster＿friendships | 426820 | 8546581 | 46505 | 40.0 | 255 | 46505 | 600.38 | 600.57 | 600.00 | 600.44 | ［1，256］ | ［0，255］ | ［1，256］ | ［0，511］ |
| dolphins | 62 | 159 | 12 | 5.1 | 4 | 12 | 0.02 | 0.01 | 0.01 | 0.01 | 3 | 3 | 5 | ［4，9］ |
| edinburgh＿assoc．＿thes． | 23132 | 297094 | 1062 | 25.7 | 34 | 1062 | 112.09 | 119.67 | 123.49 | 128.27 | ［3，35］ | ［3，34］ | ［3，35］ | ［3，69］ |
| email－Enron | 36692 | 183831 | 1383 | 10.0 | 43 | 1383 | 213.38 | 219.83 | 223.53 | 219.47 | ［4，44］ | ［4，43］ | ［4，44］ | ［4，87］ |
| exnet－water | 1893 | 2416 | 10 | 2.6 | 2 | 10 | 0.01 | 0.02 | 0.06 | 0.03 | 2 | 2 | 3 | ［2，5］ |
| facebook－links | 63731 | 817090 | 1098 | 25.6 | 52 | 1098 | 221.29 | 229.98 | 233.75 | 237.25 | ［3，53］ | ［3，52］ | ［3，53］ | ［3，105］ |
| foldoc | 13356 | 91471 | 728 | 13.7 | 12 | 728 | 600.10 | 1.39 | 9.93 | 1.33 | ［5，13］ | 12 | ［9，10］ | ［12，25］ |
| foodweb－otago | 141 | 832 | 45 | 11.8 | 14 | 45 | 75.41 | 2.43 | 11.06 | 0.26 | 4 | 12 | ［7，8］ | ［14，29］ |
| football | 115 | 613 | 12 | 10.7 | 8 | 12 | 0.10 | 0.12 | 0.01 | 0.02 | 4 | 4 | 9 | ［8，17］ |
| haggle | 274 | 2124 | 101 | 15.5 | 39 | 101 | 600.11 | 551.34 | 533.96 | 550.92 | ［4，40］ | ［8，39］ | ［8，40］ | ［8，79］ |
| hex | 331 | 930 | 6 | 5.6 | 3 | 6 | 0.01 | 0.02 | 0.01 | 0.01 | 3 | 2 | ［3，4］ | ［3，7］ |
| hypertext＿2009 | 113 | 2196 | 98 | 38.9 | 28 | 98 | 600.15 | 146.97 | 150.88 | 134.22 | ［5，29］ | ［9，28］ | ［9，29］ | ［9，57］ |
| ia－infect－dublin | 410 | 2765 | 50 | 13.5 | 17 | 50 | 600.10 | 65.59 | 1.60 | 0.94 | ［4，18］ | 9 | ［16，17］ | ［17，35］ |
| ia－reality | 6809 | 7680 | 261 | 2.3 | 5 | 261 | 26.27 | 0.09 | 0.05 | 0.06 | 4 | 4 | ［5，6］ | ［ 5,11 ］ |
| iscas89－s1238 | 416 | 625 | 18 | 3.0 | 2 | 18 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s13207 | 2492 | 3406 | 37 | 2.7 | 4 | 37 | 0.01 | 0.02 | 0.02 | 0.02 | 4 | 4 | $[4,5]$ | ［4，9］ |
| iscas89－s1423 | 423 | 554 | 17 | 2.6 | 2 | 17 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s1494 | 473 | 796 | 56 | 3.4 | 3 | 56 | 0.07 | 0.01 | 0.01 | 0.01 | 3 | 3 | ［3，4］ | ［3，7］ |
| iscas89－s15850 | 3247 | 4004 | 25 | 2.5 | 4 | 25 | 0.08 | 0.02 | 0.02 | 0.02 | 3 | 4 | ［3，4］ | ［4，9］ |
| iscas89－s298 | 92 | 131 | 11 | 2.8 | 2 | 11 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s344 | 100 | 122 | 9 | 2.4 | 2 | 9 | 0.01 | 0.02 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s349 | 102 | 127 | 9 | 2.5 | 2 | 9 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s382 | 116 | 168 | 18 | 2.9 | 2 | 18 | 0.01 | 0.02 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s38417 | 9500 | 10635 | 39 | 2.2 | 4 | 39 | 7.11 | 0.20 | 0.15 | 0.17 | 4 | 2 | ［4，5］ | ［4，9］ |
| iscas89－s400 | 121 | 182 | 19 | 3.0 | 2 | 19 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s420 | 129 | 145 | 9 | 2.2 | 2 | 9 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | ［2，3］ | ［2，5］ |
| iscas89－s444 | 134 | 206 | 19 | 3.1 | 2 | 19 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | 3 | ［2，5］ |


| Network | $n$ | $m$ | $\delta$ | $\bar{d}$ | deg | $\Delta$ | Running time |  | Statistics |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | VC-dim | biclique | crown | ladder | VC-dim | biclique | crown | ladder |
| iscas89-s526 | 160 | 270 | 12 | 3.4 | 3 | 12 | 0.02 | 0.01 | 0.01 | 0.01 | 3 | 3 | [2,3] | [3,7] |
| iscas89-s526n | 159 | 268 | 12 | 3.4 | 3 | 12 | 0.02 | 0.01 | 0.01 | 0.01 | 3 | 3 | [3,4] | [3,7] |
| iscas89-s713 | 137 | 180 | 12 | 2.6 | 3 | 12 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 2 | [2,3] | [3,7] |
| iscas89-s820 | 239 | 480 | 48 | 4.0 | 3 | 48 | 0.03 | 0.01 | 0.01 | 0.01 | 3 | 3 | [3,4] | [3,7] |
| iscas89-s832 | 245 | 498 | 49 | 4.1 | 3 | 49 | 0.03 | 0.01 | 0.01 | 0.01 | 3 | 3 | [3,4] | [3,7] |
| iscas89-s9234 | 1985 | 2370 | 18 | 2.4 | 4 | 18 | 0.07 | 0.04 | 0.02 | 0.01 | 3 | 4 | [3,4] | [4,9] |
| iscas89-s953 | 332 | 454 | 12 | 2.7 | 2 | 12 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | [2,3] | [2,5] |
| lederberg | 8324 | 41532 | 1103 | 10.0 | 15 | 1103 | 600.11 | 600.11 | 600.08 | 5.88 | [5,16] | [7,15] | [9,16] | [15,31] |
| lesmiserables | 77 | 254 | 36 | 6.6 | 9 | 36 | 0.27 | 0.06 | 0.01 | 0.01 | 3 | 6 | 10 | [9,19] |
| link-pedigree | 898 | 1125 | 14 | 2.5 | 2 | 14 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | [2,3] | [2,5] |
| livemocha | 104103 | 2193083 | 2980 | 42.1 | 92 | 2980 | 308.64 | 318.47 | 325.14 | 326.65 | [2,93] | [2,92] | [2,93] | [2,185] |
| loc-brightkite_edges | 58228 | 214078 | 1134 | 7.4 | 52 | 1134 | 381.48 | 385.52 | 393.61 | 346.98 | [5,53] | [5,52] | [5,53] | [5,105] |
| mg_casino | 109 | 326 | 94 | 6.0 | 9 | 94 | 0.06 | 0.03 | 0.01 | 0.01 | 3 | 5 | 10 | [9,19] |
| mg_forrestgump | 94 | 271 | 89 | 5.8 | 8 | 89 | 0.07 | 0.01 | 0.01 | 0.01 | 3 | 4 | 9 | [8,17] |
| mg_godfatherII | 78 | 219 | 34 | 5.6 | 8 | 34 | 0.05 | 0.01 | 0.01 | 0.01 | 3 | 5 | 9 | [8,17] |
| minnesota | 2642 | 3303 | 5 | 2.5 | 2 | 5 | 0.02 | 0.02 | 0.03 | 0.03 | 2 | 2 | 3 | [2,5] |
| moreno_health | 2539 | 10455 | 27 | 8.2 | 7 | 27 | 600.10 | 0.12 | 0.07 | 0.07 | [4,8] | 5 | [7,8] | [7,15] |
| movies | 101 | 192 | 19 | 3.8 | 3 | 19 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 2 | [3,4] | [3,7] |
| muenchen-bahn | 447 | 578 | 13 | 2.6 | 2 | 13 | 0.01 | 0.02 | 0.01 | 0.01 | 2 | [0,1] | [2,3] | [2,5] |
| munin | 1324 | 1397 | 66 | 2.1 | 3 | 66 | 0.30 | 0.03 | 0.01 | 0.01 | 2 | 3 | [2,3] | [3,7] |
| offshore | 278877 | 505965 | 37336 | 3.6 | 13 | 37336 | 600.11 | 2.14 | 583.20 | 2.50 | [5,14] | 13 | [9,10] | [13,27] |
| openflights | 2939 | 15677 | 242 | 10.7 | 28 | 242 | 600.11 | 89.14 | 147.54 | 144.73 | [5,29] | [7,28] | [7,29] | [7,57] |
| paradise | 542102 | 794545 | 35359 | 2.9 | 23 | 35359 | 600.21 | 601.52 | 600.31 | 601.57 | [5,24] | [22,23] | [6,24] | [23,47] |
| photoviz_dynamic | 376 | 610 | 29 | 3.2 | 4 | 29 | 0.20 | 0.02 | 0.01 | 0.01 | 3 | 3 | [3,4] | $[4,9]$ |
| pigs | 492 | 592 | 39 | 2.4 | 2 | 39 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | [2,3] | [2,5] |
| polbooks | 105 | 441 | 25 | 8.4 | 6 | 25 | 0.05 | 0.01 | 0.01 | 0.01 | 4 | 5 | [6,7] | [6,13] |
| pollination-carlinville | 1500 | 15255 | 157 | 20.3 | 18 | 157 | 600.04 | 600.37 | 600.30 | 68.80 | [5,19] | [6,18] | [6,19] | [18,37] |
| ratbrain | 503 | 23030 | 497 | 91.6 | 67 | 497 | 600.50 | 538.67 | 601.38 | 600.83 | [4,68] | [5,67] | [5,68] | [5,135] |
| reactome | 6327 | 147547 | 855 | 46.6 | 191 | 855 | 600.17 | 600.17 | 600.21 | 600.23 | [3,192] | [3,191] | [3,192] | [3,383] |
| residence__hall | 217 | 1839 | 56 | 16.9 | 11 | 56 | 600.10 | 2.54 | 0.13 | 0.09 | [4,12] | 6 | [10,11] | [11,23] |


| Network | $n$ | $m$ | $\delta$ | $\bar{d}$ | deg | $\Delta$ | Running time |  | crown | ladder | Statistics |  | crown | ladder |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | VC－dim | biclique |  |  | VC－dim | biclique |  |  |
| roget－thesaurus | 1010 | 3648 | 28 | 7.2 | 6 | 28 | 228.14 | 0.13 | 0.03 | 0.02 | 4 | 3 | ［6，7］ | ［6，13］ |
| slashdot＿threads | 51083 | 117378 | 2915 | 4.6 | 14 | 2915 | 600.13 | 600.17 | 600.14 | 13.23 | ［5，15］ | ［5，14］ | ［6，15］ | ［14，29］ |
| soc－advogato | 5167 | 39432 | 807 | 15.3 | 25 | 807 | 600.47 | 145.63 | 146.80 | 145.69 | ［5，26］ | ［6，25］ | ［6，26］ | ［6，51］ |
| soc－gplus | 23628 | 39194 | 2761 | 3.3 | 12 | 2761 | 600.04 | 4.74 | 25.84 | 0.28 | ［6，13］ | 9 | ［7，8］ | ［12，25］ |
| soc－hamsterster | 2426 | 16630 | 273 | 13.7 | 24 | 273 | 600.10 | 83.26 | 131.04 | 229.61 | ［5，25］ | ［11，24］ | ［23，25］ | ［24，49］ |
| sp＿data＿school＿day＿2 | 238 | 5539 | 88 | 46.5 | 33 | 88 | 600.31 | 159.31 | 159.79 | 165.56 | ［5，34］ | ［6，33］ | ［7，34］ | ［7，67］ |
| teams | 935591 | 1366466 | 2671 | 2.9 | 9 | 2671 | 600.24 | 256.73 | 275.42 | 19.94 | ［6，10］ | 6 | ［6，7］ | ［9，19］ |
| twittercrawl | 3656 | 154824 | 1084 | 84.7 | 143 | 1084 | 600.46 | 600.68 | 600.37 | 600.47 | ［3，144］ | ［3，143］ | ［3，144］ | ［3，287］ |
| unicode＿languages | 868 | 1255 | 141 | 2.9 | 4 | 141 | 1.06 | 0.94 | 0.01 | 0.02 | 3 | 4 | ［3，4］ | ［4，9］ |
| wafa－ceos | 26 | 93 | 22 | 7.2 | 5 | 22 | 0.01 | 0.01 | 0.01 | 0.01 | 3 | 3 | ［5，6］ | ［5，11］ |
| wafa－hightech | 21 | 159 | 20 | 15.1 | 12 | 20 | 0.17 | 0.40 | 0.13 | 10.16 | 3 | 7 | ［10，11］ | ［8，17］ |
| wafa－padgett | 15 | 27 | 8 | 3.6 | 3 | 8 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | $[3,4]$ | ［3，7］ |
| web－google | 1299 | 2773 | 59 | 4.3 | 17 | 59 | 600.02 | 50.40 | 0.58 | 0.71 | ［3，18］ | 9 | 18 | ［17，35］ |
| wikipedia－norm | 1881 | 15372 | 455 | 16.3 | 22 | 455 | 600.14 | 482.15 | 161.62 | 140.63 | ［6，23］ | ［10，22］ | ［11，23］ | ［11，45］ |
| win95pts | 99 | 112 | 9 | 2.3 | 2 | 9 | 0.01 | 0.01 | 0.01 | 0.01 | 2 | 2 | 3 | ［2，5］ |
| word＿adjacencies | 112 | 425 | 49 | 7.6 | 6 | 49 | 0.01 | 0.03 | 0.01 | 0.01 | 4 | 4 | ［5，6］ | ［6，13］ |
| zewail | 6651 | 54182 | 331 | 16.3 | 18 | 331 | 600.09 | 601.22 | 601.20 | 96.19 | ［5，19］ | ［9，18］ | ［10，19］ | ［18，37］ |
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#### Abstract

In the Trivially Perfect Editing problem one is given an undirected graph $G=(V, E)$ and an integer $k$ and seeks to add or delete at most $k$ edges in $G$ to obtain a trivially perfect graph. In a recent work, Dumas et al. [16] proved that this problem admits a kernel with $O\left(k^{3}\right)$ vertices. This result heavily relies on the fact that the size of trivially perfect modules can be bounded by $O\left(k^{2}\right)$ as shown by Drange and Pilipczuk [14]. To obtain their cubic vertex-kernel, Dumas et al. [16] then showed that a more intricate structure, so-called comb, can be reduced to $O\left(k^{2}\right)$ vertices. In this work we show that the bound can be improved to $O(k)$ for both aforementioned structures and thus obtain a kernel with $O\left(k^{2}\right)$ vertices. Our approach relies on the straightforward yet powerful observation that any large enough structure contains unaffected vertices whose neighborhood remains unchanged by an editing of size $k$, implying strong structural properties.
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## 1 Introduction

In the Trivially Perfect Editing problem one is given an undirected graph $G=(V, E)$ and an integer $k$ and seeks to edit (add or delete) at most $k$ edges in $G$ so that the resulting graph is trivially perfect (i.e. does not contain any cycle on four vertices nor path on four vertices as an induced subgraph). More formally we consider the following problem:

## Trivially Perfect Editing

Input: A graph $G=(V, E)$, a parameter $k \in \mathbb{N}$
Question: Does there exist a set $F \subseteq[V]^{2}$ of size at most $k$, such that the graph $H=(V, E \triangle F)$ is trivially perfect?

Here $[V]^{2}$ denotes the set of all pairs of elements of $V$ and $E \triangle F=(E \cup F) \backslash(E \cap F)$ is the symmetric difference between sets $E$ and $F$. We define similarly the deletion (resp. completion) variant of the problem by only allowing to delete (resp. add) edges. Graph modification covers a broad range of well-studied problems that find applications in various areas. For instance, Trivially Perfect Editing has been used to define the community structure of complex networks by Nastos and Gao [31] and is closely related to the wellstudied graph parameter tree-depth [21, 33]. Theoretically, some of the earliest NP-Complete problems are graph modification problems [26, 20]. Regarding edge (graph) modification problems, one of the most notable one is the Minimum Fill-in problem which aims at adding
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edges to a given graph to obtain a chordal graph (i.e. a graph that does not contain any induced cycle of length at least 4). In a seminal result, Kaplan et al. [25] proved that Mininum FiLL-IN admits a parameterized algorithm as well as a kernel containing $O\left(k^{3}\right)$ vertices. This result was later improved to $O\left(k^{2}\right)$ vertices by Natanzon et al. [32]. Parameterized complexity and kernelization algorithms provide a powerful theoretical framework to cope with decision problems.

## Parameterized complexity

A parameterized problem $\Pi$ is a language of $\Sigma^{*} \times \mathbb{N}$, where $\Sigma$ is a finite alphabet. An instance of a parameterized problem is a pair $(I, k)$ with $I \subseteq \Sigma^{*}$ and $k \in \mathbb{N}$, called the parameter. A parameterized problem is said to be fixed-parameter tractable if it can be decided in time $f(k) \cdot|I|^{O(1)}$. An equivalent definition of fixed-parameter tractability is the notion of kernelization. Given an instance $(I, k)$ of a parameterized problem $\Pi$, a kernelization algorithm for $\Pi$ (kernel for short) is a polynomial-time algorithm that outputs an equivalent instance ( $I^{\prime}, k^{\prime}$ ) of $\Pi$ such that $\left|I^{\prime}\right| \leqslant h(k)$ for some function $h$ depending on the parameter only and $k^{\prime} \leqslant k$. It is well-known that a parameterized problem is fixed-parameter tractable if and only if it admits a kernelization algorithm (see e.g. [19]). Problem $\Pi$ is said to admit a polynomial kernel whenever $h$ is a polynomial.

## Related work

Since the work of Kaplan et al. [25] many polynomial kernels for edge modification problems have been devised (see e.g. $[3,2,12,24,1,14,27,15,11]$ ). There is also evidence that under some reasonable theoretical complexity assumptions, some graph modification problems do not admit polynomial kernels $[28,23,8,30]$. We refer the reader to a recent comprehensive survey on kernelization for edge modification problems by Crespelle et al. [9]. The Trivially Perfect Editing problem has been well-studied in the literature [5, 22, 4, 1, 14, 16, 29, 31]. Recall that trivially perfect graphs are a subclass of chordal graphs that additionally do not contain any path on four vertices as an induced subgraph. These graphs are also known as quasi-threshold graphs. We note here that while the NP-Completeness of completion and deletion toward trivially perfect graphs has been known for some time [34, 6], the NP-Completeness of Trivially Perfect Editing remained open until the work of Nastos and Gao [31]. Thanks to a result of Cai [7] stating that graph modification toward any graph class characterized by a finite set of forbidden induced subgraphs is fixedparameter tractable, Trivially Perfect Editing is fixed-parameter tractable. Regarding kernelization algorithms, Drange and Pilipczuk [14] provided a kernel containing $O\left(k^{7}\right)$ vertices, a result that was recently improved to $O\left(k^{3}\right)$ vertices by Dumas et al. [16]. These results also work for the deletion and completion variants. For the latter problem, a recent result by Bathie et al. [1] improves the bound to $O\left(k^{2}\right)$ vertices.

As part of the proof for the size of their cubic vertex-kernel, Dumas et al. [16] subsequently showed the following result. The structures used in Theorem 1 shall be defined later.

- Theorem 1 ([16]). Let $(G, k)$ be an instance ${ }^{1}$ of Trivially Perfect Editing such that the sizes of its trivially perfect modules and combs are bounded by $p(k)$ and $c(k)$, respectively. If $(G, k)$ is a Yes-instance then $G$ has $O\left(k^{2}+k \cdot(p(k)+c(k))\right)$ vertices.

[^24]The proof of [16, Theorem 1] actually implies an $O\left(k^{3}+k \cdot(p(k)+c(k))\right)$ bound and needs a small adjustment for Theorem 1 to hold. We give a detailed proof of Theorem 1 for the sake of completeness (Section 3.2).

The cubic vertex-kernel of Dumas et al. [16] relied on a result of Drange and Pilipczuk [14] that proved that $p \in O\left(k^{2}\right)$ and then used new reduction rules implying that $c \in O\left(k^{2}\right)$.

## Our contribution

We provide reduction rules and structural properties on trivially perfect graphs that will imply an $O(k)$ bound for both functions $p$ and $c$ of Theorem 1. These new reduction rules allow us to prove the existence a quadratic vertex-kernel for Trivially Perfect Editing. To bound the size of trivially perfect modules by $O(k)$, we first reduce the ones that contain a large matching of non-edges with the use of a simple reduction rule. To bound the ones that do not contain such structures, we will rely on so-called combs, introduced by Dumas et al. [16]. Combs correspond to parts of the graph that induce trivially perfect graphs (but not necessarily modules) with strong properties on their neighborhoods. They are composed of two main parts, called the shaft and the teeth, that will be independently reduced to a size linear in $k$. The reduction rule dealing with shafts will ultimately allow us to bound the size of trivially perfect modules with no large matching of non-edges. Our approach relies on the straightforward yet powerful observation that any large enough structure contains unaffected vertices whose neighborhood remains unchanged by an editing of size $k$. Finally, we note that our kernel works for both the deletion and completion variants of the problem.

## Outline

Section 2 presents some preliminary notions and structural properties on (trivially perfect) graphs. Section 3 describes known as well as our additional reduction rules to obtain the claimed kernelization algorithm while Section 4 explain why our kernel is safe for the deletion variant of the problem. We conclude with some perspectives in Section 5.

## 2 Preliminaries

We consider simple, undirected graphs $G=(V, E)$ where $V$ denotes the vertex set of $G$ and $E \subseteq[V]^{2}$ its edge set. We will sometimes use $V(G)$ and $E(G)$ to clarify the context. The open (respectively closed) neighborhood of a vertex $u \in V$ is denoted by $N_{G}(u)=\{v \in V \mid\{u, v\} \in E\}$ (respectively $\left.N_{G}[u]=N_{G}(u) \cup\{u\}\right)$. Given a subset of vertices $S \subseteq V$ the neighborhood of $S$ is defined as $N_{G}(S)=\cup_{v \in S} N_{G}(v) \backslash S$. Similarly, given a vertex $u \in V$ and $S \subseteq V$ we let $N_{S}(u)=N_{G}(u) \cap S$. In all aforementioned cases we forget the subscript mentioning graph $G$ whenever the context is clear. Given a subset of vertices $S \subseteq V$ we denote by $G[S]$ the subgraph induced by $S$, that is $G[S]=\left(S, E_{S}\right)$ where $E_{S}=\{u v \in E: u \in S, v \in S\}$. In a slight abuse of notation, we use $G \backslash S$ to denote the induced subgraph $G[V \backslash S]$. A connected component is a maximal subset of vertices $S \subseteq V$ such that $G[S]$ is connected. A module of $G$ is a set $M \subseteq V$ such that for all $u, v \in M$ it holds that $N(u) \backslash M=N(v) \backslash M$. Two vertices $u$ and $v$ are true twins whenever $N[u]=N[v]$, and a critical clique is a maximal set of true twins. A vertex $u \in V$ is universal if $N_{G}[u]=V$. The set of universal vertices forms a clique and is called the universal clique of $G$. A graph is trivially perfect if and only if it does not contain any $C_{4}$ (a cycle on 4 vertices) nor $P_{4}$ (a path on 4 vertices) as an induced subgraph. In the remainder of this section we describe
characterizations and structural properties of trivially perfect graphs. The first one relies on the well-known fact that any connected trivially perfect graph contains a universal vertex (see e.g. [36]).

- Definition 2 (Universal clique decomposition, [13]). $A$ universal clique decomposition (UCD) of a connected graph $G=(V, E)$ is a pair $\mathcal{T}=\left(T=\left(V_{T}, E_{T}\right), \mathcal{B}=\left\{B_{t}\right\}_{t \in V_{T}}\right)$ where $T$ is a rooted tree and $\mathcal{B}$ is a partition of the vertex set $V$ into disjoint nonempty subsets such that:
- if $\{v, w\} \in E$ and $v \in B_{t}, w \in B_{s}$ then $s$ and $t$ are on a path from a leaf to the root, with possibly $s=t$,
- for every node $t \in V_{T}$, the set $B_{t}$ of vertices is the universal clique of the induced subgraph $G\left[\bigcup_{s \in V\left(T_{t}\right)} B_{s}\right]$, where $T_{t}$ denotes the subtree of $T$ rooted at $t$.

A simple way of understanding Definition 2 is to observe that such a decomposition can be obtained by removing the set $U$ of universal vertices of $G$ and then recursively repeating this process on every trivially perfect connected component of $G \backslash U$. Drange et al. [13] showed that a connected graph admits a UCD if and only if it is trivially perfect. Using the notion of UCD, Dumas et al. [16] proved the following characterization for trivially perfect graphs that will be heavily used in our reduction rules. A collection of subsets $\mathcal{F} \subseteq 2^{U}$ over some universe $U$ is a nested family if $A \subseteq B$ or $B \subseteq A$ holds for any $A, B \in \mathcal{F}$.

- Lemma 3 ([16]). Let $G=(V, E)$ be a graph, $S \subseteq V$ a maximal clique of $G$ and $\left\{K_{1}, \ldots, K_{r}\right\}$ the set of connected components of $G \backslash S$. The graph $G$ is trivially perfect if and only if the following conditions are verified:
(i) $G\left[S \cup K_{i}\right]$ is trivially perfect, $1 \leqslant i \leqslant r$
(ii) $\bigcup_{1 \leqslant i \leqslant r}\left\{N_{G}\left(K_{i}\right)\right\}$ is a nested family
(iii) $\forall u \in K_{i}, \forall v \in N_{G}\left(K_{i}\right),\{u, v\} \in E, 1 \leqslant i \leqslant r$. In other words, $K_{i}$ is a module of $G$.

In the remainder of this paper, a $k$-editing of $G$ into a trivially perfect graph is a set $F \subseteq[V]^{2}$ such that $|F| \leqslant k$ and the graph $H=(V, E \triangle F)$ is trivially perfect. Here $E \triangle F=(E \cup F) \backslash(E \cap F)$ denotes the symmetric difference between sets $E$ and $F$. For the sake of readability, we simply speak of $k$-editing of $G$. We say that $F$ is a $k$-completion (resp. $k$-deletion) when $H=(V, E \cup F)$ (resp. $H=(V, E \backslash F)$ ) is trivially perfect. A vertex is affected by a $k$-editing $F$ if it is contained in some pair of $F$ and unaffected otherwise.

## Packing, anti-matching and blow-up

We now define some structures and operators that will be useful for our kernelization algorithm. We assume in the remainder of this section that we are given a graph $G=(V, E)$. The notion of $r$-packing will be used in reduction rules to ensure the existence of unaffected vertices in ordered sets of critical cliques or of trivially perfect modules.

- Definition 4 (r-packing). Let $\mathcal{S}=\left\{C_{1}, \ldots, C_{q}\right\}$ be an ordered collection of pairwise disjoint subsets of $V$. We say that $\mathcal{C} \subseteq \mathcal{S}$ is a $r$-packing of $\mathcal{S}$ if $\mathcal{C}=\left\{C_{1}, \ldots, C_{p}\right\}$ for $1 \leqslant p \leqslant q$, $\sum_{i=1}^{p}\left|C_{i}\right| \geqslant r$ and the number of vertices contained in $\mathcal{C}$ is minimum for this property.

In a slight abuse of notation we use $\mathcal{C}$ to denote both $\left\{C_{1}, \ldots, C_{p}\right\}$ and the set $\cup_{i=1}^{p} C_{i}$.

- Observation 5. Let $\mathcal{S}=\left\{C_{1}, \ldots, C_{q}\right\}$ be an ordered collection of pairwise disjoint subsets of $V$ such that $\left|C_{j}\right| \leqslant c$, for $1 \leqslant j \leqslant q$ and some integer $c>0$. Let $\mathcal{C}=\left\{C_{1}, \ldots, C_{p}\right\}$ be a $r$-packing of $\mathcal{S}$. Then $\sum_{i=1}^{p}\left|C_{i}\right| \leqslant r+(c-1)$.

Proof. Since $\sum_{i=1}^{p}\left|C_{i}\right| \geqslant r$ and the number of vertices in $\mathcal{C}$ is minimum for this property we have that $\sum_{i=1}^{p-1}\left|C_{i}\right| \leqslant r-1$. The result follows from the fact that $\left|C_{p}\right| \leqslant c$.

- Definition 6 (Anti-matching). An anti-matching of $G$ is a set of pairwise disjoint pairs $\{u, v\}$ of vertices of $G$ such that $\{u, v\} \notin E$.

In a slight abuse of notation we denote by $V(D)$ the set of vertices contained in pairs of an anti-matching $D$.

- Observation 7. Let $(G, k)$ be a Yes-instance of Trivially Perfect Editing and $M$ be a module containing a $(k+1)$-sized anti-matching. Let $F$ be a $k$-editing of $G$ and $H=G \triangle F$. Then $N_{G}(M)$ is a clique in $H$.

Proof. Let $D=\left\{\left\{u_{i}, v_{i}\right\} \mid 1 \leqslant i \leqslant k+1\right\}$ be a $(k+1)$-sized anti-matching of $M$. Assume for a contradiction that $N_{G}(M)$ is not a clique in $H$ and let $\{u, v\}$ be a non-edge of $H$ with $u, v \in N_{G}(M)$. Since $|F| \leqslant k$ there exists $1 \leqslant j \leqslant k+1$ such that $\left\{u_{j}, v_{j}\right\} \notin F$ and for every $x \in V(G) \backslash M,\left\{u_{j}, x\right\},\left\{v_{j}, x\right\} \notin F$. Hence $\left\{u_{j}, u, v_{j}, v\right\}$ induces a $C_{4}$ in $H$, a contradiction.

We conclude this section by introducing a gluing operation on trivially perfect graphs, namely blow-up, that will ease the design of some reduction rules.

- Definition 8 (Blow-up). Let u be a vertex of $G=(V, E)$ and $H=\left(V_{H}, E_{H}\right)$ be any graph. The blow-up of $G$ by $H$ at $u$, denoted $G(u \rightarrow H)$ is the graph obtained by replacing $u$ by $H$ in $G$. More formally:

$$
G(u \rightarrow H)=\left((V \backslash\{u\}) \cup V_{H}, E(G \backslash\{u\}) \cup E_{H} \cup\left(V_{H} \times N_{G}(u)\right)\right.
$$

- Proposition 9. Assume that $G$ is trivially perfect and let $u$ be a vertex of $G$ such that $N_{G}[u]$ is a clique. For any trivially perfect graph $H$, the graph $G(u \rightarrow H)$ is trivially perfect.

Proof. Let $S \subseteq V \backslash\{u\}$ be any maximal clique of $G$ containing $N_{G}(u)$. We apply the forward direction of Lemma 3 on $S$ to obtain components $\left\{K_{1}, \ldots, K_{r}\right\}$ that are modules such that $G\left[S \cup K_{i}\right]$ is trivially perfect for every $1 \leqslant i \leqslant r$ and $\bigcup_{1 \leqslant i \leqslant r}\left\{N_{G}\left(K_{i}\right)\right\}$ is a nested family. Note that by construction and w.l.o.g., we may assume $K_{1}=\{u\}$. The result then directly follows from the reverse direction of Lemma 3 by replacing $K_{1}$ by $H$.

## 3 Reduction rules

In the remainder of this section we assume that we are given an instance $(G=(V, E), k)$ of Trivially Perfect Editing.

### 3.1 Standard reduction rules

We first describe some well-known reduction rules $[2,3,14,16]$ that are essential to obtain a vertex-kernel using Theorem 1 [16]. We will assume in the remainder of this work that the instance at hand is reduced under Rules 1 and 2, meaning that none of them applies to the instance.

Rule 1. Let $C \subseteq V$ be a connected component of $G$ such that $G[C]$ is trivially perfect. Remove $C$ from $G$.

- Rule 2. Let $K \subseteq V$ be a critical clique of $G$ such that $|K|>k+1$. Remove $|K|-(k+1)$ arbitrary vertices in $K$ from $G$.

Lemma 10 (Folklore, [2, 14]). Rules 1 and 2 are safe and can be applied in polynomial time.

### 3.2 An $O(k)$ bound on the size of trivially perfect modules

Using an additional reduction rule bounding the size of independent sets in any trivially perfect module by $O(k)$, Drange and Pilipczuk [14] proved that such modules can be reduced to $O\left(k^{2}\right)$ vertices. We strengthen this result by proving that trivially perfect modules can further be reduced to $O(k)$ vertices. We first deal with modules that contain a large anti-matching.

- Rule 3. Let $M \subseteq V$ be a trivially perfect module of $G$. If $G[M]$ contains a $(k+1)$-sized anti-matching $D$, then remove the vertices contained in $M \backslash V(D)$.
- Lemma 11. Rule 3 is safe.

Proof. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained after application of Rule 3. We need to prove that $(G=(V, E), k)$ is a Yes-instance if and only if $\left(G^{\prime}=\left(V^{\prime}, E^{\prime}\right), k\right)$ is a Yes-instance. The forward direction is straightforward since $G^{\prime}$ is an induced subgraph of $G$ and trivially perfect graphs are hereditary. We now consider the reverse direction. Let $M^{\prime}=V(D)$, the set of vertices kept by Rule 3. Moreover, let $F^{\prime}$ be a $k$-editing of $G^{\prime}$ and $H^{\prime}=G^{\prime} \triangle F^{\prime}$. We will construct a $k$-editing $F^{*}$ of $G$. Note that since the pairs contained in an anti-matching are disjoint (Definition 6), $\left|M^{\prime}\right|=2(k+1)$. Moreover, since $\left|F^{\prime}\right| \leqslant k$ there are at most $2 k$ affected vertices. Hence let $u$ be an unaffected vertex of $M^{\prime}$. By Observation 7 and since $M^{\prime}$ contains a $(k+1)$-sized anti-matching we have that $N_{G^{\prime}}\left(M^{\prime}\right)$ is a clique in $H^{\prime}$. The graph $H_{u}=H^{\prime} \backslash\left(M^{\prime} \backslash\{u\}\right)$ is trivially perfect by heredity and $N_{H_{u}}(u)=N_{G^{\prime}}\left(M^{\prime}\right)$. It follows that $N_{H_{u}}(u)$ is a clique and Proposition 9 implies that the graph $H=H_{u}(u \rightarrow M)$ is trivially perfect. Let $F^{*}$ be the editing such that $H=G \triangle F^{*}$. Since $u$ is unaffected by $F^{\prime}$ and $u \in M$ we have $N_{H_{u}}(u)=N_{G}(M)$. Hence, since $M$ is a module in $G$ we have that $N_{H}(v)=N_{G}(v)$ for every vertex $v \in M$, implying that $F^{*} \subseteq F^{\prime}$. This concludes the proof.

In order to bound the size of any trivially perfect module by $O(k)$, we actually prove a more general reduction rule that will be useful for the rest of our kernelization algorithm. This rule operates on a more intricate structure, so-called comb [16], that induces a trivially perfect graph but not necessarily a module.


Figure 1 A comb of a graph $G=(V, E)$ with shaft $C$ and teeth $R$. Each set $C_{i}$ is a critical clique while each set $R_{i}$ induces a (possibly disconnected) trivially perfect module, $1 \leqslant i \leqslant l$. Notice that the sets $V_{p}$ and $V_{f}$ might be adjacent to some other vertices of the graph.

- Definition 12 (Comb [16]). A pair $(C, R)$ of disjoint subsets of $V$ is a comb of $G$ if:
- $G[C]$ is a clique that can be partitioned into $l$ critical cliques $\left\{C_{1}, \ldots, C_{l}\right\}$
- $R$ can be partitioned into $l$ non-empty non-adjacent trivially perfect modules $\left\{R_{1}, \ldots, R_{l}\right\}$
- $N_{G}\left(C_{i}\right) \cap R=\bigcup_{j=i}^{l} R_{j}$ and $N_{G}\left(R_{i}\right) \cap C=\bigcup_{j=1}^{i} C_{j}$ for $1 \leqslant i \leqslant l$
- there exist two (possibly empty) subsets of vertices $V_{f}, V_{p} \subseteq V(G) \backslash\{C \cup R\}$ such that:
- $\forall x \in C, N_{G}(x) \backslash(C \cup R)=V_{p} \cup V_{f}$ and
- $\forall y \in R, N_{G}(y) \backslash(C \cup R)=V_{p}$.

Given a comb $(C, R), C$ is called the shaft of the comb and $R$ the teeth of the comb. See Figure 1 for an illustration of Definition 12. Recall that we assume that the graph is reduced under Rule 2, which means that $\left|C_{i}\right| \leqslant k+1$ for $1 \leqslant i \leqslant l$. Dumas et al. [16] showed the following proposition on the structure of combs.

- Proposition 13 ([16]). Given a comb $(C, R)$ of $G$, the subgraph $G[C \cup R]$ is trivially perfect. Moreover the sets $V_{p}$ and $V_{f}$, and the ordered partitions $\left(C_{1}, \ldots, C_{l}\right)$ of $C$ and $\left(R_{1}, \ldots, R_{l}\right)$ of $R$ are uniquely determined.

In the following we assume that any comb $(C, R)$ is given with the ordered partitions $\left(C_{1}, \ldots, C_{l}\right)$ of $C$ and $\left(R_{1}, \ldots, R_{l}\right)$ of $R$. We note here that Definition 12 slightly differs from the one given in [16] where the set $V_{f}$ was required to be non-empty for technical reasons. Dropping this constraint will ease the presentation of our reduction rules.

We now give several observations that will help understand Definition 12, in particular its relation to trivially perfect modules. Given a trivially perfect graph $G=(V, E)$ and its $\mathrm{UCD} \mathcal{T}_{G}=(T, \mathcal{B})$, one can construct a comb $(C, R)$ of $G$ by simply taking a path $P$ from a node $v_{1}$ of $T$ to one of its descendent $v_{l}$. The shaft $C$ are the vertices in bags of this path, the teeth $R$ are the bags of subtrees rooted in the children (not on $P$ ) of any node on the path $P$. We can observe that in this case, $V_{p}$ corresponds to vertices in the bags on the path from the parent of $v_{1}$ to the root of $T$ and that $V_{f}$ is empty.

In particular, the vertex set of any connected trivially perfect graph can be partitioned into a comb $(C, R)$ by taking a path from the root of its UCD to one of its leaves. This means that when $V_{p}=V_{f}=\emptyset$, Definition 12 corresponds to a connected trivially perfect graph. Similarly, if only the set $V_{f}$ is empty then Definition 12 corresponds to a connected trivially perfect module since for every $u \in C \cup R$ it holds that $N_{G}(u) \backslash(C \cup R)=V_{p}$.

The following directly comes from the definition of a comb and is verified whether sets $V_{p}$ and $V_{f}$ are empty or not.

- Observation 14. The set of vertices $C$ (resp. R) is a module of $G \backslash R($ resp. $G \backslash C)$.

We will show that combs can be safely reduced to $O(k)$ vertices. We first focus on combs having a large shaft, which will allow us to reduce trivially perfect modules with small anti-matching to $O(k)$ vertices (Lemma 20). Then we turn our attention to combs with many vertices in the teeth to bound the size of every comb to $O(k)$ vertices (Lemma 25).

## Combs with large shafts

Dumas et al. [16] showed that the length of a comb (i.e. the number $l$ of different critical cliques in the shaft) can be reduced linearly in $k$. However, as critical cliques contain $O(k)$ vertices by Rule 2 , it only allowed the authors to bound the number of vertices in shafts of combs to $O\left(k^{2}\right)$. Rule 4 presented in this section keeps two sets $\mathcal{C}_{a}$ and $\mathcal{C}_{b}$ containing a linear number (in $k$ ) of vertices at the beginning and at the end of the shaft, allowing to bound
its size linearly in $k$. The two sets $\mathcal{C}_{a}$ and $\mathcal{C}_{b}$ will be large enough to ensure the existence of two vertices that will be unaffected by a given $k$-editing of the graph. We will use such vertices to prove that there exists a $k$-editing of the graph that does not affect any vertex in the shaft lying between $\mathcal{C}_{a}$ and $\mathcal{C}_{b}$, implying the safeness of the rule.

- Rule 4. Let $(C, R)$ be a comb of $G$ such that there exist disjoint $(2 k+1)$-packings $\mathcal{C}_{a}$ of $\left\{C_{1}, \ldots, C_{l}\right\}$ and $\mathcal{C}_{b}$ of $\left\{C_{l}, C_{l-1}, \ldots, C_{1}\right\}$. Remove $C^{\prime}=C \backslash\left(\mathcal{C}_{a} \cup \mathcal{C}_{b}\right)$ from $G$.
- Lemma 15. Rule 4 is safe.

Proof. Let $G^{\prime}=G \backslash C^{\prime}$ be the graph obtained after application of Rule 4. Since $G^{\prime}$ is an induced subgraph of $G$ and since trivially perfect graphs are hereditary, any $k$-editing of $G$ is a $k$-editing of $G^{\prime}$.

For the reverse direction, let $F^{\prime}$ be a $k$-editing of $G^{\prime}$ and $H^{\prime}=G^{\prime} \triangle F^{\prime}$. We will construct a $k$-editing $F^{*}$ of $G$. Let $c_{a}$ and $c_{b}$ be unaffected vertices in $\mathcal{C}_{a}$ and $\mathcal{C}_{b}$, respectively. Note that both sets contain at least $2 k+1$ vertices and that $F^{\prime}$ affects at most $2 k$ vertices, hence $c_{a}$ and $c_{b}$ are well-defined. Let $C_{a}$ and $C_{b}$ be the critical cliques of $C$ containing $c_{a}$ and $c_{b}$, $1 \leqslant a<b \leqslant l$. Moreover, let $C_{\circ}=C_{a+1} \cup \ldots \cup C_{b-1}$ and $R_{\circ}=R_{a} \cup \ldots \cup R_{b-1}$. Similarly, let $C_{<}=C_{1} \cup \ldots \cup C_{a}, C_{>}=C_{b} \cup \ldots \cup C_{l}$ and $R_{>}=R_{b} \cup \ldots \cup R_{l}$ These sets are depicted Figure 2. Finally, let $G_{\circ}=G \backslash C_{\circ}$ and $H_{\circ}=H^{\prime} \backslash C_{\circ}$. Notice in particular that $H_{\circ}$ is trivially perfect and that $C^{\prime} \subseteq C_{0}$.


Figure 2 Illustration of the comb and the sets used in the proof of Lemma 15. The circles are critical cliques of the shaft and the triangles are teeth. The red vertices correspond to $c_{a}$ and $c_{b}$, the light blue rectangles correspond to sets $\mathcal{C}_{a}$ and $\mathcal{C}_{b}$ and the light red rectangle corresponds to $C^{\prime}$, which is removed by Rule 4.

Let $F_{\circ} \subseteq F^{\prime}$ be the $k$-editing such that $H_{\circ}=G_{\circ} \triangle F_{\circ}$ and $S_{\circ}$ be a maximal clique of $H_{\circ}$ containing $\left\{c_{a}, c_{b}\right\}$. Notice that since $c_{a}$ and $c_{b}$ are unaffected, $S_{\circ}$ is included in $N_{G_{\circ}}\left(\left\{c_{a}, c_{b}\right\}\right)=C \cup V_{p} \cup V_{f} \cup R_{>}$. We use Lemma 3 on $S_{\circ}$ to obtain a set of connected components $\left\{K_{1}, \ldots, K_{r}\right\}$ of $H_{\circ} \backslash S_{\circ}$ such that $\left\{K_{1}, \ldots, K_{r}\right\}$ are modules in $H_{\circ}$ whose (possibly empty) neighborhoods in $S_{\circ}$ form a nested family. We first modify $F_{\circ}$ to obtain a $k$-editing of $G_{\circ}$ where vertices of $R_{\circ}$ are affected uniformly.
$\triangleright$ Claim 16. There exists a $k$-editing $F^{*}$ of $G_{\circ}$ such that, in $H^{*}=G_{\circ} \triangle F^{*}, R_{\circ}$ is a module and $H^{*}\left[R_{\circ}\right]=G\left[R_{\circ}\right]$.

Proof. We begin with several useful observations. First, $R$ 。 is a module in $G_{\circ}$ since $R \supset R_{\circ}$ is a module in $G \backslash C$ (Observation 14) and vertices of $R_{\circ}$ are adjacent to $C_{<}$and non adjacent to $C_{>}$. Next, since any component $K_{i}$ is a module in $H_{\circ}, 1 \leqslant i \leqslant r$, and since $c_{a}$ and $c_{b}$ are unaffected by $F_{\circ}$, we have $N_{H_{\circ}}\left(K_{i}\right) \cap\left\{c_{a}, c_{b}\right\}=N_{G_{\circ}}\left(K_{i}\right) \cap\left\{c_{a}, c_{b}\right\}$. In other words, vertices in a same component $K_{i}$ must have the same adjacency with $\left\{c_{a}, c_{b}\right\}$ in $G_{\circ}$ and in
$H_{\circ}$. Similarly, no vertex $v \in R_{\circ}$ belongs to $S_{\circ}$ since $N_{G_{\circ}}(v) \cap\left\{c_{b}\right\}=\emptyset$. Moreover, the only vertices of $G_{\circ}$ that are adjacent to $c_{a}$ but not $c_{b}$ are exactly those of $R_{\circ}$. Hence for any vertex $v_{\circ} \in R_{\circ}$ it holds that $N_{H_{\circ}}\left(v_{\circ}\right) \subseteq S_{\circ} \cup R_{\circ}$.

Assume now that $R_{\circ}$ is not a module in $H_{\circ}$ and let $v_{\circ} \in R_{\circ}$ be a vertex contained in the least number of pairs of $F_{\circ}$ with the other element in $S_{\circ}$. Consider the graph $\tilde{H}=H_{\circ} \backslash\left(R_{\circ} \backslash\left\{v_{\circ}\right\}\right)$, which is trivially perfect by heredity. Since $N_{H_{\circ}}\left(v_{\circ}\right) \subseteq S_{\circ} \cup R_{\circ}$, it follows that $N_{\tilde{H}}\left(v_{\circ}\right) \subseteq S_{\circ}$ is a clique. Hence Proposition 9 implies that the graph $H^{*}=\tilde{H}\left(v_{\circ} \rightarrow G\left[R_{\circ}\right]\right)$ is trivially perfect. Let $F^{*}$ be the editing such that $H^{*}=G_{\circ} \triangle F^{*}$. By the choice of $v_{\circ}$ we have $\left|F^{*}\right| \leqslant\left|F_{\circ}\right|$. It follows that $F^{*}$ is a desired $k$-editing, concluding the proof of Claim 16.

We henceforth consider $H^{*}=G_{\circ} \triangle F^{*}$ where $F^{*}$ is the $k$-editing from Claim 16. Note that the components around $S_{\circ}$ may be different in $H_{\circ} \backslash S_{\circ}$ and $H^{*} \backslash S_{\circ}$. In a slight abuse of notation, we still define these components by $\left\{K_{1}, \ldots, K_{r}\right\}$. Recall that $\left\{K_{1}, \ldots, K_{r}\right\}$ are modules in $H^{*}$ whose (possibly empty) neighborhoods in $S_{\circ}$ form a nested family.
$\triangleright$ Claim 17. The graph $H=G \triangle F^{*}$ is trivially perfect.
Proof. The graph $H$ corresponds to $H^{*}$ where vertices of $C_{0}$ have been added with the same neighborhood as in $G$. Let us first observe that $S=S_{\circ} \cup C_{\circ}$ is a maximal clique in $H$. Indeed, $C_{\circ}$ is a clique by definition and $S_{\circ} \subseteq\left(C \cup V_{p} \cup V_{f} \cup R_{>}\right) \subseteq N_{H}\left(C_{\circ}\right)=N_{G}\left(C_{\circ}\right)$ (recall that $C$ is adjacent to $V_{p} \cup V_{f}$ by Definition 12 and that vertices of $C_{\circ}$ are adjacent to every vertex of $R_{>}$). Hence components $\left\{K_{1}, \ldots, K_{r}\right\}$ defined in $H^{*} \backslash S_{\circ}$ are the same in $H \backslash S$ and their neighborhoods are nested in $S_{\circ}$. We split $\left\{K_{1}, \ldots, K_{r}\right\}$ into three types components w.r.t their adjacencies with $\left\{c_{a}, c_{b}\right\}$, namely:

1. $\alpha$-components that are non-adjacent to both $c_{a}$ and $c_{b}$
2. $\beta$-components that are adjacent to $c_{a}$ but not $c_{b}$
3. $\delta$-components that are adjacent to both $c_{a}$ and $c_{b}$

In what follows we let $K_{\alpha}, K_{\beta}$ and $K_{\delta}$ denote any $\alpha$-, $\beta$ - and $\delta$-component, respectively. Note that $N_{H^{*}}\left(K_{\alpha}\right) \subseteq N_{H^{*}}\left(K_{\beta}\right) \subseteq N_{H^{*}}\left(K_{\delta}\right) \subseteq S_{\circ}$ holds by construction. Recall that since $c_{a}$ and $c_{b}$ are unaffected by $F^{*}, N_{G}\left(K_{i}\right) \cap\left\{c_{a}, c_{b}\right\}=N_{H}\left(K_{i}\right) \cap\left\{c_{a}, c_{b}\right\}$ for any $K_{i}$. We claim that $\left\{N_{H}\left(K_{i}\right) \mid 1 \leqslant i \leqslant r\right\}$ is a nested family. Note that Lemma 3 will imply the result since $S$ is a maximal clique in $H$. To sustain this claim, recall that the neighborhoods of vertices of $C_{\circ}$ are identical in $G$ and $H$. Moreover, $N_{H}\left[c_{b}\right] \subseteq N_{H}\left[C_{0}\right] \subseteq N_{H}\left[c_{a}\right]$ holds as these vertices are unaffected by $F^{*}$. It follows that $\alpha$-components (resp. $\delta$-components) are non-adjacent (resp. adjacent) to every vertex of $C_{0}$ in $H$. This means in particular that the neighborhoods of both $\alpha$ - and $\delta$-components are nested in $S$. Moreover we can observe that vertices of $\beta$-components are exactly the ones of $R_{\circ}$ since they are the only ones that are adjacent to $c_{a}$ but not $c_{b}$ in $G$. Hence, in $H$, we still have:

$$
N_{H}\left(K_{\alpha}\right) \subseteq N_{H}\left(K_{\beta}\right) \subseteq N_{H}\left(K_{\delta}\right)
$$

It remains to prove that the neighborhoods of $\beta$-components are nested in $S$. Let w.l.o.g. $\left\{K_{1}, \ldots, K_{p}\right\}, 1 \leqslant p \leqslant r$ be the $\beta$-components. By definition of a comb, the $\beta$-components (which are also $R_{\circ}$ ) can be ordered w.r.t. the inclusion of their neighborhood in $G\left[C_{\circ}\right]$. We can assume w.l.o.g. that the ordering is $N_{G\left[C_{0}\right]}\left(K_{1}\right) \subseteq \ldots \subseteq N_{G\left[C_{0}\right]}\left(K_{p}\right)$. Moreover we can observe that for any $\beta$-component $K_{i}$ we have $N_{G\left[C_{0}\right]}\left(K_{i}\right)=N_{H\left[C_{0}\right]}\left(K_{i}\right), 1 \leqslant i \leqslant p$. Since $R_{\circ}$ is a module in $H^{*}$ by Claim 16 and since vertices of $\beta$-components are exactly those of $R_{\circ}$, it follows that the neighborhoods of $\beta$-components are nested. Hence $\left\{N_{H}\left(K_{i}\right) \mid 1 \leqslant i \leqslant r\right\}$ is a nested family and $H$ is a trivially perfect graph by Lemma 3 .

By Claim 17 the graph $H=G \triangle F^{*}$ is trivially perfect and as $\left|F^{*}\right| \leqslant k$, it follows that $F^{*}$ is a $k$-editing of $G$, concluding the proof of Lemma 15 .

- Observation 18. Assume that the instance $(G, k)$ is reduced under Rules 2 and 4. For any comb $(C, R)$ of $G$ it holds that $|C| \leqslant 6 k+2$.

Proof. Since $G$ is reduced under Rule 2 every critical clique $C_{i}$ of the shaft contains at most $k+1$ vertices, $1 \leqslant i \leqslant l$. By Observation 5 , any ( $2 k+1$ )-packing of $\left\{C_{1}, \ldots, C_{l}\right\}$ (resp. $\left\{C_{l}, \ldots, C_{1}\right\}$ ) contains at most $3 k+1$ vertices. It follows that $|C| \leqslant 6 k+2$ since otherwise one could find two disjoint $(2 k+1)$-packings of $\left\{C_{1}, \ldots, C_{l}\right\}$ and of $\left\{C_{l}, \ldots, C_{1}\right\}$ and Rule 4 would apply.

We are now ready to show how to reduce the size of any trivially perfect module. We need a combinatorial result that will be useful to obtain the claimed bound.

- Lemma 19. Let $G=(V, E)$ be a connected trivially perfect graph and $\alpha$ be the size of a maximum anti-matching of $G$. There exists a comb $(C, R)$ of $G$ such that $V=C \cup R$ and $|R| \leqslant 4 \alpha$. Moreover, such a comb can be computed in polynomial time.

Proof. We provide a constructive proof that will directly imply the last part of the result. Recall that any trivially perfect graph contains a universal vertex and let $U_{1} \subseteq V(G)$ be the universal clique of $G$. Let $R_{1}^{1}, \ldots, R_{p_{1}}^{1}$ denote the connected components of $G \backslash U_{1}$. Since $G$ does not contain any $(\alpha+1)$-sized anti-matching, there is at most one set $R_{i}^{1}, 1 \leqslant i \leqslant p_{1}$ such that $\left|R_{i}^{1}\right|>\alpha$ (as there is no edge between $R_{i}^{1}$ and $R_{j}^{1}, 1 \leqslant i<j \leqslant p_{1}$ ).

Assume without loss of generality that $\left|R_{1}^{1}\right|>\alpha$. We add all vertices of $\cup_{i=2}^{p_{1}} R_{i}^{1}$ to some set $R_{<}$and we will repeat this process on $G\left[R_{1}^{1}\right]$ until every connected component is smaller than $\alpha$. More formally, at step $j>1$, for the trivially perfect graph $G_{j}=G\left[R_{1}^{j-1}\right]$, let $U_{j}$ be its universal clique and $R_{1}^{j}, \ldots, R_{p_{j}}^{j}$ be the connected components of $G_{j} \backslash U_{j}$. Let $R_{1}^{j}$ be the one of size greater than $\alpha$ if it exists, if it does not, stop the process and let $l$ be the last step. In particular, $\left|R_{i}^{l}\right| \leqslant \alpha, 1 \leqslant i \leqslant p_{l}$. Let $R_{<}=\bigcup_{j=1}^{l-1} \bigcup_{i=2}^{p_{j}} R_{i}^{j}$ and $R_{>}=R_{1}^{l} \cup \cdots \cup R_{p_{l}}^{l}$.

Recall that $\left|R_{1}^{l-1}\right|>\alpha$ by construction. This implies that $\left|R_{<}\right| \leqslant \alpha$ since otherwise $G\left[R_{<} \cup R_{1}^{l-1}\right]$ would contain a $(\alpha+1)$-sized anti-matching. We claim that $\left|R_{>}\right| \leqslant 3 \alpha$. To support this claim, let us consider the ( $\alpha+1$ )-packing $\left\{R_{1}^{l}, \ldots, R_{q}^{l}\right\}$ of $\left\{R_{1}^{l}, \ldots, R_{p_{l}}^{l}\right\}$ and let $R^{\prime}=\bigcup_{i=1}^{q} R_{i}^{l}$ be its vertices. Let $R^{\prime \prime}=R_{>} \backslash R^{\prime}$. Recall that $l$ is the last step of the process and $\left|R_{i}^{l}\right| \leqslant \alpha$ for $1 \leqslant i \leqslant p_{l}$. Hence by Observation 5 it holds that $\left|R^{\prime}\right| \leqslant 2 \alpha$. Thus, we have that $\left|R^{\prime \prime}\right| \leqslant \alpha$ since otherwise $G\left[R^{\prime} \cup R^{\prime \prime}\right]$ would contain a $(\alpha+1)$-sized anti-matching, a contradiction. Hence $\left|R_{>}\right|=\left|R^{\prime}\right|+\left|R^{\prime \prime}\right| \leqslant 3 \alpha$.

To obtain a comb for $G$ we consider the set $C=\left\{U_{1}, \ldots, U_{l}\right\}$ as the shaft (recall that $U_{1}$ is the universal clique of $G$ and that $U_{j}$ denotes the universal clique of $G\left[R_{1}^{j-1}\right]$ at every step $1<j \leqslant l$ ). Moreover, for every $1 \leqslant j<l$, the tooth $R_{j}$ is equal to $R_{2}^{j} \cup \ldots \cup R_{p_{j}}^{j}$, the last tooth $R_{l}$ being $R_{>}$. By construction $\left(C, R=\bigcup_{j=1}^{l} R_{j}\right)$ is a comb of $G$ such that $|R|=\left|R_{<}\right|+\left|R_{>}\right| \leqslant 4 \alpha$. This concludes the proof.

- Lemma 20. Assume that the instance $(G, k)$ is reduced under Rules $1-4$ and let $M$ be a trivially perfect module of $G$. Then $M$ contains at most $11 k+2$ vertices.

Proof. Observe that if $M$ contains an anti-matching of size more than $k$, then it is reduced under Rule 3 and contains $2 k+2$ vertices. Hence, suppose that $M$ does not contain a $(k+1)$-sized anti-matching. Assume first that $G[M]$ is connected. Let $(C, R)$ be a comb obtained through Lemma 19, such that $C \cup R=M$ and $|R| \leqslant 4 k$. By Observation 18 we have that $|C| \leqslant 6 k+2$. It follows that $|M| \leqslant|C|+|R| \leqslant 10 k+2$.

To conclude it remains to deal with the case where $G[M]$ is disconnected. Let $\left\{M_{1}, \ldots, M_{p}\right\}$ denote the connected components of $G[M]$. As $M$ does not contain a $(k+1)$ sized anti-matching, at most one of its connected component has size greater than $k$, we may assume w.l.o.g. that it is $M_{1}$, if existent. Let $\mathcal{C}$ be the $(k+1)$-packing of $\left\{M_{1}, \ldots, M_{p}\right\}$. As $\left|M_{1}\right| \leqslant 10 k+2$ and $\left|M_{i}\right| \leqslant k$ for $2 \leqslant i \leqslant p$, we have that $|\mathcal{C}| \leqslant 10 k+2$. Moreover, since $M$ does not contain any $(k+1)$-sized anti-matching, $|M \backslash \mathcal{C}| \leqslant k$ and thus $|M| \leqslant 11 k+2$. This concludes the proof.

### 3.3 Combs with large teeth

We now turn our attention to the case were a given comb contains many vertices in its teeth. The arguments are somewhat symmetric to the ones used in the proof of Lemma 15. The main difference lies in the fact that the information provided by unaffected vertices differ when they are contained in the teeth rather than in the shaft.

- Rule 5. Let $(C, R)$ be a comb of $G$ such that there exist three disjoint sets $\mathcal{R}_{a}, \mathcal{R}_{b}$ and $\mathcal{R}_{c}$ where:
- $\mathcal{R}_{a}$ is a $(2 k+1)$-packing of $\left\{R_{1}, \ldots, R_{l}\right\}$,
- $\mathcal{R}_{c}=\left\{R_{l}, \ldots, R_{q}\right\}$ is a $(2 k+1)$-packing of $\left\{R_{l}, \ldots, R_{1}\right\}$,
- $\mathcal{R}_{b}$ is a $(2 k+1)$-packing of $\left\{R_{q-1}, \ldots, R_{1}\right\}$,

Remove $R^{\prime}=R \backslash\left(\mathcal{R}_{a} \cup \mathcal{R}_{b} \cup \mathcal{R}_{c}\right)$ from $G$.

- Lemma 21. Rule 5 is safe.

Proof. Let $G^{\prime}=G \backslash R^{\prime}$ be the graph obtained after application of Rule 5. Since $G^{\prime}$ is an induced subgraph of $G$ and since trivially perfect graphs are hereditary, any $k$-editing of $G$ is a $k$-editing of $G^{\prime}$.

For the reverse direction, let $F^{\prime}$ be a $k$-editing of $G^{\prime}$ and $H^{\prime}=G^{\prime} \triangle F^{\prime}$. We will construct a $k$-editing $F^{*}$ of $G$. Let $r_{a}, r_{b}$ and $r_{c}$ be unaffected vertices in $\mathcal{R}_{a}, \mathcal{R}_{b}$ and $\mathcal{R}_{c}$, respectively. Note that these vertices exist as these sets contain at least $2 k+1$ vertices and $F^{\prime}$ affects at most $2 k$ vertices. Let $R_{a}, R_{b}$ and $R_{c}, 1 \leqslant a<b<c \leqslant l$, be the teeth of $R$ containing $r_{a}$, $r_{b}$ and $r_{b}$, respectively (these sets are well-defined since the packings $\mathcal{R}_{a}, \mathcal{R}_{b}$ and $\mathcal{R}_{c}$ are disjoint). Moreover, since $r_{a}, r_{b}$ and $r_{c}$ are unaffected by $F^{\prime}$ their neighborhoods are equal in $G^{\prime}$ and $H^{\prime}$ and hence $\left(N_{H^{\prime}}\left(r_{a}\right) \backslash R_{a}\right) \subseteq\left(N_{H^{\prime}}\left(r_{b}\right) \backslash R_{b}\right) \subseteq\left(N_{H^{\prime}}\left(r_{c}\right) \backslash R_{c}\right)$.
$\triangleright$ Claim 22. The set $N_{H^{\prime}}\left(r_{b}\right) \backslash R_{b}$ is a clique in $H^{\prime}$.
Proof. Assume for a contradiction that $N_{H^{\prime}}\left(r_{b}\right) \backslash R_{b}$ contains a non-edge $\{u, v\}$. Recall that there is no edge between $R_{b}$ and $R_{c}$. Hence, since $\left(N_{H^{\prime}}\left(r_{b}\right) \backslash R_{b}\right) \subseteq\left(N_{H^{\prime}}\left(r_{c}\right) \backslash R_{c}\right)$ we have that the set $\left\{r_{b}, u, v, r_{c}\right\}$ induces a $C_{4}$ in $H^{\prime}$, a contradiction.

Let $R_{\circ}=R_{a+1} \cup \ldots \cup R_{b-1}$ and $C_{\circ}=C_{a+1} \cup \ldots \cup C_{b}$. Similarly, let $C_{<}=C_{1} \cup \ldots \cup C_{a}$, $R_{<}=R_{1} \cup \ldots \cup R_{a}$ and $R_{>}=R_{b} \cup \ldots \cup R_{l}$. Finally, let $G_{\circ}=G \backslash R_{\circ}$ and $H_{\circ}=H^{\prime} \backslash R_{\circ}$. These sets are depicted Figure 3. Notice in particular that $H_{\circ}$ is trivially perfect and that $R^{\prime} \subseteq R_{\circ}$. Let $F_{\circ} \subseteq F^{\prime}$ be the $k$-editing such that $H_{\circ}=G_{\circ} \triangle F_{\circ}$. We first modify $F_{\circ}$ to obtain a $k$-editing of $G_{\circ}$ where every vertex of $C_{\circ}$ is affected uniformly.
$\triangleright$ Claim 23. There exists a $k$-editing $F^{*}$ of $G_{\circ}$ such that, in $H^{*}=G_{\circ} \triangle F^{*}, C_{\circ}$ is a clique module.


Figure 3 Illustration of the comb and the sets used in the proof of Lemma 21. The circles are critical cliques of the shaft and the triangles are teeth. The red vertices correspond to $r_{a}, r_{b}$ and $r_{c}$, the light blue rectangles correspond to sets $\mathcal{R}_{a}, \mathcal{R}_{b}$ and $\mathcal{R}_{c}$ and the light red rectangle corresponds to $R^{\prime}$, which is removed by Rule 5 .

Proof. Note that $C_{\circ}$ is a critical clique in $G_{\circ}$ since $C \supset C_{\circ}$ is a module in $G \backslash R$ (Observation 14) and vertices of $C_{\circ}$ are non-adjacent to vertices of $R_{<}$and adjacent to vertices of $R_{>}$. Assume now that $C_{\circ}$ is not a clique module in $H_{\circ}$ and let $v_{\circ} \in C_{\circ}$ be a vertex contained in the least number of pairs of $F_{\circ}$. Consider the graph $H_{\circ}^{\prime}=H_{\circ} \backslash\left(C_{\circ} \backslash\left\{v_{\circ}\right\}\right)$, which is trivially perfect by heredity, and let $H^{*}$ be the graph obtained from $H_{\circ}^{\prime}$ by adding vertices of $C_{\circ} \backslash\left\{v_{\circ}\right\}$ as true twins of $v_{0}$. Let $F^{*}$ be the editing such that $H^{*}=G_{0} \triangle F^{*}$. The graph $H^{*}$ is trivially perfect as the class of trivially perfect graphs is closed under true twin addition. It follows from construction that $C_{0}$ is a clique module in $H^{*}$ and by the choice of $v_{0},\left|F^{*}\right| \leqslant\left|F_{\circ}\right|$.

We henceforth consider $H^{*}=G_{\circ} \triangle F^{*}$ where $F^{*}$ is the editing from Claim 23. We now show that vertices of $R_{\circ}$ can be added into $H^{*}$ while ensuring it remains trivially perfect.
$\triangleright$ Claim 24. The graph $H=G \triangle F^{*}$ is trivially perfect.
Proof. We start by removing the vertices of $R_{b} \backslash\left\{r_{b}\right\}$ from $H^{*}$, which will give us more control on the neighborhood of $r_{b}$ and ease some arguments. Let $\tilde{H}=H^{*} \backslash\left(R_{b} \backslash\left\{r_{b}\right\}\right)$, this graph is trivially perfect by heredity. Let $S$ be a maximal clique of $\tilde{H}$ containing $r_{b}$. By Claim 22, $N_{\tilde{H}}\left(r_{b}\right)$ is a clique and since $r_{b}$ is unaffected by $F^{*}$ we have that $S=$ $N_{\tilde{H}}\left[r_{b}\right]=C_{<} \cup C_{\circ} \cup V_{p} \cup\left\{r_{b}\right\}$. We use Lemma 3 on $S$ to obtain a set of connected components $\left\{K_{1}, \ldots, K_{r}\right\}$ of $\tilde{H} \backslash S$ such that $\left\{K_{1}, \ldots, K_{r}\right\}$ are modules in $\tilde{H}$ whose (possibly empty) neighborhoods in $S$ form a nested family. We further split components $\left\{K_{1}, \ldots, K_{r}\right\}$ into two types: $K_{i}$ is an $\alpha$-component if $N_{\tilde{H}}\left(K_{i}\right) \subseteq\left(N_{\tilde{H}}\left(r_{a}\right) \cap S\right)$ and a $\beta$-component otherwise, $1 \leqslant i \leqslant r$. Since $N_{\tilde{H}}\left(r_{a}\right) \cap S=V_{p} \cup C_{<}$we have that, for any $\alpha$-component $K_{\alpha}$, $N_{\tilde{H}}\left(K_{\alpha}\right) \subseteq V_{p} \cup C_{<}$. Moreover, since $S=N_{\tilde{H}}\left[r_{b}\right]$ and since $C_{\circ}$ is a clique module in $\tilde{H}$ by Claim 23, every $\beta$-component $K_{\beta}$ satisfies $N_{\tilde{H}}\left(K_{\beta}\right)=V_{p} \cup C_{<} \cup C_{\circ}=S \backslash\left\{r_{b}\right\}$.

Observe now that $\left(V_{p} \cup C_{<}\right) \subseteq N_{G}\left(R_{\circ}\right) \subseteq S \backslash\left\{r_{b}\right\}$. In other words, the neighborhood of any tooth of $R_{\circ}$ contains the neighborhood of any $\alpha$-component and is contained in the neighborhood of any $\beta$-component. Moreover the neighborhoods of the teeth of $R_{\circ}$ are nested in $G$ by definition of a comb. It follows that the vertices of $R_{\circ}$ can be safely added to $\tilde{H}$ with the same neighborhood as they have in $G$, ensuring that the resulting graph $H_{b}$ is trivially perfect. It remains to add the vertices of $R_{b}$ back into the graph. By Claim 22 and Proposition 9, the graph $H=H_{b}\left(r_{b} \rightarrow G\left[R_{b}\right]\right)$ is trivially perfect.

By Claim 24 the graph $H=G \triangle F^{*}$ is trivially perfect and as $\left|F^{*}\right| \leqslant k$, it follows that $F^{*}$ is a $k$-editing of $G$, concluding the proof of Lemma 21.

Lemma 25. Assume that the instance $(G, k)$ is reduced under Rules 1-5. Let $(C, R)$ be a comb of $G$. Then $|C \cup R|=O(k)$.

Proof. First, note that $|C| \leqslant 6 k+2$ thanks to Observation 18. We proceed in the same fashion to bound the size of $R$. As the teeth of a comb are trivially perfect modules, Lemma 20 implies that $\left|R_{i}\right| \leqslant 11 k+2,1 \leqslant i \leqslant l$. Hence by Observation 5 any $(2 k+1)$-packing of $\left\{R_{1}, \ldots, R_{l}\right\}$ requires at most $13 k+2$ vertices. It follows that $|R| \leqslant 39 k+6$ since otherwise one could find three disjoint $(2 k+1)$-packings of $R$ that meet the requirements of Rule 5 . Altogether we obtain that $|C \cup R| \leqslant 45 k+8$ which concludes the proof.

### 3.4 Reducing the graph exhaustively

We conclude this section by showing that the graph can be reduced in polynomial time.

- Lemma 26. There is a polynomial time algorithm that outputs an instance $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ such that none of Rules 1 to 5 applies.

Proof. First, Rules 1 and 2 can be applied in polynomial time thanks to Lemma 10. We now need to apply the other rules on trivially perfect modules and combs. For the modules, it is sufficient to reduce strong modules, which are modules that do not overlap with other modules. We can enumerate strong modules in linear time [35]. For each strong module $M$ we can check in polynomial time if it is trivially perfect. We can moreover check if $M$ contains a $(k+1)$-sized anti-matching by finding a maximum matching in the complement graph $\overline{G[M]}$, for instance using Edmonds' algorithm [17]. If $M$ has a large anti-matching, then we can apply Rule 3 . Otherwise, if $|M| \geqslant 11 k+2$ then it can be reduced using Rule 4 . Indeed, $G[M]$ contains in this case at most one connected component $M^{\prime}$ with more than $k$ vertices, such that $\left|M \backslash M^{\prime}\right| \leqslant k$ (since otherwise $M$ would contain a ( $k+1$ )-sized anti-matching). We compute a comb $(C, R)$ through Lemma 19 in $G\left[M^{\prime}\right]$, with $|R| \leqslant 4 k$. It follows that $|C|>6 k+2$ and Observation 18 implies that Rule 3 applies.

It remains to show that the combs not included in a trivially perfect module can be reduced in polynomial time. In order to do this Dumas et al. [16] showed that so-called critical combs can be enumerated in polynomial time, a critical comb being an inclusion-wise maximal comb where $V_{f} \neq \emptyset$ and $R \cup C \cup V_{f}$ does not induce a trivially perfect module. In particular, critical combs contain every comb not included in a trivially perfect module. Hence it is sufficient to only reduce these combs. Given a critical comb, Rules 4 and 5 can be applied in polynomial time. This concludes the proof.

Combining Theorem 1 and Lemmata 20, 25, and 26 we obtain the main result of this work.

- Theorem 27. Trivially Perfect Editing admits a kernel with $O\left(k^{2}\right)$ vertices.

Proof. We give a formal proof of Theorem 1 for the sake of completeness. Note that most arguments and notations are extracted from the proof of [16, Theorem 1]. Recall that $c(k)$ and $p(k)$ are functions defined as, respectively, the maximum size of a trivially perfect module in and a comb of $G$ in Theorem 1. Let $(G=(V, E), k)$ be a reduced yes-instance of Trivially Perfect Editing and $F$ a $k$-editing set of $G$. Let $H=G \triangle F$ and $\mathcal{T}=(T, \mathcal{B})$ the universal clique decomposition of $H$. The graph $G$ is not necessarily connected, thus $T$ is a forest. Let $A$ be the set of nodes $t \in V(T)$ such that the bag $B_{t}$ contains a vertex affected by $F$. Since $|F| \leqslant k$, we have $|A| \leqslant 2 k$. Let $A^{\prime} \subseteq V(T)$ be the least common ancestor closure of $A$ plus the root of each connected component of $T$. The least common ancestor closure
is obtained as follows: start with $A^{\prime}=A$ and while there is $u, v \in A^{\prime}$ whose least common ancestor $w$ (in $T$ ) is not in $A^{\prime}$, add $w$ to $A^{\prime}$. According to [18, Lemma 1] the least common ancestor closure of $A$ is of size at most $2|A|$. Moreover, Rule 1 implies that there are at most $2 k$ connected components in $H$ and thus $2 k$ roots, hence $\left|A^{\prime}\right| \leqslant 6 k$.

Let $D$ be a connected component of $T \backslash A^{\prime}$. We can observe that, by construction of $A^{\prime}$, only three cases are possibles:

- $N_{T}(D)=\emptyset(D$ is a connected component of $T)$.
- $N_{T}(D)=\{a\}\left(D\right.$ is a subtree of $T$ whose parent is $\left.a \in A^{\prime}\right)$.
- $N_{T}(D)=\left\{a_{1}, a_{2}\right\}$ with one of the nodes $a_{1}, a_{2} \in A^{\prime}$ being an ancestor of the other in $T$. Dumas et al. [16] denote these connected components as respectively of type 0,1 or 2 . For $D \subseteq V(T)$, let $W(D)=\bigcup_{t \in D} B_{t}$ denote the set of vertices of $G$ corresponding to bags of $D$.

There is no connected component of type 0 or else $W(D)$ would be a connected component of $G$ inducing a trivially perfect graph. Rule 1 would have been applied to this component, contradicting the fact that $G$ is a reduced instance.

Now consider the set of type 1 components $D_{1}, D_{2}, \ldots, D_{r}$ of $T \backslash A^{\prime}$ attached in $T$ to the same node $a \in A^{\prime}$. Dumas et al. [16] showed that $W_{a}=W\left(D_{1}\right) \cup W\left(D_{2}\right) \cup \cdots \cup W\left(D_{r}\right)$ is a trivially perfect module of $G$. By Lemma 20, we have $\left|W_{a}\right|=c(k)$. There are at most $\left|A^{\prime}\right| \leqslant 6 k$ such sets $W_{a}$, thus the set of vertices of $G$ in bags of type 1 components is of size $O(k \cdot c(k))$.

Now consider the type 2 connected components $D$ of $T \backslash A^{\prime}$ which have two neighbors in $T$. Let $a_{1}$ and $a_{2}$ be these neighbors, one being the ancestor of the other, say $a_{1}$ is the ancestor of $a_{2}$. Let $\left\{a_{1}, t_{1}, \ldots, t_{l}, a_{2}\right\}$ be the path from $a_{1}$ to $a_{2}$ in the tree. The component $D$ can be seen as a comb of shaft $\left(B_{t_{1}}, \ldots, B_{t_{l}}\right)$. More precisely, by construction of the universal clique decomposition, $W(D)$ can be partitioned into a $\operatorname{comb}(C, R)$ of $H$ : the critical clique decomposition of $C$ is ( $C_{1}=B_{t_{1}}, \ldots, C_{l}=B_{t_{l}}$ ), and each $R_{i}$ corresponds to the union of bags of the subtrees rooted at $t_{i}$ which do not contain $B_{t_{i+1}}$, for $1 \leqslant i<l$, and to the union of bags of the subtrees rooted at $t_{l}$ which do not contain $a_{2}$, for $i=l$. Since $(C, R)$ was not affected by $F$, it is also a comb of $G$. Thus for each type 2 component $D, W(D)$ contains $p(k)$ vertices. Since $T$ is a forest, it can contain at most $\left|A^{\prime}\right|-1 \leqslant 6 k-1$ such components in $T \backslash A^{\prime}$. Therefore the set of bags containing type 2 connected components of $T \backslash A^{\prime}$ contains $O(k \cdot p(k))$ vertices.
It remains to bound the set of vertices of $G$ which are in bags of $A^{\prime}$. The vertices corresponding to nodes of $A^{\prime} \backslash A$ are critical cliques of $G$, and are hence of size at most $k+1$ by Rule 2 . Thus the set of vertices in bags of $A^{\prime} \backslash A$ is of size $O\left(k^{2}\right)$. We conclude by showing a similar bound for vertices in bags of $A$. Such vertices induce critical cliques in $H$ but not necessarily in $G$. However, note that in each such critical clique the set of vertices not affected by $F$ correspond to clique modules in $G$ (not necessarily maximal). Such vertices are contained in exactly one critical clique of $G$ and have thus been reduced by Rule 2. It follows that the set of affected critical cliques of $H$ contains at most $2 k+2 k \cdot(k+1)$ vertices. Altogether we obtain that $|V(G)|=O\left(k^{2}+k \cdot(p(k)+c(k))\right)$ which concludes the proof of Theorem 1. To obtain Theorem 27 we simply recall that Lemmata 20 and 25 imply that $c(k)=O(k)$ and $p(k)=O(k)$, respectively.

## 4 The deletion variant

As mentioned in the introduction, a quadratic vertex-kernel is known to exist for Trivially Perfect Completion [1]. The results presented Section 3 can be adapted to prove that Trivially Perfect Deletion also admits a quadratic vertex-kernel by simply replacing any mention of "editing" by "deletion".

More precisely, one can see that in order to prove the safeness of Rules 3-5, the $k$-editing $F^{*}$ for the original graph that is derived from a $k$-editing $F^{\prime}$ for the reduced instance only uses operations that were done by $F^{\prime}$. In particular, if $F^{\prime}$ only contains non-edges then so does $F^{*}$, meaning that it is a valid solution. Together with the fact that Rules 1 and 2 are safe for the deletion variant, we obtain the following.

- Theorem 28. Trivially Perfect Deletion admits a kernel with $O\left(k^{2}\right)$ vertices.

We conclude by mentioning that Theorem 27 also holds for Trivially Perfect Completion for the same reasons as the deletion variant. However, a vertex-kernel with $O\left(k^{2}\right)$ is already known for this problem [1]. Moreover, the constant factor on the number of vertices is smaller than the one of our kernel.

## 5 Conclusion

In this work we improved known kernelization algorithms for the Trivially Perfect Editing and Trivially Perfect Deletion problems, providing a quadratic vertex-kernel for both of them. This matches the best known bound for the completion variant [1]. Improving upon these bounds is an appealing challenge that may require a novel approach. On the other hand, it would be interesting to develop lower bounds for kernelization on such problems. Finally, even if the use of unaffected vertices in the design of reduction rules is common, its combination with the structural properties of trivially perfect graphs in terms of their maximal cliques allowed us to design stronger reduction rules. We hope that the approach presented in this work may lead to finding or improving kernelization algorithms for some related problems. Let us for instance mention the cubic vertex-kernel for Proper Interval Completion [3] and the quartic one for Ptolemaic Completion [10] that might be appropriate candidates.
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#### Abstract

Several works have recently investigated the parameterized complexity of data completion problems, motivated by their applications in machine learning, and clustering in particular. Interestingly, these problems can be equivalently formulated as classical graph problems on induced subgraphs of powers of partially-defined hypercubes.

In this paper, we follow up on this recent direction by investigating the Independent Set problem on this graph class, which has been studied in the data science setting under the name Diversity. We obtain a comprehensive picture of the problem's parameterized complexity and establish its fixed-parameter tractability w.r.t. the solution size plus the power of the hypercube.

Given that several such FO-definable problems have been shown to be fixed-parameter tractable on the considered graph class, one may ask whether fixed-parameter tractability could be extended to capture all FO-definable problems. We answer this question in the negative by showing that FO model checking on induced subgraphs of hypercubes is as difficult as FO model checking on general graphs.
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## 1 Introduction

Recently, there has been an increasing interest in studying the parameterized complexity of clustering problems motivated by their applications in machine learning [2, 3, 4, 5, 6, $17,19,20,25,26,29,39,40]$, particularly their applications to fundamental clustering problems [1, 28, 41, 44]. In many of these clustering problems, we are given a set of $d$ dimensional vectors over the Boolean/binary domain, where the vectors are regarded as rows of a matrix. It is worth noting that due to the applications of such problems in incompletedata settings, a number of past works on the topic also studied settings where some of the entries in these vectors are unknown $[30,19,20,29,17,8,9,10,21,37]$. The objective is to determine if these vectors (or, in the incomplete-data setting, their completions) satisfy some desirable clustering properties. Examples of such properties include admitting a partitioning into $k$ clusters each of diameter (or radius) at most $r$ (for some given $k, r \in \mathbb{N}$ ), or admitting a $k$-cluster of diameter (or radius) at most $r$, where the distance under consideration is typically the Hamming distance $[12,16,19,20,23,32,33,34,35]$; here, a $k$-cluster of diameter $r$ is a set of $k$ points which have pairwise distance of at most $r$.

As it turns out, many of these well-studied clustering problems can be formulated as classical graph problems on induced subgraphs of powers of the hypercube graph. For instance, finding a cluster of diameter at most $r \in \mathbb{N}$, for a given $r$, is equivalent to the Clique problem defined on the subgraph of the $r$-th power of the hypercube that is induced by the subset of hypercube vertices corresponding to the given input vectors. Similarly, partitioning the set of vectors into $k$ clusters each of diameter at most $r$, for some given $r, k \in \mathbb{N}$, is equivalent to the partitioning into $k$ cliques problem on the same graph class, whereas partitioning the set of vectors into clusters, each of radius at most $r$ with respect to some vector in the set, is equivalent to the $k$-dominating set problem on the same graph class described above. We remark that, to the best of our knowledge, this graph class is not a subclass of commonly studied graph classes and has not been considered in previous works pertaining to algorithmic upper or lower bounds for graph-theoretic problems.

Contribution. In this paper, we study the parameterized complexity of another classical graph problem defined on induced subgraphs of powers of the hypercube: the IndEPENDENT SET problem. In the context of data analytics, the problem arises when studying the "diversity" of a given set of vectors, a notion that can be viewed as the opposite of minimising the number of clusters in a cluster partitioning of the set of vectors (in fact, in the area of data analytics this is studied directly under the nomenclature diversity or dispersion [11, 31, 45]). More precisely, motivated by the aforementioned extensive interest in the analysis of incomplete data, we focus on the more general incomplete data setting. We refer to this problem as Pow-Hyp-IS-Completion: given a set of Boolean vectors with some missing entries and integers $k$ and $r$, the goal is to complete the missing entries so that the resulting set of vectors contains a subset $S$ of $k$ vectors such that the Hamming distance between each pair is at least $r+1$ (or to correctly determine that such a set does not exist).

The main contribution of this paper is a complete characterisation of the parameterized complexity of Pow-Hyp-IS-Completion w.r.t. the two parameters $k$ and $r$ : we provide a fixed-parameter algorithm for Pow-Hyp-IS-Completion when parameterized by $k+r$, and complement this positive result with intractability results for the cases where any of these two parameters is dropped. In particular, we show that the problem is NP-complete already for $r=2$ - that is, the problem is paraNP-hard parameterized by $r$, and $\mathrm{W}[1]$-hard parameterized by $k$ alone. Interestingly, the FPT result shows that the parameterized complexity of the
problem is independent of any restrictions on the number or the structure of the missing entries in the input vectors - contrasting many of the previous results on clustering incomplete data $[30,19,20,29]$. We remark that even the fixed-parameter tractability of the problem in the complete data setting (i.e., where all entries are known) is non-obvious, but follows as an immediate corollary of our result.

For our final contribution, we revisit the observation that several of the complete-data clustering problems recently considered in the literature (e.g., see [19, 20]) reduce to wellknown graph problems on the class of induced subgraphs of powers of the hypercube. Since it was shown that all of these graph problems are fixed-parameter tractable when restricted to this graph class and the graph problems are expressible in First Order Logic (FO), a natural question to ask is whether these FPT results can be generalised to any graph problem expressible in FO logic. We resolve this question in the negative.

Related Work. The problem of computing the diversity of a data set, which forms the underpinning of our study of Pow-Hyp-IS-Completion, has been studied in a variety of different contexts and settings. For instance, Ceccarello, Pietracaprina, Pucci and Upfal studied approximation algorithms for the problem [11]. Gawrychowski, Krasnopolsky, Mozes, and Weimann obtained a linear-time algorithm for the problem when the data set is represented as a tree [31], improving upon the previous polynomial-time algorithm of Bhattacharya and Houle [7]. Sacharidis, Mehta, Skoutas, Patroumpas and Voisard provided heuristics for dynamic versions of the problem [45].

More broadly, there is extensive work on problems arising in the context of incomplete data. Hermelin and Rozenberg [38] studied the Closest String with Wildcards problem, which can be seen as the problem of finding a data completion and a center to a minimumradius cluster containing all the data points. Koana, Froese and Niedermeier [39] recently revisited the earlier work of Hermelin and Rozenberg [38] and obtained, among other results, a fixed-parameter algorithm for that problem parameterized by the radius plus the maximum number of missing entries per row; see also the related work of the same authors [40]. Eiben et al. considered a number of different clustering problems in the presence of incomplete data [18, 19], and a subset of these authors previously investigated the fundamental MATRIX Completion problem in the same setting [30]. The parameterized complexity of $k$-means clustering on incomplete data was investigated by Eiben et al. [17] and Ganian et al. [29].

## 2 Preliminaries

## Problem Terminology and Definition

Let $\vec{a}$ and $\vec{b}$ be two vectors in $\{0,1, \square\}^{d}$, where $\square$ is used to represent coordinates whose value is unknown (i.e., missing entries). We denote by $\Delta(\vec{a}, \vec{b})$ the set of coordinates in which $\vec{a}$ and $\vec{b}$ are guaranteed to differ, i.e., $\Delta(\vec{a}, \vec{b})=\{i \mid(\vec{a}[i]=1 \wedge \vec{b}[i]=0) \vee(\vec{a}[i]=0 \wedge \vec{b}[i]=1)\}$, and we denote by $\delta(\vec{a}, \vec{b})$ the Hamming distance between $\vec{a}$ and $\vec{b}$ measured only between known entries, i.e., $|\Delta(\vec{a}, \vec{b})|$. Moreover, for a subset $D^{\prime} \subseteq[d]$ of coordinates, we denote by $\vec{a}\left[D^{\prime}\right]$ the vector $\vec{a}$ restricted to the coordinates in $D^{\prime}$.

Let $M \subseteq\{0,1\}^{d}$ and let $[d]=\{1, \ldots, d\}$. For a vector $\vec{a} \in M$ and $t \in \mathbb{N}$, we denote by $N_{t}(\vec{a})$ the $t$-Hamming neighbourhood of $\vec{a}$, i.e., the set $\{\vec{b} \in M \mid \delta(\vec{a}, \vec{b}) \leq t\}$ and by $N_{t}(M)$ the set $\bigcup_{\vec{a} \in M} N_{t}(\vec{a})$. We say that $M^{*} \subseteq\{0,1\}^{d}$ is a completion of $M \subseteq\{0,1, \square\}^{d}$ if there is a bijection $\alpha: M \rightarrow M^{*}$ such that for all $\vec{a} \in M$ and all $i \in[d]$ it holds that either $\vec{a}[i]=\square$ or $\alpha(\vec{a})[i]=\vec{a}[i]$.

We now proceed to give the formal definition of the problem under consideration:

```
Pow-Hyp-IS-ComPlEtIon
    Input: A set M with elements from {0,1,\square} d}\mathrm{ and }k,r\in\mathbb{N}\mathrm{ .
    Question: Is there a completion M* of M and a subset S of M* with |S| =k such that,
            for any two vectors }a,b\inS\mathrm{ , we have }\delta(a,b)\geqr+1\mathrm{ ?
```

Observe that in a matrix representation of the above problem, we can represent the input matrix as a set of vectors where each row of the matrix corresponds to one element in our set.

We remark that even though the statements are given in the form of decision problems, all tractability results presented in this paper are constructive and the associated algorithms can also output a solution (when it exists) as a witness, along with the decision. In the case where we restrict the input to vectors over $\{0,1\}^{d}$ (i.e., where all entries are known), we omit "-Completion" from the problem name.

## Parameterized Complexity

The basic motivation behind parameterized complexity is to find a parameter that describes the structure of the problem instance such that the combinatorial explosion can be confined to this parameter. More formally, a parameterized problem $Q$ is a subset of $\Omega^{*} \times \mathbb{N}$, where $\Omega$ is a fixed finite alphabet. Each instance of $Q$ is a pair $(I, \kappa)$, where $\kappa \in \mathbb{N}$ is called the parameter. A parameterized problem $Q$ is fixed-parameter tractable (FPT) [24, 14, 13], if there is an algorithm, called an FPT-algorithm, that decides whether an input $(I, \kappa)$ is a member of $Q$ in time $f(\kappa) \cdot|I|^{\mathcal{O}(1)}$, where $f$ is a computable function and $|I|$ is the input instance size. The class FPT denotes the class of all fixed-parameter tractable parameterized problems.

A parameterized problem $Q$ is FPT-reducible to a parameterized problem $Q^{\prime}$ if there is an algorithm, called an FPT-reduction, that transforms each instance $(I, \kappa)$ of $Q$ into an instance $\left(I^{\prime}, \kappa^{\prime}\right)$ of $Q^{\prime}$ in time $f(\kappa) \cdot|I|^{\mathcal{O}(1)}$, such that $\kappa^{\prime} \leq g(\kappa)$ and $(I, \kappa) \in Q$ if and only if $\left(I^{\prime}, \kappa^{\prime}\right) \in Q^{\prime}$, where $f$ and $g$ are computable functions. Based on the notion of FPTreducibility, a hierarchy of parameterized complexity, the W -hierarchy $=\bigcup_{t \geq 0} \mathrm{~W}[t]$, where $\mathrm{W}[t] \subseteq \mathrm{W}[t+1]$ for all $t \geq 0$, has been introduced, in which the 0 -th level $\mathrm{W}[0]$ is the class FPT. The notions of hardness and completeness have been defined for each level $\mathrm{W}[i]$ of the W-hierarchy for $i \geq 1[14,13]$. It is commonly believed that $\mathrm{W}[1] \neq \mathrm{FPT}$ (see [14, 13]). The $\mathrm{W}[1]$-hardness has served as the main working hypothesis of fixed-parameter intractability. A problem is paraNP-hard if it is NP-hard for a constant value of the parameter [24].

## Sunflowers

A sunflower in a set family $\mathcal{F}$ is a subset $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ such that all pairs of elements in $\mathcal{F}^{\prime}$ have the same intersection.

- Lemma 1 ([22, 24]). Let $\mathcal{F}$ be a family of subsets of a universe $U$, each of cardinality exactly $b$, and let $a \in \mathbb{N}$. If $|\mathcal{F}| \geq b!(a-1)^{b}$, then $\mathcal{F}$ contains a sunflower $\mathcal{F}^{\prime}$ of cardinality at least $a$. Moreover, $\mathcal{F}^{\prime}$ can be computed in time polynomial in $|\mathcal{F}|$.


## 3 The Parameterized Complexity of Pow-Hyp-IS-Completion

Our aim for Pow-Hyp-IS-Completion is to establish fixed-parameter tractability parameterized by $k+r$ (i.e., regardless of the structure or number of missing entries). As our first step, we show that all rows in an arbitrary instance ( $M, k, r$ ) can be, w.l.o.g., assumed to contain at most $\mathcal{O}(k \cdot r)$ many $\square$ 's.

Next, we observe that if $M$ is sufficiently large and the $r$-Hamming neighbourhood of each vector is upper-bounded by a function of $k+r$, then - since the number of $\square$ 's is bounded - $(M, k, r)$ is a YES-instance. The argument here is analogous to the classical argument showing that Independent Set is trivial on large bounded-degree graphs.

On a high level, we would now like to find and remove an "irrelevant vector" from $M$ since here the number of $\square$ 's on every row is bounded, any instance reduced in this way to only contain a bounded number of vectors can be solved via a brute-force fixed-parameter procedure. However, finding an irrelevant vector is rather challenging, primarily because the occurrence of $\square$ 's is not restricted. Instead, we develop a more powerful set representation $\mathcal{F}^{\prime}$ for vectors in the instance which also uses elements to keep track of the presence of $\square$ 's in the neighbours of $\vec{v}$. We can then apply the Sunflower Lemma to find a sufficiently-large sunflower in $\mathcal{F}^{\prime}$, and in the core of the proof we argue that (1) such a sunflower consists of at most a bounded number of "important petals" (which can be identified in polynomial time), and (2) any petal that is not important represents an irrelevant vector.

### 3.1 Dealing with Unstructured Missing Data

In this subsection, we design an algorithm for Pow-Hyp-IS-Completion which remains efficient even when the number and placement of unknown entries is not explicitly restricted on the input.

We begin with a simple lemma that allows us to deal with vectors (i.e., rows) with a large number of missing entries. For brevity, let a $k$-diversity set be a set containing $k$ vectors which have pairwise Hamming distance at least $r+1$.

- Lemma 2. Let $\mathcal{I}=(M, k, r)$ be an instance of Pow-Hyp-IS-Completion where $k \geq 1$ and let $\vec{v} \in M$ be a vector containing more than $(k-1) \cdot(r+1)$-many $\square$ 's. Then $\mathcal{I}$ is a YES-instance if and only if $\mathcal{I}^{\prime}=(M \backslash\{\vec{v}\}, k-1, r)$ is a YES-instance. Moreover, a completion and $k$-diversity set for $\mathcal{I}$ can be computed from a completion and $(k-1)$-diversity set for $\mathcal{I}^{\prime}$ in linear time.

Proof. The forward direction is trivial: for any completion $M^{*}$ of $M$ and $k$-diversity set $S$ in $M^{*}$, we can obtain a $(k-1)$-diversity set and completion for $\mathcal{I}^{\prime}$ by simply removing $\vec{v}$ from $M^{*}$ and $S$.

For the backward direction, consider a completion $M^{\prime *}$ of $M^{\prime}=M \backslash \vec{v}$ and a $(k-1)$ diversity set $S=\left\{\overrightarrow{s_{1}}, \ldots, \overrightarrow{s_{k-1}}\right\}$ in $M^{\prime *}$. Let us choose an arbitrary set $C$ of $(k-1) \cdot(r+1)$ coordinates in $\vec{v}$ that all contain $\square$, and let us then partition $C$ into $k$-many subsets $\alpha_{1}, \ldots, \alpha_{k}$ each containing precisely $r+1$ coordinates. Now consider the vector $\vec{v}^{*}$ obtained from $\vec{v}$ as follows:

- for each $i \in[k-1]$ and every coordinate $j \in \alpha_{i}$, set $\vec{v}^{*}[j]$ to the opposite value of $\overrightarrow{s_{i}}[j]$ (i.e., $\vec{v}^{*}[j]=1$ if and only if $\overrightarrow{s_{i}}[j]=0$ );
- for every other coordinate $j$ of $\vec{v}^{*}$, we set $\vec{v}^{*}[j]=\vec{v}[j]$ if $\vec{v}[j] \neq \square$ and $\vec{v}^{*}[j]=0$ otherwise.

Clearly, $M^{*}=M^{*} \cup\left\{\vec{v}^{*}\right\}$ is a completion of $M$. Moreover, since $\vec{v}^{*}$ differs from each vector in $S$ in at least $r+1$ coordinates, $S \cup\left\{\vec{v}^{*}\right\}$ is a $k$-diversity set in $M^{*}$.

Next, we show that instances which are sufficiently large and where each vector only "interferes with" a bounded number of other vectors are easy to solve. For ease of presentation, let $\zeta(k, r, t)=3^{(k-1) \cdot(r+1)} \cdot t!\cdot((k-1) \cdot(3(k-1) \cdot(r+1)+r+t))^{t}$ be the exact meaning of "sufficiently large" in this case.

- Lemma 3. Let $\mathcal{I}=(M, k, r)$ be an instance of Pow-Hyp-IS-Completion. If $|M| \geq$ $k \cdot r \cdot \zeta(k, r, r)$ and $\left|N_{t}(\vec{v})\right|<\zeta(k, r, t)$ for every $\vec{v} \in M$ and $t \leq r$, then a $k$-diversity set in $\mathcal{I}$ can be found in polynomial time.

Proof. One can find a solution to $\mathcal{I}$ by iterating the following greedy procedure $k$ times: choose an arbitrary vector $\vec{v}$, add it into a solution, and delete all other vectors with Hamming distance at most $r$ from $\vec{v}$. By the bound on $\left|N_{t}(\vec{v})\right|$, each choice of $\vec{v}$ will only lead to the deletion of at most $r \cdot \zeta(k, r, r)$ vectors from $M$. Moreover, since $\delta$ measures the Hamming distance only between known entries, any completion of the missing entries can only increase (and never decrease) the Hamming distance between vectors. Hence, the size of $M$ together with the bounded size of the Hamming neighbourhood of $\vec{v}$ guarantee that this procedure will find a solution of cardinality $k$ in $\mathcal{I}$ which will remain valid for every completion of $M$.

We can now move on to the main part of the proof: a procedure which either outputs a solution outright or finds an irrelevant vector.

- Lemma 4. Let $\mathcal{I}=(M, k, r)$ be an instance of Pow-Hyp-IS-Completion such that $\left|N_{t}(\vec{v})\right| \geq \zeta(k, r, t)$ for some vector $\vec{v} \in M$ and $t \leq r$ and such that each vector in $M$ contains at most $(k-1) \cdot(r+1) \square$ 's. There is a polynomial-time procedure that finds a vector $\vec{f} \in M$ satisfying the following properties:
- $(M, k, r)$ is a YES-instance if and only if $\mathcal{I}^{\prime}=(M \backslash\{\vec{f}\}, k, r)$ is a YES-instance, and
- A completion and diversity set for $\mathcal{I}$ can be computed from a solution and diversity set for $\mathcal{I}^{\prime}$ in linear time.

Proof. We will begin by constructing a set system over the neighbourhood of $\vec{v}$. Let $Z=\{z \in[d] \mid \vec{v}[z]=\square\}$ be the set of coordinates where $\vec{v}$ is incomplete. Clearly, since
 a subset $N \subseteq N_{t}(\vec{v})$ of vectors whose cardinality is at least $t!\cdot((k-1) \cdot(3(k-1) \cdot(r+1)+r+t))^{t}$ such that all vectors in $N$ are the same on the coordinates in $Z$, i.e., $\forall \vec{x}, \vec{y} \in N: \forall z \in Z$ : $\vec{x}[z]=\vec{y}[z]$.

Now, let $F$ be a set containing 2 elements for each coordinate $j \in[d] \backslash Z$ of vectors in $M$ : the element $\square_{j}$ and the element $D_{j}$. We construct a set system $\mathcal{F}$ over $F$ as follows: for each vector $\vec{x} \in N$, we add a set $\hat{x}$ to $\mathcal{F}$ that contains:

- $\square_{j}$ if and only if $\vec{x}[j]=\square$, and
- $D_{j}$ if and only if $\vec{x}[j] \neq \vec{v}[i]$.

Observe that, since $\vec{x}$ contains at most $(k-1) \cdot(r+1) \square$ 's by assumption and since $\vec{x}$ differs from $\vec{v}$ in at most $t$-many completed coordinates, every set in $\mathcal{F}$ has cardinality at most $(k-1) \cdot(r+1)+t$. This means we can apply Lemma 1 to find a sunflower $\mathcal{F}^{\prime}$ in $\mathcal{F}$ of cardinality at least $(k-1) \cdot(3(k-1) \cdot(r+1)+r+t)+1$; for ease of presentation, we will identify the elements of $\mathcal{F}^{\prime}$ with the vectors they represent. Let $\vec{f}$ be an arbitrarily chosen vector from $\mathcal{F}^{\prime}$; we claim that $\vec{f}$ satisfies the properties claimed in the lemma, and to complete the proof it suffices to establish this claim.

The backward direction is trivial: if $\mathcal{I}^{\prime}$ is a YES-instance then clearly $\mathcal{I}$ is a YES-instance as well. It is also easy to observe that a completion and diversity set for $\mathcal{I}$ can be computed from a solution and diversity set for $\mathcal{I}^{\prime}$ in linear time (adding a vector does not change the validity of a solution). What we need to show is that if $\mathcal{I}$ is a YES-instance, then so is $\mathcal{I}^{\prime}$ (i.e., $(M \backslash\{\vec{f}\}, k, r)$ ); moreover, this final claim clearly holds if $\mathcal{I}$ admits a solution that does not contain $\vec{f}$.

So, assume that $M$ admits a completion $M^{*}$ which contains a $k$-diversity set $S=$ $\left\{\vec{f}, \overrightarrow{s_{1}}, \ldots, s_{k-1}\right\}$. Let $C$ be the core of the sunflower $\mathcal{F}^{\prime}$, and note that all vectors in $\mathcal{F}^{\prime}$ have precisely the same content in the coordinates in $C$.

Finding a replacement for $\vec{f}$. We would now like to argue that, for some completion which we will define later, $\mathcal{F}^{\prime}$ contains a vector that can be used to replace $\vec{f}$ in the solution.

Let $\overrightarrow{s_{i}} \in S$ be an arbitrary vector. First, let us consider the case that, in $M, \overrightarrow{s_{i}}$ differs from $\vec{v}$ in more than $3(k-1) \cdot(r+1)+r+t$ coordinates (i.e., $\vec{v}[j] \neq \overrightarrow{s_{i}}[j]$ in $M$ for at least $3(k-1) \cdot(r+1)+r+t$ choices of $j)$. Then every vector in $\mathcal{F}^{\prime}$ will have Hamming distance greater than $r$ from $\overrightarrow{s_{i}}$ regardless of the completion.

Indeed, for every vector $f^{\prime} \in \mathcal{F}^{\prime}$ there are at most $3(k-1) \cdot(r+1)$ coordinates $j$ such that at least one of $\vec{v}[j], \overrightarrow{s_{i}}[j], \vec{f}^{\prime}$, meaning that there are at least $r+t$ other coordinates where $\vec{v}$ differs from $\overrightarrow{s_{i}}$ and which are guaranteed to be complete - and since $\delta\left(\overrightarrow{f^{\prime}}, \vec{v}\right)=t, \vec{f}^{\prime}$ it must hold that $\delta\left(\overrightarrow{f^{\prime}}, \overrightarrow{s_{i}}\right)>r$ (by the triangle inequality). Hence indeed every vector in $\mathcal{F}^{\prime}$ must have distance at least $r+1$ from $\overrightarrow{s_{i}}$, and in this case we will create a set $S_{i}=\emptyset$ (the meaning of this will become clear later).

Now, consider the converse case, i.e., that $\overrightarrow{s_{i}}$ differs from $\vec{v}$ in at most $3(k-1) \cdot(r+1)+r+t$ coordinates. We may now extend the sunflower $\mathcal{F}^{\prime}$ by adding a set representation of $\overrightarrow{s_{i}}$, i.e., a set $Q_{i}$ which contains $\square_{j}$ if and only if $\overrightarrow{s_{i}}[j]=\square$ and $D_{j}$ if and only if $\overrightarrow{s_{i}}[j] \neq \vec{v}[i]$ (for all $j \in[d] \backslash Z)$. Observe that $\left|Q_{i}\right| \leq 3(k-1) \cdot(r+1)+r+t$, and in particular $Q_{i} \backslash C$ intersects with at most $3(k-1) \cdot(r+1)+r+t$ elements of $\mathcal{F}^{\prime}$. Let $S_{i}$ be the set of all such elements, i.e., elements of $\mathcal{F}^{\prime}$ which have a non-empty intersection with $Q_{i}$ outside of the core (formally, with $\left.Q_{i} \backslash C\right)$.

To conclude the proof, we will show that there is a completion $M^{\prime *}$ of $M^{\prime}$ such that any arbitrarily chosen vector $\vec{f}^{\prime}$ in the non-empty set $\mathcal{F}^{\prime} \backslash\left(\{\vec{f}\} \cup \bigcup_{i \in[k-1]} S_{i}\right)$ can replace $\vec{f}$ in the $k$-diversity set $S$.

Arguing Replaceability. Consider a new completion $M^{\prime *}$ of $M \backslash \vec{f}$ obtained as follows:

- For each vector $\vec{w} \in \mathcal{F}^{\prime} \backslash S$, we complete

1. the $\square$ 's in $C \cup Z$ precisely in the same way as $\vec{f}$, and
2. for every other $\square$ at coordinate $j$, we set $\vec{w}[j]=-(\vec{v}[j]-1)$ (i.e., to the opposite of $\vec{v}$; recall that $\vec{v}[j] \neq \square$ since $j \notin Z)$;

- all other $\square$ 's in all other vectors in $M \backslash \vec{f}$ are completed in precisely the same way as in $M^{*}$.

Since $M^{* *}$ precisely matches $M^{*}$ on all vectors in $S \backslash \vec{f}$, it follows that $S \backslash \vec{f}$ is a $(k-1)$ diversity set in $M^{\prime *}$. Moreover, consider for a contradiction that $\delta\left(\overrightarrow{f^{\prime}}, \overrightarrow{s_{i}}\right) \leq r$ for some $\overrightarrow{s_{i}} \in S$ after completion, i.e., in $M^{\prime *}$. Then clearly $\overrightarrow{s_{i}}$ could not differ from $\vec{v}$ in more than $3(k-1) \cdot(r+1)+r+t$ coordinates in $M^{\prime}$, since - as we already argued - in this case every vector in $\mathcal{F}^{\prime}$ will have Hamming distance greater than $r$ from $\overrightarrow{s_{i}}$ regardless of the completion.

Hence, we must be in the case where $\overrightarrow{s_{i}}$ differed from $\vec{v}$ in at most $3(k-1) \cdot(r+1)+r+t$ coordinates in $M^{\prime}$. Now consider how $\delta\left(\overrightarrow{f^{\prime}}, \overrightarrow{s_{i}}\right)$ differs from $\delta\left(\vec{f}, \overrightarrow{s_{i}}\right)$. First of all, there is no difference between these two distances on the coordinates in $Z \cup C$ due to our construction of $M^{* *}$ and choice of $N$. For the remaining coordinates, we will consider separately the set $X$ of coordinates in the petals of $\vec{f}$ and $\vec{f}^{\prime}$ (i.e., the set $\left\{j \in[d] \backslash(Z \cup C) \mid \vec{f}[j] \neq \vec{v}[j] \vee \overrightarrow{f^{\prime}}[j] \neq \vec{v}[j]\right\}$ ), and the set $Y=[d] \backslash(C \cup Z \cup X)$ of all remaining coordinates. It follows that $\vec{v}[j]=\vec{f}[j]=\vec{f}^{\prime}[j]$ for all coordinates $j \in Y$, and hence there is no difference between the two distances on these coordinates either.

So, all that is left is to consider the difference between $\delta\left(\overrightarrow{f^{\prime}}, \overrightarrow{s_{i}}\right)$ and $\delta\left(\vec{f}, \overrightarrow{s_{i}}\right)$ on the coordinates in $X$. Among these coordinates, $\vec{f}$ can only differ from $\overrightarrow{s_{i}}$ in at most $t-|C|$ many coordinates - notably in the coordinates of its own petal - because the coordinates in the petal of $\overrightarrow{f^{\prime}}$ do not intersect with $Q_{i}$. On the other hand, our construction guarantees that $\overrightarrow{f^{\prime}}$ differs from $\overrightarrow{s_{i}}$ in at least $t-|C|$ coordinates in $X$; more precisely, on all coordinates in the petal of $\overrightarrow{f^{\prime}}$, since on these coordinates (1) $\overrightarrow{s_{i}}$ is equal to $\vec{v}$ and (2) $\overrightarrow{f^{\prime}}$ differs from $\vec{v}$.

In summary, we conclude that $\delta\left(\overrightarrow{f^{\prime}}, \overrightarrow{s_{i}}\right) \geq \delta\left(\vec{f}, \overrightarrow{s_{i}}\right)$ and hence $(S \backslash\{\vec{f}\}) \cup\left\{\overrightarrow{f^{\prime}}\right\}$ is a $k$-diversity set in $M^{\prime *}$, as claimed.

We can now establish our main result for Pow-Hyp-IS-Completion.

- Theorem 5. Pow-Hyp-IS-Completion is fixed-parameter tractable parameterized by $k+r$.

Proof. The algorithm proceeds as follows. Given an instance $\mathcal{I}=(M, k, r)$ of Pow-Hyp-ISCompletion, it first checks whether $M$ contains a vector with more than $(k-1) \cdot(r+1) \square$ 's; if yes, it applies Lemma 2 and restarts on the reduced instance. Second, it checks whether $|M| \geq k \cdot r \cdot \zeta(k, r, r)$; if not, it uses the fact that the number of $\square$ 's and the number of rows is bounded by a function of the parameter to find a completion and a $k$-diversity set in $\mathcal{I}$ (or determine that one does not exist) by brute force.

Third, it checks whether each vector $\vec{v}$ satisfies $\left|N_{t}(\vec{v})\right|<\zeta(k, r, t)$ for every $t \in[r]$; if yes, then it solves $\mathcal{I}$ by invoking Lemma 3. Otherwise, it invokes Lemma 4 to reduce the cardinality of $M$ by 1 and restarts. If the algorithm eventually terminates with a "NO", then we know that the initial input was a NO-instance; otherwise, it will output a solution which can be transformed into a solution for the original input by the used lemmas.

### 3.2 Lower Bounds

- Theorem 6. Pow-Hyp-IS is NP-complete and $\mathrm{W}[1]$-hard parameterized by $k$.

Proof. We prove both NP-hardness and W[1]-hardness results by giving a polynomial-time FPT reduction from Independent SEt (IS), which is W[1]-hard [14].

Let $(G, k)$ be an instance of IS, where $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$, and let $m=E(G)$. Fix an arbitrary ordering $\mathcal{O}=\left(e_{1}, \ldots, e_{m}\right)$ of the edges in $E(G)$.

For each vertex $v_{i} \in V(G)$, define a vector $\overrightarrow{a_{i}} \in\{0,1\}^{m}$ by setting $\overrightarrow{a_{i}}[j]=1$ if $v_{i}$ is incident to $e_{j}$ and $\overrightarrow{a_{i}}[j]=0$ otherwise. Now expand the set of coordinates of these vectors by adding to each of them $n(n-1)$ new coordinates, $n-1$ coordinates for each $v_{i}, i \in[n]$; we refer to the $n-1$ (extra) coordinates of $v_{i}$ as the "private" coordinates of $v_{i}$. For each $v_{i}$, $i \in[n]$, set $n-1-\operatorname{deg}\left(v_{i}\right)$ many coordinates among the private coordinates of $v_{i}$ to 1 , and all other new coordinates of $v_{i}$ to 0 . Let $M=\left\{\overrightarrow{a_{i}} \mid i \in[n]\right\}$ be the set of expanded vectors, where $\overrightarrow{a_{i}} \in\{0,1\}^{m+n(n-1)}$, for $i \in[n]$. The reduction from IS to Pow-Hyp-IS produces the instance $\mathcal{I}=(M, k, 2 n-4)$ of Pow-Hyp-IS; clearly, this reduction is a polynomial-time FPT-reduction.

Observe that, for any two distinct vertices $v_{i}, v_{j} \in V(G), \delta\left(\overrightarrow{a_{i}}, \overrightarrow{a_{j}}\right)=2 n-2$ if $v_{i}$ and $v_{j}$ are nonadjacent and $\delta\left(\overrightarrow{a_{i}}, \overrightarrow{a_{j}}\right)=2 n-4$ if $v_{i}$ and $v_{j}$ are adjacent.

The proof that $(G, k)$ is a Yes-instance of IS iff $(M, k, 2 n-4)$ is a YES-instance of Pow-Hyp-IS is now straightforward.

- Theorem 7. Pow-Hyp-IS is NP-complete even when $r=2$.

Proof. We reduce from the Independent Set problem (which is NP-complete). Let ( $G, k$ ) be an instance of Independent Set and let $G^{\prime}$ be the graph obtained from $G$ after subdividing every edge exactly twice. We first observe that $G$ has an independent set of size at least $k$ if and only if $G^{\prime}$ has an independent set of size at least $|E(G)|+k$. This is because if $I \subseteq V(G)$ is an independent set of $G$, then we can add one of the subdivision vertices for every edge of $G$ because $I$ does not contain both endpoints of an edge. On the other hand, if $I \subseteq V\left(G^{\prime}\right)$ is an independent set of $G^{\prime}$, then we can assume without loss of generality that $I$ does not contain both endpoints of an edge in $G$ because we could easily transform $I$ into an independent set of the same size by replacing one of the endpoints of such an edge with a subdivided vertex.

Next we construct an instance $\mathcal{I}=(M,|E(G)|+k, 2)$ of Pow-HyP-IS in polynomial-time such that $G^{\prime}$ has an independent set of size at least $|E(G)|-k$ if and only if $\mathcal{I}$ is a Yesinstance. We set $d=2|V(G)|$ and obtain $M$ as follows. Let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$. For every $v_{i} \in V(G)$, we add the vector $\vec{v}_{i}$ that is 1 at the two coordinates $i$ and $i+1$ and otherwise 0 . Moreover, for every $e=v_{i} v_{j} \in E(G)$, we add the vector $e^{1}$ that is 1 at the coordinates $i$, $i+1$, and $j$ and the vector $e^{2}$ that is 1 at the coordinates $j, j+1$, and $i$. This completes the construction of $\mathcal{I}$. The equivalence now follows because two vectors in $M$ have distance at most $r=2$ if and only if their corresponding vertices in $G^{\prime}$ are adjacent; here $e^{1}$ and $e^{2}$ correspond to the two subdivision vertices on the edge $e$.

## 4 On Graph Problems on Induced Subgraphs of the Hypercubes

In this section, we discuss the implications of the results in the previous section for fundamental problems defined on induced subgraphs of powers of the hypercube graph.

In particular, the $d$-dimensional hypercube graph is the graph $Q_{d}$ whose vertex set is the set of all Boolean $d$-dimensional vectors, and two vertices are adjacent if and only if their two vectors differ in precisely 1 coordinate. We can then define the class $\mathcal{Q}_{d}^{r}$ as the class of all graphs that are induced subgraphs of the $r$-th power of $Q_{d}$. We note that, in line with the commonly used definition of hypercube graphs [15, 27], we consider the vertices in $\mathcal{Q}_{d}^{r}$ to be vectors and hence every graph $G \in \mathcal{Q}_{d}^{r}$ contains an explicit characterisation of its vertices as vectors.

In this setting, it is straightforward to observe that Pow-Hyp-IS is precisely the Independent Set problem on $\mathcal{Q}_{d}^{r}$. Moreover, the clustering problems In-Clustering, Diam-Clustering, and Large Diam-Cluster considered in [19, 20] are precisely the Dominating Set, Partition Into Cliques, and Clique problems, respectively, on $\mathcal{Q}_{d}^{r}$. Therefore, all the upper and lower bound results derived in this paper and in [19, 20] pertaining to these clustering problems hold true for their corresponding graph problems on $\mathcal{Q}_{d}^{r}$.

- Corollary 8. Given $r, d, k \in \mathbb{N}$ and a graph $G \in \mathcal{Q}_{d}^{r}$, determining whether $G$ has a:
- dominating set of size $k$ is FPT parameterized by $k+r$;
- partition into $k$ cliques is FPT parameterized by $k+r$;
- independent set of size $k$ is FPT parameterized by $k+r$;
- clique of size $k$ is FPT parameterized by $r$.

We note that all the tractability results outlined in Corollary 8 are tight, which follows from the lower-bound results obtained in Section 3.2 and in [19, 20], in the sense that dropping any parameter from our parameterizations leads to an intractable problem.

Observing that three of the graph properties in the problems discussed above are expressible in First Order Logic (FO) and result in FO formulas whose length is a function of the parameter $k$, an interesting question that ensues from the above discussion is whether these positive results can be extended to the generic problem of First-Order Model Checking [43, 36], formalised below. We will show next that the answer to this question is negative - and, in fact, remains negative even when we restrict ourselves to induced subgraphs of hypercubes (i.e., for $r=1$ ).

```
Q-FO-Model-Checking
Input: \(\quad\) A first-order (FO) formula \(\phi\), integers \(d, r\), and a graph \(G \in \mathcal{Q}_{d}^{r}\).
Parameter: \(|\Phi|\)
Question: \(\quad\) Does \(G \models \Phi\) ?
```

We denote by FO-Model-Checking the general FO Model Checking problem on graphs, i.e., $\mathcal{C}$-FO-Model-Checking with $\mathcal{C}$ being the class of all graphs.

- Lemma 9. Let $H$ be an arbitrary graph. There is a graph $G \in \mathcal{Q}_{|V(H)|+|E(H)|}^{1}$ such that $G$ is isomorphic to the graph $H^{\prime}$ obtained from $H$ after subdividing every edge of $H$ exactly once and attaching a leaf to every vertex resulting from a subdivision. Moreover, $G$ can be computed from $H$ in polynomial time.

Proof. Let $n=|V(H)|$ and $m=|E(H)|$. To prove the lemma, we construct a matrix representation $M \in\{0,1\}^{n+m}$ of $H^{\prime}$ which has one row (vector) for every vertex in $H$ and where two vertices in $H^{\prime}$ are adjacent if and only if their corresponding rows in $M$ have Hamming distance at most 1 . Let $v_{1}, \ldots, v_{n}$ be an arbitrary ordering of the vertices of $H$, and $e_{1}, \ldots, e_{m}$ be an arbitrary ordering of its edges. Then, $M$ contains one row $r_{i}$ for every $i \in[n]$ that is 1 at its $i$-th entry and 0 at all other entries. Moreover, for every edge $e_{\ell}=\left\{v_{i}, v_{j}\right\} \in E(H), M$ contains the following two rows:

- the row $r_{e}$ (corresponding to the degree- 3 vertex in $H^{\prime}$ obtained from $e$ ) that is 1 at the $i$-th and $j$-th entries, and 0 at all other entries; and
- the row $r_{e}^{\prime}$ (corresponding to the leaf in $H^{\prime}$ obtained from $e$ ) that is 1 at the $i$-th, $j$-th, and $(n+\ell)$-th entries, and 0 at all other entries.
This completes the construction of $M$. Clearly, two rows in $M$ have Hamming distance at most one if and only if their corresponding vertices in $H^{\prime}$ are adjacent, as required.
- Theorem 10. $\mathcal{Q}$-FO-MODEL-CHECKING is $\mathrm{W}[\mathrm{t}]$-hard for every $t \in \mathbb{N}^{*}$.

Proof. We give a parameterized reduction from FO Model Checking, which is $\mathrm{W}[\mathrm{t}]$-hard for every $t \in \mathbb{N}^{*}$. Let $\mathcal{I}:=(\Phi, H)$ be an instance of FO Model Checking. We will show the theorem by constructing the equivalent instance $\mathcal{I}^{\prime}:=\left(\Phi^{\prime}, G\right)$ such that $G \in \mathcal{Q}_{d}^{1}$ and $|\Phi| \leq f\left(\left|\Phi^{\prime}\right|\right)$ for some computable function $f$ and value $d$ that is polynomially bounded in the input size. $G$ is obtained from $H$ in the same manner as in Lemma 9. Moreover, $\Phi^{\prime}$ is obtained from $\Phi$ as follows:

- Let $\phi_{V}(x)$ be the formula that holds for a variable $x$ if and only if $x$ corresponds to one of the original vertices in $G$, i.e., $\phi_{V}(x):=\forall y E(x, y) \exists z \neq x \wedge E(y, z)$;
- replace every subformula of the form $\exists x \phi$ (for some variable $x$ and some subformula $\phi$ of $\Phi)$ with the formula $\exists x \phi_{V}(x) \wedge \phi$;
- replace every subformula of the form $\forall x \phi$ (for some variable $x$ and some subformula $\phi$ of $\Phi)$ with the formula $\forall x \phi_{V}(x) \rightarrow \phi$; and
- replace every atom $E(x, y)$, where $E$ is the adjacency predicate and $x$ and $y$ are variables, with the formula $\exists s E(x, s) \wedge E(s, y) \wedge x \neq y$.
It is straightforward now to show that $H \models \Phi$ if and only if $G \models \Phi^{\prime}$, and that $\left|\Phi^{\prime}\right| \leq 20|\Phi|$. Moreover, because of Lemma $9, G^{\prime} \in \mathcal{Q}_{d}^{1}$, as required.


## 5 Conclusion

In this paper, we studied the parameterized complexity of the classical Independent SET problem on induced subgraphs of powers of hypercubes, but with the additional complication that the "positions" of the vertices in the hypercube representation may be partially unknown. We considered the two most natural parameters for the problem: the size $k$ of the independent set and the power $r$ of the hypercube, and provided a complete characterisation of the problem's complexity w.r.t. $k$ and $r$. We also performed a metainvestigation of the parameterized complexity of graph problems on this graph class that are expressible in FO logic and showed the existence of such problems that are parameterized intractable.

A natural future direction of our work is to study the parameterized complexity of other graph problems on this class, in particular those that have applications in clustering. One famous open problem that comes to mind is the $p$-center problem [16, 32]. The problem can be formulated similarly to the above setting, with the exception of allowing the selection of vertices to be from the whole hypercube, as opposed to restricting them to the input subgraph. In particular, the well-known $p$-centers problem reduces to the $k$-dominating set problem in the $r$-th power of the hypercube graph, but where the $k$ vertices in the dominating set are not restricted to the input subgraph, but can be chosen from $\mathcal{Q}_{d}$. This problem was shown to be FPT parameterized by $k+r$ [20]. An intriguing NP-hard restriction of the problem is the problem slice corresponding to $p=1$, or what is known as the 1-center problem, or equivalently, the Closest String problem [32, 42]. The parameterized complexity of the problem paramertized by each of $k$ and $r$ alone remain important open questions.
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#### Abstract

In a recent work, Esmer et al. describe a simple method - Approximate Monotone Local Search - to obtain exponential approximation algorithms from existing parameterized exact algorithms, polynomial-time approximation algorithms and, more generally, parameterized approximation algorithms. In this work, we generalize those results to the weighted setting.

More formally, we consider monotone subset minimization problems over a weighted universe of size $n$ (e.g., Vertex Cover, $d$-Hitting Set and Feedback Vertex Set). We consider a model where the algorithm is only given access to a subroutine that finds a solution of weight at most $\alpha \cdot W$ (and of arbitrary cardinality) in time $c^{k} \cdot n^{\mathcal{O}(1)}$ where $W$ is the minimum weight of a solution of cardinality at most $k$. In the unweighted setting, Esmer et al. determine the smallest value $d$ for which a $\beta$-approximation algorithm running in time $d^{n} \cdot n^{\mathcal{O}(1)}$ can be obtained in this model. We show that the same dependencies also hold in a weighted setting in this model: for every fixed $\varepsilon>0$ we obtain a $\beta$-approximation algorithm running in time $\mathcal{O}\left((d+\varepsilon)^{n}\right)$, for the same $d$ as in the unweighted setting.

Similarly, we also extend a $\beta$-approximate brute-force search (in a model which only provides access to a membership oracle) to the weighted setting. Using existing approximation algorithms and exact parameterized algorithms for weighted problems, we obtain the first exponential-time $\beta$-approximation algorithms that are better than brute force for a variety of problems including Weighted Vertex Cover, Weighted $d$-Hitting Set, Weighted Feedback Vertex Set and Weighted Multicut.
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## 1 Introduction

In this work, we are interested in subset problems, where the goal is to find a subset of a given $n$-sized universe $U$ that satisfies some property $\Pi$ (e.g., Vertex Cover, Hitting Set, Feedback Vertex Set, Mulitcut). Such problems can trivially be solved in time $\mathcal{O}^{*}\left(2^{n}\right)^{1}$, and in the past decades there has been great interest in designing algorithms that beat this exhaustive search and run in time $\mathcal{O}^{*}\left(d^{n}\right)$ for as small $1<d<2$ as possible (see, e.g., [16]). On the other hand, many of the considered problems admit polynomialtime $\alpha$-approximation algorithms for some constant $\alpha>1$ (e.g., Vertex Cover admits a polynomial-time 2-approximation [5]). To bridge the gap between exact exponential-time algorithms and polynomial-time $\alpha$-approximation algorithms for some possibly large constant $\alpha$, there has been recent interest in exponential-time approximation algorithms $[2,4,6,9-12,19]$ to obtain approximation ratios that are better than what is considered possible in polynomial time.

In a recent work, Esmer et al. [12] describe a simple method - Approximate Monotone Local Search - to obtain exponential-time approximation algorithms for certain subset problems from existing parameterized exact algorithms, polynomial-time approximation algorithms and, more generally, parameterized approximation algorithms. More precisely, the focus in [12] lies on subset minimization problems where, given a universe $U$ with $n$ elements, we are aiming to find a set $S \subseteq U$ of minimum cardinality satisfying some property $\Pi$. To allow for approximation algorithms, we restrict to monotone problems, i.e., the family $\mathcal{F}$ of solution sets is closed under taking supersets. In this setting, a $\beta$-approximation algorithm is asked to return a solution set $S \in \mathcal{F}$ such that $|S| \leq \beta \cdot|\mathrm{OPT}|$ where OPT denotes a solution of minimum size. Given access to a parameterized $\alpha$-approximation algorithm running in time $\mathcal{O}^{*}\left(c^{k}\right)$ (where the parameter $k$ denotes the size of the desired optimal solution), Esmer et al. [12] determine the best possible value $d=\operatorname{aml} \mathbf{s}(\alpha, c, \beta)$ such that a $\beta$-approximation algorithm running in time $\mathcal{O}^{*}\left(d^{n}\right)$ can be obtained. Using existing parameterized approximation algorithms, which in particular include polynomial-time approximation and exact parameterized algorithms, this leads to the fastest exponential-time approximation algorithms for a variety of problems including Vertex Cover, $d$-Hitting Set, Feedback Vertex Set and Odd Cycle Transversal.

In this work, we are interested in weighted monotone subset minimization problems. Here, the universe $U$ is additionally equipped with a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$ and we are asking for a solution set $S \in \mathcal{F}$ of minimum weight $\mathbf{w}(S):=\sum_{u \in S} \mathbf{w}(u)$. Accordingly, in a $\beta$-approximation algorithm, we are seeking a solution set $S \in \mathcal{F}$ such that $\mathbf{w}(S) \leq \beta \cdot \mathbf{w}($ OPT $)$ where OPT denotes a solution of minimum weight. Looking at [12], it can be observed that the obtained algorithms only extend to the weighted setting for the special case $\alpha=\beta=1$. Indeed, in this particular case Fomin, Gaspers, Lokshtanov and Saurabh [15] already show in an earlier work that an exact parameterized algorithm running in time $\mathcal{O}^{*}\left(c^{k}\right)$ can be turned into an exact exponential-time algorithm running time $\mathcal{O}^{*}\left(\left(2-\frac{1}{c}\right)^{n}\right)$. As already pointed out in [15], the result also holds in a weighted setting and implies exact exponential-time algorithms for, e.g., $d$-Hitting Set and Feedback Vertex Set. On the other hand, for $\beta>1$, the algorithm presented in [12] does not work in a weighted setting. In a nutshell, the main idea in [12] is to randomly sample a set of vertices $X$ and to bound the probability that it contains a sufficiently large portion of an optimum solution OPT. However, in a weighted setting, such an approach is destined to fail since even adding a single element of large weight to an optimum solution may lead to an unbounded approximation factor.

[^25]The main contribution of this work is to adapt the tools from [12] to the weighted setting. Given a parameterized $\alpha$-approximation algorithm running in time $\mathcal{O}^{*}\left(c^{k}\right)$ for a weighted subset minimization problem (where the parameter $k$ still denotes the size of the desired optimal solution, we give additional details in the next paragraph), for every fixed $\varepsilon>0$ we obtain a $\beta$-approximation algorithm running in time $\mathcal{O}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$. Note that this matches the corresponding bound in the unweighted setting up to the additive $\varepsilon$ in the base of the exponent in the running time.

To state our main result more precisely, let us formalize the requirements for the parameterized $\alpha$-approximation algorithm. Similar to [12], we require an $\alpha$-approximate extension algorithm. Such an algorithm receives as input a set $X \subseteq U$ and a number $k \geq 0$. If there is an extension $S \subseteq U$ to a solution set (i.e., $X \cup S \in \mathcal{F}$ ) of size at most $k$, then the algorithm outputs a set $T \subseteq U$ such that $X \cup T \in \mathcal{F}$ and $\mathbf{w}(T) \leq \alpha \cdot \mathbf{w}\left(S^{*}\right)$ where $S^{*}$ is a minimum-weight extension of $X$ of size at most $k$. Note that the size of $T$ does not need to be bounded in $k$; the parameter $k$ only restricts the size of an "optimum solution" which we compare against. For example, the polynomial-time 2-approximation algorithm for Weighted Vertex Cover [5] immediately results in a 2-approximate extension algorithm: given a graph $G, X \subseteq V(G)$ and $k \geq 0$, we apply the 2-approximation algorithm to $G-X$ and return the output $T \subseteq V(G)$ (this algorithm behaves independently of $k$ ). With this, our main result can informally be stated as follows.

Suppose a weighted monotone subset minimization problem admits an $\alpha$-approximate extension algorithm running in time $\mathcal{O}^{*}\left(c^{k}\right)$. Then there is a $\beta$-approximation algorithm running in time $\mathcal{O}^{*}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$ for every $\varepsilon>0$.

The basic idea to achieve this result is to partition the universe $U$ into subsets $U_{i}$ of elements of roughly the same weight. We apply the results from [12] to each of the sets $U_{i}$ separately which results in a "query set" for $U_{i}$, i.e., a set of queries made by the algorithm from [12] to the $\alpha$-approximate extension algorithm. The crucial observation is that these queries are made in a non-adaptive way, i.e., the "query set" only depends on the set $U_{i}$. We then combine the "query sets" for the blocks $U_{i}$ into a query set for the whole weighted set $U$. In particular, the results from [12] are only used in a black-box manner.

For many problems such as Vertex Cover [5], $d$-Hitting Set [5] and Feedback Vertex Set [3], polynomial-time approximation algorithms directly extend to the weighted setting, and provide $\alpha$-approximate extension algorithms as discussed above. On the other hand, while many parameterized exact algorithms do not directly extend to the weighted setting, several problems have been studied in the weighted setting. For example, for Weighted Vertex Cover [21] provides a $\mathcal{O}^{*}\left(1.363^{k}\right)$ algorithm that, given a vertexweighted graph and a number $k \geq 0$, returns a vertex cover of weight at most $W$ where $W$ is the minimum weight of a vertex cover of size at most $k$ (if there is no vertex cover of size at most $k$, the algorithm reports failure). As before, to obtain a 1-approximate extension subroutine, we apply the algorithm to the graph $G-X$ (where $X$ is the input set for the extension subroutine). Similar results are also available for Weighted $d$-Hitting Set [14, 21] and Weighted Feedback Vertex Set [1]. Also, some simple branching algorithms immediately extend to the weighted setting (e.g., deletion to $\mathcal{H}$-free graphs where $\mathcal{H}$ is a finite set of forbidden induced subgraphs). Finally, we can also rely on parameterized approximation algorithms. For example, [18] provides such algorithms for several problems including Weighted Directed FVS and Weighted Multicut.

We remark that there are also FPT algorithms for other parameterizations in the weighted setting. For example, Niedermeier and Rossmanith [20] show that Weighted Vertex Cover is fixed-parameter tractable parameterized by the weight $W$ of a minimum-weight vertex cover. However, such subroutines are not useful in our setting since we aim to bound the running time of our approximation algorithms with respect to the number of vertices.

Similar to [12], we compare our algorithms to a brute-force search. Here, we consider a setting where the weighted monotone subset minimization problem can only be accessed via a membership oracle, i.e., given a set $X \subseteq U$, we can test (in polynomial time) whether $X$ is a solution set. For every $\beta \geq 1$ we define $\operatorname{brute}(\beta):=1+\exp \left(-\beta \cdot \mathcal{H}\left(\frac{1}{\beta}\right)\right)$ where $\mathcal{H}(\beta):=-\beta \ln \beta-(1-\beta) \ln (1-\beta)$ denotes the entropy function. In [11] it has been shown that, in the unweighted setting, there is a $\beta$-approximation algorithm running in time $\mathcal{O}^{*}\left((\operatorname{brute}(\beta))^{n}\right)$ that only exploits a membership test. We also extend this result to the weighted setting, i.e., we show that any weighted monotone subset minimization problem can be solved in time $(\operatorname{brute}(\beta))^{n+o(n)}$ given only a membership oracle.

Esmer et al. [12] show that amls $(\alpha, c, \beta)<\operatorname{brute}(\beta)$ for all $\alpha, c \geq 1$ and $\beta>1$. Since the same bounds are achieved in the weighted setting, all algorithms obtained above are strictly faster than the brute-force $\beta$-approximation algorithm. In particular, we obtain exponential-time approximation algorithms that are faster than the approximate brute-force search for the weighted versions of Vertex Cover, $d$-Hitting Set, Feedback Vertex Set, Tournament FVS, Subset FVS, Cluster Graph Vertex Deletion, Cograph Vertex Deletion, Split Vertex Deletion, Partial Vertex Cover, Directed Feedback Vertex Set, Directed Subset FVS, Directed Odd Cycle Transversal and Multicut (all problems are defined in Appendix B).

## Organization

The paper is organized as follows. In Section 2 we state the problems we want to address, provide the necessary definitions and notation, and formally state our main results. In Section 3, we demonstrate how our methods can be applied to specific problems to obtain exponential-time approximation algorithms. Section 4 contains the proof of Theorem 3, our result on exponential-time approximation algorithms for the Weightedsm problem in the membership model. Similarly, Section 5 contains the proof of Theorem 8, our result on exponential-time approximation algorithms for the WeightedSM problem in the extension model. Finally, in Section 6 we conclude the paper by summarizing our main contributions and key findings.

## 2 Our Results

To formally state our results we use an abstract notion of a problem and oracle-based computational models. Let $U$ be a finite set of elements. We use $n$ to denote the cardinality of $U$. A set system $\mathcal{F}$ of $U$ is a family $\mathcal{F} \subseteq 2^{U}$ of subsets of $U$. We say the set system $\mathcal{F}$ is monotone if (i) $U \in \mathcal{F}$ and (ii) for all $T \subseteq S \subseteq U$, if $T \in \mathcal{F}$ then $S \in \mathcal{F}$ as well.

An instance of the Weighted Monotone Subset Minimization problem (WeightedSM) is a triplet $(U, \mathbf{w}, \mathcal{F})$ where $U$ is a finite set, $\mathbf{w}: U \rightarrow \mathbb{N}$ is a weight function over the elements of $U$, and $\mathcal{F}$ is a monotone set system of $U$. The set of solutions is $\mathcal{F}$ and the objective is to find $S \in \mathcal{F}$ with minimum total weight $\mathbf{w}(S):=\sum_{u \in S} \mathbf{w}(u)$. We use $\operatorname{opt}(U, \mathbf{w}, \mathcal{F}):=\min \{\mathbf{w}(S) \mid S \in \mathcal{F}\}$ to denote the optimum value of a solution to the WeightedSM instance $(U, \mathbf{w}, \mathcal{F})$. We refer to the special case in which $\mathbf{w}(u)=1$ for all $u \in U$ as the Unweighted Monotone Subset Minimization problem (UnweightedSM).

The Weighted Monotone Subset Minimization problem is a meta-problem which captures multiple well studied problems as special cases, e.g., Weighted Vertex Cover, Weighted Feedback Vertex Set and Weighted Multicut. We study the problem using two computational models. In both models the set $U$ and the weight function $\mathbf{w}$ are given as part of the input. The set $\mathcal{F}$ can only be accessed using an oracle, and the models differ in the type of supported oracle queries.

### 2.1 Membership Oracles and Weighted Approximate Brute Force

In the membership model the input to the algorithm is a universe $U$ and a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$. Additionally, the algorithm has access to a membership oracle for a monotone set system $\mathcal{F}$ of $U$, that is, the algorithm can check if a subset $S \subseteq U$ satisfies $S \in \mathcal{F}$ in a single step. For every $\alpha \geq 1$, we say an algorithm is an $\alpha$-approximation for WeightedSM (UnweightedSM) in the membership model if for every WeightedSM (UnweightedSM) instance $(U, \mathbf{w}, \mathcal{F})$ the algorithm returns a set $S \in \mathcal{F}$ such that $\mathbf{w}(S) \leq \alpha \cdot \operatorname{opt}(U, \mathbf{w}, \mathcal{F})$.

One can easily attain a 1-approximation algorithm for WeightedSM in the membership model by iterating over all subsets of $U$ and querying the oracle for each. This leads to an algorithm with running time $\mathcal{O}^{*}\left(2^{n}\right)$. Moreover, it can be easily shown there is no 1-approximation algorithm for WeightedSM (or for UnweightedSM) in the membership model which runs in time $\mathcal{O}\left((2-\varepsilon)^{n}\right)$. We refer to this algorithm as the (exact) brute force.

Intuitively, for every $\alpha>1$, it should be possible to design an $\alpha$-approximation algorithm for WeightedSM and UnweightedSM in the membership model which runs in time $\mathcal{O}\left(c^{n}\right)$ for some $c<2$. However, the value of the optimal $c$ in this setting is not obvious. In [11] the authors studied UnWEIGHTEDSM in the membership model and pinpointed the right value of $c$. For every $\alpha \geq 1$ we define

$$
\begin{equation*}
\operatorname{brute}(\alpha)=1+\exp \left(-\alpha \cdot \mathcal{H}\left(\frac{1}{\alpha}\right)\right) \tag{1}
\end{equation*}
$$

where $\mathcal{H}(x)=-x \ln (x)-(1-x) \ln (1-x)$ is the entropy function.

- Lemma 1 ([11, Theorem 5.1]). For every $\alpha \geq 1$ the following holds.

1. There is a deterministic $\alpha$-approximation algorithm for UnWEIGHTEDSM in the membership model which runs in time $(\text { brute }(\alpha))^{n} \cdot n^{\mathcal{O}(1)}$.
2. Let $\varepsilon>0$. There is no $\alpha$-approximation algorithm for UnWEIGHTEDSM in the membership model which runs in time $(\operatorname{brute}(\alpha)-\varepsilon)^{n} \cdot n^{\mathcal{O}(1)}$.

As the algorithmic result in Lemma 1 can be viewed as an approximate analogue of the brute-force algorithm, it is commonly referred as $\alpha$-approximate brute force. The lower bound given in [11] also holds if the algorithm is allowed to use randomization. As WeightedSM is a generalization of UnWEIGHTEDSM, the following corollary is an immediate consequence of Lemma 1.

- Corollary 2. For every $\alpha \geq 1$ and $\varepsilon>0$ there is no $\alpha$-approximation algorithm for Weightedsm in the membership model which runs in time $(\operatorname{brute}(\alpha)-\varepsilon)^{n} \cdot n^{\mathcal{O}(1)}$.

As the bound in Lemma 1 also holds if randomization is allowed, the same holds true for the bound in Corollary 2. Our first result is a generalization of the approximate brute-force algorithm of [11] for the weighted setting. That is, we provide an algorithm which matches the lower bound in Corollary 2 up to a sub-exponential factor.

- Theorem 3 (Weighted Approximate Brute Force). For every $\alpha>1$ there is an $\alpha$ approximation algorithm for WeIghtedSM in the membership model which runs in time $(\text { brute }(\alpha))^{n+o(n)}$.

The proof of Theorem 3 is based on a rounding of the weight function $\mathbf{w}$ and utilizes a construction from [11] which is applied to each of the rounded weight classes.

### 2.2 Extension Oracles and Weighted Approximate Monotone Local Search

Our second computational model deals with extension oracles. The input for these oracles is a set $S \subseteq U$ and a number $\ell \in \mathbb{N}_{\geq 0}$ and the output is an extension of $S$, that is, a set $X \subseteq U$ such that $S \cup X \in \mathcal{F}$. Furthermore, the returned set $X$ is guaranteed to have a small weight in comparison to the minimum-weight extension of $S$ which contains at most $\ell$ elements. For multiple problems, such as Vertex Cover and Feedback Vertex Set, these oracles can be implemented using existing parameterized algorithms which have a running time of the form $c^{\ell} \cdot n^{\mathcal{O}(1)}$. We therefore associate a running time of $c^{\ell}$ with the query $(S, \ell)$. The formal definition of extension oracles is as follows.

- Definition 4 (Extension Oracle). Let $(U, \mathbf{w}, \mathcal{F})$ be a WeightedSM instance and let $\alpha \geq 1$. An $\alpha$-extension oracle for $(U, \mathbf{w}, \mathcal{F})$ is a function Ext : $2^{U} \times \mathbb{N}_{\geq 0} \rightarrow 2^{U}$ such that for every $S \subseteq U$ and $\ell \in \mathbb{N}_{\geq 0}$ the following holds:

1. $\operatorname{Ext}(S, \ell) \cup S \in \mathcal{F}$.
2. $\mathbf{w}(\operatorname{Ext}(S, \ell)) \leq \alpha \cdot \min \{\mathbf{w}(X)|X \subseteq U,|X| \leq \ell, X \cup S \in \mathcal{F}\}$ (we set $\min \emptyset=\infty)$.

In the $(\alpha, c)$-extension model the input for the algorithm is a finite set $U$ and a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$. Furthermore, the algorithm is given oracle access to an $\alpha$-extension oracle Ext of $(U, \mathbf{w}, \mathcal{F})$ for some monotone set system $\mathcal{F}$ of $U$. For every $\beta \geq 1$, we say an algorithm is a $\beta$-approximation algorithm for WeIGHTEDSM (UNWEIGHTEDSM) in the $(\alpha, c)$-extension model if for every WeightedSM (UnweightedSM) instance $(U, \mathbf{w}, \mathcal{F})$ and $\alpha$-extension oracle Ext of the instance, the algorithm returns $T \in \mathcal{F}$ such that $\mathbf{w}(T) \leq \beta \cdot \operatorname{opt}(U, \mathbf{w}, \mathcal{F})$. The running time of an algorithm in this model is the number of computations steps plus $c^{\ell}$ for every query $(S, \ell)$ issued to the oracle during the execution. Following the standard worstcase analysis convention, we say an algorithm runs in time $f(n)$ if for every Weightedsm instance $(U, \mathbf{w}, \mathcal{F})$ and $\alpha$-extension oracle Ext of the instance the algorithm runs in time at most $f(|U|)$.

The ( $\alpha, c$ )-extension model is studied in [12] for the special case of UnWEIGHTEDSM. The authors of [12] provide a deterministic $\beta$-approximation algorithm in the $(\alpha, c)$-extension model, known as deterministic approximate monotone local search, which runs in time $(\operatorname{amls}(\alpha, c, \beta))^{n+o(n)}$, where amls $(\alpha, c, \beta)$ is defined as the optimal value of a continuous optimization problem. Throughout the paper we use amls to denote this function. We provide the formal definition of amls in the full version of the paper for completeness. We note that this formal definition is not required for the understanding of the results in this paper. It is also shown in [12] that the value of amls $(\alpha, c, \beta)$ can be computed up to precision of $\varepsilon$ in time polynomial in the encoding length of $\alpha, c, \beta$ and $\varepsilon$.

This algorithmic result is complemented in [12] with a matching lower bound.

- Lemma 5 ([12]). For every $\alpha, \beta, c \geq 1$ and $\varepsilon>0$ there is no deterministic $\beta$-approximation for UNWEIGHTEDSM in the $(\alpha, c)$-extension model which runs in time $(\operatorname{aml} \operatorname{s}(\alpha, c, \beta)-\varepsilon)^{n}$. $n^{\mathcal{O}(1)}$.

Furthermore, it is shown that the running time of the deterministic approximate monotone local search is better than brute force for every $\beta>1$.

- Lemma 6 ([12]). For all $\alpha, c \geq 1$ and $\beta>1$ it holds that $\operatorname{aml} \mathbf{s}(\alpha, c, \beta)<\operatorname{brute}(\beta)$.

The results of [12] also include a randomized algorithm which omits the subexponential factor in the running time and the lower bound also holds for randomized algorithms. In [12] the authors use the deterministic approximate monotone local search algorithm to obtain exponential-time approximation algorithms for multiple unweighted problems such as VERTEX Cover and Feedback Vertex Set. We generalize the algorithmic results of [12] to the weighted setting and similarly use it to obtain exponential-time approximation algorithms for weighted variants of the mentioned problems (see Section 3).

Since UnWeightedsm is a special case of WeightedSM, Lemma 5 immediately implies the following

- Corollary 7. For every $\alpha, c, \beta \geq 1$ and $\varepsilon>0$ there is no deterministic $\beta$-approximation for WeightedSM in the $(\alpha, c)$-extension model which runs in time $(\operatorname{aml} \operatorname{s}(\alpha, c, \beta)-\varepsilon)^{n} \cdot n^{\mathcal{O}(1)}$.

Our second result is an algorithm which matches the running time in Corollary 7 up to an additive term of $\varepsilon$ in the base of the running time.

- Theorem 8 (Weighted Approximate Monotone Local Search). For every $\alpha, c \geq 1, \beta>1$ and $\varepsilon>0$ there is a deterministic $\beta$-approximation for WEIGHTEDSM in the ( $\alpha, c$ )-extension model which runs in time $\mathcal{O}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$.

The proof of Theorem 8 is similar to the one of Theorem 3. It applies rounding to the weights on the elements, and then utilizes a construction from [12] for each of the weight classes.

The result of Theorem 8 only applies for $\beta>1$. If $\alpha=\beta=1$ the result of [15] can be used to obtain an exact algorithm with running time $n^{\mathcal{O}(1)} \cdot\left(2-\frac{1}{c}\right)^{n}$. For $\alpha>\beta=1$ Corollary 7 implies that the best possible running time is $\mathcal{O}^{*}\left(2^{n}\right)$ which can be attained by brute force.

## 3 Applications

Our results provide exponential-time approximation algorithms for a variety of weighted vertex-deletions problems. For illustration purposes, let us first focus on the Weighted Vertex Cover problem where we are given a graph $G$ with vertex weights w: $V(G) \rightarrow \mathbb{N}$, and we ask for a vertex cover $S \subseteq V(G)$ of minimum weight $\mathbf{w}(S)=\sum_{v \in S} \mathbf{w}(v)$. It is well-known that Weighted Vertex Cover admits a polynomial-time 2-approximation algorithm [5]. Also, the problem can be solved exactly in time $\mathcal{O}^{*}\left(1.238^{n}\right)$ [22].

For the unweighted version Unweighted Vertex Cover, Bourgeois, Escoffier and Paschos [6] designed several exponential-time approximation algorithms for approximation ratios in the range $(1,2)$. For example, they obtain a 1.1 -approximation algorithm running in time $\mathcal{O}^{*}\left(1.127^{n}\right)$ where $n$ denotes the number of vertices of the input graph. These running times are further improved in $[11,12]$ using the framework of Approximate Monotone Local Search. Indeed, the fastest known 1.1-approximation algorithm for Unweighted Vertex Cover runs in time $\mathcal{O}^{*}\left(1.113^{n}\right)$ [12].

For the weighted version, no such results have been obtained so far. We use Theorem 8 to design the first exponential $\beta$-approximation algorithms for Weighted Vertex Cover for all $\beta \in(1,2)$. For the extension oracle, we can rely on the well-known polynomial-time 2-approximation algorithm. Given a set $S \subseteq V(G)$, we delete all vertices in $S$ and apply the


Figure 1 The left figure shows running times for Weighted Vertex Cover and the right side provides a comparison to Unweighted Vertex Cover. A dot at $(\beta, d)$ means that the respective algorithm outputs an $\beta$-approximation in time $\mathcal{O}^{*}\left(d^{n}\right)$.

Table 1 The table shows the running times for Weighted Vertex Cover (second and third row) and Unweighted Vertex Cover (last row). An entry $d$ in column $\beta$ means that the respective algorithm outputs a $\beta$-approximation in time $\mathcal{O}^{*}\left(d^{n}\right)$.

|  | 1.1 | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| brute | 1.716 | 1.583 | 1.496 | 1.433 | 1.385 | 1.347 | 1.317 | 1.291 | 1.269 |
| $(\alpha=1, c=1.363)$ | 1.158 | 1.123 | 1.103 | 1.089 | 1.078 | 1.07 | 1.064 | 1.058 | 1.054 |
| $(\alpha=2, c=1)$ | 1.659 | 1.485 | 1.366 | 1.277 | 1.208 | 1.151 | 1.104 | 1.064 | 1.03 |
| UNWEIGHTED VC | 1.113 | 1.062 | 1.036 | 1.02 | 1.01 | 1.005 | 1.002 | 1.0004 | 1.00005 |

2-approximation algorithm to the graph $G-S$ which outputs a vertex cover $X$ such that $\mathbf{w}(X) \leq 2 \cdot \mathbf{w}(\mathrm{OPT})$ where OPT denotes a minimum vertex cover of $G-S$. As a result, we can implement a 2 -extension oracle in polynomial time which corresponds (up to polynomial factors) to cost $c=1$. So Theorem 8 results in a $\beta$-approximation algorithm for Weighted Vertex Cover which runs in time $\mathcal{O}^{*}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$ for every $\beta>1$, where $\alpha=2$ and $c=1$. A visualization is given in Figure 1.

Instead of using a polynomial-time 2-approximation algorithm, we can also rely on existing FPT algorithms for Weighted Vertex Cover to simulate the extension oracle. Let us point out that different parameterizations have been considered for Weighted Vertex Cover in the literature. For example, Niedermeier and Rossmanith [20] give FPT algorithms for Weighted Vertex Cover parameterized by the weight of the optimal solution. However, in light of the computational model introduced above, we require FPT algorithms parameterized by the size of the solution. Given a graph $G$ with vertex weights $\mathbf{w}: V(G) \rightarrow \mathbb{N}$ and an integer $k \geq 0$, we ask for a vertex cover of weight at most $W$ where $W$ is the minimum weight of a vertex cover of size at most $k$. The best known FPT algorithm (parameterized by $k$ ) for this problem runs in time $1.363^{k} \cdot n^{\mathcal{O}(1)}$ [21]. This algorithm provides an extension algorithm with parameters $\alpha=1$ and $c=1.363$. Using Theorem 8 , we obtain a $\beta$-approximation algorithm for Weighted Vertex Cover running in time $\mathcal{O}^{*}\left((\operatorname{aml} \mathbf{s}(\alpha, c, \beta)+\varepsilon)^{n}\right)$. For $\beta=1.1$, we obtain a running time of $\mathcal{O}^{*}\left(1.158^{n}\right)$.

Table 2 List of weighted deletion problems admitting a single-exponential parameterized algorithm running in time $O^{*}\left(c_{1}^{k}\right)$ and/or a polynomial-time $\alpha_{2}$-approximation algorithm. The problems Tournament FVS, Cluster Graph Vertex Deletion, Cograph Vertex Deletion and Split Vertex Deletion can be easily reduced to $d$-Hitting Set for appropriate values of $d$ by exploiting known characterizations in terms of forbidden induced subgraphs. Additionally, for Tournament FVS we can rely on iterative compression to obtain a $\mathcal{O}^{*}\left(2^{k}\right)$ algorithm (see, e.g., [8]).

| Problem | $c_{1}$ |  | det. | $\alpha_{2}$ | det. |  |
| :--- | :--- | ---: | :--- | :--- | ---: | :---: |
| Vertex Cover | 1.363 | $[21]$ | $\checkmark$ | 2 | $[5]$ | $\checkmark$ |
| FVS | 3.618 | $[1]$ | $\checkmark$ | 2 | $[3]$ | $\checkmark$ |
| Tournament FVS | 2.0 |  | $\checkmark$ | 3 |  | $\checkmark$ |
| Subset FVS | - | $\checkmark$ | 8 | $[13]$ | $\checkmark$ |  |
| 3 -Hitting Set | 2.168 | $[21]$ | $\checkmark$ | 3 | $[5]$ | $\checkmark$ |
| $d$-Hitting Set $(d \geq 4)$ | $d-0.832$ | $[14]$ | $\checkmark$ | $d$ | $[5]$ | $\checkmark$ |
| Cluster Graph Vertex Deletion | 2.168 |  | $\checkmark$ | 3 |  | $\checkmark$ |
| Cograph Vertex Deletion | 3.168 | $\checkmark$ | 4 |  | $\checkmark$ |  |
| Split Vertex Deletion | 4.168 | $\checkmark$ | 5 |  | $\checkmark$ |  |
| Partial Vertex Cover | - | $\checkmark$ | 2 | $[7]$ | $\checkmark$ |  |

We provide running times for selected approximation ratios for both algorithms in Table 1 and a graphical comparison in Figure 1. We also compare the running times to the approximate brute-force search and the best algorithms in the unweighted setting [12]. It can be observed that the second algorithm (using the FPT algorithm as an extension subroutine) is faster for $\beta \lesssim 1.82$. Also, there is still a noticeable gap to the unweighted setting. This can be mainly explained by the fact that the approximation algorithm for the unweighted setting [12] relies on parameterized approximation algorithms for Unweighted Vertex Cover [17] which are currently unavailable in the weighted setting.

We stress that our results are not limited to Weighted Vertex Cover, but they are applicable to various vertex-deletion problems including Weighted Feedback Vertex Set and Weighted $d$-Hitting Set (see Figure 2). Table 2 gives an overview on problems for which we obtain exponential approximation algorithms by simulating the extension oracle by an FPT algorithm (parameterized by solution size) running in time $c_{1}^{k} \cdot n^{\mathcal{O}(1)}$ or a polynomial-time $\alpha_{2}$-approximation algorithm. For all the problems listed in Table 2, we obtain the first exponential $\beta$-approximation algorithms for all $\beta \in\left(1, \alpha_{2}\right)$. Observe that these algorithms always outperform the approximate brute-force search by Lemma 6. We provide data on the running times of these algorithms in the full version of the paper.

Finally, let us point out that our methods are also applicable if there is a parameterized approximation algorithm for a weighted vertex deletion problem, i.e., an $\alpha$-approximation algorithm running time $c^{k} \cdot n^{\mathcal{O}(1)}$. In [18], such algorithms have been obtained for Weighted Directed Feedback Vertex Set, Weighted Directed Subset FVS, Weighted Directed Odd Cycle Transversal and Weighted Multicut. As a result, we also obtain exponential $\beta$-approximation algorithms for these problems that outperform the approximate brute-force search.

## 4 Weighted Approximate Brute Force

In this section we prove Theorem 3. The algorithm is based on the notion of covering families.

- Definition 9 (Covering Family). Let $U$ be a finite set, w: $U \rightarrow \mathbb{N}$ be a weight function and $\alpha \geq 1$. We say $\mathcal{C} \subseteq 2^{U}$ is an $\alpha$-covering family of $U$ and $\mathbf{w}$ if for every $S \subseteq U$ there exists $T \in \mathcal{C}$ such that $S \subseteq T$ and $\mathbf{w}(T) \leq \alpha \cdot \mathbf{w}(S)$.


Figure 2 The figure shows running times for Feedback Vertex Set and 3-Hitting Set. A dot at $(\beta, d)$ means that the respective algorithm outputs an $\beta$-approximation in time $O^{*}\left(d^{n}\right)$.

An $\alpha$-covering family $\mathcal{C}$ can be easily used to attain an $\alpha$-approximation algorithm in the membership model as follows. The algorithm constructs the covering family $\mathcal{C}$ and uses the membership oracle to compute $\mathcal{C} \cap \mathcal{F}$ using $|\mathcal{C}|$ queries. The algorithm then returns the set $Q \in \mathcal{C} \cap \mathcal{F}$ of minimum weight. To show correctness, consider a set $S \in \mathcal{F}$ such that $\mathbf{w}(S)=\operatorname{opt}(U, \mathbf{w}, \mathcal{F})$. Since $\mathcal{C}$ is an $\alpha$-covering family there is $T \in \mathcal{C}$ such that $S \subseteq T$ and $\mathbf{w}(T) \leq \alpha \cdot \mathbf{w}(S)=\alpha \cdot \operatorname{opt}(U, \mathbf{w}, \mathcal{F})$. Since $\mathcal{F}$ is monotone it holds that $T \in \mathcal{F}$, thus $T \in \mathcal{C} \cap \mathcal{F}$, and we conclude that the algorithm returns a set of weight at most $\alpha \cdot \operatorname{opt}(U, \mathbf{w}, \mathcal{F})$. The running time of the algorithm, up to polynomial factors, is the construction time of $\mathcal{C}$ plus $|\mathcal{C}|$.

By the above argument, the proof of Theorem 3 boils down to the construction of $\alpha$ covering families. To this end, we show the next result. Recall that $n$ denotes the size of the universe $U$.

- Lemma 10. There exists an algorithm which given a finite set $U$, a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$ and $\alpha>1$, constructs an $\alpha$-covering family $\mathcal{C}$ of $U$ and $\mathbf{w}$ such that $|\mathcal{C}| \leq$ (brute $(\alpha))^{n+o(n)}$. Furthermore, the running time of the algorithm is (brute $\left.(\alpha)\right)^{n+o(n)}$.

Using the argument above, Theorem 3 is an immediate consequence of Lemma 10. The construction of the covering family in Lemma 10 is based on a rounding of the weight function and a reduction to covering families in the unweighted case. The construction of such families is implicitly given in [11].

- Lemma 11 ( [11]). There exists an algorithm which given a finite set $U$ and $\alpha>1$ returns an $\alpha$-covering family $\mathcal{C}$ of $U$ and the uniform weight function $\mathbf{w}: U \rightarrow\{1\}$ such that $|\mathcal{C}| \leq(\operatorname{brute}(\alpha))^{n} \cdot n^{\mathcal{O}(1)}$. Furthermore, the algorithm runs in time $(\operatorname{brute}(\alpha))^{n} \cdot n^{\mathcal{O}(1)}$.

The proof of Lemma 10 is based on the following seemingly weaker version of Lemma 10 .
Lemma 12. There exists an algorithm $\mathscr{A}$ which given a finite set $U$, a weight function $\mathbf{w}: U \rightarrow \mathbb{N}, \beta>1$ and $0<\delta<1$, constructs $a(1+\delta) \cdot \beta$-covering family $\mathcal{C}$ of $U$ and $\mathbf{w}$ such that $|\mathcal{C}| \leq(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \log \left(\frac{n}{\delta}\right)\right)}$. Furthermore, the running time of the algorithm is $(\text { brute }(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \log \left(\frac{n}{\delta}\right)\right)}$.

## B. C. Esmer, A. Kulik, D. Marx, D. Neuen, and R. Sharma

Proof. The algorithm $\mathscr{A}$ works as follows:

- Define $\gamma:=1+\frac{\delta}{2}>1$. For $i \geq 0$ let

$$
\begin{equation*}
U_{i}:=\left\{u \in U \mid \gamma^{i} \leq \mathbf{w}(u)<\gamma^{i+1}\right\} \tag{2}
\end{equation*}
$$

and $n_{i}:=\left|U_{i}\right|$. Let $I:=\left\{i \in \mathbb{Z}_{\geq 0} \mid U_{i} \neq \emptyset\right\}$ denote the set of indices $i \geq 0$ for which $U_{i}$ is non-empty. Note that $|I| \leq n$.

- For each $i \in I$ construct a $\beta$-covering family $\mathcal{C}_{i}$ of the universe $U_{i}$ and the uniform weight function using Lemma 11.
- Define $d:=\lceil(2 / \delta) \cdot \log (2 n / \delta)\rceil$ and for each $k \in I$, let $I_{k}:=\{i \in I \mid k-d \leq i \leq k\}$ denote the indices in $I$ between $k-d$ and $k$.
- For every $k \in I$, let $r_{k}:=\left|I_{k}\right|$ and define

$$
\begin{aligned}
W_{k} & :=\bigcup_{i \in I: 1 \leq i<k-d} U_{i} \quad \text { and } \\
\mathcal{Q}_{k} & :=\left\{W_{k} \cup E_{1} \cup \ldots \cup E_{r_{k}} \mid\left(E_{1}, \ldots, E_{r_{k}}\right) \in \prod_{i \in I_{k}} \mathcal{C}_{i}\right\} .
\end{aligned}
$$

- Return the $\operatorname{set} \mathcal{C}:=\bigcup_{k \in I} \mathcal{Q}_{k}$.
$\triangleright$ Claim 13. The algorithm $\mathscr{A}$ returns a $(1+\delta) \cdot \beta$-covering family of $U$ and $\mathbf{w}$.
Proof. Let us pick a set $S \subseteq U$. We show that there exists $T \in \mathcal{C}$ such that $S \subseteq T$ and $\mathbf{w}(T) \leq(1+\delta) \cdot \beta \cdot \mathbf{w}(S)$.

By the definition of $\gamma$ and $d$, it holds that

$$
\begin{equation*}
\gamma^{d} \geq\left(1+\frac{\delta}{2}\right)^{(2 / \delta) \cdot \log (2 n / \delta)} \geq 2^{\log (2 n / \delta)}=\frac{2 n}{\delta} \tag{3}
\end{equation*}
$$

using that $\left(1+\frac{1}{x}\right)^{x} \geq 2$ for all $x \geq 1$. Let $k \in I$ be the largest index such that $S \cap U_{k} \neq \emptyset$. It holds that

$$
\begin{equation*}
\mathbf{w}\left(W_{k}\right)<n \cdot \gamma^{k-d} \leq \frac{\delta}{2} \cdot \gamma^{k} \leq \frac{\delta}{2} \cdot \mathbf{w}(S) \tag{4}
\end{equation*}
$$

where the first inequality follows from the fact that $\left|W_{k}\right| \leq n$ and each $u \in W_{k}$ belongs to a set $U_{i}$ where $i \leq k-d-1$ and therefore $\mathbf{w}(u)<\gamma^{k-d-1+1}=\gamma^{k-d}$ by (2). The second inequality follows from (3) and finally the last inequality holds because by definition of $k$, there exists $u \in S \cap U_{k}$ such that $\mathbf{w}(u) \geq \gamma^{k}$ by (2).

For every $i \in I_{k}$ define $S_{i}:=S \cap U_{i}$. Since $\mathcal{C}_{i}$ is a $\beta$-covering family of $U_{i}$ and the uniform weight function, for each $i \in I_{k}$ there exists $T_{i} \in \mathcal{C}_{i}$ such that $S_{i} \subseteq T_{i}$ and $\left|T_{i}\right| \leq \beta \cdot\left|S_{i}\right|$. Hence, for all $i \in I_{k}$ it holds that

$$
\begin{equation*}
\mathbf{w}\left(T_{i}\right) \leq \gamma^{i+1} \cdot\left|T_{i}\right| \leq \gamma^{i+1} \cdot \beta \cdot\left|S_{i}\right| \leq \gamma \cdot \beta \cdot \mathbf{w}\left(S_{i}\right) \tag{5}
\end{equation*}
$$

where the first inequality follows from the fact that $T_{i} \subseteq U_{i}$ and (2), the second inequality follows from the definition of $T_{i}$ and finally the last one again follows from the fact that $S_{i} \subseteq U_{i}$ and (2).

Let $\bar{T}:=\bigcup_{i \in I_{k}} T_{i}$ and define

$$
T:=\left(W_{k} \cup \bar{T}\right) \in \mathcal{Q}_{k} \subseteq \mathcal{C}
$$

Then we have

$$
\begin{aligned}
S=S \cap U=S \cap\left(\bigcup_{i \in I} U_{i}\right) & =\left(S \cap\left(\cup_{i \in I: i<k-d} U_{i}\right)\right) \cup\left(S \cap\left(\cup_{i \in I_{k}} U_{i}\right)\right) \\
& =\left(S \cap W_{k}\right) \cup\left(\bigcup_{i \in I_{k}}\left(S \cap U_{i}\right)\right) \\
& \subseteq W_{k} \cup\left(\bigcup_{i \in I_{k}} T_{i}\right) \\
& =T .
\end{aligned}
$$

Finally, it also holds that

$$
\begin{aligned}
\mathbf{w}(T) & =\mathbf{w}\left(W_{k}\right)+\sum_{i \in I_{k}} \mathbf{w}\left(T_{i}\right) \\
& \leq \frac{\delta}{2} \cdot \mathbf{w}(S)+\sum_{i \in I_{k}} \gamma \cdot \beta \cdot \mathbf{w}\left(S_{i}\right) \quad \text { by }(4) \text { and }(5) \\
& \leq \frac{\delta}{2} \cdot \beta \cdot \mathbf{w}(S)+\gamma \cdot \beta \cdot \mathbf{w}(S) \\
& \leq(1+\delta) \cdot \beta \cdot \mathbf{w}(S) .
\end{aligned}
$$

This shows that $\mathcal{C}$ is a $(1+\delta) \cdot \beta$-covering family of $U$ and $\mathbf{w}$.
$\triangleright$ Claim 14.

$$
|\mathcal{C}| \leq(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}
$$

Proof. By Lemma 11, for each $i \in I$ it holds that

$$
\begin{equation*}
\left|\mathcal{C}_{i}\right| \leq(\operatorname{brute}(\beta))^{n_{i}} \cdot n_{i}^{c} \tag{6}
\end{equation*}
$$

for some $c>0$. Thus, for every $k \in I$,

$$
\begin{aligned}
\left|\mathcal{Q}_{k}\right| \leq\left|\prod_{i \in I_{k}} \mathcal{C}_{i}\right|=\prod_{i \in I_{k}}\left|\mathcal{C}_{i}\right| & \leq \prod_{i \in I_{k}}(\operatorname{brute}(\beta))^{n_{i}} \cdot n_{i}^{c} \\
& =(\operatorname{brute}(\beta))^{\sum_{i \in I_{k}}}{ }^{n_{i}} \cdot n_{i}^{c \cdot\left|I_{k}\right|} \\
& \leq(\operatorname{brute}(\beta))^{n} \cdot n^{c \cdot(d+1)} \\
& =(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}
\end{aligned}
$$

Finally, we have that

$$
|\mathcal{C}|=\left|\bigcup_{k \in I} \mathcal{Q}_{k}\right| \leq \sum_{k \in I}\left|\mathcal{Q}_{k}\right|=(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}
$$

since $|I| \leq n$.
$\triangleright$ Claim 15. The running time of $\mathscr{A}$ is $(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}$.

Proof. The construction of $\left\{\mathcal{C}_{i}\right\}_{i \in I}$ takes

$$
\begin{equation*}
\sum_{i \in I}(\operatorname{brute}(\beta))^{n_{i}} \cdot n_{i}^{\mathcal{O}(1)} \leq(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}(1)} \tag{7}
\end{equation*}
$$

which follows from Lemma 11. Finally, the construction of $\mathcal{C}$ takes time proportional to the size of $\mathcal{C}$ where we have

$$
|\mathcal{C}|=(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}
$$

by Claim 14. All in all, the running time of $\mathscr{A}$ is upper bounded by $(\text { brute }(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)}$.

The lemma follows from Claims 13-15.
To prove Lemma 10 , we combine Lemma 12 with the following technical lemma.

- Lemma 16. Let $f: I \rightarrow \mathbb{R}$ be a continuous function on an open interval $I \subseteq \mathbb{R}$ and let $\alpha>1$ such that $\alpha \in I$. Define $\beta(n):=\alpha-\frac{1}{\log (n)}$ and $\delta(n):=\frac{\alpha}{\beta(n)}-1$ for all $n \in \mathbb{N}$. Then it holds that

$$
f(\beta(n))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta(n)} \cdot \log \left(\frac{n}{\delta(n)}\right)\right)}=f(\alpha)^{n+o(n)} .
$$

The proof of Lemma 16 is given in the full version of the paper.
Proof of Lemma 10. We claim that the algorithm $\mathscr{A}$ from Lemma 12 with $\beta:=\alpha-\frac{1}{\log (n)}$ and $\delta:=\frac{\alpha}{\beta}-1$ satisfies the properties listed in Lemma 10. Note that $\beta$ and $\delta$ are functions of $n$, but we write $\beta$ and $\delta$ instead of $\beta(n)$ and $\delta(n)$ for the sake of readability.

Observe that we have $(1+\delta) \cdot \beta=\frac{\alpha}{\beta} \cdot \beta=\alpha$. Hence, by Lemma 12 , the set returned by $\mathscr{A}$ is an $\alpha$-covering family $\mathcal{C}$ of $U$ and $\mathbf{w}$ such that $|\mathcal{C}| \leq(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \log \left(\frac{n}{\delta}\right)\right)}$. The running time of the algorithm is also bounded by $(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}}\left(\frac{1}{\delta} \cdot \log \left(\frac{n}{\delta}\right)\right)$.

By (1), brute $(x)$ is a continuous function of $x$ because the entropy function is continuous. Therefore by Lemma 16 it holds that $(\operatorname{brute}(\beta))^{n} \cdot n^{\mathcal{O}\left(\frac{1}{\delta} \log \left(\frac{n}{\delta}\right)\right)}=(\operatorname{brute}(\alpha))^{n+o(n)}$ which proves the lemma.

## 5 Weighted Monotone Local Search

In this section we prove Theorem 8. The proof presented here follows the outline of the proof of Theorem 3 in Section 4, using the concept of an ( $\alpha, \beta$ )-extension family, an adaptation of the term $\alpha$-covering family presented in Section 4 to the setting of extension oracles. While the items in a covering family are queries to a membership oracle, and hence are subsets of $U$, the items in an extension family represent queries to the extension oracle, and thus are pairs ( $T, \ell$ ) of a subset $T$ of $U$ and a non-negative integer $\ell$. A reduction to a construction from [12] is used to build the extension family, and the extension family itself can be trivially used to attain a $\beta$-approximation algorithm for WeightedSM.

- Definition 17 (Extension Family). Let $U$ be a finite set and $\mathbf{w}: U \rightarrow \mathbb{N}$ be a weight function. Furthermore, let $\alpha, \beta \geq 1$. We say $\mathcal{E} \subseteq 2^{U} \times \mathbb{N}$ is an ( $\alpha, \beta$ )-extension family of $U$ and $\mathbf{w}$ if for every $S \subseteq U$ there exists $(T, \ell) \in \mathcal{E}$ which satisfies the following:

$$
\begin{align*}
|S \backslash T| & \leq \ell \\
\mathbf{w}(T)+\alpha \cdot \mathbf{w}(S \backslash T) & \leq \beta \cdot \mathbf{w}(S) . \tag{8}
\end{align*}
$$

Let $c \geq 1$. The $c$-cost of an $(\alpha, \beta)$-extension family $\mathcal{E}$ of $U$ and $\mathbf{w}$ is defined as $\operatorname{cost}_{c}(\mathcal{E}):=$ $\sum_{(T, \ell) \in \mathcal{E}} c^{\ell}$. The proof of Theorem 8 relies on the following lemma.

- Lemma 18. Let $\alpha, c \geq 1, \beta>1$ and $\varepsilon>0$. Then there is an algorithm which given a finite set $U$ and a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$ returns an $(\alpha, \beta)$-extension family $\mathcal{E}$ of $U$ and $\mathbf{w}$ such that $\operatorname{cost}_{c}(\mathcal{E})=\mathcal{O}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$. Furthermore, the running time of the algorithm is $\mathcal{O}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)$.

Before heading to the proof of Lemma 18, we show how the lemma can be used to prove Theorem 8.

Proof of Theorem 8. Let $\alpha, c \geq 1, \beta>1$ and $\varepsilon>0$. Consider the following algorithm $\mathscr{A}$ :

- Given the input $(U, \mathbf{w}, \mathcal{F})$, use Lemma 18 with $\alpha, \beta, c$ and $\varepsilon$ to construct an $(\alpha, \beta)$-extension family $\mathcal{E}$ of $U$ and $\mathbf{w}$.
- Let Ext be the $\alpha$-extension oracle. For each $\left(T_{i}, \ell_{i}\right) \in \mathcal{E}$, use Ext to compute $X_{i}:=$ $\operatorname{Ext}\left(T_{i}, \ell_{i}\right)$.
- Define $\mathcal{T}:=\left\{T_{i} \cup X_{i} \mid\left(T_{i}, \ell_{i}\right) \in \mathcal{E}\right\}$ and return a set in $\mathcal{T}$ with the minimum weight, i.e., a set $T \in \mathcal{T}$ such that $\mathbf{w}(T)=\min \{\mathbf{w}(Y) \mid Y \in \mathcal{T}\}$.

The algorithm $\mathscr{A}$ first creates an $(\alpha, \beta)$-extension family $\mathcal{E}$. Then it goes over all elements $\left(T_{i}, \ell_{i}\right) \in \mathcal{E}$ and queries the oracle with $\left(T_{i}, \ell_{i}\right)$. So the running time of this algorithm in the $(\alpha, c)$-extension model is equal to the running time of the algorithm from Lemma 18 plus $c^{\ell_{i}}$ for every query $\left(T_{i}, \ell_{i}\right)$, i.e., the cost of the extension family $\mathcal{E}$. By Lemma 18 this value is at most

$$
\begin{aligned}
(\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}+\operatorname{cost}_{c}(\mathcal{E}) & =\mathcal{O}\left((\operatorname{aml} \mathbf{s}(\alpha, c, \beta)+\varepsilon)^{n}\right)+\mathcal{O}\left((\operatorname{aml} \mathbf{s}(\alpha, c, \beta)+\varepsilon)^{n}\right) \\
& =\mathcal{O}\left((\operatorname{aml} \mathbf{s}(\alpha, c, \beta)+\varepsilon)^{n}\right)
\end{aligned}
$$

$\triangleright$ Claim 19. The algorithm $\mathscr{A}$ is a deterministic $\beta$-approximation for WeightedSM in the ( $\alpha, c$ )-extension model.

Proof. Let $R \in \mathcal{T}$ be the set returned by the algorithm. Note that by definition of $\mathcal{T}$, $R=T_{j} \cup X_{j}$ for some $\left(T_{j}, \ell_{j}\right) \in \mathcal{E}$ and $X_{j}=\operatorname{Ext}\left(T_{j}, \ell_{j}\right)$. In particular, $R=T_{j} \cup X_{j}=$ $T_{j} \cup \operatorname{Ext}\left(T_{j}, \ell_{j}\right) \in \mathcal{F}($ see Definition 4$)$.

Let $S \in \mathcal{F}$ be a set with minimum weight in $\mathcal{F}$, i.e., $\mathbf{w}(S)=\min \{\mathbf{w}(Y) \mid Y \in \mathcal{F}\}=$ $\operatorname{opt}(U, \mathbf{w}, \mathcal{F})$. Since $\mathcal{E}$ is an $(\alpha, \beta)$-extension family, there exists $\left(T_{i}, \ell_{i}\right) \in \mathcal{E}$ such that $S, T_{i}$ and $\ell_{i}$ satisfy (8) for $T=T_{i}$ and $\ell=\ell_{i}$. Moreover, observe that

$$
S \backslash T_{i} \in\left\{X \subseteq U| | X \mid \leq \ell_{i}, X \cup T_{i} \in \mathcal{F}\right\}
$$

because $S \subseteq\left(S \backslash T_{i}\right) \cup T_{i} \in \mathcal{F}$. Hence, by the definition of Ext and $\left(T_{i}, \ell_{i}\right)$, it follows that

$$
\begin{aligned}
\mathbf{w}\left(X_{i}\right)=\mathbf{w}\left(\operatorname{Ext}\left(T_{i}, \ell_{i}\right)\right) & \leq \alpha \cdot \min \left\{\mathbf{w}(X)\left|X \subseteq U,|X| \leq \ell_{i}, X \cup T_{i} \in \mathcal{F}\right\}\right. \\
& \leq \alpha \cdot \mathbf{w}\left(S \backslash T_{i}\right) \\
& \leq \beta \cdot \mathbf{w}(S)-\mathbf{w}\left(T_{i}\right)
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
\mathbf{w}(R) & =\min \{\mathbf{w}(Y) \mid Y \in \mathcal{T}\} \\
& \leq \mathbf{w}\left(T_{i} \cup X_{i}\right) \\
& \leq \mathbf{w}\left(T_{i}\right)+\mathbf{w}\left(X_{i}\right) \\
& \leq \beta \cdot \mathbf{w}(S) \\
& =\beta \cdot \operatorname{opt}(U, \mathbf{w}, \mathcal{F})
\end{aligned}
$$

which proves the claim.
$\triangleleft$
This shows that the algorithm $\mathscr{A}$ is a deterministic $\beta$-approximation for WeightedSM in the $(\alpha, c)$-extension model with the running time given in Theorem 8.

The proof of Lemma 18 relies on the following construction for extension families in the unweighted case which is implicitly given in [12].

Lemma 20 ( [12]). Let $\alpha, c \geq 1$ and $\beta>1$. Then there is a deterministic algorithm which given a finite set $U$, returns an $(\alpha, \beta)$-extension family $\mathcal{E}$ of $U$ and the uniform weight function $\mathbf{w}: U \rightarrow\{1\}$ such that $\operatorname{cost}_{c}(\mathcal{E}) \leq(\operatorname{amls}(\alpha, c, \beta))^{n+o(n)}$. Furthermore, the running time of the algorithm is $(\operatorname{amls}(\alpha, c, \beta))^{n+o(n)}$.

In a manner analogous to Section 4, we begin by introducing Lemma 21, which presents a slightly weaker form of Lemma 18. Within Lemma $21, \zeta$ takes the place of the previously mentioned $\beta$ from Lemma 18. Subsequently, in the proof of Lemma 18, we set the value of $\zeta$ as a function of $\beta$.

- Lemma 21. Let $\alpha, c \geq 1, \zeta>1$ and $0<\delta<1$. Then there is an algorithm which given a finite set $U$ and a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$ returns an $(\alpha,(1+\delta) \cdot \zeta)$-extension family $\mathcal{E}$ of $U$ and $\mathbf{w}$ such that $\operatorname{cost}_{c}(\mathcal{E}) \leq(\operatorname{aml}(\alpha, c, \zeta))^{n+o(n)}$. Furthermore, the running time of the algorithm is $(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}$.

As already indicated above, the proof of Lemma 21 is similar to the proof of Lemma 12. The algorithm used to compute the desired extension family is given in Algorithm 1. The full proof of Lemma 21 can be found in Appendix A. Lastly, we use the following property of the function amls.

- Lemma 22. For every fixed $\alpha>1$ and $c>1$, $\operatorname{aml} \mathbf{s}(\alpha, c, x)$ is a continuous function of $x$ on the interval $(1, \infty)$.

The proof of Lemma 22 is given in the full version of the paper.
Proof of Lemma 18. Let $\alpha, c \geq 1, \beta>1$ and $\varepsilon>0$. Since $\operatorname{amls}(\alpha, c, \zeta)$ is continuous in $\zeta$ by Lemma 22, there exists a $\zeta^{\prime} \in(1, \beta)$ such that $\operatorname{amls}\left(\alpha, c, \zeta^{\prime}\right)<\operatorname{amls}(\alpha, c, \beta)+\frac{\varepsilon}{2}$. To prove the lemma, we use the algorithm from Lemma 21 (i.e., Algorithm 1) with $\zeta:=\zeta^{\prime}$ and $\delta:=\beta / \zeta-1$.

Note that we have $(1+\delta) \cdot \zeta=(\beta / \zeta) \cdot \zeta=\beta$. Hence, by Lemma 21, the set $\mathcal{E}$ returned by Algorithm 1 is an $(\alpha, \beta)$-extension family of $U$ and $\mathbf{w}$ such that

$$
\operatorname{cost}_{c}(\mathcal{E}) \leq\left(\operatorname{aml}\left(\alpha, c, \zeta^{\prime}\right)\right)^{n+o(n)} \leq\left(\operatorname{amls}(\alpha, c, \beta)+\frac{\varepsilon}{2}\right)^{n+o(n)}=\mathcal{O}\left((\operatorname{aml} \mathbf{s}(\alpha, c, \beta)+\varepsilon)^{n}\right)
$$

Algorithm 1 Extension Family for Arbitrary Weight Functions.
Configuration: $\alpha \geq 1, c \geq 1, \zeta>1$ and $0<\delta<1$
Input: A universe $U$, weight function $\mathbf{w}: U \rightarrow \mathbb{N}$
1: Define $\gamma:=1+\frac{\delta}{2}>1$. For $i \geq 0$ let

$$
\begin{equation*}
U_{i}:=\left\{u \in U \mid \gamma^{i} \leq \mathbf{w}(u)<\gamma^{i+1}\right\} \tag{9}
\end{equation*}
$$

and $n_{i}:=\left|U_{i}\right|$. Let $I:=\left\{i \in \mathbb{Z}_{\geq 0} \mid U_{i} \neq \emptyset\right\}$ denote the set of indices $i \geq 0$ for which $U_{i}$ is non-empty. Note that $|I| \leq n$.
2: For each $i \in I$ construct an $(\alpha, \zeta)$-extension family $\mathcal{E}_{i}$ of the universe $U_{i}$ and the uniform weight function using Lemma 20 with respect to $\alpha, c$ and $\zeta$.
3: Define $d:=\lceil(2 / \delta) \cdot \log (2 n / \delta)\rceil$ and for each $k \in I$, let $I_{k}:=\{i \in I \mid k-d \leq i \leq k\}$ denote the indices in $I$ between $k-d$ and $k$.
4: For every $k \in I$, let $r_{k}:=\left|I_{k}\right|$ and define

$$
\begin{aligned}
W_{k} & :=\bigcup_{i \in I: 1 \leq i<k-d} U_{i} \quad \text { and } \\
\mathcal{Q}_{k} & :=\left\{\left(W_{k} \cup E_{1} \cup \ldots \cup E_{r_{k}}, \ell_{1}+\ldots+\ell_{r_{k}}\right) \mid\left(\left(E_{1}, \ell_{1}\right), \ldots,\left(E_{r_{k}}, \ell_{r_{k}}\right)\right) \in \prod_{i \in I_{k}} \mathcal{E}_{i}\right\} .
\end{aligned}
$$

5: Return the set $\mathcal{E}:=\bigcup_{k \in I} \mathcal{Q}_{k}$.

Finally, the running time of the algorithm is also bounded by

$$
\left(\operatorname{amls}\left(\alpha, c, \zeta^{\prime}\right)\right)^{n+o(n)}=\mathcal{O}\left((\operatorname{amls}(\alpha, c, \beta)+\varepsilon)^{n}\right)
$$

which proves the lemma.

## 6 Discussion

In this paper, we study weighted monotone subset minimization problems, where given a universe $U$ with $n$ elements and a weight function $\mathbf{w}: U \rightarrow \mathbb{N}$, the goal is to find a subset $S \subseteq U$ which satisfies a certain fixed property and has a minimum weight. For such problems, we show that the Approximate Monotone Local Search framework of Esmer et al. [12] can be extended to the weighted setting. In particular, given a parameterized $\alpha$-approximate extension algorithm, that runs in time $c^{k} \cdot n^{\mathcal{O}(1)}$ and outputs a solution whose weight is at most $\beta \cdot \mathbf{w}(\mathrm{OPT})$ where OPT is a solution of size at most $k$ and minimum weight, one can design an exponential $\beta$-approximation algorithm that runs faster than the proposed (natural) brute-force algorithm.

Note that for most of our applications, the parameterized approximation algorithms that are available in the literature $[1,14,18,21]$ provide bi-objective guarantees which are stronger than the requirements from the $\alpha$-approximate extension algorithm. In particular, these algorithms run in time $c^{k} \cdot n^{\mathcal{O}(1)}$ and output a solution of size at most $\gamma \cdot k$ and weight at most $\beta \cdot W$, if a solution of size at most $k$ and weight at most $W$ exists. That is, they (approximately) optimize the size and weight of the output solution simultaneously.

This leads to the following natural question. Consider more restrictive weighted monotone subset minimization problems where given a universe $U$ on $n$ vertices, a weight function $\mathbf{w}$ on the elements of the universe, the goal is to find a subset of the universe of size at most $k$
that minimizes the weight and satisfies a certain fixed property. What is the analogue of brute-force in this setting? Can bi-objective parameterized approximation algorithms for weighted monotone subset minimization problems be used to design faster (than brute force) exponential approximation algorithms in this restrictive setting? What happens if we extend this setting to a bi-criteria optimization setting?
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## A Missing Proofs from Section 5

The proof of Lemma 21 contains repeated arguments from the proof of Lemma 12. To enhance the overall readability and reduce the notational burden, we keep the common arguments in both proofs. Finally, we need the following technical lemma whose proof is given in the full version of the paper.

- Lemma 23. Let $g, d: \mathbb{N} \rightarrow \mathbb{N}$ be two functions such that $g \in n+o(n)$ and $d \in o(n)$.

We define $f: \mathbb{N} \rightarrow \mathbb{N}$ via
$f(n)=\max _{n=n_{1}+\cdots+n_{d(n)}} \sum_{i=1}^{d(n)} g\left(n_{i}\right)$.
Then $f \in n+o(n)$.
Proof of Lemma 21. We claim that Algorithm 1 satisfies the conditions stated in the lemma. $\triangleright$ Claim 24. The set $\mathcal{E}$ returned by Algorithm 1 is an $(\alpha,(1+\delta) \cdot \zeta)$-extension family of $U$ and $\mathbf{w}$.

## B. C. Esmer, A. Kulik, D. Marx, D. Neuen, and R. Sharma

Proof. Let $S \subseteq U$ be a set. We argue that there exists $(T, \ell) \in \mathcal{E}$ such that $S, T$ and $\ell$ satisfy (8). By the definition of $\gamma$ and $d$, it holds that

$$
\begin{equation*}
\gamma^{d} \geq\left(1+\frac{\delta}{2}\right)^{(2 / \delta) \cdot \log (2 n / \delta)} \geq 2^{\log (2 n / \delta)}=\frac{2 n}{\delta} \tag{10}
\end{equation*}
$$

using that $\left(1+\frac{1}{x}\right)^{x} \geq 2$ for all $x \geq 1$. Let $k \in I$ be the largest index such that $S \cap U_{k} \neq \emptyset$. It holds that

$$
\begin{equation*}
\mathbf{w}\left(W_{k}\right)<n \cdot \gamma^{k-d} \leq \frac{\delta}{2} \cdot \gamma^{k} \leq \frac{\delta}{2} \cdot \mathbf{w}(S) \tag{11}
\end{equation*}
$$

where the first inequality follows from the fact that $\left|W_{k}\right| \leq n$ and each $u \in W_{k}$ belongs to a set $U_{i}$ where $i \leq k-d-1$ and therefore $\mathbf{w}(u)<\gamma^{k-d-1+1}=\gamma^{k-d}$ by (9). The second inequality follows from (10) and finally the last inequality holds because by the definition of $k$, there exists $u \in S \cap U_{k}$ such that $\mathbf{w}(S) \geq \mathbf{w}(u) \geq \gamma^{k}$ by (9).

For $i \in I_{k}$ let $S_{i}:=S \cap U_{i}$. Since $\mathcal{E}_{i}$ is an $(\alpha, \zeta)$-extension family of $U_{i}$ and the uniform weight function, for each $i \in I_{k}$ there exists $\left(T_{i}, \ell_{i}\right) \in \mathcal{E}_{i}$ such that

$$
\begin{align*}
\left|S_{i} \backslash T_{i}\right| & \leq \ell_{i} \\
\left|T_{i}\right|+\alpha \cdot\left|S_{i} \backslash T_{i}\right| & \leq \zeta \cdot\left|S_{i}\right| \tag{12}
\end{align*}
$$

Let $\bar{T}:=\bigcup_{i \in I_{k}} T_{i}$ and define

$$
\begin{aligned}
T & :=W_{k} \cup \bar{T} \\
\ell & :=\sum_{i \in I_{k}} \ell_{i} .
\end{aligned}
$$

By definition of $\mathcal{Q}_{k}$ in Algorithm 1 it holds that $(T, \ell) \in \mathcal{Q}_{k} \subseteq \mathcal{E}$. Observe that

$$
\begin{align*}
S \backslash T & =(S \backslash T) \cap U \\
& =(S \backslash T) \cap\left(W_{k} \cup\left(\bigcup_{i \in I_{k}} U_{i}\right)\right) \\
& =\left((S \backslash T) \cap W_{k}\right) \cup\left((S \backslash T) \cap\left(\bigcup_{i \in I_{k}} U_{i}\right)\right) \\
& =(S \backslash T) \cap\left(\bigcup_{i \in I_{k}} U_{i}\right) \\
& =\bigcup_{i \in I_{k}}\left(U_{i} \cap(S \backslash T)\right) \\
& =\bigcup_{i \in I_{k}} S_{i} \backslash T_{i} \tag{13}
\end{align*}
$$

where the second equality follows from $S \subseteq \bigcup_{1 \leq i \leq k} U_{i}=W_{k} \cup\left(\bigcup_{k-d \leq i \leq k} U_{i}\right)$ and the fourth inequality holds because $W_{k} \subseteq T$ which further implies $(S \backslash T) \cap W_{k}=\emptyset$. Therefore it holds that

$$
|S \backslash T|=\left|\bigcup_{i \in I_{k}} S_{i} \backslash T_{i}\right| \leq \sum_{i \in I_{k}}\left|S_{i} \backslash T_{i}\right| \leq \sum_{i \in I_{k}} \ell_{i}=\ell
$$

where the second inequality follows from (12).

For all $i \in I_{k}$ we also have that

$$
\begin{align*}
\mathbf{w}\left(T_{i}\right)+\alpha \cdot \mathbf{w}\left(S_{i} \backslash T_{i}\right) & \leq\left|T_{i}\right| \cdot \gamma^{i+1}+\alpha \cdot \gamma^{i+1} \cdot\left|S_{i} \backslash T_{i}\right| \\
& \leq \gamma^{i+1} \cdot\left(\left|T_{i}\right|+\alpha \cdot\left|S_{i} \backslash T_{i}\right|\right) \\
& \leq \gamma^{i+1} \cdot \zeta \cdot\left|S_{i}\right| \\
& \leq \zeta \cdot \gamma \cdot \mathbf{w}\left(S_{i}\right) \tag{14}
\end{align*}
$$

where the third inequality follows from (12). Therefore we have that

$$
\begin{array}{rlrl}
\mathbf{w}(T)+\alpha \cdot \mathbf{w}(S \backslash T) & =\mathbf{w}\left(W_{k}\right)+\mathbf{w}\left(\bigcup_{i \in I_{k}} T_{i}\right)+\alpha \cdot \mathbf{w}(S \backslash T) & \\
& \leq \mathbf{w}\left(W_{k}\right)+\sum_{i \in I_{k}}\left(\mathbf{w}\left(T_{i}\right)+\alpha \cdot \mathbf{w}\left(S_{i} \backslash T_{i}\right)\right) & & \text { by (13) } \\
& <\frac{\delta}{2} \cdot \mathbf{w}(S)+\sum_{i \in I_{k}}\left(\mathbf{w}\left(T_{i}\right)+\alpha \cdot \mathbf{w}\left(S_{i} \backslash T_{i}\right)\right) & & \text { by (11) } \\
& \leq \frac{\delta}{2} \cdot \mathbf{w}(S)+\sum_{i \in I_{k}} \zeta \cdot \gamma \cdot \mathbf{w}\left(S_{i}\right) & & \text { by (14) } \\
& <\zeta \cdot \frac{\delta}{2} \cdot \mathbf{w}(S)+\sum_{i \in I_{k}} \zeta \cdot \gamma \cdot \mathbf{w}\left(S_{i}\right) & & \text { since } \zeta>1 \\
& \leq \zeta \cdot \frac{\delta}{2} \cdot \mathbf{w}(S)+\zeta \cdot \gamma \cdot \mathbf{w}(S) & & \\
& \leq(1+\delta) \cdot \zeta \cdot \mathbf{w}(S) &
\end{array}
$$

which proves the claim.
$\triangleright$ Claim 25.

$$
\operatorname{cost}_{c}(\mathcal{E}) \leq(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
$$

Proof. By Lemma 20, for each $i \in I$ it holds that

$$
\begin{equation*}
\operatorname{cost}_{c}\left(\mathcal{E}_{i}\right) \leq(\operatorname{amls}(\alpha, c, \zeta))^{n_{i}+o\left(n_{i}\right)} \tag{15}
\end{equation*}
$$

For $i \in \mathbb{Z}_{\geq 0} \backslash I$ we define $\mathcal{E}_{i}=\{(\emptyset, 0)\}$. By doing so, we can make the assumption, without loss of generality, that $\mathcal{E}_{i}$ is nonempty for all $i \in \mathbb{Z}_{\geq 0}$. Note that this assumption does not have any effect on the value of $\operatorname{cost}_{c}$ and it simplifies the following analysis. Also let $\mathbb{E}$ denote the Cartesian product of $\mathcal{E}_{k-d}$ up to $\mathcal{E}_{k}$, i.e., $\mathbb{E}:=\prod_{i \in\{k-d, \ldots, k\}} \mathcal{E}_{i}$.

With this assumption, for all $k \in I$, we have

$$
\begin{aligned}
\operatorname{cost}_{c}\left(\mathcal{Q}_{k}\right) & =\sum_{\left(\left(E_{k-d}, \ell_{k-d}\right), \ldots,\left(E_{k-1}, \ell_{k-1}\right),\left(E_{k}, \ell_{k}\right)\right) \in \mathbb{E}} c^{\ell_{k-d}+\ldots+\ell_{k-1}+\ell_{k}} \\
& =\sum_{\left(\left(E_{k-d}, \ell_{k-d}\right), \ldots,\left(E_{k-1}, \ell_{k-1}\right),\left(E_{k}, \ell_{k}\right)\right) \in \mathbb{E}} c^{\ell_{k-d}} \ldots . . c^{\ell_{k-1}} \cdot c^{\ell_{k}} \\
& =\prod_{j=k-d}^{k} \sum_{(E, \ell) \in \mathcal{E}_{j}} c^{\ell}
\end{aligned}
$$

$$
\begin{aligned}
& =\prod_{j=k-d}^{k} \operatorname{cost}_{c}\left(\mathcal{E}_{j}\right) \\
& =\prod_{j \in I_{k}} \operatorname{cost}_{c}\left(\mathcal{E}_{j}\right)
\end{aligned}
$$

By (15) we obtain

$$
\begin{aligned}
\operatorname{cost}_{c}\left(\mathcal{Q}_{k}\right) & =\prod_{i \in I_{k}} \operatorname{cost}_{c}\left(\mathcal{E}_{i}\right) \\
& \leq \prod_{i \in I_{k}}(\operatorname{amls}(\alpha, c, \zeta))^{n_{i}+o\left(n_{i}\right)} \\
& =(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
\end{aligned}
$$

where the last step follows from Lemma 23.
Finally, it holds that

$$
\operatorname{cost}_{c}(\mathcal{E})=\operatorname{cost}_{c}\left(\bigcup_{k \in I} \mathcal{Q}_{k}\right) \leq \sum_{k \in I} \operatorname{cost}_{c}\left(\mathcal{Q}_{k}\right)=(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
$$

since $|I| \leq n$.
$\triangleright$ Claim 26. The running time of Algorithm 1 is $(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}$.
Proof. The construction of $\left\{\mathcal{E}_{i}\right\}_{i \in I}$ takes time

$$
\sum_{i \in I}(\operatorname{amls}(\alpha, c, \zeta))^{n_{i}+o\left(n_{i}\right)} \leq(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
$$

by Lemma 20.
Finally, the construction of each $\mathcal{Q}_{k}$ takes time proportional to its size, which is upper bounded by $\operatorname{cost}_{c}\left(\mathcal{Q}_{k}\right)$. Then, the construction of $\mathcal{E}$ takes at most time $\mathcal{O}\left(\operatorname{cost}_{c}(\mathcal{E})\right)$, where we have

$$
\operatorname{cost}_{c}(\mathcal{E}) \leq(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
$$

by Claim 25. All in all, the running time of Algorithm 1 is upper bounded by

$$
(\operatorname{amls}(\alpha, c, \zeta))^{n+o(n)}
$$

The lemma follows from Claims 24-26.

## B Problem Definitions

In this section, we give the problem definitions of all the problems discussed in the paper. For simplicity, we define the problems in their unweighted version. In the weighted version, the vertices are equipped with weights and we are looking for a solution $S$ of minimum weight.

Vertex Cover (VC)
Input: An undirected graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has no edges.

## Partial Vertex Cover (PVC)

Input: An undirected graph $G$ and an integer $t \geq 0$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has at most $|E(G)|-t$ many edges.

```
\(d\)-Hitting Set ( \(d\)-HS)
```

Input: A universe $U$ and set family $\mathcal{F} \subseteq\binom{U}{\leq d}$.
Question: Find a minimum set $S \subseteq U$ such that for each $F \in \mathcal{F}, S \cap F \neq \emptyset$.

Feedback Vertex Set (FVS)
Input: An undirected graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ is an acyclic graph.

Subset Feedback Vertex Set (Subset FVS)
Input: An undirected graph $G$ and a set $T \subseteq V(G)$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has no cycle that contains at least one vertex of $T$.

Tournament Feedback Vertex Set (TFVS)
Input: A tournament graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ is an acyclic tournament.

Directed Feedback Vertex Set (DFVS)
Input: A directed graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ is a directed acyclic graph.

Directed Subset Feedback Vertex Set (Subset DFVS)
Input: A directed graph $G$ and a set $T \subseteq V(G)$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has no directed cycle that contains at least one vertex of $T$.

Directed Odd Cycle Transversal (DOCT)
Input: A directed graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has no directed cycle of odd length.

## Multicut

Input: An undirected graph $G$ and a set $\mathcal{P} \subseteq V(G) \times V(G)$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ has no path from $u$ to $v$ for any $(u, v) \in \mathcal{P}$

For the next problems, we require some additional definitions. A graph $G$ is cluster graph if every connected component of $G$ is a complete graph. A cograph is a graph $G$ which does not contain $P_{4}$ (a path on 4 vertices) is an induced subgraph. Finally, a graph $G$ is a split graph if the vertex set can be partitioned into two sets $V(G)=I \uplus C$ such that $I$ is an independent set and $C$ is a clique in $G$.

```
Cluster Graph Vertex Deletion
Input: An undirected graph G.
Question: Find a minimum set S of vertices of G such that G-S is a cluster graph.
```

Cograph Vertex Deletion
Input: An undirected graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ is a cograph.

## Split Vertex Deletion

Input: An undirected graph $G$.
Question: Find a minimum set $S$ of vertices of $G$ such that $G-S$ is a split graph.
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#### Abstract
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## 1 Introduction

While the notion of time complexity is universally applicable and well studied across the whole spectrum of theoretical computer science，on its own it cannot capture the performance of the kinds of algorithms typically studied in the context of machine learning：learning algorithms．That is the domain of sample complexity，and here we will focus on the notion of（efficient）PAC learning［19，13］－arguably the most classical，fundamental and widely known sample complexity framework．An important trait of PAC learning is that while it
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is built on different principles than time complexity, the two frameworks are connected in a way which allows us to translate intractability and tractability results from one domain to another. It is precisely this connection that gave rise to famous lower bounds in the PAC learning setting, such as the inability to efficiently and properly learn 3-term DNF and 3 -clause CNF formulas [17, 2] under the assumption that $\mathrm{P} \neq \mathrm{NP}$, and consistency checking problems form the pillar of this connection.

Given the success of parameterized complexity as a concept generalizing classical time complexity analysis, it would seem natural to ask whether its principles can also be used to obtain a deeper understanding of efficient PAC-learnability. Brand, Ganian and Simonov [6] very recently introduced the foundations for a parameterized theory of PAC learning, which crucially also includes a bridge to parameterized complexity theory in the usual time complexity setting. The primary goal of this article is to show how the parameterized complexity paradigm can be used to draw new boundaries of tractability in the PAC learning domain, and to provide the parameterized algorithms community with an understanding of the parameterized consistency checking problems which allow us to travel between the sample and time complexity settings in the parameterized regime. We showcase the tools that can be used to deal with parameterized consistency checking problems and the obstacles that await there in the domain of graph problems, where we obtain new algorithmic upper and lower bounds for consistency checking variants of multiple natural problems on graphs.

A Gentle Introduction to PAC Learning. It will be useful to set the stage with a high-level and informal example of the setting in which PAC learning operates ${ }^{1}$. Let us imagine we would like to "learn" a way of labeling points in a plane as either "good" or "bad", knowing that the good points are precisely those contained in some unknown axis-parallel rectangle $R$ in the plane. A learning algorithm in the PAC regime would be allowed to ask for a set of correctly labeled sample points, each of which would be drawn from some unknown distribution $D$, and would attempt to use these to "learn" $R$ (so that it can use it to label any point that it looks at, even those which were not given as samples). This mental experiment is useful since it immediately clarifies that

- there is some probability that a PAC learning algorithm completely fails, since the samples we receive could be non-representative (for instance, there is a non-zero probability that even if $D$ is uniform and $R$ is small, the sample points could all be drawn from inside $R$ ), and
- even if a PAC learning algorithm intuitively "works correctly", it is essentially guaranteed that it will not classify some samples (i.e., the sample points) correctly (for instance, there could be points that lie close to the exact boundary of $R$ which are unlikely to be drawn as samples based on $D$, making it impossible to obtain the exact position of $R$ ).
Given these natural limitations, we can informally explain what it means for a learning problem to be efficiently PAC-learnable: it admits an algorithm which

1. takes as input a sample size $n$, a confidence measure $\delta$ and an accuracy measure $\varepsilon$,
2. runs in time $\left(n+\frac{1}{\delta}+\frac{1}{\varepsilon}\right)^{\mathcal{O}(1)}$ and asks for $\left(n+\frac{1}{\delta}+\frac{1}{\varepsilon}\right)^{\mathcal{O}(1)}$ samples, and then
3. outputs something which will, with probability at least $1-\delta$, "work correctly" in almost all cases (measured by $\varepsilon$ ).

It needs to be clarified that beyond the study of efficient PAC learnability, a substantial amount of fundamental work in the PAC learning direction has also been carried out on whether a problem is PAC learnable at all $[4,12,1]$, on the distinction between so-called

[^26]proper and improper learning $[13,5]$, and on many other aspects and considerations that lie outside of the scope of this paper. Here, our focus lies on how the gap between efficient and "non-efficient" PAC-learnability of learning problems can be bridged by the parameterized PAC learning framework of Brand, Ganian and Simonov [6], and the associated study of consistency checking problems.

To illustrate how parameterized complexity can be used here, let us turn to a different example of a simple learning problem that is based on the idea of representing cyber-attacks as graphs proposed, e.g., by Sheyner and Wing [18, 21]. Assume we have a network consisting of $n$ nodes which is protected by $k$ hidden defense nodes. A cyberattack on this network can be represented as a set of edges over the $n$ nodes, and is evaluated as successful if and only if an edge in that attack is not incident to any defense node (i.e., an attack fails if and only if the defense nodes form a vertex cover of the attack edges). Individual samples represent attacks made on the network, and the learning task is to identify all the defense nodes. This problem corresponds to Vertex Cover Learning [8], which Brand, Ganian and Simonov showed to admit a PAC learning algorithm which requires polynomially many samples but time $2^{k} \cdot\left(n+\frac{1}{\delta}+\frac{1}{\varepsilon}\right)^{\mathcal{O}(1)}$ where $k$ is the size of the sought-after vertex cover [6]. This is a prototypical representative of the class FPT-PAC time . We remark that in the context of PAC learning, one explicitly distinguishes between the time required by the learning algorithm and the number of samples it uses, as the latter may in some contexts be much more difficult to obtain. A picture of the parameterized complexity landscape above efficient PAC learnability is provided later together with the formal definitions (see Figure 1).

Crucially, whenever we are dealing with a learning problem $\mathcal{P}_{\text {learn }}$ where the size of the hypothesis space (i.e., the number of "possible outputs") is upper-bounded by a certain function (see Theorem 11), the parameterized sample complexity of $\mathcal{P}_{\text {learn }}$ can be directly and formally linked to the parameterized time complexity of the consistency checking variant $\mathcal{P}_{\text {cons }}$ of the same problem [6], where the task is to compute a "solution" (a hypothesis) which is consistent with a provided set of positive and negative examples. This motivates the systematic study of parameterized consistency checking problems, an area which has up to now remained almost entirely unexplored from the perspective of fixed-parameter (in-)tractability.

The Parameterized Complexity of Consistency Checking on Graphs. A few initial examples of parameterized consistency checking problems have been solved by the theory-building work of Brand, Ganian and Simonov [6]; in particular, they showed that consistency checking for vertex-deletion problems where the base class $\mathcal{H}$ can be characterized by a finite set of forbidden induced subgraphs is fixed-parameter tractable (which implies the aforementioned fact that Vertex Cover Learning is in FPT-PAC time), but no analogous result can be obtained for all classes $\mathcal{H}$ characterized by a finite set of forbidden minors unless FPT $\neq \mathrm{W}[1]$.

In this article, we expand on these results by establishing the fixed-parameter (in-) tractability of consistency checking for several other classical graph problems whose decision versions are well-known to the parameterized complexity community. The aim here is to showcase how parameterized upper- and lower-bound techniques fare when dealing with these new kinds of problems.

It is important to note that the tractability of consistency checking requires the tractability of the corresponding decision/search problem (as the latter can be seen as a special case of consistency checking), but the former can be much more algorithmically challenging than the latter: many trivial decision problems become computationally intractable in the consistency checking regime. We begin by illustrating this behavior on the classical 2-Coloring problem,
i.e., the task of partitioning the vertices of the graph into two independent sets. We show that while consistency checking for 2 -Coloring is intractable (and hence a 2 -coloring is not efficiently PAC-learnable), consistency checking for Split Graph, i.e., the task of partitioning the vertices into an independent set and a clique, is polynomial-time tractable.

Moving on to parameterized problems, we begin by considering three classical edge search problems, notably Matching, ( $k$-)Path and Edge Clique Cover. In the classical decision or search settings, the first problem is polynomial-time solvable while the latter two admit well-known fixed-parameter algorithms. Interestingly, we show that consistency checking for the former two problems is $\mathrm{W}[2]$-hard ${ }^{2}$, but is fixed-parameter tractable for the third, i.e., Edge Clique Cover.

Next, we turn our attention to the behavior of two classical vertex search problems, specifically Independent Set and Dominating Set. While both problems are fixedparameter intractable already in the classical search regime, here we examine their behavior on bounded-degree graphs (where they are well-known to be fixed-parameter tractable). Again, the consistency checking variants of these problems on bounded-degree graphs exhibit a surprising complexity-theoretic behavior: Dominating Set is FPT, but Independent Set is W[2]-hard even on bounded-degree graphs.

As the final contribution of the paper, we show that most of the aforementioned consistency checking lower bounds can be overcome if one additionally parameterizes by the number of negative samples. In particular, we obtain fixed-parameter consistency checking algorithms for 2-Coloring, Matching and ( $k$-)Path when we additionally assume that the number of negative samples is upper-bounded by the parameter. On the other hand, Independent Set remains fixed-parameter intractable (at least $\mathrm{W}[1]$-hard) even under this additional restriction. As our final result, we show that Independent Set becomes fixed-parameter tractable if we instead consider the total number of samples (i.e., both positive and negative) as an additional parameter. The proofs of these results are more involved than those mentioned in the previous paragraphs and rely on auxiliary graph constructions in combination with color coding. We remark that the parameterization by the number of negative samples in the consistency checking regime could be translated into a corresponding parameterization of the distribution in the PAC learning framework. A summary of our individual results for consistency checking problems is provided in Table 1.

Related Work. The connection between parameterized learning problems and parameterized consistency checking was also hinted at in previous works that studied the (parameterized) sample complexity of learning juntas [3] or learning first-order logic [20]. Moreover, the problem of computing optimal decision trees, which has received a significant amount of recent attention [16, 10], can also be seen as a consistency checking problem where the sought-after solution is a decision tree.

For space reasons, results marked with a " $\star$ " are proved in the Full Version ${ }^{3}$.

## 2 Preliminaries

We assume familiarity with basic graph terminology [9] and parameterized complexity theory [7]. We use $[t]$ to denote the set $\{1, \ldots, t\}$. For brevity, we will denote sets of tuples of the form $\left\{\left(\alpha_{1}, \beta_{1}\right), \ldots,\left(\alpha_{t}, \beta_{t}\right)\right\}$ as $\left(\alpha_{i}, \beta_{i}\right)_{i \in[t]}$, and the set of two-element subsets of a set $Z$

[^27]Table 1 An overview of the concrete results obtained for consistency checking problems in this article, where the columns provide a comparison between the complexity of the decision/search variant, the consistency checking variant, and the consistency checking variant where the number of negative samples is taken as an additional parameter. Problems marked with "[degree]" are considered over bounded-degree input graphs/samples, and the "*" marks that the problem becomes fixed-parameter tractable when additionally parameterized by the total number of samples. The lower bounds stated in the table are simplified; the precise formal statements are provided in the appropriate theorems.

| Problem | Decision/Search | Consistency Checking | Consistency Checking[samples] |
| :--- | :---: | :---: | :---: |
| 2-Coloring | P | NP-hard (Thm. 12) | FPT (Thm. 16) |
| Split Graph | P | P (Thm. 14) | - |
| MATChing | P | W[2]-hard (Thm. 17) | FPT (Thm. 20) |
| $(k)$-Path | FPT | W[2]-hard (Thm. 18) | FPT (Thm. 20) |
| EdGe Clique Cover | FPT | FPT (Thm. 19) | - |
| Independent Set[degree] | FPT | W[2]-hard (Thm. 22) | W[1]-hard ${ }^{\star}$ (Thm. 24, 25) |
| Dominating Set[degree] | FPT | FPT (Thm. 23) | - |

as $\binom{Z}{2}$. As basic notation and terminology, we set $\{0,1\}^{*}=\bigcup_{m \in \mathbb{N}}\{0,1\}^{m}$. A distribution on $\{0,1\}^{n}$ is a mapping $\mathcal{D}_{n}:\{0,1\}^{n} \rightarrow[0,1]$ such that $\sum_{x \in\{0,1\}^{n}} \mathcal{D}_{n}(x)=1$, and the support of $\mathcal{D}_{n}$ is the set $\operatorname{supp} \mathcal{D}_{n}=\left\{x \mid \mathcal{D}_{n}(x)>0\right\}$.

### 2.1 Consistency Checking

While the original motivation for consistency checking problems originates from specific applications in PAC learning, one can define a consistency checking version of an arbitrary search problem.

In a search problem, we are given an instance $I \in\{0,1\}^{*}$, and the task is to find a solution $S \in\{0,1\}^{*}$, where the solution is verified by a predicate $\phi(\cdot, \cdot)$, so that $\phi(I, S)$ is true if and only if $S$ is a solution to $I$. Since our focus here will lie on problems which are in NP, the predicate $\phi(\cdot, \cdot)$ will in all cases be polynomial-time computable. In the context of graph problems, $I$ will typically be a graph (possibly with some auxiliary information such as edge weights or the bound on solution size), and $S$ could be a set of vertices, a set of edges, a partitioning of the vertex set, etc. For example, in the search version of the Vertex Cover problem the input is a graph $G$ together with a bound $k$ on the size of the target vertex cover, potential solutions are subsets of $V(G)$, and a subset $S$ is a solution if and only if the size of $S$ is $k$ and $S$ covers all edges of the graph $G$. One can then write the verifying predicate as

$$
\phi((G, k), S)=(S \subset V(G)) \wedge(|S|=k) \wedge(\forall\{u, v\} \in E(G),\{u, v\} \cap S \neq \emptyset) .
$$

For a search problem $\mathcal{P}$, we define the corresponding consistency checking problem $\mathcal{P}_{\text {cons }}$ as follows. Instead of receiving a single instance $I \in\{0,1\}^{*}$ as input, we receive a set of labeled samples $\mathcal{I}=\left\{\left(I_{1}, \lambda_{1}\right),\left(I_{2}, \lambda_{2}\right), \ldots,\left(I_{t}, \lambda_{t}\right)\right\}$ where each $I_{i}, i \in[t]$, is an element of $\{0,1\}^{*}$ and $\lambda_{i} \in\{0,1\}$. The task is to compute a (consistent) solution $S \subset\{0,1\}^{*}$ such that $\phi\left(I_{i}, S\right)$ holds if and only if $\lambda_{i}=1$, for each $i \in[t]$, or to correctly determine that no such solution exists.

In the example of Vertex Cover, for each $i \in[t]$, the instance is the pair $\left(G_{i}, k_{i}\right)$, so that the target solution has to be a vertex subset ${ }^{4}$ of $V\left(G_{i}\right)$, of size $k_{i}$, and it has to cover all edges of $G_{i}$, for each $i \in[t]$. Since vertices in all $G_{i}$ 's and $S$ are implicitly associated with their respective counterparts in the other graphs, we can instead treat the graphs $G_{i}$ as defined over the same vertex set. Also, for instances $i \in[t]$ where $\lambda_{i}=1$, if their values of $k_{i}$ mismatch, then there is clearly no solution; and for those $i \in[t]$ with $\lambda_{i}=0$, if the value $k_{i}$ does not match the respective value of a positive sample, then the condition for $\lambda_{i}$ is always satisfied. Therefore, we can equivalently reformulate the consistency checking version of Vertex Cover as follows: Given the vertex set $V$, a number $k$, and a sequence of labeled edge sets $\left(E_{1}, \lambda_{1}\right), \ldots,\left(E_{t}, \lambda_{t}\right)$, over $V$, is there a subset $S \subset V$ of size exactly $k$, so that $S$ covers all edges of $E_{i}$ if and only if $\lambda_{i}=1$, for each $i \in[t]$ ?

One can immediately observe that the polynomial-time tractability of a search problem is a prerequisite for the polynomial-time tractability of the corresponding consistency checking problem. At the same time, the exact definition of the search problem (and in particular the solution $S$ ) can have a significant impact on the complexity of the consistency checking problem. We remark that there are two possible ways one can parameterize a consistency checking problem: one either uses the parameter to restrict the sought-after solution $S$, or the input $\mathcal{I}$. Each of these approaches can be tied to a parameterization of the corresponding PAC learning problem (see Subsection 2.3).

Formally, we say that ( $\mathcal{P}_{\text {cons }}, \kappa, \lambda$ ) is a parameterized consistency checking problem, where $\mathcal{P}_{\text {cons }}$ is a consistency checking problem, $\kappa$ maps solutions $S \in\{0,1\}^{*}$ to natural numbers, and $\lambda$ maps lists of labeled instances $\left(\left(I_{1}, \lambda_{1}\right), \ldots,\left(I_{t}, \lambda_{t}\right)\right), I_{i} \in\{0,1\}^{*}, \lambda_{i} \in\{0,1\}$, to natural numbers. The input is then a list of labeled instances $\mathcal{L}=\left(\left(I_{1}, \lambda_{1}\right), \ldots,\left(I_{t}, \lambda_{t}\right)\right)$ together with parameters $k, \ell$, such that $\ell=\lambda(\mathcal{L})$, and the task is to find a consistent solution $S$ with $\kappa(S)=k$. For example, $k$ could be a size bound on the targeted solution, and $\ell$ could be the maximum degree in any of the given graphs or the number of instances with $\lambda_{i}=0$.

### 2.2 PAC-Learning

The remainder of this section is dedicated to a more formal introduction of the foundations of parameterized PAC learning theory and its connection to parameterized consistency checking problems. We note that while the content of the following subsections is important to establish the implications and corollaries of the results obtained in the article, readers who are interested solely in the obtained complexity-theoretic upper and lower bounds for consistency checking problems can safely skip them and proceed directly to Section 3.

To make the connection between consistency checking problems and parameterized sample complexity clear, we first recall the formalization of the classical theory of PAC learning [19, 14].

- Definition 1. $A$ concept is an arbitrary Boolean function $c:\{0,1\}^{n} \rightarrow\{0,1\}$. An assignment $x \in\{0,1\}^{n}$ is called a positive sample for $c$ if $c(x)=1$, and a negative sample otherwise. A concept class $\mathcal{C}$ is a set of concepts. For every $m \in \mathbb{N}$, we write $\mathcal{C}_{m}=\mathcal{C} \cap \mathcal{B}_{m}$, where $\mathcal{B}_{m}$ is the set of all m-ary Boolean functions.
- Definition 2. Let $\mathcal{C}$ be a concept class. A surjective mapping $\rho:\{0,1\}^{*} \rightarrow \mathcal{C}$ is called a representation scheme of $\mathcal{C}$.

We call each $r$ with $\rho(r)=c$ a representation of concept $c$.

[^28]- Definition 3. $A$ learning problem is a pair $(\mathcal{C}, \rho)$, where $\mathcal{C}$ is a concept class and $\rho$ is a representation scheme for $\mathcal{C}$.
- Definition 4. A learning algorithm for a learning problem $(\mathcal{C}, \rho)$ is a randomized algorithm such that:

1. It obtains the values $n, \varepsilon, \delta$ as inputs, where $n$ is an integer and $0<\varepsilon, \delta \leq 1$ are rational numbers.
2. It has access to a hidden representation $r^{*}$ of some concept $c^{*}=\rho\left(r^{*}\right)$ and a hidden distribution $\mathcal{D}_{n}$ on $\{0,1\}^{n}$ through an oracle that returns labeled samples $\left(x, c^{*}(x)\right)$, where $x \in\{0,1\}^{n}$ is drawn at random from $\mathcal{D}_{n}$.
3. The output of the algorithm is a representation of some concept, called its hypothesis.

When dealing with individual instances of a learning problem, we will use $s=\left|r^{*}\right|$ to denote the size of the hidden representation.

- Definition 5. Let $\mathcal{A}$ be a learning algorithm. Fix a hidden hypothesis $c^{*}$ and a distribution on $\{0,1\}^{n}$. Let $h$ be a hypothesis output by $\mathcal{A}$ and $c=\rho(h)$ be the concept $h$ represents. We define

$$
\operatorname{err}_{h}=\mathbb{P}_{x \sim \mathcal{D}_{n}}\left(c(x) \neq c^{*}(x)\right)
$$

as the probability of the hypothesis and the hidden concept disagreeing on a sample drawn from $\mathcal{D}_{n}$, the so-called generalization error of $h$ under $\mathcal{D}_{n}$.

The algorithm $\mathcal{A}$ is called probably approximately correct (PAC) if it outputs a hypothesis $h$ such that $\operatorname{err}_{h} \leq \varepsilon$ with probability at least $1-\delta$.

Usually, learning problems in this framework are regarded as tractable if they are PAClearnable within polynomial time bounds. More precisely, we say that a learning problem $L$ is efficiently PAC-learnable if there is a PAC algorithm for $L$ that runs in time polynomial in $n, s, 1 / \varepsilon$ and $1 / \delta$.

Consider now a classical search problem $\mathcal{P}$ and its consistency checking version $\mathcal{P}_{\text {cons }}$. One can naturally define the corresponding learning problem $\mathcal{P}_{\text {learn }}$ : For a solution $S \in\{0,1\}^{*}$, let $\phi(\cdot, S)$ be a concept and $S$ its representation; this describes the concept class and its representation scheme. Going back to the Vertex Cover example, for each graph size $N$, the concepts are represented by subsets of [ $N$ ] (encoded in binary). For a subset $S \subset[N]$, the respective concept $c_{S}$ is a binary function that, given the encoding of an instance $E$, returns 1 if and only if $S$ is a vertex cover of $G=([N], E)$ of size $k$, where [ $N]$ is treated as the respective "ground" vertex set of size $N$. A PAC-learning algorithm for this problem is thus given a vertex set $V=[N]$, an integer $k$, and an oracle that will produce a sequence of samples $\left(E_{1}, \lambda_{1}\right), \ldots,\left(E_{t}, \lambda_{t}\right)$, where the instances $E_{i}$ are drawn from a hidden distribution $\mathcal{D}$. With probability at least $(1-\delta)$, the algorithm has to return a subset $S \subset[N]$ that is consistent with an instance sampled from $\mathcal{D}$ with probability at least $(1-\varepsilon)$. In fact, for Vertex Cover and many other problems, it is sufficient to return a hypothesis that is consistent only with the seen samples $\left(E_{i}, \lambda_{i}\right), i \in[t]$; this is formalized in the next subsection.

Naturally, we do not expect the learning version of VERTEX Cover to be efficiently PAC-learnable, as even finding a vertex cover of a certain size in a single instance is NP-hard. This motivates the introduction of parameters into the framework, which is presented next. We also recall the complexity reductions between (parameterized) consistency checking problem and its respective (parameterized) learning problem, which in particular allows to formally transfer the hardness results such as NP-hardness above.

Remark. A more general definition of learning problems is sometimes considered in the literature, where the output of a learning algorithm need not necessarily be from the same concept class $\mathcal{C}$ (e.g., it can be a sub- or a super-class of $\mathcal{C}$ ). This is usually called improper learning, as opposed to the classical setting of proper learning defined above and considered in this article.

### 2.3 Parameterized PAC-Learning

We now define parameterized learning problems and recall the connection to the consistency checking problems, as given by the framework of Brand, Ganian, and Simonov [6]. For brevity, we omit some of the less important technical details; interested readers can find the full technical exposition in the full description of the framework [6].

First we note that in parameterized PAC-learning, both the hidden concept and the hidden distribution can be parameterized, which is formally represented in the next definitions. We call a function $\kappa$ from representations in $\{0,1\}^{*}$ to natural numbers parameterization of representations, and a function $\lambda$ assigning a natural number to every distribution on $\{0,1\}^{n}$ for each $n$ parameterization of distributions.

- Definition 6 (Parameterized Learning Problems). A parameterized learning problem is a learning problem $(\mathcal{C}, \rho)$ together with a pair $(\kappa, \lambda)$, called its parameters, where $\kappa$ is a parameterization of representations and $\lambda$ is a parameterization of distributions.
- Definition 7 (Parameterized Learning Algorithm). A parameterized learning algorithm for a parameterized learning problem $(\mathcal{C}, \rho, \kappa, \lambda)$ is a learning algorithm for $(\mathcal{C}, \rho)$ in the sense of Definition 4. In addition to $n, \varepsilon, \delta$, a parameterized learning algorithm obtains two inputs $k$ and $\ell$, which are promised to satisfy $k=\kappa\left(r^{*}\right)$ as well as $\ell=\lambda\left(\mathcal{D}_{n}\right)$, and the algorithm is required to always output a hypothesis $h$ satisfying $\kappa(h) \leq k$.

Let poly (•) denote the set of functions that can be bounded by non-decreasing polynomial functions in their arguments. Furthermore, $\operatorname{fpt}\left(x_{1}, \ldots, x_{t} ; k_{1}, \ldots, k_{t}\right)$ and $\operatorname{xp}\left(x_{1}, \ldots, x_{t} ; k_{1}, \ldots, k_{t}\right)$ denote those functions bounded by $f\left(k_{1}, \ldots, k_{t}\right) \cdot p\left(x_{1}, \ldots, x_{t}\right)$ and $p\left(x_{1}, \ldots, x_{t}\right)^{f\left(k_{1}, \ldots, k_{t}\right)}$, respectively, for any non-decreasing computable function $f$ in $k_{1}, \ldots, k_{t}$ and $p \in \operatorname{poly}\left(x_{1}, \ldots, x_{t}\right)$.

- Definition 8 (( $T, S$ )-PAC Learnability). Let $T(n, s, 1 / \varepsilon, 1 / \delta, k, \ell), S(n, s, 1 / \varepsilon, 1 / \delta, k, \ell)$ be any two functions taking on integer values, and non-decreasing in all of their arguments.

A parameterized learning problem $\mathcal{L}=\left(\mathcal{C}, \rho,\left\{\mathcal{R}_{k}\right\}_{k \in \mathbb{N}}, \lambda\right)$ is $(T, S)$-PAC learnable if there is a PAC learning algorithm for $\mathcal{L}$ that runs in time $\mathcal{O}(T(n, s, 1 / \varepsilon, 1 / \delta, k, \ell))$ and queries the oracle at most $\mathcal{O}(S(n, s, 1 / \varepsilon, 1 / \delta, k, \ell))$ times.

We denote the set of parameterized learning problems that are $(T, S)-P A C$ learnable by PAC $[T, S]$. This is extended to sets of functions $\mathbf{S}, \mathbf{T}$ through setting $\operatorname{PAC}[T, S]=$ $\bigcup_{S \in \mathbf{S}, T \in \mathbf{T}} \mathrm{PAC}[T, S]$.

- Definition 9. Define the complexity classes as follows:

$$
\begin{aligned}
& \mathrm{FPT}-\mathrm{PAC}_{\text {time }}=\mathrm{PAC}[\mathrm{fpt}, \text { poly }] \\
& \mathrm{FPT}-\mathrm{PAC}=\mathrm{PAC}[\mathrm{fpt}, \mathrm{fpt}] \\
& \text { XP-PAC } \\
& \text { time }=\mathrm{PAC}[\mathrm{xp}, \mathrm{poly}] \\
& \text { XP-PAC }=\mathrm{PAC}[\mathrm{xp}, \mathrm{xp}]
\end{aligned}
$$

where we fix

$$
\text { poly }=\operatorname{poly}(n, s, 1 / \varepsilon, 1 / \delta, k, \ell), \mathrm{fpt}=\operatorname{fpt}(n, s, 1 / \varepsilon, 1 / \delta ; k, \ell), \operatorname{xp}=\operatorname{xp}(n, s, 1 / \varepsilon, 1 / \delta ; k, \ell) .
$$



Figure 1 A schematic view of the parameterized learning classes defined in Definition 9.

There are examples of natural problems falling into each of these classes [6]. In addition to the above, there is a fifth class that may be considered here: PAC[xp,fpt]. However, we are not aware of any natural problems residing there that are not given by the "lower" classes.

Figure 1 provides an overview of these complexity classes and their relationships.

### 2.4 Consistency Checking for PAC-Learning

We now recall the results tying the complexity of (parameterized) PAC-learning to (parameterized) consistency checking. We have already shown that a consistency checking problem can be transformed into a learning problem, by viewing the hidden solution as the representation of the hidden concept; the same operation can also be done the other way around. Moreover, this transformation can be performed while respecting the parameters. Let $\mathcal{P}_{\text {cons }}$ be a consistency checking problem, and let $\mathcal{P}_{\text {learn }}$ be the respective learning problem. Consider a parameterized version $\left(\mathcal{P}_{\text {cons }}, \kappa+\lambda\right)$ of $\mathcal{P}_{\text {cons }}$, where $\kappa$ maps solutions $S \in\{0,1\}^{*}$ to natural numbers, and $\lambda$ maps lists of labeled instances $\left(\left(I_{1}, \lambda_{1}\right), \ldots,\left(I_{t}, \lambda_{t}\right)\right), I_{i} \in\{0,1\}^{*}, \lambda_{i} \in\{0,1\}$, to natural numbers. The parameterized learning problem is then $\left(\mathcal{P}_{\text {learn }}, \kappa, \lambda^{\prime}\right)$, where $\kappa$ is given by the same function is the parameterization of representations, as representations of concepts are exactly the solutions in the original search problem, and $\lambda^{\prime}(\mathcal{D})$ for a distribution $\mathcal{D}$ is the maximum value of $\lambda(\mathcal{L})$, where $\mathcal{L}$ is any set of labeled instances produced by sampling from $\mathcal{D}$.

It is well-known that, under the assumption that the hypothesis space is not too large, there is an equivalence between a learning problem being PAC-learnable and the corresponding consistency checking problem being solvable in randomized polynomial time [17]. Brand, Ganian and Simonov proved a generalization of this equivalence in the parameterized sense [6], which we recall next

- Theorem 10 (Corollary of Theorem 3.17 [6]). Let $\mathcal{P}_{\text {cons }}$ be a parameterized consistency checking problem, and $\mathcal{P}_{\text {learn }}=(\mathcal{C}, \rho, \kappa, \lambda)$ be its matching parameterized learning problem, where $\lambda$ depends only on the support of the distribution.

If $\mathcal{P}_{\text {learn }}$ is in FPT-PAC, then $\mathcal{P}_{\text {cons }}$ is in FPT.
Similarly, if $\mathcal{P}_{\text {learn }}$ is in XP-PAC, then $\mathcal{P}_{\text {cons }}$ is in XP .

- Theorem 11 (Corollary of Theorem 3.19 [6]). Let $\mathcal{P}_{\text {cons }}$ be a parameterized consistency checking problem, and $\mathcal{P}_{\text {learn }}=(\mathcal{C}, \rho, \kappa, \lambda)$ be its matching parameterized learning problem. Denote the set of representations of concepts in $C \in \mathcal{C}$ of arity $n$ with $\kappa(C)=k$ by $\mathcal{H}_{n, k}$.

If $\mathcal{P}_{\text {cons }}$ is in FPT and $\log \left|\mathcal{H}_{n, k}\right| \in \operatorname{fpt}(n ; k)$, then $\mathcal{L}$ is in FPT-PAC ${ }_{\text {time }}$.
Similarly, if $\mathcal{P}_{\text {cons }}$ is in XP and $\log \left|\mathcal{H}_{n, k}\right| \in \operatorname{xp}(n ; k)$, then $\mathcal{L}$ is in XP-PAC time .


| $\circ$ | $\circ$ | $\circ$ | $\circ$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{n}$ |



Figure 2 For the SAT instance $\varphi=\left(x_{1} \vee \overline{x_{2}} \vee \overline{x_{3}} \vee x_{n}\right) \wedge\left(\overline{x_{1}} \vee x_{2} \vee \overline{x_{n}}\right), n=4$ the correspondent ConsCheck: 2-Coloring instance $\mathcal{I}=\left\{V,\left\{\left(E_{+}, 1\right),\left(E_{C_{1}}, 0\right),\left(E_{C_{2}}, 0\right)\right\}\right\}, V=\left\{t, f, x_{1}, x_{2}, x_{3}, x_{n}\right\}$.

The theorems above allow us to automatically transfer parameterized algorithmic upper and lower bounds for the consistency checking into upper and lower bounds for parameterized learning problems, respectively. If a parameterized consistency checking problem is efficiently solvable by a parameterized algorithm, by Theorem 11 we get that the parameterized learning problem is efficiently solvable. Note that in the problems considered in this paper the solution is always a set of vertices/edges, or a partition into such sets, thus $\log \left|\mathcal{H}_{n, k}\right|$ is always polynomial.

On the other hand, Theorem 11 tells us that an efficient algorithm for a parameterized learning problem implies an efficient algorithm for the corresponding paramerized consistency checking problem. Turning this around, we see that lower bounds on consistency checking imply lower bounds for learning. That is, if $\mathcal{P}_{\text {cons }}$ is $\mathrm{W}[1]$-hard, then $\mathcal{P}_{\text {learn }}$ is not in FPT-PAC time unless FPT $=\mathrm{W}[1]$.

## 3 Partitioning Problems: 2-Coloring and Split Graphs

We begin our investigation by using two basic vertex bipartition problems on graphs to showcase some of the unexpected complexity-theoretic behavior of consistency checking problems. Let us first consider 2-Coloring, i.e., the problem of partitioning the vertex set into two independent sets. There are two natural ways one can formalize 2-Coloring as a search problem: either one asks for a vertex set $X$ such that both $X$ and the set of vertices outside of $X$ are independent (i.e., they form a proper 2-coloring), or one asks for two independent sets $X, Y$ which form a bipartition of the vertex set. Here, we consider the former variant since it has a slightly smaller hypothesis space ${ }^{5}$.

```
ConsCheck: 2-Coloring
    Input: \(\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}\) where for each \(i \in[t], G_{i}=\left(V, E_{i}\right)\) is a graph and \(\lambda_{i} \in\{0,1\}\).
    Output: A set \(X \subseteq V\) such that for each \(i \in[t],(X, V \backslash X)\) forms
    a proper 2-coloring of \(G_{i}\) if and only if \(\lambda_{i}=1\).
```

As our first result, we show that ConsCheck: 2-Coloring is NP-hard.

- Theorem 12. There is no polynomial-time algorithm that solves ConsCheck: 2-Coloring unless $\mathrm{P}=\mathrm{NP}$.

Proof. We present a reduction that takes an $n$-variable instance $\varphi$ of the Satisfability problem (SAT) and constructs an instance $\mathcal{I}$ of ConsCheck: 2-Coloring which admits a solution if and only if $\varphi$ is satisfiable. Let $\mathcal{C}$ denote the set of clauses of $\varphi$.

[^29]Construction. First, we set the vertex set $V$ in $\mathcal{I}$ to be $\left\{f, t, x_{1}, x_{2}, \ldots, x_{n}\right\}$. For each clause $C \in \mathcal{C}$, we construct an edge set $E_{C}$ as follows. For each $i \in[n]$, if a true (false) assignment of $x_{i}$ satisfies $C$, then we add the edge $t x_{i}\left(f x_{i}\right)$ to $E_{C}$. For each such edge set $E_{C}$, we set $\lambda_{C}=0$. Finally, we add to $\mathcal{I}$ a positive sample $\left(E_{+}, 1\right)$ such that $E_{+}=\{t f\}$. An illustration is provided in Figure 2.

Correctness. Suppose, given an instance $\varphi$ of SAT, that the reduction described above returns $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)\right\}_{i \in \mathcal{C} \cup\{+\}}$ as an instance of ConsCheck: 2-Coloring.

Assume that $\varphi$ admits a satisfying assignment $\mathcal{A}:\left\{x_{i}\right\}_{i \in[n]} \rightarrow\{$ True, False $\}$. Consider the colloring $\chi: V \rightarrow\{$ blue, red $\}$ such that $\chi(t)=$ red, $\chi(f)=$ blue, and for each $i \in[n]$, $\chi\left(x_{i}\right)=$ red if and only if $\mathcal{A}\left(x_{i}\right)=$ True.

First, the sample $\left(E_{+}, 1\right)$ of $\mathcal{I}$ is consistent with the coloring $\chi$, since its only edge $f t$ was colored properly. Then, for each $C \in \mathcal{C}$, the sample $\left(E_{C}, 0\right)$ must be consistent with $\chi$, i.e., there exists at least one edge in $E_{C}$ with same colored endpoints. Indeed, there must exist a variable $x_{i}$ is such that $\mathcal{A}\left(x_{i}\right)$ satisfies $\varphi$.

Then, by the construction of $\mathcal{I}$ instance, if $x_{i}=\operatorname{True}\left(x_{i}=\right.$ False) satisfies $C$ then $t x_{i} \in E_{C}\left(f x_{i} \in E_{C}\right)$ and hence both $x_{i}$ and $t$ are red (both $x_{i}$ and $f$ are blue) under the constructed coloring $\chi$.

For the other direction, suppose that there is a coloring $\chi: V \rightarrow\{\mathrm{blue}$, red $\}$ that is consistent with the instance $\mathcal{I}$ of ConsCheck: 2-Coloring. Then $\chi(t) \neq \chi(f)$ due to the construction of $\left(E_{+}, 1\right) \in \mathcal{I}$; without loss of generality, let $\chi(t)=$ red, $\chi(f)=$ blue. We retrieve a variable assignment $\mathcal{A}$ for $\varphi$ in the following way. Recall that for each $C \in \mathcal{C}$, the coloring $\chi$ is consistent with the sample $\left(E_{C}, 0\right)$. Since the edge $f t$ has a proper coloring, at least one vertex $x_{i}$ has an edge to either $t$ or $f$ such that both its endpoints are colored the same way. If this edge is $x_{i} f\left(x_{i} t\right)$, then let $\mathcal{A}\left(x_{i}\right)=$ False $\left(\mathcal{A}\left(x_{i}\right)=\right.$ True $)$. If this only results in a partial assignment, we extend this to a complete assignment of all variables in $\varphi$ by assigning the remaining variables arbitrarily.

We conclude by arguing that the resulting assignment $\mathcal{A}$ has to satisfy $\varphi$. Let us consider an arbitrary clause $C \in \mathcal{C}$ and an edge in the corresponding edge set $E_{C}$ with same colored endpoints, w.l.o.g. $x_{i} f$. Then, by the way we defined the assignment, $\mathcal{A}\left(x_{i}\right)=$ False. But by our construction, the edge $x_{i} f \in E_{C}$ only if $x_{i}=$ False satisfies the clause $C$. Thus, the clause $C$ is satisfied by the assignment $\mathcal{A}$. Following the same argument, each clause $C \in \mathcal{C}$, and accordingly the instance $\varphi$, is satisfied.

It is worth noting that the graphs constructed by the reduction underlying Theorem 12 are very simple - in fact, even the graph induced by the union of all edges occurring in the instances of ConsCheck: 2-Coloring produced by the reduction has a vertex cover number of 2. This essentially rules out tractability via most standard structural graph parameters. A similar observation can also be made for most other consistency checking lower bounds obtained within this article.

As an immediate corollary of Theorem 12, we obtain that the corresponding learning problem is not efficiently PAC-learnable [2]. To provide a concrete example of the formal transition from consistency checking to the corresponding learning problem described in Section 2.2, we state the problem: In 2-Coloring Learning, we are given (1) a set $V$ of vertices, a confidence measure $\delta$ and an accuracy measure $\varepsilon$, (2) have access to an oracle that can be queried to return labeled samples of the form $(E, \lambda)$ where $E$ is an edge set over $V$ and $\lambda \in\{0,1\}$ according to some hidden distribution, and (3) are asked to return a vertex subset $X \subseteq V$, whereas a sample $E$ is evaluated as positive for $X$ if and only if $(X, V \backslash X)$ forms a 2-coloring on ( $V, E$ ).

- Corollary 13. 2-Coloring Learning is not efficiently PAC-learnable unless $\mathrm{P}=\mathrm{NP}$.

While the intractability of consistency checking for ConsCheck: 2-Coloring might already be viewed as surprising, let us now consider the related problem of partitioning the vertex set into one independent set and one clique - i.e., the Split Graph problem. As a graph search problem, Split Graph is well-known to be polynomially tractable [11]. Following the same line of reasoning as for 2-Coloring, we formalize the corresponding search problem below. Let a pair of vertex subsets $(X \subseteq V, Y \subseteq V)$ be a split in a graph $G=(V, E)$ if $(X, Y)$ is a bipartition of $V$ such that $X$ is a clique and $Y$ is an independent set.
ConsCheck: Split Graph
Input: $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ where for each $i \in[t], G_{i}=\left(V, E_{i}\right)$ is a graph and $\lambda_{i} \in\{0,1\}$.
Output: A set $X \subseteq V$ such that for each $i \in[t],(X, V \backslash X)$ is a split in $G_{i}$
if and only if $\lambda_{i}=1$.
Unlike ConsCheck: 2-Coloring, ConsCheck: Split Graph turns out to be tractable.

- Theorem 14 ( $\star$ ). ConsCheck: Split Graph can be solved in time $\mathcal{O}\left(|\mathcal{I}|^{3}\right)$.

Naturally, one can formalize the learning problem for ConsCheck: Split Graph in an analogous way as was done for 2-Coloring Learning. Since the hypothesis bound of Theorem 11 holds here as well, Theorem 14 implies:

- Corollary 15. Split Graph Learning is efficiently PAC-learnable.

Let us now conclude the section by revisiting the polynomial-time intractability of ConsCheck: 2-Coloring through the lens of parameterized complexity theory. Naturally, there are many parameterizations one may consider in the setting - as an exercise that follows the same exhaustive-branching ideas as those used for Vertex Cover [6, Lemma 6.1], one could for instance attempt to parameterize by the size of the smaller color class in the sought-after coloring, whereas a fixed-parameter algorithm in this setting (based on exhaustive branching) would yield a FPT-PAC time algorithm for 2-Coloring LEARNING in the corresponding parameterization of the concept. In this article, we instead showcase a less straightforward fixed-parameter algorithm for the problem when parameterized by the number of negative samples on the input (which in turn corresponds to a parameterization of the distribution in the learning setting [6]). It will later turn out that the same parameterization can be used to achieve fixed-parameter tractability for several other consistency checking problems as well, albeit the individual techniques used vary from problem to problem.

Let $t^{-}=\left|\left\{\left(E_{i}, \lambda_{i}\right)_{i \in[t]} \mid \lambda_{i}=0\right\}\right|$ be the number of negative samples in an input instance $\mathcal{I}$.

- Theorem $16(\star)$. ConsCheck: 2-Coloring is fixed-parameter tractable when parameterized by the number $t^{-}$of negative samples.


## 4 Consistency Checking for Selected Edge Search Problems

In this section, we perform a parameterized analysis of consistency checking for three natural and extensively studied edge search problems on graphs: Matching, ( $k$ - $)$ Path and Edge Clique Cover. We formalize the parameterized consistency checking formulations of these three problems below; recall that a set $\mathcal{F}=\left\{F_{1}, \ldots, F_{\ell}\right\}$ is an edge clique cover if each $F_{i}$, $i \in[\ell]$ is the edge set of a clique in the graph and each edge in the graph is contained in at least one $F_{i}, i \in[\ell][7$, Subsection 2.2.3].

```
ConsCheck: Matching
Input: \(\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}\) where for each \(i \in[t], G_{i}=\left(V, E_{i}\right)\) is a graph and \(\lambda_{i} \in\{0,1\}\),
and an integer \(k\).
Parameter: \(k\).
Output: A set \(F \subseteq\binom{V}{2}\) of size \(k\) such that for each \(i \in[t], F\) forms
a matching in \(G_{i}\) if and only if \(\lambda_{i}=1\).
```

```
ConsCheck: \((k-)\) Path
```

ConsCheck: $(k-)$ Path
Input: $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ where for each $i \in[t], G_{i}=\left(V, E_{i}\right)$ is a graph and $\lambda_{i} \in\{0,1\}$,
Input: $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ where for each $i \in[t], G_{i}=\left(V, E_{i}\right)$ is a graph and $\lambda_{i} \in\{0,1\}$,
and an integer $k$.
and an integer $k$.
Parameter: $k$.
Parameter: $k$.
Output: A set $F \subseteq\binom{V}{2}$ of size $k$ such that for each $i \in[t], F$ forms
Output: A set $F \subseteq\binom{V}{2}$ of size $k$ such that for each $i \in[t], F$ forms
a path in $G_{i}$ if and only if $\lambda_{i}=1$.
a path in $G_{i}$ if and only if $\lambda_{i}=1$.
ConsCheck: Edge Clique Cover
ConsCheck: Edge Clique Cover
Input: $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ where for each $i \in[t], G_{i}=\left(V, E_{i}\right)$ is a graph and $\lambda_{i} \in\{0,1\}$,
Input: $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ where for each $i \in[t], G_{i}=\left(V, E_{i}\right)$ is a graph and $\lambda_{i} \in\{0,1\}$,
and an integer $k$.
and an integer $k$.
Parameter: $k$.
Parameter: $k$.
Output: A set $\mathcal{F} \subseteq 2^{\binom{V}{2}}$ of size $k$ such that for each $i \in[t], \mathcal{F}$ forms
Output: A set $\mathcal{F} \subseteq 2^{\binom{V}{2}}$ of size $k$ such that for each $i \in[t], \mathcal{F}$ forms
an edge clique cover in $G_{i}$ if and only if $\lambda_{i}=1$.

```
    an edge clique cover in \(G_{i}\) if and only if \(\lambda_{i}=1\).
```

An observant reader may notice that in the first of the three problems above, we consider solution size as a parameter even though the corresponding search problem of finding a maximum matching in a graph is polynomial-time tractable. This is due to the fact that, as it turns out, Matching in the consistency checking regime is not polynomial-time tractable unless $P=N P$. In fact, we show an even stronger (and more surprising) result:

- Theorem 17. ConsCheck: Matching does not admit a fixed-parameter algorithm unless $\mathrm{FPT}=\mathrm{W}[2]$.

Proof. We present a reduction that given an instance $\left(\mathcal{U}, \mathcal{F}, k^{\prime}\right)$ of the classical Set Cover problem [7], constructs an instance $\mathcal{I}$ of ConsCheck: Matching which admits a solution if and only if $\left(\mathcal{U}, \mathcal{F}, k^{\prime}\right)$ is a yes-instance. An instance $\left(\mathcal{U}, \mathcal{F}, k^{\prime}\right)$ of Set Cover is a family $\mathcal{F}=\left\{F_{1}, \ldots, F_{m}\right\}$ of $m$ subsets over the $n$-element universe $\mathcal{U}=\left\{u_{1}, \ldots, u_{n}\right\}$, and we are asked whether there exists a $k^{\prime}$-element subset of $\mathcal{F}$ whose union contains all of $\mathcal{U}$.

Construction. We construct the instance $\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}$ of ConsCheck: Matching as follows, with the parameter set to $k=k^{\prime}$. Let the unique positive sample in $\mathcal{I}$ be the edge set $E_{1}$ such that the graph $\left(V, E_{1}\right)$ is a set of $k$ disjoint stars, whereas for each $i \in[k]$ the graph $\left(V, E_{1}\right)$ contains a center $s^{i}$ adjacent to pendants $p_{1}^{i}, \ldots, p_{m}^{i}$. Next, for each element $u_{j} \in \mathcal{U}, j \in[n]$, we add a negative sample $\left(V, E_{j+1}\right)$ into $\mathcal{I}$ which only contains non-edges between the centers of stars and the leaves (of the same star) corresponding to the sets containing that element; formally, $E_{j+1}=\binom{V}{2} \backslash\left\{s^{i} p_{\ell}^{i} \mid i \in[k], u_{j} \in F_{\ell}\right\}$. This completes the construction of $\mathcal{I}$ (see also Figure 3).

Correctness. If $\mathcal{I}$ admits a solution $Q$, then $Q$ must be a matching in $\left(V, E_{1}\right)$ of size $k$ and hence can only contain a single edge from each of the $k$ stars. Hence, $Q=\left\{s^{1} p_{\alpha(1)}, s^{2} p_{\alpha(2)}, \ldots, s^{k} p_{\alpha(k)}\right\}$ for some mapping $\alpha$. Moreover, since $Q$ is not a matching in $\left(V, E_{j+1}\right)$ for any $j \in[n]$, the set $\left\{F_{\alpha(1)}, \ldots, F_{\alpha(k)}\right\}$ is a set cover for $(\mathcal{U}, \mathcal{F}, k)$. At the same time, given a set cover $\left\{F_{\beta(1)}, \ldots, F_{\beta(k)}\right\}$ (for some mapping $\beta$ ), we can construct a


Figure 3 Reducing from Set Cover, the ConsCheck: Matching instance has a positive sample with $k(i \in[k])$ stars as shown on the left; for each $u_{j} \in \mathcal{U}$, the correspondent No-instance is a complete graph but excluding $\left\{s^{i} p_{\ell}^{i} \mid i \in[k], u_{j} \in F_{\ell}\right\}$. So, as an example, if $m=4$ and $u_{j} \in F_{\ell}$ for any $\ell \in\{1,3, m\}$, then for all $i \in[k]$, the dotted edges are out of the construction.
solution for $\mathcal{I}$ by taking $\left\{s^{1} p_{\beta(1)}, \ldots, s^{k} p_{\beta(k)}\right\}$. This yields a reduction from SEt Cover to the problem of deciding the existence of a solution for ConsCheck: Matching; in particular, this means that a fixed-parameter algorithm for ConsCheck: Matching would imply $\mathrm{FPT}=\mathrm{W}[2]$.

A similar reduction also allows us to establish the intractability of consistency checking for Path.

- Theorem 18 ( $\star$ ). ConsCheck: ( $k$ - $)$ Path does not admit a fixed-parameter algorithm unless $\mathrm{FPT}=\mathrm{W}[2]$.

However, we show that the third problem under consideration - Edge Clique Cover does not become more difficult in the consistency checking regime.

- Theorem 19 ( $\star$ ). ConsCheck: Edge Clique Cover admits a fixed-parameter algorithm which runs in time $\mathcal{O}\left(2^{2^{k}} \cdot|\mathcal{I}|\right)$.

Given the fixed-parameter intractability of ConsCheck: Matching and ConsCheck: $(k$ - $)$ Path w.r.t. the solution size alone, it is natural to ask whether one could solve these problems at least when the number of negative samples is small, similarly as was done in Theorem 16 for 2-Coloring. We conclude this section by answering this question positively, albeit the algorithmic techniques used here are different from Theorem 16. In fact, it turns out that an adaptation of the classical color-coding technique suffices in this case [7, Subsections 5.2 and 5.6]. For both problems, the task essentially boils down to intersecting all positive samples into one, and then looking for a solution where the set of $k$ edges is not contained in any negative sample. After assuming that all vertices of the solution receive distinct colors, we can perform dynamic programming to find a colorful solution, and while doing so we also store information about which negative samples are already "dealt with", i.e., which negative samples do not contain the edges in the partial solution.

The proof of Theorem 20 builds on the color-coding algorithm for $k$-PATH, but otherwise the arguments are fairly similar for both following theorems.

- Theorem 20 ( $\star$ ). ConsCheck: Matching admits an algorithm which runs in time $2^{\mathcal{O}\left(k+t^{-}\right)} \cdot|\mathcal{I}|^{\mathcal{O}(1)}$; in particular, the problem is fixed-parameter tractable when parameterized by $k+t^{-}$.
- Theorem $21(\star)$. CONSCHECK: ( $k$-)PATH admits an algorithm which runs in time $2^{\mathcal{O}\left(k+t^{-}\right)} \cdot|\mathcal{I}|^{\mathcal{O}(1)}$; in particular, the problem is fixed-parameter tractable when parameterized by $k+t^{-}$.



Figure 4 ConsCheck: Independent $\operatorname{Set}\left[\right.$ degree] instance with $G_{1}, G_{2}$ and $G_{3}$; and $\mathcal{G}$ for the reformulation of ConsCheck: Independent Set[degree].

## 5 Consistency Checking for Selected Vertex Search Problems

In the final technical section of this article, we focus our attention on consistency checking for two prominent vertex search problems in parameterized algorithmics: Independent Set and Dominating Set. As mentioned in the introduction, both problems are believed to be fixed-parameter intractable (the former is $\mathrm{W}[1]$-hard while the latter is $\mathrm{W}[2]$-hard), and so for the purposes of this article we restrict our attention to bounded-degree input graphs - or, more precisely, we consider the maximum degree as an additional parameter ${ }^{6}$. We formalize the consistency checking problems below.

```
ConsCheck: Independent Set[degree]
Input: Integers \(k, d\), and \(\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}\) where for each \(i \in[t], G_{i}=\left(V, E_{i}\right)\) is a graph
of degree at most \(d\) and \(\lambda_{i} \in\{0,1\}\).
Parameter: \(k+d\).
Output: A set \(X \subseteq V\) of size \(k\) such that for each \(i \in[t], X\) forms
an independent set in \(G_{i}\) if and only if \(\lambda_{i}=1\).
    ConsCheck: Dominating Set[degree]
    Input: Integers \(k, d\), and \(\mathcal{I}=\left\{V,\left(E_{i}, \lambda_{i}\right)_{i \in[t]}\right\}\) where for each \(i \in[t], G_{i}=\left(V, E_{i}\right)\) is a graph
    of degree at most \(d\) and \(\lambda_{i} \in\{0,1\}\).
    Parameter: \(k+d\).
    Output: A set \(X \subseteq V\) of size \(k\) such that for each \(i \in[t], X\) forms
    a dominating set in \(G_{i}\) if and only if \(\lambda_{i}=1\).
```

Once again, the complexity-theoretic properties of these problems turn out to be very different from those of their simpler graph search analogues. In particular, consistency checking for Independent Set is fundamentally harder than for the other two problems.

- Theorem 22 ( $\star$ ). There is no fixed-parameter algorithm for ConsCheck: Independent SET[degree] unless FPT $=\mathrm{W}[2]$.
- Theorem 23 ( $\star$ ). ConsCheck: Dominating Set[degree] can be solved by a fixedparameter algorithm running in time $\mathcal{O}\left(2^{k d}\right) \cdot|\mathcal{I}|$.

Similarly to Theorems 16,20 and 20 , we turn our attention to whether the lower bound for ConsCheck: Independent Set [degree] can be overcome if the number of negative samples is bounded by the parameter. While the $\mathrm{W}[2]$-hardness reduction of Theorem 22

[^30]does not hold if we are given a bound on the number of samples, it turns out that - unlike for 2-Coloring, Matching and ( $k$-)Path - consistency checking for Independent Set remains fixed-parameter intractable even under this additional restriction.

- Theorem $24(\star)$. There is no fixed-parameter algorithm for ConsCheck: Independent SET[degree] even when the number $t^{-}$of negative saimples is assumed to be an additional parameter, unless $\mathrm{FPT}=\mathrm{W}[1]$.

While restricting the number of negative samples alone is insufficient to achieve tractability, we conclude by showing that restricting the total number of samples allows for a fixedparameter algorithm that solves the problem via a combination of multi-step exhaustive branching and color coding.

- Theorem $25(\star)$. ConsCheck: Independent Set[degree] admits an algorithm which runs in time $(k d t)^{\mathcal{O}\left(k^{2}\right) \cdot n \mathcal{O}(1)}$; in particular, it is fixed-parameter tractable when parameterized by $k+d+t$.


## 6 Concluding Remarks

This article can be seen as a "brief expedition into the forgotten island of consistency checking" - a place where Split Graph and Edge Clique Cover are tractable but 2-Coloring and Matching are not, and where on bounded-degree graphs Independent Set is W[2]-hard while Dominating Set admits a fixed-parameter algorithm.

To conclude on a more serious note, we remark that our understanding of parameterized consistency checking - and, more broadly, of sample complexity - is still in its infancy. Even in the setting of PAC learning considered here, we so far know very little about which learning problems belong to the classes FPT-PAC and XP-PAC. Still, we hope that the results and techniques presented in this article can contribute to bridging the gap between the parameterized (time) complexity and the sample complexity research fields. A natural target for future work in this direction would be to further deepen our understanding of problems such as learning CNF and DNF formulas [17, 2, 6] or juntas [15].
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#### Abstract

We consider the problem of orienting a given, undirected graph into a (directed) acyclic graph such that the in-degree of each vertex $v$ is in a prescribed list $\lambda(v)$. Variants of this problem have been studied for a long time and with various applications, but mostly without the requirement for acyclicity. Without this requirement, the problem is closely related to the classical General FACTOR problem, which is known to be NP-hard in general, but polynomial-time solvable if no list $\lambda(v)$ contains large "gaps" [Cornuéjols, J. Comb. Theory B, 1988]. In contrast, we show that deciding if an acyclic orientation exists is NP-hard even in the absence of such "gaps".

On the positive side, we design parameterized algorithms for various, natural parameterizations of the acyclic orientation problem. A special case of the orientation problem with degree constraints recently came up in the context of reconstructing evolutionary histories (that is, phylogenetic networks). This phylogenetic setting imposes additional structure onto the problem that can be exploited algorithmically, allowing us to show fixed-parameter tractability when parameterized by either the treewidth of $G$ (a smaller parameter than the frequently employed "level"), by the number of vertices $v$ for which $|\lambda(v)| \geq 2$, by the number of vertices $v$ for which the highest value in $\lambda(v)$ is at least 2 . While the latter result can be extended to the general degree-constraint acyclic orientation problem, we show that the former cannot unless FPT=W[1].
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## 1 Introduction

The de-facto standard approach to reconstructing phylogenetic trees from genomic data employs heuristic local-search in the space of all rooted evolutionary trees [5]. The success of this method is highly impacted by the choice of neighborhood (as one would expect from a local-search approach), and existing research in this direction is vast [10, 17, 18, 2]. Recently, efforts have been made to use this technique to reconstruct phylogenetic networks, thereby supporting reticulate/hybridizing evolution. As a possible neighborhood of a rooted network $N$, Molloy et al. [15] proposed to consider all reorientations of (subnetworks of) N. The question whether a given undirected graph has a valid orientation into a phylogenetic network and the enumeration of such networks are fundamental computational problems in this context. We model these problems as the search for acyclic orientations of a given undirected graph, such that the in-degree of each vertex $v$ is in a prescribed list $\lambda(v)$.

The problem of orienting a given undirected graph $G$, subject to certain degree-related constraints, has been long studied with various applications [8, 6, 7], but mostly without the requirement for acyclicity. Without this requirement, the problem is closely related to the classical General Factor problem, introduced by Lovász [12, 13], which asks for an (undirected) subgraph of $G$ satisfying the given degree constraints. Cornuéjols [4] showed that General Factor is polynomial-time solvable if the maximum gap size ${ }^{1}$ is at most one, and NP-hard otherwise, even if the maximum degree in the input graph is three. Both of these results can be easily transferred to the problem of finding (possibly cyclic) degree-constrained orientations (to reduce General Factors to the orientation problem, subdivide each edge of the input graph $G$ with a vertex $v$ with $\lambda(v)=\{0,2\}$; in the other direction, subdivide each edge with a vertex $v$ with $\lambda(v)=\{1\}$, see Theorem 5). Deciding whether there is an acyclic orientation constraint by specific lower bounds $f(v)$ for the in-degree of each vertex $v$ (that is, $\lambda(v)=\{f(v), f(v)+1, \ldots\}$ ) has been shown to be NP-hard, even if $f(v) \in\{0,1\}$ for all but one vertex [11]. A generalization of the problem with weighted edges and allowing edge and vertex deletions to satisfy prescribed weight-constraints has been considered by Mathieson and Szeider [14], showing parameterized results with respect to the number of deleted elements and the maximum integer in any of the given lists.

The phylogenetic setting, which is the main motivation for our work, imposes structure on the allowed in-degree lists. Indeed, phylogenetic networks (which, for the purpose of this work, are rooted directed acyclic graphs) are made up of four types of vertices: (1) the (unique) root, with in-degree zero, (2) leaves with out-degree zero and in-degree one, (3) tree-nodes with indegree one, and (4) reticulations with out-degree one. Thus, if the input network is orientable into a phylogenetic network, all vertices $v$ but one must satisfy $\lambda(v) \subseteq\{1, \operatorname{deg}(v)-1\}$. Most commonly, phylogenetic networks are "binary", that is, all nodes of type (3) and (4) have degree (that is, in-degree plus out-degree) three, in which case $\lambda(v) \subseteq\{1,2\}$ and no vertex can be of type (3) and (4) at the same time. While these lists do not have gaps, we cannot use General Factor to solve this case, since phylogenetic networks must be acyclic. Bulteau et al. [3] showed a polynomial-time algorithm that computes an orientation of a given undirected graph of maximum degree 3 into a (binary) network and proved NP-hardness if the input graph has degree $\geq 5$, leaving open the degree- 4 case. If the in-degree of every vertex $v$ is fixed, that is, $|\lambda(v)|=1$ for all vertices $v$, an algorithm of Huber et al. [9] can produce an orientation in linear time. The authors also considered the problem of orienting a

[^31]given undirected graph in such a way, that the resulting network falls in one of various classes of binary phylogenetic networks. They showed fixed-parameter tractability with respect to the "level" ${ }^{2}$ of the input graph.

## Our contributions

We analyze the parameterized complexity of the aforementioned degree-constraint orientation problems. When cyclic orientations are permitted, the polynomial-time algorithm for General Factor [4] can be applied; this approach can be extended to show fixed-parameter tractability for the parameter "combined number of gaps of size $\geq 2$ in all degree lists". Interestingly, such a result is unlikely for the case of acyclic orientations. While this follows already from the known NP-hardness proof for acyclic orientations [11], we strengthen the result to maintain NP-hardness for gapless inputs even for the phylogenetic version on input graphs of maximum degree three.

Since phylogenetic networks can be expected to be tree-like, algorithms for graphs of low treewidth are attractive for this application. We show that the phylogenetic version of the orientation problem can be solved in $O\left(8^{\mathrm{tw}} \cdot \mathrm{tw}!\cdot \mathrm{tw}^{2} \cdot n\right)$ time on $n$-vertex graphs of treewidth tw. For the cyclic and acyclic orientation problems with unrestricted $\lambda$, this approach yields running times of $O\left(q^{2 \mathrm{tw}} \cdot \mathrm{tw}^{2} \cdot n\right)$ and $O\left(q^{2 \mathrm{tw}} \cdot \mathrm{tw}!\cdot \mathrm{tw}^{2} \cdot n\right)$ time, where $q$ is the maximum allowed in-degree. We justify adding the second parameter $q$ by proving that the problems with unrestricted $\lambda$ are $\mathrm{W}[1]$-hard with respect to the treewidth alone.

A general observation for phylogenetic networks is that the number of reticulation events is small compared to the overall size of the phylogeny. This means that we expect to see only few vertices $v$ whose list $\lambda(v)$ contains numbers greater than one. We call these vertices "potential reticulations" and show that a corresponding acyclic orientation of an $n$-vertex graph with $r$ potential reticulations can be computed in $O\left(2^{r} \cdot r \cdot n^{2}+n^{2} \cdot q\right)$ time.

Motivated by the observation that the acyclic orientation problem is linear-time solvable if every degree list $\lambda(v)$ contains just a single entry [9], we say that a vertex $v$ is hazy if $|\lambda(v)|>1$ and develop an algorithm computing a corresponding acyclic orientation of a graph with $m$ edges and $h$ hazy vertices in $O\left(2^{h} \cdot h \cdot m\right)$ time.

## 2 Preliminaries

We use the notations $[a, b]:=\{a, a+1, \ldots, b\},[n]:=[1, n]$, and $[n]_{0}:=[0, n]$. By default, graphs are assumed to be simple and undirected. For a vertex or edge $x$ of a graph $G=(V(G), E(G)), G-x$ denotes the graph obtained from $G$ by deleting said vertex or edge. The induced subgraph $G\left[V^{\prime}\right]$ is obtained from $G$ by deleting all vertices in $V(G) \backslash V^{\prime}$. An orientation of $G$ is a directed graph $G^{\rightarrow}$ with the same vertex set $V\left(G^{\rightarrow}\right)=V(G)$, such that its arc set $A\left(G^{\rightarrow}\right)$ includes for every edge $\{v, w\} \in E(G)$ exactly one of the $\operatorname{arcs}(v, w)$, $(w, v)$. A directed graph $G^{\rightarrow}$ is acyclic if it contains no directed cycle. A total order $\sigma$ of the vertices of $G^{\rightarrow}$ is a topological order if $(v, w) \in A(G \rightarrow)$ implies $v<_{\sigma} w$ for all vertices $v, w$; in this case we write $\sigma \in \operatorname{Top}\left(G^{\rightarrow}\right)$. Every total order $\sigma$ of $V(G)$ induces an acyclic orientation of $G$ for which $\sigma$ is a topological order. The notation $A<_{\sigma} B$ means that $a<_{\sigma} b$ for all $a \in A, b \in B$.

[^32]\{2\}
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Figure 1 (a) shows the "copy gadget" used in the proof of Lemma 3. The vertices are annotated with their degree lists $\lambda$. (b) and (c) show the only two acyclic $\lambda$-abiding orientations of (a).

We denote the set of neighbors of $v$ in an (undirected) graph $G$ by $N_{G}(v)$, the degree by $\operatorname{deg}_{G}(v):=\left|N_{G}(v)\right|$, the in-degree in $G^{\rightarrow}$ by $\operatorname{deg}_{G}^{-}(v)$ and the out-degree by $\operatorname{deg}_{G \rightarrow}^{+}(v)$. A vertex $v$ is a source in a directed graph $G \rightarrow$ if $\operatorname{deg}_{G \rightarrow}^{-}(v)=0$. If clear from context, the subscripts may be omitted. The Degree-Constrained Orientation problem is defined as follows.

```
Degree-Constrained Orientation (DCO)
    Input: A graph G}=(V,E)\mathrm{ , and a function }\lambda:V->\mp@subsup{2}{}{\mathbb{N}}\mathrm{ .
    Question: Is there an orientation of G such that \mp@subsup{\operatorname{deg}}{}{-}(v)\in\lambda(v) for each }v\inV\mathrm{ ?
```

A feasible solution of an instance of DCO is called $\lambda$-abiding orientation. The variant of DCO where only acyclic orientations are allowed is denoted Degree-Constrained Acyclic Orientation (DCAO). When writing each set $\lambda(v)$ as $\lambda(v)=:\left\{\lambda_{1}^{v}<\lambda_{2}^{v}<\ldots\right\}$, we say that $\lambda(v)$ has a $k$-gap at position $i$ if $\lambda_{i+1}^{v}-\lambda_{i}^{v}>k$ for $k \geq 1$. Finally, we consider a special case of the DCAO problem that arises in phylogenetics: In Phylogenetic Degree-Constrained Orientation (PDCO), we have

- a unique root vertex $r$ with $\lambda(r)=\{0\}$,
- a non-empty $\lambda(v) \subseteq\left\{1, \operatorname{deg}_{G}(v)-1\right\}$ for each vertex $v \neq r$ with $\operatorname{deg}_{G}(v)>1$, and
- $\lambda(v)=\{1\}$ for each vertex $v \neq r$ with $\operatorname{deg}_{G}(v)=1$ (called leaves).

If the input graph is disconnected, we can solve the problem on each connected component individually. Feasible $\lambda$-abiding solutions of the connected components can easily be combined to a solution for the entire graph. Therefore, throughout the paper we assume that the input graph $G$ is connected.

## 3 NP-Hardness of PDCO

Recall that we can decide in polynomial time whether a graph of maximum degree three can be oriented into a phylogenetic network [3]. Essentially, this requires that all vertices $v$ (except the root and the leaves) have $\lambda(v)=\{1, \operatorname{deg}(v)-1\}$. We show that, if $\lambda(v)$ is only required to be a subset of $\{1, \operatorname{deg}(v)-1\}$, the problem becomes NP-hard. In particular, we reduce the NP-hard [16] Monotone Exact 1 in 3 SAT (MX3SAT) to PDCO. In this problem, the input is a CNF-formula $\Phi$ without negations where each clause contains at most three literals and the question is whether there is an assignment of the variables such that in each clause exactly one variable is assigned true.

Our reduction makes use of a "copy gadget" allowing us to multiply the information whether a variable is set to true or false. Each such gadget consists of five degree- 3 vertices as shown in Figure 1(a). We refer to the three edges leaving any such gadget as its top edge and its two bottom edges, where the top edge is the one attached to the vertex $v$ with $\lambda(v)=\{1,2\}$. It is not difficult to verify that the only two possible acyclic orientations of the copy gadget are the ones shown in Figure 1(b) and (c). This implies the following observation.

- Observation 1. Let $(G, \lambda)$ be an input for the DCO problem such that $G$ contains a copy of the gadget as an induced subgraph. Let $G \rightarrow$ be a $\lambda$-abiding acyclic orientation of $G$. Then, all bottom edges are oriented towards the gadget in $G^{\rightarrow}$ if and only if the top edge is oriented away from the gadget in $G \rightarrow$.
- Construction 2. Let $\Phi$ be an instance of Monotone Exact 1 in 3 SAT with $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ and $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$. For each variable $x_{i}$, let $r_{i} \in[m]$ be the number of occurrences of $x_{i}$ in $\Phi$, let $\rho_{i}:\left[r_{i}\right] \rightarrow[m]$ be an arbitrary total order of the indices of clauses that contain $x_{i}$ and let $\mathcal{X}_{i}:=\left\{C_{\rho_{i}(1)}, \ldots, C_{\rho_{i}\left(r_{i}\right)}\right\}$ be the set of clauses that contain $x_{i}$.

We construct from $\Phi$ an instance $(G, \lambda)$ of PDCO as follows. For each variable $x_{i}$, we add a vertex $v_{i}$ with $\lambda\left(v_{i}\right)=\{1,2\}$ and, for each clause $C_{j}$, we add a vertex $w_{j}$ with $\lambda\left(w_{j}\right)=\{1\}$. For each variable $x_{i}$ we add $r_{i}-1$ many copy gadgets to $G$ in the following way: The first copy gadget of $x_{i}$ connects with its top edge to the vertex $v_{i}$. The top edge of any subsequent copy gadget of $x_{i}$ is identified with the right bottom edge of the previous copy gadget. The left bottom edge of the $j$-th copy gadget of $x_{i}$ attaches to the clause vertex $w_{\rho_{i}(j)}$ belonging to the $j$-th clause $C_{\rho_{i}(j)}$ in $\mathcal{X}_{i}$. In this way, we create a chain of $r_{i}-1$ many copy gadgets, where the last one connects with its two bottom edges to the clause vertices $w_{\rho_{i}\left(r_{i}-1\right)}$ and $w_{\rho_{i}\left(r_{i}\right)}$ of the last two clauses in $\mathcal{X}_{i}$. In the corner case that $r_{i}=1$, we attach $v_{i}$ directly to $w_{\rho_{i}(1)}$.

To ensure that there is a unique root, we add a vertex $u_{0}$ with $\lambda\left(u_{0}\right)=\{0\}$ and vertices $u_{i}$ with $\lambda\left(u_{i}\right)=\{1\}$ for all $i \in[n]$ and we add the edges $\left\{u_{i}, u_{i+1}\right\}$ for all $0 \leq i \leq n-1$, as well as $\left\{u_{i}, v_{i}\right\}$ for all $i \in[n]$. Finally, for each degree-2 vertex $z$ in the construction, add a private neighbor $\ell_{z}$ with $\lambda\left(\ell_{z}\right)=\{1\}$.

Note that the definition of $\lambda$ for the variable vertices simulates the two possible states of the variable and, for the clause vertices, it forces exactly one variable in the clause to be true. Further, note that the vertex $u_{0}$ and all $\ell_{z}$ have degree one and all variable vertices $v_{i}$, all vertices $u_{i}$ and all vertices of a copy gadget have degree three. Note also that each clause $C_{j}$ in $\Phi$ contains exactly three variables and, thus, the corresponding clause vertex $w_{j}$ is connected to exactly three copy gadgets. Hence, every vertex in $G$ has degree at most three. Finally, note that $\lambda$ has no gaps of any size.

- Lemma 3. Let $\Phi$ be an instance of MX3SAT and let $(G, \lambda)$ be the instance of PDCO constructed by Construction 2 for $\Phi$. Then, $\Phi$ is satisfiable if and only if $G$ has a $\lambda$-abiding acyclic orientation.

Proof. " $\Rightarrow$ ": Suppose that $\Phi$ has a satisfying assignment $\beta:\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \rightarrow\{$ true, false $\}$. We can construct a $\lambda$-abiding acyclic orientation $G_{\beta}$ for $(G, \lambda)$ as follows:

- The edge $\left\{u_{0}, u_{1}\right\}$ is oriented towards $u_{1}$.
- For each $i \in[n]$, the edge $\left\{z, \ell_{z}\right\}$ for each $\ell_{z}$ is oriented towards $\ell_{z}$ and the edges $\left\{u_{i}, v_{i}\right\}$ and $\left\{u_{i}, u_{i+1}\right\}$ are directed away from $u_{i}$.
- For each variable $x_{i}$ with $\beta\left(x_{i}\right)=$ false, the edge between $v_{i}$ and the first copy gadget of $x_{i}$ is oriented towards $v_{i}$. Further, each copy gadget of $x_{i}$ is oriented as shown in Figure 1(c), implying that the edge between any such copy gadgets and any clause vertex $w_{j}$ of a clause $C_{j}$ containing $x_{i}$ is oriented away from $w_{j}$.
- Analogously, for each variable $x_{i}$ with $\beta\left(x_{i}\right)=$ true, the edge between $v_{i}$ and the first copy gadget of $x_{i}$ is oriented away from $v_{i}$. Further, each copy gadget of $x_{i}$ is oriented as shown in Figure 1(b), implying that the edge between any such copy gadgets and any clause vertex $w_{j}$ of a clause $C_{j}$ containing $x_{i}$ is oriented towards $w_{j}$.

Since each clause $C_{j}$ contains exactly one variable that is assigned true by $\beta$, exactly one of the edges incident to $w_{j}$ is oriented towards $w_{j}$ in $G_{\beta}$, fulfilling the given in-degree list of $w_{j}$. One can verify that $G_{\beta}$ satisfies all in-degree lists of all vertices in copy-gadgets (see Figure 1) as well as the in-degree lists of all $u_{i}, v_{i}$, and all $\ell_{z}$. Moreover, $G_{\beta}^{\rightarrow}$ is acyclic since (a) each copy gadget is oriented in an acyclic way, (b) no directed cycle can contain both bottom arcs of any copy gadget, and (c) no directed cycle can contain any $v_{i}$ due to the orientation of the edges $\left\{u_{i}, v_{i}\right\}$ for all $i \in[n]$. Therefore, $G_{\beta}$ is a $\lambda$-abiding acyclic orientation and $(G, \lambda)$ is a yes-instance.
$" \Leftarrow "$ : Suppose that $G$ has a $\lambda$-abiding acyclic orientation $G \rightarrow$. We define a truth assignment $\beta:\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \rightarrow\{$ true, false $\}$ as follows for each variable $x_{i}$ :

$$
\beta\left(x_{i}\right):= \begin{cases}\text { false } & \text { if } v_{i} \text { has an arc incoming from the first copy gadget of } x_{i} \text { in } G \rightarrow \\ \text { true } & \text { otherwise }\end{cases}
$$

By construction of $G$, for each variable $x_{i}$, all edges between copy gadgets of $x_{i}$ and clause vertices are oriented the same way as the edge between $v_{i}$ and the first copy gadget of $x_{i}$ in $G \rightarrow$ (the edge incident with $v_{i}$ is oriented away from $v_{i}$ if and only if the edges between the copy gadgets of $x_{i}$ and the clause vertices are oriented away from their copy gadget). Thus, for each variable $x_{i}$, we have $\beta\left(x_{i}\right)=$ true if and only if, for each clause $C_{j} \in \mathcal{X}_{i}$, the edge between $w_{j}$ and the corresponding copy gadget of $x_{i}$ is oriented towards $w_{j}$. Since $G \rightarrow$ is a solution, each clause vertex $w_{j}$ has exactly one incoming $\operatorname{arc}$ in $G^{\rightarrow}$, with the other edges oriented away from $w_{j}$. Thus, the assignment $\beta$ satisfies every clause of $\Phi$ exactly once, implying that $\Phi$ is a yes-instance.

Since PDCO is a special case of DCAO, the previous reduction implies the following.

- Corollary 4. PDCO and DCAO are NP-hard, even if the maximum degree is 3 and the instance contains no gaps.


## 4 Parameterized Algorithms

### 4.1 Number of gaps

- Theorem 5. DCO can be solved in polynomial time, when the instance does not contain 2-gaps.

Proof. Let $G$ be any graph and $\lambda: V(G) \rightarrow 2^{\mathbb{N}}$. We obtain $G^{\prime}$ from $G$ by subdividing every edge $e$ once with a new vertex $\gamma_{e}$ of degree 2 . Extend $\lambda$ to $V\left(G^{\prime}\right)$ by assigning $\lambda\left(\gamma_{e}\right)=1$ for every vertex $\gamma_{e} \in V\left(G^{\prime}\right) \backslash V(G)$. By a result of Cornuéjols [4], we can in polynomial time find a subgraph $G^{\prime \prime}$ of $G^{\prime}$ with $\operatorname{deg}_{G^{\prime \prime}}(v) \in \lambda(v)$ for each $v \in V\left(G^{\prime}\right)$.

Note that, for any $e=\{v, w\} \in E(G)$, the subgraph $G^{\prime \prime}$ contains exactly one of the edges $\left\{v, \gamma_{e}\right\},\left\{w, \gamma_{e}\right\}$. We use this to define an orientation of $G$, by directing $e=\{v, w\}$ towards $w$ if and only if $\left\{w, \gamma_{e}\right\} \in E\left(G^{\prime \prime}\right)$. It is easy to verify that this orientation satisfies $\operatorname{deg}^{-}(v)=\operatorname{deg}_{G^{\prime \prime}}(v)$ for every vertex $v \in V(G)$ and is thus a solution for an instance of DCO.

A simple branching algorithm gives us the following result in regards to the total number of 2-gaps appearing in all $\lambda(v)$ combined, which we denote by gaps $_{2}$.

- Theorem 6. $D C O$ can be solved in $2^{\text {gaps }_{2}} \cdot n^{\mathcal{O}(1)}$ time on $n$-vertex graphs.

Proof. Let $(G, \lambda)$ be any given instance. For any vertex $v$ let $k$ be the number of 2 -gaps in $\lambda(v)$. Note that $\lambda(v)$ can be partitioned into $k+1$ subsets, none of which has any 2 -gaps. By restricting $\lambda(v)$ to one of these subsets for every vertex $v$, we obtain a polynomial-time solvable subproblem according to Theorem 5. As there are at most $2^{\text {gaps }_{2}}$ such subproblems, the claimed time bound follows.

### 4.2 Treewidth

- Theorem 7. Let an n-vertex graph $G$ be given together with a tree decomposition of width tw. Let further $\max _{\lambda}=\max _{v \in V(G)} \max \lambda(v)$ be the maximum admitted in-degree. Then the instance $(G, \lambda)$ of
- DCO can be solved in $\mathcal{O}\left(\left(\max _{\lambda}\right)^{2 \mathrm{tw}} \cdot \mathrm{tw}^{2} \cdot n\right)$ time.
- DCAO can be solved in $\mathcal{O}\left(\left(\max _{\lambda}\right)^{2 \mathrm{tw}} \cdot \mathrm{tw}!\cdot \mathrm{tw}^{2} \cdot n\right)$ time;
- PDCO can be solved in $\mathcal{O}\left(8^{\mathrm{tw}} \cdot \mathrm{tw}!\cdot \mathrm{tw}^{2} \cdot n\right)$ time;

Theorem 7 follows directly from the following lemma, which we prove by a dynamic programming approach. This proof is deferred to a long version of this paper.

- Lemma 8. Let an n-vertex graph $G$ be given together with a tree decomposition of width tw . Let $d_{1}, d_{2} \in \mathbb{N}$ with $\lambda(v) \subseteq\left[d_{1}\right]_{0} \cup\left[\operatorname{deg}(v)-d_{2}, \operatorname{deg}(v)\right]$ for each vertex $v$. Then the instance $(G, \lambda)$ of
- DCO can be solved in $\mathcal{O}\left(\left(d_{1}+d_{2}+2\right)^{2 \mathrm{tw}} \cdot \mathrm{tw}^{2} \cdot n\right)$ time;
- DCAO can be solved in $\mathcal{O}\left(\left(d_{1}+d_{2}+2\right)^{2 \mathrm{tw}} \cdot \mathrm{tw}!\cdot \mathrm{tw}^{2} \cdot n\right)$ time.


### 4.3 Number of hazy vertices

We say a vertex $v$ is settled if $|\lambda(v)|=1$ and hazy otherwise. We denote by $h$ the number of hazy vertices. If every vertex is settled, DCAO (not necessarily connected) can be solved in $\mathcal{O}(m)$ time by repeatedly picking a vertex $v$ with $\lambda(v)=\{0\}$, deleting it from the graph and subtracting 1 from each of its neighbors' desired in-degrees until we reach a trivial instance with a) $\lambda(v) \neq\{0\}$ for each vertex $v$ or b) $G$ only contains a single vertex $v$ with $\lambda(v)=\{0\}$. Consequently, PDCO can be solved in $\mathcal{O}\left(2^{h} \cdot m\right)$ time since every hazy vertex admits only two possible in-degrees.

In the following, we want to show that DCAO too is fixed-parameter tractable with respect to $h$. To this end, let $(G, \lambda)$ be an instance of DCAO and let $H$ and $S$ be the set of hazy and settled vertices, respectively. For $s \in S$, we will not distinguish between $\lambda(s)$ and its only element for the sake of brevity.

We define the closure $A(X)$ of a set $X \subseteq H$ as the smallest superset of $X$ that contains every vertex $v \in S$ with $\left|N_{G}(v) \cap A(X)\right| \geq \lambda(v)$. Observe that the closure can be computed in $\mathcal{O}(n+m)$ time: As long as there remains a vertex $v \in X \cup\{s \in S \mid \lambda(s)=0\}$, add $v$ to $A(X)$, decrement $\lambda(w)$ for all $w \in N_{G}(v) \cap S$, and delete $v$. Note that this also implies that $A(X)$ is uniquely defined.

- Observation 9. Let $X \subseteq H$. The closure $A(X)$ can be computed in $O(n+m)$ time.

A subset $X$ of $H$ is called feasible if there exists an order $\sigma$ of the vertices such that $A(X)<_{\sigma} V(G) \backslash A(X)$ and the orientation $G \rightarrow$ induced by $\sigma$ satisfies $\operatorname{deg}_{G \rightarrow}^{-}(v) \in \lambda(v)$ for all $v \in A(X)$. The order $\sigma$ is then called a feasible order of $X$. If we know which subsets of $H$ are feasible, then we can solve DCAO as shown by the following lemma.

- Lemma 10. $(G, \lambda)$ is a yes-instance of $D C A O$ if and only if $H$ is a feasible subset of the hazy vertices $H$ and $A(H)=V(G)$.


Figure 2 Illustration of the proof of Lemma 11. Vertices are ordered left to right according to $\sigma$.

Proof. Let $G^{\rightarrow}$ be a $\lambda$-abiding acyclic orientation of $G$. Suppose for contradiction that $Q:=V(G) \backslash A(H) \neq \varnothing$. By definition of the closure, every vertex of $Q$ must have at least one incoming edge from another vertex in $Q$. Thus, the induced subgraph $G \rightarrow[Q]$ does not contain a source, and hence must contain a cycle. This proves $A(H)=V(G)$ and thus also that $H$ is a feasible subset. The reverse implication is immediate.

We compute the feasible subsets by dynamic programming, based on the following lemma.

- Lemma 11. Let $X \cup\{p\}$ be a feasible subset of hazy vertices $H$ and $\sigma$ a feasible order of $X \cup\{p\}$ with induced orientation $G^{\rightarrow}$. If $X<_{\sigma}\{p\}$, then $X$ has a feasible order $\sigma^{\prime} \in \operatorname{Top}\left(G^{\rightarrow}\right)$ with $A(X)<_{\sigma^{\prime}}\{p\}<_{\sigma^{\prime}} V(G) \backslash(A(X) \cup\{p\})$.

Proof. Figure 2 illustrates this proof.
Let $G \rightarrow$ be the orientation induced by $\sigma$. Let $z \in A(X)$ be chosen $\sigma$-minimal with $p<_{\sigma} z$. If no such $z$ exists, then we are done since $\sigma$ is a feasible order of $X$, then. Since $X<_{\sigma}\{p\}$, we cannot have $z \in X$. Therefore $z \in S=V(G) \backslash H$ and $\left|N_{G}(z) \cap A(X)\right| \geq \lambda(z)$ holds. Since $V_{<p}:=\left\{v \in V \mid v<_{\sigma} p\right\} \subseteq A(X \cup\{p\})$, any vertex $v \in V_{<p}$ must have $\operatorname{deg}_{G}^{-} \rightarrow(v) \in \lambda(v)$. This implies $V_{<p} \subseteq A(X)$.

Now let $Z$ be the connected component of $G\left[A(X) \backslash V_{<p}\right]$ containing $z$. We claim that $G \rightarrow$ directs no edge from $V \backslash A(X)$ to $Z$. Hence we may modify $\sigma$ by moving $Z$ in front of $p$ without affecting the induced orientation $G \rightarrow$.

To prove the claim, assume for contradiction that $G \rightarrow$ contains an arc $(u, w)$ with $p \leq_{\sigma} u<_{\sigma} z$ and $w \in Z$. Then define $A^{\prime}:=A(X) \backslash Z_{\geq w}$ where $Z_{\geq w}=\left\{v \in Z \mid v \geq_{\sigma}\right.$ $w\}$. Observe that no vertex $v$ in $A^{\prime}$ has an incoming edge from $Z_{\geq w} \subseteq V \backslash A^{\prime}$. Hence, $\left|N_{G}(v) \cap A^{\prime}\right|=\left|N_{G}(v) \cap V_{<p}\right|<\operatorname{deg}_{G}^{-} \rightarrow(v)=\lambda(v)$. This means that $A^{\prime}$ contradicts the minimality of $A(X)$.

Therefore, $Z$ can be moved in front of $p$ in the topological order. If this is followed by repeating the above steps as long as some valid choice of $z$ exists, we eventually obtain $\sigma^{\prime}$ as claimed.

- Theorem 12. $D C A O$ can be solved in $\mathcal{O}\left(2^{h} \cdot h \cdot m\right)$ time on an m-edge graph with $h$ hazy vertices.

Proof. Let $(G, \lambda)$ be a given DCAO-instance and let $H$ be the set of hazy vertices. Using the Iverson bracket notation ${ }^{3}$, we define a dynamic programming table $T[X]:=[X$ is feasible $]$. By Lemma 10 and Observation 9, the answer to the input instance can be computed in linear time from $T[H]$. Because $A(\varnothing)$ contains no hazy vertices, we can check in linear time whether there is a $\lambda$-abiding orientation of $G[A(\varnothing)]$ as outlined in the beginning of this section. This yields $T[\varnothing]$.

It remains to compute $T[X]$ recursively for any nonempty $X \subseteq H$. To this end, we iterate over all $p \in X$. Define $X^{\prime}:=X \backslash\{p\}$ and $\mu:=\left|N_{G}(p) \cap A\left(X^{\prime}\right)\right|$. If $T\left[X^{\prime}\right] \neq 1$ or $\mu \notin \lambda(p)$ then continue with the next choice of $p$. Otherwise we temporarily replace $\lambda(p)$ by $\mu$ and

[^33]orient all edges between $A\left(X^{\prime}\right)$ and $V(G) \backslash A\left(X^{\prime}\right)$ away from $A\left(X^{\prime}\right)$. We then check in linear time whether this orientation can be extended to a $\lambda$-abiding orientation of $G\left[A(X) \backslash A\left(X^{\prime}\right)\right]$. If this is the case, we set $T[X]=1$. Otherwise, after trying all choices of $p$, we set $T[X]=0$.

To see that this algorithm computes $T[X]$ correctly, suppose first that we end up with $T[X]=1$. Since $T\left[X^{\prime}\right]=1$, by induction there is a feasible order $\sigma^{\prime}$ of $X^{\prime}$. Take also a topological order $\sigma^{\prime \prime}$ of the constructed orientation of $G\left[A(X) \backslash A\left(X^{\prime}\right)\right]$. Produce a new order $\sigma$ of $V(G)$ by first taking $A\left(X^{\prime}\right)$ in the order given by $\sigma^{\prime}$, followed by $A(X) \backslash A\left(X^{\prime}\right)$ in the order given by $\sigma^{\prime \prime}$, and finally all remaining vertices in an arbitrary order. It is not difficult to check that $\sigma$ is a feasible order of $X$.

Now suppose conversely that $X$ has a feasible order $\sigma$ with induced orientation $G^{\rightarrow}$ of $G$. By Lemma 11, there is some choice of $p$ for which $X^{\prime}$ has a feasible order $\sigma^{\prime} \in \operatorname{Top}\left(G^{\rightarrow}\right)$ which puts $p$ immediately after $A\left(X^{\prime}\right)$. In particular, $\operatorname{deg}_{G \rightarrow}^{-}(p)=\left|N_{G}(p) \cap A\left(X^{\prime}\right)\right|$ and $T\left[X^{\prime}\right]=1$ by induction. Hence, the iteration which considers $p$ will produce $T[X]=1$.

With regards to the running time, there are clearly $2^{h}$ entries to compute. For each choice of $p$ we only need $\mathcal{O}(m)$ time. This gives $\mathcal{O}\left(2^{h} \cdot h \cdot m\right)$ time overall.

### 4.4 Potential Reticulations

Throughout this section, let $(G, \lambda)$ be an instance of DCAO and let $R$ be the set of potential reticulations of $G$, that is, $R:=\{v \in V \mid \max \lambda(v) \geq 2\}$. Consequently, $\lambda(w) \subseteq\{0,1\}$ for each $w \in V(G) \backslash R$. This lets us assume that $G-R$ is acyclic as, otherwise, no $\lambda$-abiding orientation can by acyclic. Thus, we call every connected component $T$ in $G-R$ a tree. For any $v \in R$, let $\mathcal{T}(v)$ denote the set of trees containing neighbors of $v$ in $G$ and, for any tree $T$, let $\mathcal{T}^{-1}(T)$ denote the set of vertices $v \in R$ with $T \in \mathcal{T}(v)$. Further, let $\mathcal{T}_{0}(v)$ denote the set of trees in $\mathcal{T}(v)$ that contain vertices $v$ with $0 \in \lambda(v)$.

While parameterizing with the number of potential reticulations is particularly motivated for the phylogenetic version of the orientation problem, the algorithm from Section 4.3 can be used to solve PDCO if $|R|$ is small since, in the phylogenetic setting, all hazy vertices are potential reticulations. Therefore, we will focus on the DCAO problem here. Our algorithm for solving DCAO first applies a series of reduction rules to simplify the instance and allow us to draw important observations. We then proceed with a dynamic programming over subsets of the set $R$, running in $\mathcal{O}^{*}\left(2^{|R|}\right)$ time.

- Lemma 13. Let $T$ be a tree in $G$. Let $G \rightarrow$ be an acyclic orientation of $G$ with $\operatorname{deg}_{G}^{-} \rightarrow(v) \in$ $\lambda(v)$ for each $v \in V(T)$. Let $\sigma \in \operatorname{Top}\left(G^{\rightarrow}\right)$ and let $r_{T}$ be the minimum of $V(T)$ with respect to $\sigma$. In $G^{\rightarrow}$,
(i) either $r_{T}$ is a source or $r_{T}$ has a unique parent $v \in R$,
(ii) each vertex $v \in V(T)$ with $v \neq r_{T}$ has a unique parent $u$ and $u \in V(T)$,
(iii) for each vertex $v \in V(T)$, there is a directed $r_{T}-v$-path, and
(iv) if any vertex $v \in V(T)$ has an incoming arc $(u, v)$ with $u \in R$, then $v=r_{T}$ and $u<_{\sigma} V(T)$, and
(v) for each $u, v \in \mathcal{T}^{-1}(T)$ with $u<_{\sigma} v$, all edges between $T$ and $v$ are oriented towards $v$.

Proof. (i): Suppose $r_{T}$ is not a source in $G \rightarrow$. Since $r_{T}$ is minimum with respect to $\sigma$, it has a parent in $R$. Moreover, $r_{T}$ cannot have two parents in $G \rightarrow$ since $\lambda\left(r_{T}\right) \subseteq\{0,1\}$ and $\operatorname{deg}_{G}^{-}\left(r_{T}\right) \in \lambda\left(r_{T}\right)$.
(ii): Assume towards a contradiction that $T$ contains a vertex $v \neq r_{T}$ with no parent in $V(T)$. Since $T$ is a tree, it contains $|V(T)|-1$ edges and, thus, the sum of in-degrees in $G^{\rightarrow}[V(T)]$ is $|V(T)|-1$. Since $r_{T}$ and $v$ both have in-degree 0 in $G \rightarrow[V(T)]$, the pidgeonhole principle implies that there is a vertex $w$ with in-degree at least two in $G \rightarrow[V(T)]$, contradicting $\operatorname{deg}_{G \rightarrow}^{-}(w) \in \lambda(w)$.
(iii): This follows immediately from (ii) and the fact that $T$ is acyclic even in $G$.
(iv): $v=r_{T}$ follows from (i) and (ii) and $u<_{\sigma} V(T)$ then follows from (iii).
(v): Assume towards a contradiction that there is an $\operatorname{arc}(v, w)$ in $G^{\rightarrow}$ with $w \in V(T)$. By (iv), $w$ is the root of $T$, so $u<_{\sigma} v<_{\sigma} w \leq_{\sigma} V(T)$. However, since $u \in \mathcal{T}^{-1}(T)$, there is also an $\operatorname{arc}\left(u, w^{\prime}\right)$ in $G^{\rightarrow}$ with $w^{\prime} \in V(T)$, contradicting (iv).

In the following, we call the vertex $r_{T}$ described in Lemma 13 the root of $T$ in $G^{\rightarrow}$.

- Reduction Rule 14. If $G$ contains some $v$ with $\lambda(v)=\varnothing$, then return "no".
- Reduction Rule 15. Let $u \in V$ be a vertex with $\lambda(u)=\{0\}$. For each neighbor $v$ of $u$, decrement all numbers in $\lambda(v)$ and delete $u$.

Note that all trees $T$ that do not contain a vertex $v$ with $0 \in \lambda(v)$ have to receive an incoming arc from a vertex in $R$. If this vertex is unique for some $T$, then we can already orient this edge.

- Reduction Rule 16. Let $T$ be a tree in $G$ such that $0 \notin \lambda(v)$ for all $v \in V(T)$. If $\mathcal{T}^{-1}(T)=\varnothing$, then return "no". If there is some $u$ with $\mathcal{T}^{-1}(T)=\{u\}$ and $\left|N_{G}(u) \cap V(T)\right|=1$, then remove $T$ from $G$.
- Reduction Rule 17. Let $T$ be a tree in $G$ and let $u \in R$. Let $X_{T}(u)$ denote the set of edges between $u$ and $T$ and let $\ell:=\left|X_{T}(u)\right| \geq 2$. Then remove all edges in $X_{T}(u)$ and decrease all numbers in $\lambda(u)$ by $\ell$.

Correctness of Reduction Rule 17. We show that, in any $\lambda$-abiding orientation $G \rightarrow$ of $G$, all edges of $X_{T}(u)$ are directed towards $u$. Towards a contradiction, assume that some $G \rightarrow$ contains the $\operatorname{arc}(u, v)$ for some $v \in V(T)$. By Lemma 13(iv), $v$ is the root of $T$ in $G^{\rightarrow}$ and $v \leq_{\sigma} T$ for all topological orders $\sigma$ of $G^{\rightarrow}$. But then, all edges in $X_{T}(u)$ are oriented away from $u$ in $G^{\rightarrow}$, contradicting Lemma 13(iv).

In the following, we assume that $G$ is reduced with respect to the reduction rules presented so far. In particular, for each $v \in R$ and each $T \in \mathcal{T}(v)$, there is a single edge between $v$ and $T$ in $G$ and each tree $T$ either contains a vertex $u$ with $0 \in \lambda(u)$ or has at least two vertices in $\mathcal{T}^{-1}(T)$.

Dynamic programming on the subsets of $\boldsymbol{R}$. Next, we describe a dynamic program that can decide whether an acyclic $\lambda$-abiding orientation exists for $G$. As usual, it can be augmented to actually construct such an orientation. Our dynamic programming table DP stores $\mathrm{DP}[Q]=1$ for $Q \subseteq R$ if and only if there is an acyclic orientation $G^{\rightarrow}$ of $G$ such that (a) $\operatorname{deg}_{G}^{-} \rightarrow(v) \in \lambda(v)$ for all $v \in V \backslash(R \backslash Q)$ and (b) the vertices of $Q$ preceed the vertices of $R \backslash Q$ in some topological order of $G \rightarrow$. Let us remark that $\varnothing$ fulfills the conditions (a) and (b), so $\operatorname{DP}[\varnothing]=1$. Further, if $\mathrm{DP}[R]=1$, then $G$ admits an acyclic $\lambda$-abiding orientation.

In the following, let $Q \subseteq R$ and suppose that $G$ admits an acyclic $\lambda$-abiding orientation $G \rightarrow$ with a topological order $\sigma$ satisfying $Q<_{\sigma} R \backslash Q$, that is, all vertices of $Q$ preceed all other vertices of $R$ in $\sigma$. Let $v$ be the maximum of $Q$ with respect to $\sigma$, let $T \in \mathcal{T}(v)$ and let $e$ be the edge in $G$ between $v$ and $T$. If $T \in \mathcal{T}(u)$ for some $u<_{\sigma} v$ then, by Lemma 13(v), $e$ must be directed towards $v$ in $G^{\rightarrow}$. Otherwise $e$ may or may not be directed towards $v$ in $G \rightarrow$. Any vertex $v$ whose list $\lambda(v)$ does not contradict this will be considered as a possible choice for a "last vertex of $Q$ " in the dynamic program.

- Definition 18. Let $Q \subseteq R$ and let $v \in Q$. Let $\alpha_{Q}(v):=\left\{T \in \mathcal{T}(v) \mid \mathcal{T}^{-1}(T) \cap Q \neq\{v\}\right\}$ be the set of trees that have an edge to $v$ but also to another vertex in $Q$, and let $N^{Q}(v):=$ $N(v) \cap Q$. If $\lambda(v)$ contains a number $z$ with $\left|\alpha_{Q}(v)\right| \leq z-\left|N^{Q}(v)\right| \leq|\mathcal{T}(v)|$, we call $v$ eligible with respect to $Q$.

The computation of $\mathrm{DP}[Q]$ is then given by the following recursion:
$\operatorname{DP}[Q]:= \begin{cases}1 & \text { if } Q=\varnothing \\ 1 & \text { if } Q \text { contains some } v \text { that is eligible wrt. } Q \text { and } \operatorname{DP}[Q \backslash\{v\}]=1 \\ 0 & \text { otherwise. }\end{cases}$

- Lemma 19. Let $Q \subseteq R$. The definition of $\mathrm{DP}[Q]$ matches its semantics, that is, $\mathrm{DP}[Q]=1$ if and only if there is an acyclic orientation $G \rightarrow$ of $G$ such that
(a) $\operatorname{deg}_{G \rightarrow}^{-}(v) \in \lambda(v)$ for all $v \in V \backslash(R \backslash Q)$ and
(b) the vertices of $Q$ preceed the vertices of $R \backslash Q$ in some topological order of $G \rightarrow$.

Proof. First, note that the lemma holds for $Q=\varnothing$. Thus, by induction, suppose that the lemma holds for all $Q^{\prime}$ with $\left|Q^{\prime}\right|=|Q|-1$.
$" \Rightarrow$ ": Let $\operatorname{DP}[Q]=1$, that is, $Q$ contains some $v$ that is eligible with respect to $Q$ and $\operatorname{DP}\left[Q^{\prime}\right]=1$ where $Q^{\prime}:=Q \backslash\{v\}$. By induction hypothesis, there is some orientation $G^{\rightarrow \prime}$ of $G$ such that $\operatorname{deg}_{G \rightarrow \prime}^{-}(u) \in \lambda(u)$ for all $u \in V \backslash\left(R \backslash Q^{\prime}\right)$ and the vertices of $Q^{\prime}$ precede the vertices of $R \backslash Q^{\prime}$ in some topological order $\sigma$ of $G^{\rightarrow \prime}$. Further, since $v$ is eligible with respect to $Q$, there is some $t \in \mathbb{N}$ with $\left|\alpha_{Q}(v)\right| \leq t \leq|\mathcal{T}(v)|$ and $\left|N^{Q}(v)\right|+t \in \lambda(v)$. Hence, there is a size- $t$ set $\mathcal{X}$ with $\alpha_{Q}(v) \subseteq \mathcal{X} \subseteq \mathcal{T}(v)$.

Now, we modify $G^{\rightarrow \prime}$ into a new orientation $G^{\rightarrow}$ as follows: First, for each $T \in \mathcal{X} \backslash \alpha_{Q}(v)$, pick any vertex $w \in V(T)$ with $0 \in \lambda(w)$ and orient all edges incident with a vertex in $T$ away from $w$. Note that $w$ exists since $G$ is reduced with respect to Reduction Rule 16 and due to condition (b). The orientation is well-defined since $T$ is a tree. Also note that the in-degrees of vertices in $Q^{\prime}$ remain unchanged since no vertex of $Q^{\prime}$ is adjacent to any vertex in such a $T$ (since $T \notin \alpha_{Q}(v)$ ). Second, orient all edges between $v$ and vertices $w \in R \backslash Q$ away from $v$.

Since no vertex in $Q^{\prime}$ has become a descendant of $v$ and no vertex in $R \backslash Q$ has become an ancestor of $v$, we conclude that there is a topological order $\pi$ of $G^{\rightarrow}$ with $Q^{\prime}<_{\pi} v<_{\pi} R \backslash Q$. This implies condition (b). Further, as all vertices in $Q^{\prime}$ preceed $v$ in $\pi$ and $v$ has exactly one arc incoming from each $T \in \mathcal{X}$, we conclude that $\operatorname{deg}_{G \rightarrow}^{-}(v)=\left|N^{Q^{\prime}}(v)\right|+t \in \lambda(v)$. This implies condition (a).
$" \Leftarrow "$ : Let $G \rightarrow$ be an acyclic orientation of $G$ with topological order $\sigma$ such that conditions (a) and (b) are satisfied. Let $v$ be the maximum with respect to $\sigma$ of $Q$ and let $P$ denote the set of parents of $v$ in $G^{\rightarrow}$. Clearly, we have $P \cap Q=N^{Q}(v)$. Further, by Lemma 13(iv), all edges between $v$ and trees in $\alpha_{Q}(v)$ are oriented towards $v$ in $G^{\rightarrow}$. Thus, $\left|N^{Q}(v)\right|+\left|\alpha_{Q}(v)\right| \leq$ $\operatorname{deg}_{G \rightarrow}^{-}(v) \leq\left|N^{Q}(v)\right|+|\mathcal{T}(v)|$. By condition (a), we have $\operatorname{deg}_{G \rightarrow}^{-}(v) \in \lambda(v)$, implying that $v$ is eligible with respect to $Q$. Further, since condition (a) holds for $Q$, it also holds for $Q^{\prime}:=Q \backslash\{v\}$ and, since $v$ has been chosen as the maximum of $Q$ with respect to $\sigma$, condition (b) also holds for $Q^{\prime}$. By induction hypothesis, $\mathrm{DP}\left[Q^{\prime}\right]=1$, implying $\mathrm{DP}[Q]=1$ by definition of $\operatorname{DP}[Q]$.

Running Time. For the running time, first note that the reduction rules can be exhaustively applied in $\mathcal{O}\left((n+m) \cdot \max _{\lambda}\right)$ time. Second, for any set $Q \subseteq R$ and vertex $v \in Q$, eligibility of $v$ with respect to $Q$ can be checked in $\mathcal{O}\left(\operatorname{deg}_{G}(v) \cdot|Q|\right)$ with a linear-time preprocessing to determine $|\mathcal{T}(v)|$ for each $v$ and $\mathcal{T}^{-1}(T)$ for each $T$. Thus, in total, the table can be computed in $\mathcal{O}\left(2^{|R|} \cdot|R| \cdot m+(n+m) \cdot \max _{\lambda}\right)$ time.

- Theorem 20. DCAO can be solved in $\mathcal{O}\left(2^{|R|} \cdot|R| \cdot m+(n+m) \cdot \max _{\lambda}\right)$ time.


## 5 Hardness with respect to treewidth

By Theorem 7, DCAO and DCO are XP with respect to treewidth. In this section, we prove also a corresponding negative result. Both, DCO and DCAO, are W[1]-hard with respect to treewidth.

- Theorem 21. DCO is $\mathrm{W}[1]$-hard with respect to treewidth.

Proof. We reduce from Matching with Lower and Upper Quotas (MLQ) which is known to be W[1]-hard with respect to treewidth [1, Thm. 6]. An instance of MLQ consists of a bipartite graph $G=(A \cup B, E)$, an integer $k \in \mathbb{N}$, and lower and upper quotas $\ell, u: B \rightarrow \mathbb{N}$. A solution to this MLQ instance is any subgraph $F$ of $G$ with $|E(F)| \geq k$ such that every vertex in $V(F) \cap A$ has degree 1 and every vertex $v \in V(F) \cap B$ has degree $\operatorname{deg}_{F}(v) \in[\ell(v), u(v)]$.

We construct a graph $D=\left(V(G) \cup\{\star\}, E^{\prime}\right)$ from $G$ by connecting vertex $\star$ to every vertex in $A$. Define $\lambda: V(D) \rightarrow 2^{\mathbb{N}}$ by

$$
\begin{aligned}
& \lambda(\star):=\{0, \ldots,|A|-k\}, \\
& \lambda(a):=\left\{\operatorname{deg}_{D}(a)-1\right\} \quad \forall a \in A, \\
& \lambda(b):=\{0\} \cup[\ell(b), u(b)] \quad \forall b \in B .
\end{aligned}
$$

Note that $\operatorname{tw}(D) \leq \operatorname{tw}(G)+1$ since $D-\{\star\}=G$. We claim that $(D, \lambda)$ is a yes-instance of DCO if and only if $(G, k, \ell, u)$ is a yes-instance of MLQ.
$" \Rightarrow$ ": Let $\alpha$ be an orientation of $G$ such that every vertex $v \in V(D)$ has $\operatorname{deg}^{-}(v) \in \lambda(v)$. Then we define $F$ to be the subgraph of $G$ induced by those edges that are directed from $A$ towards $B$. Clearly, this subgraph satisfies $\operatorname{deg}_{F}(b) \in[\ell(b), u(b)]$ for each $b \in B$ and $\operatorname{deg}_{F}(a)=1$ for each $a \in A$. Also, since every $a \in A$ has a single outwards-directed edge, and at most $|A|-k$ of these must be directed towards $\star$, there are at least $k$ edges in $F$.
" $\Leftarrow$ ": Let $F$ be a solution to MLQ. Then we construct an orientation of $D$ by orienting each edge in $A \times B$ towards $B$ if and only if that edge is contained in $F$. Furthermore, we orient each edge $\{\star, a\}$ with $a \in A$ towards $a$ if and only if $a \in V(F)$. Clearly, our assumption on $F$ then gives $\operatorname{deg}^{-}(b) \in \lambda(b)$ for every $b \in B$. Each vertex $a \in A$ has $\operatorname{deg}^{+}(a)=1$, either because of an edge to $B$ (if $a \in V(F)$ ), or because of an edge towards $\star$ (if $a \notin V(F)$ ); thus $\operatorname{deg}^{-}(a) \in \lambda(a)$. Finally, $\operatorname{deg}^{-}(\star)=|A \backslash V(F)| \leq|A|-k$. This concludes the proof.

- Theorem 22. DCAO is $\mathrm{W}[1]$-hard with respect to treewidth.

Proof. We reduce from an DCO instance $(G, \lambda)$. To this end, subdivide each edge of $G$ twice, and set $\lambda^{\prime}(v)=\{0,2\}$ for the newly created degree- 2 vertices. Let $G^{\prime}$ be the resulting graph and $\lambda^{\prime}(v)=\lambda(v)$ for all $v \in V(G)$. It is easy to see that there is a natural bijection between the $\lambda$-abiding orientations of $G$ and the $\lambda^{\prime}$-abiding orientations of $G^{\prime}$. Since any $\lambda^{\prime}$-abiding orientation of $G^{\prime}$ must be acyclic and $\operatorname{tw}\left(G^{\prime}\right)=\operatorname{tw}(G)$, this proves the claim.

## 6 Conclusion

We analyzed three variants of graph orientation within the framework of parameterized complexity. With PDCO and DCAO, two of these variants require that a solution is acyclic. The requirement of acyclicity is hardly considered in literature but arises naturally when building up of phylogenetic networks.

We showed that PDCO and DCAO are NP-hard even if the maximum degree of the input graph is three and the potential in-degrees are consecutive. On the positive side, we established FPT-algorithms for DCAO and PDCO with respect to the number of vertices which have more than one option as in-degree, and with respect to the number of vertices having potentially two incoming edges.

Even though DCO and DCAO are W[1]-hard when parameterized by the treewidth, all three problems are solvable in polynomial time if the input graph has constant treewidth. Therefore it is natural to ask whether DCO, DCAO or PDCO can be solved in polynomial time on graph classes more general than graphs with constant treewidth, such as planar graphs. To strengthen the result that DCO is FPT when parameterized by the total number of 2-gaps, it would be good to investigate whether DCO is FPT with respect to the number of vertices having a 2 -gap, or a new parameter $h$-gap-index where the $h$-gap-index, similar to the $h$-vertex-index, is the smallest number $h$ such that at least $h$ vertices have at least $h$ 2-gaps.
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#### Abstract

Cluster Editing is the problem of finding the minimum number of edge-modifications that transform a given graph $G$ into a cluster graph $G^{\prime}$, that is, each connected component of $G^{\prime}$ is a clique. Similarly, in the Cluster Deletion problem, we further restrict the sought cluster graph $G^{\prime}$ to contain only edges that are also present in $G$. In this work, we consider the parameterized complexity of a local search variant for both problems: LS Cluster Deletion and LS Cluster Editing. Herein, the input also comprises an integer $k$ and a partition $\mathcal{C}$ of the vertex set of $G$ that describes an initial cluster graph $G^{*}$, and we are to decide whether the " $k$-move-neighborhood" of $G^{*}$ contains a cluster graph $G^{\prime}$ that is "better" (uses less modifications) than $G^{*}$. Roughly speaking, two cluster graphs $G_{1}$ and $G_{2}$ are $k$-move-neighbors if $G_{1}$ can be obtained from $G_{2}$ by moving at most $k$ vertices to different connected components.

We consider parameterizations by $k+\ell$ for some natural parameters $\ell$, such as the number of clusters in $\mathcal{C}$, the size of a largest cluster in $\mathcal{C}$, or the cluster-vertex-deletion number (cvd) of $G$. Our main lower-bound results are that LS Cluster Editing is W[1]-hard when parameterized by $k$ even if $\mathcal{C}$ has size two and that both LS Cluster Deletion and LS Cluster Editing are $\mathrm{W}[1]$-hard when parameterized by $k+\ell$, where $\ell$ is the size of the largest cluster of $\mathcal{C}$. On the positive side, we show that both problems admit an algorithm that runs in $k^{\mathcal{O}(k)} \cdot \operatorname{cvd}^{3 k} \cdot n^{\mathcal{O}(1)}$ time and either finds a better cluster graph or correctly outputs that there is no better cluster graph in the $k$-move-neighborhood of the initial cluster graph.


As an intermediate result, we also obtain an algorithm that solves Cluster Deletion in $\mathrm{cvd}^{\mathrm{cvd}} \cdot n^{\mathcal{O}(1)}$ time.
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## 1 Introduction

Graph-based data clustering is a fundamental task with numerous applications [40]. Within this broad setting, we focus on the approach of modfying an input graph into a cluster graph (that is, a disjoint union of cliques) with as few edge modifications as possible. Herein, edges may be deleted or inserted, leading to the well-known Cluster Editing or Correlation

Clustering [2, 4, 41] problem. If only edge deletions are allowed, then the problem is called Cluster Deletion [41]. One important advantage of the graph-modification approach is that the number of clusters is not part of the input but is determined implicitly.

Cluster Deletion and, in particular, Cluster Editing are highly relevant in practice, with application areas ranging from bioinformatics [4] to data mining [2] and psychology [46]. Unfortunately, it is NP-hard to decide whether a given graph is at most a given number of modifications away from being a cluster graph [41]. Therefore, efforts have been made to circumvent this hardness. One particularly successful approach are parameterized algorithms $[8,13,18,23,26,37]$. Given the amount of research and the practical relevance, it is no surprise that Cluster Editing was selected as the problem for the sixth installment of the parameterized implementation challenge PACE 2021 [32]. The results revealed the strength of local search for Cluster Editing: The top ten submissions in the heuristic track all involve local search. Moreover, the top three submissions always returned a solution less than 1.001 times larger than the best known solution, that is, the relative error is below $10^{-3}$. This is in stark contrast to the best known polynomial-time approximation having an approximation factor of 2.06 [12], thus having a relative error that is three orders of magnitude larger!

In this work we complement the results of the PACE 2021 heuristic track with a theoretical study of the local search problems associated with Cluster Editing and Cluster Deletion. More precisely, we study the following question: Can we improve a given clustering ${ }^{1}$ of the input graph $G$ by "moving" at most $k$ vertices to different clusters? Many local search algorithms submitted to PACE 2021 try to move vertices between clusters to improve their solution [3, 7, 22, 32, 42]. For Cluster Editing we are free to move any vertex in any cluster (inserting missing edges within a cluster and deleting edges between clusters) while, for Cluster Deletion, we have to ensure that there are no missing edges within any cluster we create. The respective local search versions of the problems are called LS-ClUSTER Editing and LS-Cluster Deletion (see Section 2 for precise problem definitions).

Related Work. In the more general setting, our work fits into the theme of parameterized local search. Unfortunately, most parameterized local search problems turn out to be W[1]hard with respect to their local search radius $k[9,15,17,21,27,28,33,39,43]$. Consequently, one often tries to combine $k$ with some structural parameter $\ell$ in the hope of obtaining an FPT algorithm. Experimental evaluation showed that such algorithms often achieve very good solutions quickly $[19,20,25,29,31]$.

Dörnfelder et al. [15] already proved the W[1]-hardness of a local search version of Cluster Editing with a different local neighborhood: they search for a better solution by modifying at most $k$ edges in the given solution. Recently, Luo et al. [38] considered the closely related Dynamic Cluster Editing problem, in which a given clustering $\mathcal{C}$ for a graph $G$ has to be adapted while the graph $G$ changes dynamically, keeping the modification distance between them low. In this setting, the main question is whether minor changes to $\mathcal{C}$ are sufficient to produce a good clustering for the (slightly) changed new graph. Since, in this setting, the old graph $G$ is actually irrelevant for the computational problem, there are only minor technical differences to LS-Cluster Editing. Luo et al. [38] measure the distance to $\mathcal{C}$ by the number of vertices moving to a different cluster (they call this "matching distance") - the same measure we use. They analyzed the parameterized complexity of

[^34]Dynamic Cluster Editing with respect to the solution size $\ell$ (number of edges to modify in $G$ ) and the number $k$ of changes allowed to be done to the given solution. They obtained $\mathrm{W}[1]$-hardness for each of the parameters $k$ and $\ell$ individually and fixed-parameter tractability with respect to the combined parameter $k+\ell$.

Besides the work on Dynamic Cluster Editing, there are numerous works on Cluster Editing, including search-tree based algorithms [8, 23], kernelizations [10, 13, 18, 26], and above lower-bound parameterizations [6, 37]. For Cluster Deletion, there are search-tree based algorithms [30, 45] and problem kernels [10, 11].

Our Results. We consider the number $k$ of vertices allowed to be moved to different clusters, since this number can be expected to be small (mostly one-digit values in PACE 2021 local search submissions). We show that LS-Cluster Deletion and LS-Cluster Editing are - like many other local search problems - W[1]-hard with respect to the local search radius $k$, so we try to combine $k$ with different structural parameters. If a parameter combination $k+\ell$ allows for fixed-parameter tractability, then we aim for running times of the form $\ell^{\mathcal{O}(k)} \cdot n^{\mathcal{O}(1)}$ as advocated by Komusiewicz and Morawietz [34]. The motivation is that $k$ is expected to be much smaller than even $\ell$ which, in turn, is hopefully considerably smaller than $n$. Thus, the resulting algorithms are expected to be very efficient in practice, which is particularly important since local search subroutines are called excessively in the solvers (see for example the PACE 2021 solvers [32]).

We combine $k$ with the maximum degree $\Delta$, the maximum size of any clique in the given solution, or the cluster vertex deletion number cvd, that is, the number of vertices to remove to obtain a cluster graph. In Section 3, we present algorithms with running times of the form $(\ell \cdot k)^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$ for $\ell=\Delta$ (see Theorem 3.3) and $\ell=\operatorname{cvd}$ (see Corollary 3.8 and Theorem 3.9). As an intermediate result, we obtain an algorithm solving Cluster Deletion in $\mathrm{cvd}^{\mathrm{cvd}} \cdot n^{\mathcal{O}(1)}$ time (see Theorem 3.6). We complement the algorithms for LS-Cluster Deletion and LS-Cluster Editing with lower bounds in Section 4. In particular, we show that LS-Cluster Editing is W[1]-hard with respect to the sum of $k$, the maximum cluster size, and the degeneracy of the input graph $G$ (see Theorem 4.2) and that LS-Cluster Editing is W[1]-hard with respect to $k$ in the restricted case that the given clustering consists of only two clusters (see Theorem 4.5). LS-Cluster Deletion is also W[1]-hard with respect to the sum of $k$ and the maximum cluster size (see Theorem 4.6). Moreover, the employed reductions also show that neither LS-Cluster Editing nor LS-Cluster Deletion can be solved in $f(k) \cdot n^{o(k)}$ time unless the ETH fails. This shows that in the above mentioned algorithms the $\mathcal{O}(k)$ in the exponent cannot be replaced by $o(k)$.

Due to space restriction, proofs of statements marked with $(\star)$ are deferred to a full version.

## 2 Preliminaries

For details about relevant definitions of parameterized complexity such as fixed-parameter tractability, W[1]-hardness, parameterized reductions, kernelization, and ETH, we refer to the standard monographs $[14,16]$.

Let $X$ and $Y$ be sets. We denote by $A \oplus B:=(A \backslash B) \cup(B \backslash A)$ the symmetric difference between $A$ and $B$. A partition $\mathcal{P}$ of $X$ is a collection of non-empty and pairwise disjoint subsets of $X$ such that $\cup_{P \in \mathcal{P}} P=X$. Moreover, for an integer $k$, we denote by $\binom{X}{k}$ the collection of all size- $k$ subsets of $X$. Let $G=(V, E)$ be a graph. For a vertex set $S \subseteq V$, we denote by $E_{G}(S):=\binom{S}{2} \cap E$ the edges of $G$ between the vertices of $S$. If $G$ is clear from the
context, we may omit the subscript. A partition $\mathcal{C}$ of $V$ is called a clustering of $G$. Each vertex set $C$ of $\mathcal{C}$ is called a cluster. For a clustering $\mathcal{C}$, we denote by $E(\mathcal{C}):=\bigcup_{C \in \mathcal{C}}\binom{C}{2}$ the edges inside the clusters of $\mathcal{C}$.

We call a function $\chi: V \rightarrow \mathbb{N}$ a coloring of $V$. We say that color $i \in \mathbb{N}$ is used by $\chi$ if there is at least one vertex $v \in V$ with $\chi(v)=i$. For a coloring $\chi$, let $\mathcal{C}_{\chi}$ denote the clustering of $G$ where for each color $i$ used by $\chi, \chi^{-1}(i)=\left\{v^{\prime} \in V \mid \chi\left(v^{\prime}\right)=i\right\}$ is a cluster of $\mathcal{C}_{\chi}$. We call $\chi$ a cluster-coloring of $\mathcal{C}_{\chi}$ and we call $\mathcal{C}_{\chi}$ the clustering of $\chi$. Note that each clustering has infinitely many cluster-colorings and that all these cluster-colorings are identical with respect to isomorphism. Here, two colorings $\chi$ and $\chi^{\prime}$ are isomorphic if there is a bijection $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $\chi=f \circ \chi^{\prime}$.

Let $\chi$ and $\chi^{\prime}$ be colorings of $V$. We denote by $\operatorname{Move}\left(\chi, \chi^{\prime}\right):=\left\{v \in V \mid \chi(v) \neq \chi^{\prime}(v)\right\}$ the vertices that receive different colors under $\chi$ and $\chi^{\prime}$. Moreover, we set move $\left(\chi, \chi^{\prime}\right):=$ $\left|\operatorname{Move}\left(\chi, \chi^{\prime}\right)\right|$. Two colorings $\chi$ and $\chi^{\prime}$ are $k$-move-neighbors if move $\left(\chi, \chi^{\prime}\right) \leq k$. Analogously, two clusterings $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are $k$-move-neighbors if there is a cluster-coloring $\chi$ of $\mathcal{C}$ and a clustercoloring $\chi^{\prime}$ of $\mathcal{C}^{\prime}$ such that $\chi$ and $\chi^{\prime}$ are $k$-move-neighbors. We also denote by move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right)$ the smallest integer $k$ such that $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are $k$-move-neighbors. Note that move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right)$ can be computed in polynomial time [38]. For a clustering $\mathcal{C}$ we define $\operatorname{cost}(\mathcal{C}):=|E(\mathcal{C}) \oplus E|$. A clustering $\mathcal{C}^{\prime}$ is improving over a clustering $\mathcal{C}$, if $\operatorname{cost}\left(\mathcal{C}^{\prime}\right)<\operatorname{cost}(\mathcal{C})$.

For a function $f: A \rightarrow B$ and $C \subseteq A$ we denote by $\left.f\right|_{C}$ the function $f$ restricted to $C$.

- Observation 2.1. Let $G$ be a graph and let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be clusterings of $G$ with $\operatorname{move}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$. Then, $\left|\mathcal{C} \cap \mathcal{C}^{\prime}\right| \geq|\mathcal{C}|-2 k$.

In this work, we consider the parameterized complexity of the following problems.

## LS-Cluster Deletion

Input: An undirected graph $G=(V, E)$, an integer $k$ and a clustering $\mathcal{C}$ of $G$ with $E(\mathcal{C}) \subseteq E$.
Question: Is there an improving $k$-move-neighbor $\mathcal{C}^{\prime}$ of $\mathcal{C}$ for $G$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ ?

## LS-Cluster Editing

Input: An undirected graph $G=(V, E)$, an integer $k$ and a clustering $\mathcal{C}$ of $G$.
Question: Is there an improving $k$-move-neighbor $\mathcal{C}^{\prime}$ of $\mathcal{C}$ for $G$ ?
Further, we also analyze the permissive version of both problems, that is, the problem, where we want to find any better solution or correctly output that the given solution has no improving $k$-move-neighbor. Thus, the permissive problem variants allow to return better clusterings even if these are not $k$-move-neighbors of $\mathcal{C}$.

## 3 Algorithms for Permissive Problem variants

In this section, we present our algorithmic results. We start with the parameterization maximum degree $\Delta$ and $k$. A first observation allows us to assume that any given clustering in our instance of LS-Cluster Editing consists exclusively of clusters that have diameter at most two in the input graph. Note that for LS-Cluster Deletion, the input clusters in the given clustering must all have diameter one, that is, they are cliques in the input graph.

- Observation 3.1. Let $G$ be a graph and let $\mathcal{C}$ be a clustering of $G$. If there is a cluster $C \in \mathcal{C}$ that has diameter at least three in $G$, then there is an improving 1-move-neighbor $\mathcal{C}^{\prime}$ of $\mathcal{C}$.

Proof. Let $u, v \in C$ be two vertices of distance at least three in $G$. Thus, we have $N(u) \cap$ $N(v)=\emptyset$. Assume without loss of generality that $|N(v) \cap C| \leq|N(u) \cap C|$.

We show that $\mathcal{C}^{\prime}:=(\mathcal{C} \backslash\{C\}) \cup\{C \backslash\{v\},\{v\}\}$ is an improving 1-move-neighbor of $\mathcal{C}$. Clearly, $\mathcal{C}^{\prime}$ is a 1 -move-neighbor of $\mathcal{C}$ as only $v$ moves to a previously empty cluster. Moreover, this move costs $|N(v) \cap C|$ edge deletions but saves at least $|N(u) \cap C|+1$ many edge insertions. Since $|N(v) \cap C| \leq|N(u) \cap C|$, it follows that $\mathcal{C}^{\prime}$ is improving over $\mathcal{C}$.

With the knowledge that the given clusters are connected, it is not too hard to see that we can restrict ourselves to looking for solutions where the vertices that change clusters are not too far apart from each other; otherwise we can simply ignore parts of the changes and obtain a better clustering by moving even fewer vertices. The formal statement is as follows:

- Lemma 3.2 ( $\star$ ). Let $G$ be a graph and $\mathcal{C}$ a clustering and $\mathcal{C}^{\prime}$ an improving clustering for $\mathcal{C}$. Let $C_{1}, \ldots, C_{q}$ be the clusters in $\mathcal{C}$ that change in $\mathcal{C}^{\prime}$ (that is, $\left\{C_{1}, \ldots, C_{q}\right\}:=$ $\left.\mathcal{C} \backslash \mathcal{C}^{\prime}\right)$. If $G\left[C_{1} \cup \ldots \cup C_{q}\right]$ is not connected, then there is an improving clustering $\mathcal{C}^{*}$ of $\mathcal{C}$ with move $\left(\mathcal{C}, \mathcal{C}^{*}\right)<\operatorname{move}\left(\mathcal{C}, \mathcal{C}^{\prime}\right)$. Moreover, if $E\left(\mathcal{C}^{\prime}\right) \subseteq E$, then $E\left(\mathcal{C}^{*}\right) \subseteq E$.

With Observation 3.1 and Lemma 3.2 we can show that checking for solutions for LSCluster Editing and LS-Cluster Deletion boils down to finding subgraphs of bounded size in graphs of bounded degrees for which we can apply an algorithm of Komusiewicz and Sommer [35]. Overall this results in the following statement.

- Theorem 3.3 ( $\star$ ). LS-Cluster Editing and LS-Cluster Deletion can be solved in $\Delta^{8 k}(6 e k)^{2 k+1} n^{\mathcal{O}(1)}$ time.

We remark that an algorithm solving LS-Cluster Editing or LS-Cluster Deletion in $f(\Delta) \cdot n \mathcal{O}(1)$ time is unlikely: Setting $k:=n$ and applying this algorithm repeatedly until no improvement is found would solve Cluster Editing or Cluster Deletion in $f(\Delta) \cdot n^{\mathcal{O}(1)}$ time; this is unlikely as both problems are NP-hard for constant maximum degree [36].

Parameterization by cluster vertex deletion number and $\boldsymbol{k}$. In the remainder of the section we provide two algorithms exploiting small modulators to cluster graphs - one for LS-Cluster Deletion in Section 3.1 and one for LS-Cluster Editing in Section 3.2. For both of our algorithms, we use the following notation. We say that a vertex set $M \subseteq V$ is a (cluster) modulator of $G$ if $G[V \backslash M]$ is a cluster graph. Let $\mathcal{B}$ be the connected components of $G[V \backslash M]$. We call each clique $B \in \mathcal{B}$ a bag. We denote by $\operatorname{cvd}(G)$ the cluster vertex deletion number, that is, the size of a smallest cluster modulator of $G$. If the graph $G$ is clear from the context, we may simply write cvd.

### 3.1 An Algorithm for LS-Cluster Deletion

Let $G=(V, E)$ be a graph and let $\mathcal{C}$ be a clustering of $G$. Moreover, let $S \subseteq V$ and let $\mathcal{C}_{S}$ be a clustering of $G[S]$. We say that $\mathcal{C}$ extends $\mathcal{C}_{S}$ if for each cluster $C \in \mathcal{C}_{S}$ there is a cluster $C^{\prime} \in \mathcal{C}$ with $C^{\prime} \cap S=C$.

- Lemma 3.4. Let $G=(V, E)$ be a graph and let $M$ be a cluster modulator of $G$. Moreover, let $\mathcal{C}_{M}$ be a given clustering of $G[M]$ with $E\left(\mathcal{C}_{M}\right) \subseteq E$. In $3^{\left|\mathcal{C}_{M}\right|} \cdot n^{\mathcal{O}(1)}$ time, one can find a best clustering $\mathcal{C}$ of $G$ among all clusterings $\mathcal{C}^{\prime}$ of $G$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ that extend $\mathcal{C}_{M}$.

Proof. Note that for each clustering $\mathcal{C}$ of $G$ that extends $\mathcal{C}_{M}$, the edges between vertices of $M$ in both $E(\mathcal{C})$ and $E\left(\mathcal{C}_{M}\right)$ are equal. Consequently, the task can also be reformulated as follows: find a clustering $\mathcal{C}^{*}$ of $G$ that maximizes the number of edges having at least one endpoint in $V \backslash M$ among all clusterings $\mathcal{C}$ of $G$ with $E(\mathcal{C}) \subseteq E$ that extend $\mathcal{C}_{M}$. In the following, we describe a dynamic program solving this reformulated task.

Fix an arbitrary ordering of the bags and let $B_{i}$ denote the $i$ th bag of $\mathcal{B}$ according to this ordering. The dynamic programming table $T$ has entries of type $T[X, i]$ with $X \subseteq \mathcal{C}_{M}$ and $i \in[0,|\mathcal{B}|]$. For $X \subseteq \mathcal{C}_{M}$ and $i \in[0,|\mathcal{B}|]$, let $V_{X}$ denote the union of all clusters of $X$ and let $V_{X}^{i}$ denote the union of $V_{X}$ and the first $i$ bags. The entry $T[X, i]$ stores the maximal number of edges having at least one endpoint in $V_{X}^{i} \backslash M$ of any clustering $\mathcal{C}_{X}^{i}$ of $G\left[V_{X}^{i}\right]$ with $E(\mathcal{C}) \subseteq E$ that extends $X$. Intuitively, this entry stores the best way to distribute the vertices of the first $i$ bags among the clusters of $X$.

To compute an entry $T[X, i]$, we iterate over all subsets $X^{\prime}$ of $X$ and check for the best way to distribute the vertices of the first $i-1$ bags among the clusters of $X^{\prime}$ and the best way to distribute the vertices of the $i$ th bag among the clusters of $X \backslash X^{\prime}$.

Formally, for each $X \subseteq \mathcal{C}_{M}$, we set $T[X, 0]:=0$ and for each $i \in[1,|\mathcal{B}|]$, we set

$$
T[X, i]:=\max _{X^{\prime} \subseteq X} T\left[X^{\prime}, i-1\right]+\operatorname{gain}_{i}^{X \backslash X^{\prime}}
$$

Here, $\operatorname{gain}_{i}^{X \backslash X^{\prime}}$ is the number of edges having at least one endpoint in bag $B_{i}$ of the best way to distribute the vertices of $B_{i}$ among the clusters of $X \backslash X^{\prime}$. This recurrence is correct because no cluster $C$ in a clustering $\mathcal{C}$ of $G$ can contain vertices of two distinct bags without violating $E(\mathcal{C}) \subseteq E$.

In the following, we describe how to compute $\operatorname{gain}_{i}^{Y}$ for each $i \in[1,|\mathcal{B}|]$ and each $Y \subseteq \mathcal{C}_{M}$.
$\triangleright$ Claim 3.5. In $3^{\left|\mathcal{C}_{M}\right|} \cdot n^{\mathcal{O}(1)}$ time, the values gain ${ }_{i}^{Y}$ can be computed for all $i \in[1,|\mathcal{B}|]$ and all $Y \subseteq \mathcal{C}_{M}$.

Proof. The computation of this value relies on the following observation: Let $\mathcal{C}$ be a best clustering of $G\left[V_{Y} \cup B_{i}\right]$ with $E(\mathcal{C}) \subseteq E$ that extends $Y$. Moreover, let $C$ be a largest cluster of $\mathcal{C}$. Then $C$ contains all vertices of $B_{i}$ that are adjacent to all vertices of $C \cap M$. This is true, since if there would be a cluster $C^{\prime}$ in $\mathcal{C}$ containing a vertex $v$ of $\left\{v \in B_{i} \mid C \subseteq N(v)\right\}$, then $\mathcal{C}^{\prime}:=\left(\mathcal{C} \backslash\left\{C, C^{\prime}\right\}\right) \cup\left\{C \cup\{v\}, C^{\prime} \backslash\{v\}\right\}$ is a clustering with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ that improves over $\mathcal{C}$. The properties of $\mathcal{C}^{\prime}$ hold since $C$ is a largest cluster of $\mathcal{C}$ and $B_{i}$ is a clique in $G$.

Hence, to solve this intermediate task, we can branch which cluster $C$ of $Y \cup\{\emptyset\}$ will be extended to be the largest cluster in $\mathcal{C}$, add all vertices of $B_{i}$ to $C$ that may fit into this cluster and solve the task recursively.

This can also be done by a dynamic program. We introduce the dynamic programming table $D_{i}$ with entries of type $D_{i}[Y, Z]$ with $Y \subseteq \mathcal{C}_{M}$ and $Z \subseteq Y$.

For each set $Z \subseteq Y$, we let $\operatorname{Remain}_{Y}^{Z}:=B_{i} \backslash\left(\bigcup_{C \in Y \backslash Z}\left\{v \in B_{i} \mid C \subseteq N(v)\right\}\right)$ denote the set of vertices of $B_{i}$ that do not fit in any cluster of $Y \backslash Z$. The entry $D_{i}[Y, Z]$ stores the maximal number of edges having at least one endpoint in $\operatorname{Remain}_{Y}^{Z}$ of any clustering $\mathcal{C}_{Z}^{i}$ of $G\left[\operatorname{Remain}_{Y}^{Z} \cup \bigcup_{C \in Y} C\right]$ with $E(\mathcal{C}) \subseteq E$ that extend $Z$.

For each $Y \subseteq \mathcal{C}_{M}$, we set $D_{i}[Y, \emptyset]:=\binom{\left|\operatorname{Remain}_{Y}^{\emptyset}\right|}{2}$ and for each non-empty $Z \subseteq Y$, we set

$$
D_{i}[Y, Z]:=\max \left(\binom{\left|\operatorname{Remain}_{Y}^{Z}\right|}{2}, \max _{C \in Z}\binom{\left|\mathrm{Fit}_{C}\right|}{2}+\left|\mathrm{Fit}_{C}\right| \cdot|C|+D_{i}[Y, Z \backslash\{C\}]\right),
$$

where $\operatorname{Fit}_{C}:=\left\{v \in \operatorname{Remain}_{Y}^{Z} \mid C \subseteq N(v)\right\}$ denotes the set of vertices of $\operatorname{Remain}_{Y}^{Z}$ that fit into the cluster $C$.

This recurrence is correct by the above observation: in each optimal clustering $\mathcal{C}_{Z}^{i}$ of $G\left[\right.$ Remain $\left.Z_{Y}^{Z} \cup \bigcup_{C \in Y} C\right]$ with $E(\mathcal{C}) \subseteq E$ that extend $Z$, there is a largest cluster $C^{\prime} \in \mathcal{C}_{Z}^{i}$ that contains all vertices of $\mathrm{Fit}_{C^{\prime} \cap M}$.

Finally, for each $Y \subseteq \mathcal{C}_{M}$, we set $\operatorname{gain}_{i}^{Y}:=D_{i}[Y, Y]$. Since for each $i \in[1,|\mathcal{B}|]$, the table $D_{i}$ contains $3^{\left|\mathcal{C}_{M}\right|}$ entries and each such entry can be computed in $n^{\mathcal{O}(1)}$ time, the values gain ${ }_{i}^{Y}$ can be computed for all $i \in[1,|\mathcal{B}|]$ and all $Y \subseteq \mathcal{C}_{M}$ in the stated running time.

Moreover, note that a corresponding clustering can be computed via traceback.
Let $\mathcal{C}^{*}$ be any best clustering of $G$ among all clusterings $\mathcal{C}$ of $G$ with $E(\mathcal{C}) \subseteq E$ that extend $\mathcal{C}_{M}$. Then, the number of edges of $E\left(\mathcal{C}^{*}\right)$ having at least one endpoint in any bag is stored in $T\left[\mathcal{C}_{M},|\mathcal{B}|\right]$. Moreover, a corresponding clustering can be found via traceback.

Since for each $i \in[0,|\mathcal{B}|]$ and each $X \subseteq \mathcal{C}_{M}$, the table entry $T[X, i]$ can be computed in $2^{|X|} \cdot n^{\mathcal{O}(1)}$ time and there are $2^{\left|\mathcal{C}_{M}\right|}$ choices for $X$, each table entry of $T$ can be computed in time $\sum_{i=1}^{\left|\mathcal{C}_{M}\right|}\binom{\left|\mathcal{C}_{M}\right|}{i} \cdot 2^{i} \cdot n^{\mathcal{O}(1)} \subseteq 3^{\left|\mathcal{C}_{M}\right|} \cdot n^{\mathcal{O}(1)}$.

Note that this implies the following FPT-algorithm for Cluster Deletion when parameterized by cvd: First, compute a minimum cluster modulator $M$ of $G$ in $1.811^{\mathrm{cvd}}$. $n^{\mathcal{O}(1)}$ time [44]. Second, iterate over all possible clusterings of $G[M]$ and apply the algorithm behind Lemma 3.4. This implies a running time of $1.811^{\mathrm{cvd}} \cdot \mathbf{B}_{\mathrm{cvd}} \cdot n^{\mathcal{O}(1)}$, where $\mathbf{B}_{\mathrm{cvd}}$ is the cvd-th Bell number which denotes the number of partitions of a set of size cvd. Since for each $n \in \mathbb{N}, \mathbf{B}_{n}<\left(\frac{n}{\ln (n+1)}\right)^{n}$ [5], this implies the following.

- Theorem 3.6. Cluster Deletion can be solved in $\mathrm{cvd}^{\mathrm{cvd}} \cdot n^{\mathcal{O}(1)}$ time.

Next, we show how we can use Lemma 3.4 to obtain a permissive algorithm for LSCluster Deletion when parameterized by cvd and $k$.

- Theorem 3.7. Let $G$ be a graph and let $M$ be a given cluster modulator of $G$. Moreover, let $\mathcal{C}$ be a clustering of $G$ with $E(\mathcal{C}) \subseteq E$ and let $k \in \mathbb{N}$. In $|M|^{2 k} \cdot\binom{|M|}{k} \cdot k^{k} \cdot 3^{4 k} \cdot n^{\mathcal{O}(1)}$ time, one can find a clustering $\mathcal{C}^{\prime}$ of $G$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ that is at least as good as a best clustering $\mathcal{C}^{*}$ of $G$ with $E\left(\mathcal{C}^{*}\right) \subseteq E$ and $\operatorname{move}\left(\mathcal{C}, \mathcal{C}^{*}\right) \leq k$.

Proof. Let $\mathcal{C}^{*}$ be a clustering of $G$ that maximizes $\left|E\left(\mathcal{C}^{*}\right)\right|$ among all clusterings $\mathcal{C}^{\prime \prime}$ of $G$ with $E\left(\mathcal{C}^{\prime \prime}\right) \subseteq E$ and $\operatorname{move}\left(\mathcal{C}, \mathcal{C}^{\prime \prime}\right) \leq k$. Moreover, let $\mathcal{M}:=\{C \in \mathcal{C} \mid C \cap M \neq \emptyset\}$ and $\mathcal{M}^{*}:=\left\{C \in \mathcal{C}^{*} \mid C \cap M \neq \emptyset\right\}$ denote the sets of clusters intersecting $M$, of $\mathcal{C}$ and $\mathcal{C}^{*}$, respectively.

Let $\mathcal{C}_{M}:=\{C \cap M \mid C \in \mathcal{M}\}$ denote the clusters of $\mathcal{M}$ restricted to the vertices of $M$. Similarly, let $\mathcal{C}_{M}^{*}:=\left\{C \cap M \mid C \in \mathcal{M}^{*}\right\}$. Note that move $\left(\mathcal{C}, \mathcal{C}^{*}\right) \leq k$ implies move $\left(\mathcal{C}_{M}, \mathcal{C}_{M}^{*}\right) \leq$ $k$. Hence, to find a clustering $\mathcal{C}^{\prime}$ of $G$ that is at least as good as $\mathcal{C}^{*}$, it suffices to enumerate all clusterings $\mathcal{C}_{M}^{\prime}$ of $G[M]$ with move $\left(\mathcal{C}_{M}, \mathcal{C}_{M}^{\prime}\right) \leq k$ (which includes $\mathcal{C}_{M}^{*}$ ) and to compute, for each such clustering $\mathcal{C}_{M}^{\prime}$, any best clustering for $G$ that extends $\mathcal{C}_{M}^{\prime}$. As the latter task can be done in $3^{\left|\mathcal{C}_{M}^{\prime}\right|} \cdot n^{\mathcal{O}(1)}$ time by Lemma 3.4, it remains to describe how one can enumerate all such clusterings $\mathcal{C}_{M}^{\prime}$ of $G[M]$.

This can be done in $\binom{|M|}{k} \cdot(|\mathcal{M}|+k)^{k} \cdot n^{\mathcal{O}(1)}$ time by iterating over all possible subsets $M^{\prime} \subseteq$ $M$ of size $k$ and iterating over all possible ways to move these $k$ vertices into any of the clusters of $\mathcal{M}$ (including the clusters where these vertices came from) or opening a new cluster.

Hence, this algorithm runs in $\binom{|M|}{k} \cdot(|\mathcal{M}|+k)^{k} \cdot 3^{|\mathcal{M}|+k} \cdot n^{\mathcal{O}(1)}$ time. Note that this is not the desired running time since $|\mathcal{M}|$ occurs in the exponent of the running time and might be much larger than $k$.

To still obtain the desired running time, we perform some initial branching if $|\mathcal{M}|>2 k$. The idea behind this initial branching relies on Observation 2.1. Since at most $k$ vertices were moved to obtain $\mathcal{M}^{*}$ from $\mathcal{M}$, Observation 2.1 implies $\left|\mathcal{M} \cap \mathcal{M}^{*}\right| \geq|\mathcal{M}|-2 k$. In other words, there is a subset $\mathcal{M}^{\prime} \subseteq \mathcal{M}$ of size at most $2 k$ such that $\mathcal{M} \backslash \mathcal{M}^{\prime} \subseteq \mathcal{M} \cap \mathcal{M}^{*}$. This implies that all edge modifications having at least one endpoint in any cluster of $\mathcal{M} \backslash \mathcal{M}^{\prime}$ are identical in both $E(\mathcal{C})$ and $E\left(\mathcal{C}^{*}\right)$. Hence, by applying for each subset $\mathcal{M}^{\prime} \subseteq \mathcal{M}$ of size at most $2 k$ the above described algorithm on the graph $G\left[V \backslash\left(\cup_{C \in \mathcal{M} \backslash \mathcal{M}^{\prime}} C\right)\right]$, we find a clustering $\mathcal{C}^{\prime}$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ which is at least as good as $\mathcal{C}^{*}$. This initial branching can be done in $|\mathcal{M}|^{2 k} \cdot n^{\mathcal{O}(1)} \subseteq|M|^{2 k} \cdot n^{\mathcal{O}(1)}$ time.

Since for each such branching-instance, there are at most $2 k$ clusters containing vertices of $M$, the whole running time evaluates to $|M|^{2 k} \cdot\binom{|M|}{k} \cdot(3 k)^{k} \cdot 3^{3 k} \cdot n^{\mathcal{O}(1)}=|M|^{2 k} \cdot\binom{|M|}{k}$. $k^{k} \cdot 3^{4 k} \cdot n^{\mathcal{O}(1)}$ time.

Since a cluster modulator can be 2-approximated in polynomial time [1], Theorem 3.7 implies the following:

- Corollary 3.8. The permissive version of LS-Cluster Deletion can be solved in $\left(k^{k}+\right.$ $\left.2^{\mathcal{O}(k)} \cdot \mathrm{cvd}^{3 k}\right) \cdot n^{\mathcal{O}(1)}$ time.

Proof. Let $I:=(G=(V, E), k, \mathcal{C})$ be an instance of LS-Cluster Deletion. First, check in $1.811^{k} \cdot n^{\mathcal{O}(1)}$ time, whether $G$ has a cluster modulator of size at most $k$ [44]. If this is the case, one can find an optimal clustering $\mathcal{C}^{\prime}$ for $G$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ in time $\mathrm{cvd}^{\mathrm{cvd}} \cdot n^{\mathcal{O}(1)} \subseteq k^{k} \cdot n^{\mathcal{O}(1)}$ due to Theorem 3.6. Otherwise, $k<\operatorname{cvd}$. In this case, one can 2-approximate a cluster modulator $M$ in polynomial time [1] and find a clustering $\mathcal{C}^{\prime}$ of $G$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E$ that is at least as good as a best clustering $\mathcal{C}^{*}$ of $G$ with $E\left(\mathcal{C}^{*}\right) \subseteq E$ and move $\left(\mathcal{C}, \mathcal{C}^{*}\right) \leq k$ in time $|M|^{2 k} \cdot\binom{|M|}{k} \cdot k^{k} \cdot 3^{4 k} \cdot n^{\mathcal{O}(1)}$ due to Theorem 3.7. Since $k<\operatorname{cvd} \leq|M|$, we get that $\binom{|M|}{k} \cdot k^{k} \leq|M|^{k} \cdot \frac{k^{k}}{k!} \leq|M|^{k} \cdot 2^{\mathcal{O}(k)}$. Hence, the running time of the case $k<\operatorname{cvd}$ evaluates to $2^{\mathcal{O}(k)} \cdot|M|^{3 k} \cdot n^{\mathcal{O}(1)} \subseteq 2^{\mathcal{O}(k)} \cdot(2 \cdot \mathrm{cvd})^{3 k} \cdot n^{\mathcal{O}(1)}=2^{\mathcal{O}(k)} \cdot \mathrm{cvd}^{3 k} \cdot n^{\mathcal{O}(1)}$ time. In both cases, the running time is upper-bounded by $\left(k^{k}+2^{\mathcal{O}(k)} \cdot \operatorname{cvd}^{3 k}\right) \cdot n^{\mathcal{O}(1)}$ time.

### 3.2 An Algorithm for LS-Cluster Editing

In this subsection, we present a permissive algorithm for LS-Cluster Editing with a running time similar to the one for LS-Cluster Deletion.

- Theorem 3.9. Let $G=(V, E)$ be a graph, let $\mathcal{C}$ be a clustering of $G$, and let $k \in \mathbb{N}$. In $2^{\mathcal{O}(k)} \cdot k^{k} \cdot \operatorname{cvd}^{3 k} \cdot n^{\mathcal{O}(1)}$ time, one can find a clustering that improves over $\mathcal{C}$ or correctly output that there is no clustering $\mathcal{C}^{\prime}$ of $G$ with move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$ that improves over $\mathcal{C}$.

To give a better intuition for the following algorithm, we switch to the interpretation of LS-Cluster Editing where the initial solution is a cluster coloring $\chi_{\mathcal{C}}$ of $\mathcal{C}$. That is, if the given coloring $\chi_{\mathcal{C}}$ can be improved within the $k$-move-neighborhood, then we need to find any coloring $\chi^{*}$ improving over $\chi_{\mathcal{C}}$. This coloring $\chi^{*}$ is not required to be in the $k$-move-neighborhood of $\chi_{\mathcal{C}}$.

Let $I:=\left(G=(V, E), k, \chi_{\mathcal{C}}\right)$ be an instance of LS-Cluster Editing, let $M$ be a cluster modulator of $G$. Let $\alpha \in \mathbb{N}$ be a color used by $\chi_{\mathcal{C}}$. We say that $\alpha$ is a modulator color if $\chi_{\mathcal{C}}^{-1}(\alpha) \cap M \neq \emptyset$. Otherwise, we say that $\alpha$ is a bag color. In the remainder of this section, we denote by $\mathrm{col}_{\mathrm{Mod}}$ and col $_{\text {Bag }}$ the set of modulator colors and bag colors of $\chi_{\mathcal{C}}$, respectively. Note that these sets of colors are defined with respect to the initial coloring $\chi_{\mathcal{C}}$ of the LS-Cluster Editing-instance $I$. Recall that each bag $B \in \mathcal{B}$ is a clique in $G$ and a connected component of $G[V \backslash M]$. Fix an arbitrary ordering of the bags and let $B_{i}$ denote the $i$ th bag of $\mathcal{B}$ according to this ordering.

We first show that we can improve the initial coloring in polynomial time unless it has some properties that we will exploit in the following.

- Observation 3.10. If there is a bag color $\alpha$ such that vertices of two distinct bags receive color $\alpha$ under $\chi_{\mathcal{C}}$, then one can find a coloring $\chi^{\prime}$ of $V$ in polynomial time that improves over $\chi_{\mathcal{C}}$.
- Observation 3.11. If there is a bag $B \in \mathcal{B}$ such that two vertices of $B$ receive distinct bag colors under $\chi_{\mathcal{C}}$, then one can find a coloring $\chi^{\prime}$ of $V$ in polynomial time that improves over $\chi_{\mathcal{C}}$.

Hence, we assume in the following, that for each bag color $\alpha \in \operatorname{col}_{\mathrm{Bag}}, \chi_{\mathcal{C}}^{-1}(\alpha)$ contains only vertices of a single bag and that for each bag $B_{i} \in \mathcal{B}$, there is at most one bag color $\alpha_{i} \in$ col $_{\text {Bag }}$ with $\chi_{\mathcal{C}}^{-1}\left(\alpha_{i}\right) \subseteq B_{i}$.

Moreover, we assume in the following that col $_{\text {Mod }}$ has size $\mathcal{O}(k)$. In the final algorithm we use an initial branching - similar to the one used in the algorithm behind Theorem 3.7 to ensure that this assumption is fulfilled.

Let $\chi^{\prime}$ be a coloring of $V$ and let $\chi_{\text {int }}$ be the coloring that agrees with $\chi_{\mathcal{C}}$ on all vertices of $V \backslash M$ and that agrees with $\chi^{\prime}$ on all vertices of $M$. We call $\chi_{\mathrm{int}}$ the intermediate coloring for $\chi^{\prime}$. The idea behind this definition is the following.

- Observation 3.12. Let $\chi^{\prime}$ be a coloring of $V$. Moreover, let $\chi_{\mathrm{int}}$ be the intermediate coloring for $\chi^{\prime}$. It holds that $\operatorname{move}\left(\chi_{\mathcal{C}}, \chi_{\mathrm{int}}\right)+\operatorname{move}\left(\chi_{\mathrm{int}}, \chi^{\prime}\right)=\operatorname{move}\left(\chi_{\mathcal{C}}, \chi^{\prime}\right)$.

Suppose that there is an improving $k$-move-neighbor $\chi^{\prime}$ of $\chi_{\mathcal{C}}$. Then, to find a coloring of $V$ that improves over $\chi_{\mathcal{C}}$, it is sufficient to iterate over all colorings $\chi_{\text {int }}$ with move $\left(\chi_{\mathcal{C}}, \chi_{\text {int }}\right) \leq k$ that agree with $\chi_{\mathcal{C}}$ on all vertices of $V \backslash M$, and to check whether there is a coloring $\chi^{\prime}$ that improves over $\chi_{\mathcal{C}}$ with move $\left(\chi_{\mathrm{int}}, \chi^{\prime}\right) \leq k$ such that $\chi_{\mathrm{int}}$ and $\chi^{\prime}$ agree on all vertices of $M$, that is, where $\chi_{\text {int }}$ is the intermediate coloring for $\chi^{\prime}$. Unfortunately, such an approach exceeds the desired running time for our algorithm since there are $n^{\mathcal{O}(k)}$ possibilities for the colorings $\chi_{\text {int }}$ due to the fact that there may be up to $\Theta(n)$ many bag colors and each vertex of $M$ may receive any color. To obtain the desired running time, we instead only iterate over "template colorings". Here, a coloring $\chi_{\text {temp }}$ of $V$ is a template coloring if

- move $\left(\chi_{\mathcal{C}}, \chi_{\text {temp }}\right) \leq k$,
- $\chi_{\text {temp }}$ agrees with $\chi_{\mathcal{C}}$ on all vertices of $V \backslash M$, and
- no vertex of $M$ receives a color of $\operatorname{col}_{\text {Bag }}$ under $\chi_{\text {temp }}$.

For a template coloring $\chi_{\text {temp }}$, let $\operatorname{col}_{\text {Move }}$ denote the colors of $\mathbb{N} \backslash\left(\operatorname{col}_{\text {Mod }} \cup \operatorname{col}_{\text {Bag }}\right)$ that are used by $\chi_{\text {temp }}$. We call the colors of col $_{\text {Move }}$ the moving colors of $\chi_{\text {temp }}$. Note that only vertices of $M$ may receive a moving color under $\chi_{\text {temp }}$ and that there are at most $k$ moving colors.

Figure 1 gives an overview over the considered types of colorings and they way we use them to find a coloring that improves over $\chi_{\mathcal{C}}$.

The idea behind template colorings is that a template coloring $\chi_{\text {temp }}$ may represent intermediate colorings for many colorings $\chi^{\prime}$ in the following way: For a coloring $\chi^{\prime}$ of $V$, we say that a template coloring $\chi_{\text {temp }}$ is quasi-intermediate for $\chi^{\prime}$ if there is a "template recolor-function" $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $f \circ \chi_{\text {temp }}$ is the intermediate coloring for $\chi^{\prime}$. Herein, a function $f: \mathbb{N} \rightarrow \mathbb{N}$ is a template recolor-function if $f$ preserves identity on all colors of $\mathbb{N} \backslash \operatorname{col}_{\text {Move }}$ and where $\left.f\right|_{\text {col }_{\text {Move }}}$ maps each color of col $_{\text {Move }}$ to some color of $\mathbb{N} \backslash \operatorname{col}_{\text {Mod }}$ injectively. Essentially, this means that each of the moving colors of $\chi_{\text {temp }}$ may be identified with any bag color. Informally, this is due to the fact that each vertex that receives a moving


Figure 1 An overview over the four different kinds of considered colorings. For the initial coloring $\chi_{\mathcal{C}}$ and an improving coloring $\chi^{\prime}$ with move $\left(\chi_{\mathcal{C}}, \chi^{\prime}\right) \leq k$, there is a template coloring $\chi_{\text {temp }}$ and an intermediate coloring $\chi_{\text {int }}$ such that there is a template recolor-function between $\chi_{\text {temp }}$ and $\chi_{\text {int }}$. To find a coloring at least as good as $\chi^{\prime}$, we first brute-force all possible choices of the template coloring $\chi_{\text {temp }}$ and afterwards search for the best coloring for which $\chi_{\text {temp }}$ is quasiintermediate. This is done by a dynamic program that simultaneously finds the best template recolor-function and the best way to distribute the bag vertices by using at most $k$ moves.
color under $\chi_{\text {temp }}$ already changed its color and we may move all vertices of that moving color together to any bag color while preserving the move-distance to $\chi_{\mathcal{C}}$. Note that, for each coloring $\chi^{\prime}$ of $V$ with move $\left(\chi_{\mathcal{C}}, \chi^{\prime}\right) \leq k$, there is a template coloring $\chi_{\text {temp }}$ which is quasi-intermediate for $\chi^{\prime}$. In contrast to intermediate colorings, we can show that we can enumerate a maximal set $\mathcal{X}$ of pairwise non-isomorphic template colorings in the desired running time.

- Lemma 3.13. One can compute a maximal set $\mathcal{X}$ of pairwise non-isomorphic template colorings in time $\left(\left|\operatorname{col}_{\mathrm{Mod}}\right|+k\right)^{k} \cdot|M|^{k} \cdot n^{\mathcal{O}(1)}$.

Proof. Recall that for each template coloring $\chi_{\text {temp }}, \operatorname{move}\left(\chi_{\mathcal{C}}, \chi_{\text {temp }}\right) \leq k$. Moreover, by the definition of a template coloring, $\operatorname{Move}\left(\chi_{\mathcal{C}}, \chi_{\text {temp }}\right) \subseteq M$. Hence, to obtain a maximal set $\mathcal{X}$ of pairwise non-isomorphic template colorings, consider all possible subsets of $M$ of size at most $k$ and consider all possible ways of assigning colors of $\operatorname{col}_{\text {Mod }} \cup X$ to these at most $k$ vertices, where $X$ is an arbitrary set of $k$ colors from $\mathbb{N} \backslash\left(\operatorname{col}_{\text {Mod }} \cup \operatorname{col}_{\text {Bag }}\right)$. Note that this can be done in the stated running time.

Lemma 3.13 implies that, in order to find a coloring $\chi^{*}$ of $V$ that improves over $\chi_{\mathcal{C}}$ (provided that there is such a coloring in the $k$-move-neighborhood of $\chi_{\mathcal{C}}$ ), it suffices to do the following: For each template coloring $\chi_{\text {temp }}$ in a maximal set of pairwise non-isomorphic template colorings, find the best coloring $\chi^{\prime}$ in the $k$-move-neighborhood of $\chi_{\mathcal{C}}$ such that $\chi_{\text {temp }}$ is quasi-intermediate for $\chi^{\prime}$.

The latter task can be solved in $2^{\mathcal{O}\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)} \cdot n^{\mathcal{O}(1)}$ time.

- Lemma $3.14(\star)$. Let $\chi_{\text {temp }}$ be a template coloring. In $2^{\mathcal{O}\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)} \cdot n^{\mathcal{O}(1)}$ time, one can find a coloring of $V$ that improves over $\chi_{\mathcal{C}}$ or correctly output that the $k$-move-neighborhood of $\chi_{\mathcal{C}}$ does not contain a coloring $\chi^{\prime}$ such that $\chi^{\prime}$ improves over $\chi_{\mathcal{C}}$ and where $\chi_{\mathrm{temp}}$ is quasi-intermediate for $\chi^{\prime}$.

We now conclude our permissive algorithm for LS-Cluster Editing. As we can switch between clusterings and cluster colorings in polynomial time, this also proves Theorem 3.9.

- Theorem 3.15. Let $G=(V, E)$ be a graph, let $\chi_{\mathcal{C}}$ be a coloring of $V$, and let $k \in \mathbb{N}$. In $2^{\mathcal{O}(k)} \cdot k^{k} \cdot \operatorname{cvd}^{3 k} \cdot n^{\mathcal{O}(1)}$ time, one can find a coloring $\chi^{*}$ that improves over $\chi$ or correctly output that there is no coloring in the $k$-move-neighborhood of $\chi_{\mathcal{C}}$ that improves over $\chi_{\mathcal{C}}$.

Proof. First, we 2-approximate a cluster modulator $M$ for $G$ in polynomial time [1]. Let $\mathcal{B}$ be the bags of $G[V \backslash M]$, let col $_{\text {Mod }}$ and col $_{\text {Bag }}$ be the modulator colors and bag colors of $\chi_{\mathcal{C}}$, respectively. If the condition of Observation 3.10 or Observation 3.11 applies, then we find a coloring $\chi^{*}$ of $V$ that improves over $\chi$ in polynomial time. Hence, assume in the following that this is not the case.

As mentioned at the beginning of this subsection, we perform an initial branching step to ensure that the coloring $\chi_{\mathcal{C}}$ uses at most $2 k$ modulator colors. Let $\chi^{\prime}$ be the best coloring in the $k$-move-neighborhood of $\chi_{\mathcal{C}}$. Assume that $\chi^{\prime}$ improves over $\chi_{\mathcal{C}}$. Since move $\left(\chi_{\mathcal{C}}, \chi^{\prime}\right) \leq k$, Observation 2.1 implies that there is a subset $S \subseteq \operatorname{col}_{\text {Mod }}$ of size at least $\left|\operatorname{col}_{\text {Mod }}\right|-2 k$ such that for each modulator color $\alpha \in S, \chi_{\mathcal{C}}^{-1}(\alpha)=\chi^{\prime-1}(\alpha)$. Hence, to find a coloring that improves over $\chi_{\mathcal{C}}$ it is sufficient to branch into all subsets $S \subseteq \operatorname{col}_{\text {Mod }}$ of size at least $\left|\operatorname{col}_{\text {Mod }}\right|-2 k$ and ask for a coloring $\widehat{\chi}^{\prime}$ of $\widehat{V}:=V \backslash\left(\cup_{\alpha \in S} \chi_{\mathcal{C}}^{-1}(\alpha)\right)$ that improves over $\widehat{\chi}:=\left.\chi_{\mathcal{C}}\right|_{\widehat{V}}$ with respect to the subgraph $G[\widehat{V}]$. Note that this branching takes $\left|\operatorname{col}_{\text {Mod }}\right|^{2 k} \cdot n^{\mathcal{O}(1)} \leq|M|^{2 k} \cdot n^{\mathcal{O}(1)}$ time.

Hence, in the following, we assume that col $_{\text {Mod }}$ has size at most $2 k$. Next, we iterate over a maximal set $\mathcal{X}$ of pairwise non-isomorphic template colorings and compute for each such template coloring $\chi_{\text {temp }}$ a coloring $\chi^{*}$ which is at least as good as a best coloring $\chi^{\prime \prime}$ in the $k$ -move-neighborhood of $\chi_{\mathcal{C}}$ where $\chi_{\text {temp }}$ is quasi-intermediate for $\chi^{\prime \prime}$. The latter task can be done in $2^{\mathcal{O}\left(\mid \text { col }_{\text {Mod }} \mid+k\right)} \cdot n^{\mathcal{O}(1)}$ time due to Lemma 3.14 for each template coloring $\chi_{\text {temp }} \in \mathcal{X}$. Due to Lemma 3.13, $\mathcal{X}$ can be computed in $\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)^{k} \cdot|M|^{k} \cdot n^{\mathcal{O}(1)}$ time and has size $\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)^{k} \cdot|M|^{k} \cdot n^{\mathcal{O}(1)}$.

This algorithm is correct, since there is a template coloring $\chi_{\text {temp }}^{\prime}$ such that $\chi_{\text {temp }}^{\prime}$ is quasi-intermediate for $\chi^{\prime}$. Thus, in this way, we will find a coloring at least as good as $\chi^{\prime}$.

The whole algorithm runs in $|M|^{2 k} \cdot\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)^{k} \cdot|M|^{k} \cdot 2^{\mathcal{O}\left(\left|\operatorname{col}_{\text {Mod }}\right|+k\right)} \cdot n^{\mathcal{O}(1)}$ time. Since we ensured with the initial branching, that col $_{\text {Mod }}$ has size at most $2 k$, this results in a running time of $2^{\mathcal{O}(k)} \cdot k^{k} \cdot|M|^{3 k} \cdot n^{\mathcal{O}(1)}$ time. Finally, since $M$ is a 2 -approximated cluster modulator, $|M| \leq 2 \cdot \operatorname{cvd}(G)$. Hence, we obtain the stated running time of $2^{\mathcal{O}(k)} \cdot k^{k}$. $\operatorname{cvd}(G)^{3 k} \cdot n^{\mathcal{O}(1)}$ time.

## 4 Lower Bounds

In this section we present several hardness results for LS-Cluster Deletion and LSCluster Editing. We obtain our hardness results for LS-Cluster Editing by reductions from restricted instances of DENSEST- $k$-SUBGRAPH, which is defined as follows

## Densest- $k$-Subgraph

Input: A graph $G=(V, E)$, integers $k$ and $d$.
Question: Is there a subset $S \subseteq V$ of size exactly $k$ such that $|E(S)| \geq\binom{ k}{2}-d$ ?
Hence, we first show that Densest- $k$-Subgraph provides these hardness results on the desired restricted instances.

- Theorem $4.1(\star)$. Even if $d=\frac{k-1}{2}$, DENSEST- $k$-SUBGRAPH is W[1]-hard when parameterized by both $k$ and the degeneracy of $G$ and cannot be solved in $f(k) \cdot n^{o(k)}$ time for any computable function $f$, unless the ETH fails. This holds even on instances where $|E(S)|<$ $\binom{k-1}{2}-\frac{k-1}{4}$ for each vertex set $S$ of size $k-1$.

Based on these hardness results for DEnSEST- $k$-SUBGRAPh, we are now able to analyze the parameterized complexity of LS-CLUSTER Editing for the parameter combination of $k$ plus the size of the largest cluster of the initial clustering $\mathcal{C}$.

- Theorem 4.2. LS-Cluster Editing is $\mathrm{W}[1]$-hard when parameterized by $k+\ell+$ degen, where $\ell:=\max _{C \in \mathcal{C}}|C|$ and degen denotes the degeneracy of $G$. Moreover, unless the ETH fails, there is no computable function $f$ such that LS-CLUSTER EDiting can be solved in $f(k+\ell) \cdot n^{o(k+\ell)}$ time.

Proof. We present a parameterized reduction from Densest- $k$-Subgraph with the restrictions listed in Theorem 4.1. Let $I=(G=(V, E), k, d)$ be an instance of Densest-$k$-SUBGRAPH with $d=\frac{k-1}{2}$ such that $|E(S)|<\binom{k-1}{2}-\frac{k-1}{4}$ for each vertex set $S$ of size $k-1$. We define an instance $I^{\prime}:=\left(G^{\prime}:=\left(V^{\prime}, E^{\prime}\right), k, \mathcal{C}\right)$ of LS-Cluster Editing with $\max _{C \in \mathcal{C}}|C| \in \mathcal{O}(k)$ as follows: We initialize $G^{\prime}$ as $G$ and add for each vertex $v \in V$ a set $K_{v}$ of $7 k+\frac{k-3}{2}$ vertices to $G^{\prime}$ such that $\{v\} \cup K_{v}$ is a clique in $G^{\prime}$. Additionally, we add a clique $K^{*}$ of size $7 k$ to $G^{\prime}$ and add edges to $G^{\prime}$, such that each vertex of $V$ is adjacent to each vertex of $K^{*}$. Finally, we set $\mathcal{C}:=\left\{K^{*}\right\} \cup\left\{\{v\} \cup K_{v} \mid v \in V\right\}$. Note that by definition of $\mathcal{C}$, each cluster $C \in \mathcal{C}$ is a clique in $G^{\prime}$. The correctness proof is based on the following claim.
$\triangleright$ Claim 4.3. Let $\mathcal{C}^{\prime}:=\left\{K^{*} \cup S\right\} \cup\left\{\left\{K_{v}\right\} \mid v \in S\right\} \cup\left\{\{v\} \cup K_{v} \mid v \in V \backslash S\right\}$ be a clustering of $G^{\prime}$ for some vertex set $S \subseteq V$. The improvement of $\mathcal{C}^{\prime}$ over $\mathcal{C}$ is $2 \cdot\left|E_{G}(S)\right|-\binom{|S|}{2}-|S| \cdot \frac{k-3}{2}$.

Proof. We only have to consider the edges incident with at least one vertex of $S$ in $E(\mathcal{C})$ and $E\left(\mathcal{C}^{\prime}\right)$. Let $F:=E(\mathcal{C})$ and let $F^{\prime}:=E\left(\mathcal{C}^{\prime}\right)$. Note that the symmetric difference between $F$ and $F^{\prime}$ are the edges of $F \oplus F^{\prime}=\left\{\{v, x\} \mid v \in S, x \in K_{v} \cup K^{*}\right\} \cup\binom{S}{2}$. More precisely, $F \backslash F^{\prime}=\left\{\{v, x\} \mid v \in S, x \in K_{v}\right\}$ and $F^{\prime} \backslash F=\left\{\{v, x\} \mid v \in S, x \in K^{*}\right\} \cup\binom{S}{2}$. By construction, all edges of $F \oplus F^{\prime}$ exist in $G^{\prime}$, except for the edges of $\binom{S}{2} \backslash E_{G^{\prime}}(S)=\binom{S}{2} \backslash E_{G}(S)$. Hence, the improvement of $\mathcal{C}^{\prime}$ over $\mathcal{C}$ is

$$
\sum_{v \in S}\left(\left|K^{*}\right|-\left|K_{v}\right|\right)+\left|E_{G^{\prime}}(S)\right|-\left(\binom{|S|}{2}-\left|E_{G^{\prime}}(S)\right|\right)=2 \cdot\left|E_{G}(S)\right|-\binom{|S|}{2}-|S| \cdot \frac{k-3}{2}
$$

Next, we show that $I$ is a yes-instance of Densest- $k$-SUBGRaph if and only if $I^{\prime}$ is a yes-instance of LS-Cluster Editing.
$(\Rightarrow)$ Let $S$ be a set of size $k$ in $G$ such that $\left|E_{G}(S)\right| \geq\binom{ k}{2}-d$. We set $\mathcal{C}^{\prime}:=\left\{K^{*} \cup S\right\} \cup$ $\left\{\left\{K_{v}\right\} \mid v \in S\right\} \cup\left\{\{v\} \cup K_{v} \mid v \in V \backslash S\right\}$. Note that move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right)=k$. We show that $\mathcal{C}^{\prime}$ is improving over $\mathcal{C}$. Due to Claim 4.3 and since $\left|E_{G}(S)\right| \geq\binom{ k}{2}-d$ and $d=\frac{k-1}{2}$, the improvement of $\mathcal{C}^{\prime}$ over $\mathcal{C}$ is at least

$$
\binom{k}{2}-2 d-k \cdot \frac{k-3}{2}=\binom{k}{2}-k+1-k \cdot \frac{k-3}{2}=\binom{k}{2}-k \cdot \frac{k-1}{2}+1=1 .
$$

Hence, $I^{\prime}$ is a yes-instance of LS-Cluster Editing.
$(\Leftarrow)$ Suppose that $I^{\prime}$ is a yes-instance of LS-Cluster Editing. Let $\mathcal{C}^{\prime}$ be the best clustering for $G^{\prime}$ with move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$. Since $I^{\prime}$ is a yes-instance of LS-Cluster Editing, $\mathcal{C}^{\prime} \neq \mathcal{C}$. We make some observations about the potential moves between $\mathcal{C}$ and $\mathcal{C}^{\prime}$. The goal is to show that there is a set $S \subseteq V$ of size at most $k$ such that $\mathcal{C}^{\prime}=\left\{K^{*} \cup S\right\} \cup\left\{K_{v} \mid v \in\right.$ $S\} \cup\left\{\{v\} \cup K_{v} \mid v \in V \backslash S\right\}$. To this end, we show some intermediate results.

First, we show that for each vertex $v \in V$ there is a cluster $C \in \mathcal{C}^{\prime}$ with $K_{v} \subseteq C$. Suppose that this is not the case. Hence, there is a vertex $v \in V$ and at least two clusters $C_{1}$ and $C_{2}$ in $\mathcal{C}^{\prime}$ containing vertices of $K_{v}$. Since $K_{v}$ has size more than $k$, at least one vertex of $K_{v}$ is not moved. Assume without loss of generality that $C_{1}$ contains this vertex. Hence, each vertex of $C_{2} \cap K_{v}$ moved to $C_{2}$. Thus, $C_{2} \cap K_{v}$ contains at most $k$ vertices. Let $x$ be an arbitrary vertex of $C_{2} \cap K_{v}$. Since $K_{v}$ has size more than $4 k, C_{1}$ contains at least $3 k$ vertices of $K_{v}$ and at most $k$ vertices of $V^{\prime} \backslash K_{v}$. By definition of $K_{v}$, the closed neighborhood of $x$ is
exactly $K_{v} \cup\{v\}$. Hence, $x$ has at most $k$ neighbors in $C_{2}$, at least $3 k$ neighbors in $C_{1}$ and at most $k$ non-neighbors in $C_{1}$. Consequently, not moving $x$ to $C_{2}$ yields a better clustering. Since $\mathcal{C}^{\prime}$ is the best clustering with move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$, this is not possible.

Next, we show that there is a cluster $C$ in $\mathcal{C}^{\prime}$ with $K^{*} \subseteq C$. Suppose that this is not the case. Hence, there are at least two clusters $C_{1}$ and $C_{2}$ in $\mathcal{C}^{\prime}$ containing vertices of $K^{*}$. Since $K^{*}$ has size more than $k$, at least one vertex of $K^{*}$ is not moved. Assume without loss of generality that $C_{1}$ contains this vertex. Hence, each vertex of $C_{2} \cap K^{*}$ moved to $C_{2}$. Thus, $C_{2} \cap K^{*}$ contains at most $k$ vertices. Let $x$ be an arbitrary vertex of $C_{2} \cap K^{*}$. Since $K^{*}$ has size more than $4 k, C_{1}$ contains at least $3 k$ vertices of $K^{*}$ and at most $k$ vertices of $V^{\prime} \backslash K^{*}$. By definition of $K^{*}$, the closed neighborhood of $x$ is exactly $K^{*} \cup V$. Hence, since each cluster in $\mathcal{C}$ contains at most one vertex of $V, x$ has at most $k+1$ neighbors in $C_{2}$, at least $3 k$ neighbors in $C_{1}$ and at most $k$ non-neighbors in $C_{1}$. Consequently, not moving $x$ to $C_{2}$ yields a better clustering. Since $\mathcal{C}^{\prime}$ is the best clustering with move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$, this is not possible.

The above implies that only vertices of $V$ moved to obtain $\mathcal{C}^{\prime}$ from $\mathcal{C}$.
Next, we show that for each vertex $v \in V$, the cluster $C$ of $\mathcal{C}^{\prime}$ that contains $v$ either contains all vertices of $K^{*}$ or all vertices of $K_{v}$. Suppose that this is not the case and let $v$ be a vertex of $V$ such that the cluster $C \in \mathcal{C}^{\prime}$ with $v \in C$ is not a superset of $K^{*}$ and not a superset of $K_{v}$. Since $v$ is only adjacent to at most one vertex in each cluster of $\mathcal{C} \backslash\left\{K^{*}, K_{v} \cup\{v\}\right\}, v$ has at most $k$ neighbors in $C$. Let $K_{v}^{\prime}$ be the cluster of $\mathcal{C}^{\prime}$ containing all vertices of $K_{v}$. Since $K_{v}$ has size more than $3 k, K_{v}^{\prime}$ contains at most $k$ non-neighbors of $v$ and at least $3 k$ neighbors of $v$. Hence, not moving $v$ from $K_{v}^{\prime}$ to $C$ yields a better clustering. Since $\mathcal{C}^{\prime}$ is the best clustering with $\operatorname{move}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$, this is not possible.

Concluding, there is a nonempty vertex set $S$ of size at most $k$ such that $\mathcal{C}^{\prime}=\left\{K^{*} \cup\right.$ $S\} \cup\left\{K_{v} \mid v \in S\right\} \cup\left\{\{v\} \cup K_{v} \mid v \in V \backslash S\right\}$. More precisely, the vertices of $S$ are exactly the vertices that are moved to obtain $\mathcal{C}^{\prime}$ from $\mathcal{C}$.

It remains to show that $S$ has size $k$ and that $E_{G}(S)=E_{G^{\prime}}(S)$ contains at least $\binom{k}{2}-d$ edges. Due to Claim 4.3 and since $\mathcal{C}^{\prime}$ is improving over $\mathcal{C}, 2 \cdot\left|E_{G}(S)\right|-\binom{|S|}{2}-|S| \cdot \frac{k-3}{2} \geq 1$.
$\triangleright$ Claim 4.4. $\quad S$ has size $k$.
Proof. If $|S|<k-1$, then $2\left|E_{G}(S)\right| \leq 2 \cdot\binom{|S|}{2}<|S| \cdot \frac{k-3}{2}+\binom{|S|}{2}+1$. Since $2\left|E_{G}(S)\right| \geq$ $|S| \cdot \frac{k-3}{2}+\binom{|S|}{2}+1$, we conclude $|S| \geq k-1$.

Assume towards a contradiction that $S$ has size exactly $k-1$. By assumption, $\left|E_{G}(S)\right|<$ $\binom{k-1}{2}-\frac{k-1}{4}=(k-1) \cdot\left(\frac{k-2}{2}-\frac{1}{4}\right)=(k-1) \cdot \frac{2 k-5}{4}$. Hence, $(k-1) \cdot \frac{2 k-5}{2}>2 \cdot\left|E_{S}(G)\right| \geq$ $|S| \cdot \frac{k-3}{2}+\binom{|S|}{2}+1=(k-1) \cdot \frac{k-3}{2}+\binom{(k-1)}{2}+1=(k-1) \cdot \frac{2 k-5}{2}+1$, a contradiction.

Consequently, $S$ contains exactly $k$ vertices since to obtain $\mathcal{C}^{\prime}$ from $\mathcal{C}$, each vertex of $S$ moved and move $\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq k$.

It remains to show that $\left|E_{G}(S)\right| \geq\binom{ k}{2}-d$. By Claim 4.3, $2\left|E_{G}(S)\right| \geq|S| \cdot \frac{k-3}{2}+\binom{|S|}{2}+1=$ $\frac{2 k^{2}-4 k}{2}+1=k^{2}-k-(k-1)$. Thus $\left|E_{G}(S)\right| \geq \frac{k^{2}-k}{2}-\frac{k-1}{2}=\binom{k}{2}-d$. Hence, $I$ is a yes-instance of Densest- $k$-SUBGRAPh.

Parameter bounds. Recall that the size $\ell:=\max _{C \in \mathcal{C}}|C|$ of the largest cluster in $\mathcal{C}$ is $\mathcal{O}(k)$.
Due to Theorem 4.1, Densest- $k$-Subgraph cannot be solved in $f(k) \cdot n^{o(k)}$ time for any computable function $f$, unless the ETH fails. This implies that LS-Cluster Deletion cannot be solved in $f(k+\ell) \cdot\left|V^{\prime}\right|^{o(k+\ell)}$ time for any computable function $f$, unless the ETH fails, since $\left|V^{\prime}\right| \in n^{\mathcal{O}(1)}$.

Next, we analyze the degeneracy degen' of $G^{\prime}$. Let degen denote the degeneracy of $G$. Since each vertex of $K_{v}$ for some vertex $v \in V$ has only neighbors in $K_{v} \cup\{v\}$, each such vertex
has degree $\mathcal{O}(k)$ in $G^{\prime}$. Furthermore, each vertex of $V$ has only $\left|K_{v}\right|+\left|K^{*}\right| \in \mathcal{O}(k)$ additional neighbors in $G^{\prime}$. Hence, the degeneracy of $G^{\prime}$ is $\mathcal{O}(k+$ degen). Consequently, LS-Cluster Editing is W[1]-hard when parameterized by $k+\ell+$ degen $^{\prime}$, since due to Theorem 4.1, Densest- $k$-Subgraph is $\mathrm{W}[1]$-hard when parameterized by $k+$ degen.

Next, we show that even when the initial clustering consists only of two clusters, LSCluster Editing remains $\mathrm{W}[1]$-hard when parameterized by $k$.

- Theorem 4.5 ( $\star$ ). Even when the initial clustering consists of only two clusters, LSCluster Editing is W[1]-hard when parameterized by $k$ and cannot be solved in $f(k)$. $n^{o(k)}$ time for any computable function $f$, unless the ETH fails.

Hence, LS-Cluster Editing is W[1]-hard when parameterized by the arguably most natural parameter combinations $k+\max _{C \in \mathcal{C}}|C|$ and $k+|\mathcal{C}|$.

Finally, we present our hardness results for LS-Cluster Deletion. As we show, these hardness results also hold for the permissive version of LS-Cluster Deletion.

- Theorem 4.6. LS-Cluster Deletion
- is $\mathrm{W}[1]$-hard when parameterized by $k+\ell$, where $\ell:=\max _{C \in \mathcal{C}}|C|$ denotes the size of the largest cluster in $\mathcal{C}$,
- cannot be solved in $f(k+\ell) \cdot n^{o(k+\ell)}$ time for any computable function $f$, unless the ETH fails, and
- does not admit a polynomial kernel when parameterized by $k+\mathrm{vc}$, unless $\mathrm{NP} \subseteq$ coNP/poly, where vc denotes the vertex cover number of $G$.
All of this holds even if there is an optimal clustering $\mathcal{C}^{*}$ with $E\left(\mathcal{C}^{*}\right) \subseteq E$ in the $k$-moveneighborhood of $\mathcal{C}$.

Proof. We present a polynomial time reduction from Multicolored Clique, which is W[1]hard when parameterized by the size of the sought clique [14].

## Multicolored Clique

Input: A graph $G=(V, E)$ and an integer $k$ such that $G$ is $k$-partite.
Question: Is there a clique of size $k$ in $G$ ?
Let $I:=(G=(V, E), k)$ be an instance of Multicolored Clique and let $V_{k}$ be the largest part of the $k$-partition $\left(V_{1}, \ldots, V_{k}\right)$ of $G$. We define an instance $I^{\prime}:=\left(G^{\prime}:=\right.$ $\left.\left(V^{\prime}, E^{\prime}\right), k^{\prime}, \mathcal{C}\right)$ of LS-Cluster Deletion as follows: Initialize $G^{\prime}$ as a copy of $G$. Then for each $i \in[1, k-1]$, do the following:

- add a vertex $x_{i}$ to $G^{\prime}$ and
- for each vertex $v \in V_{i}$, add a vertex set $K_{v}$ of size $z:=2 k$ to $G^{\prime}$ and turn $K_{v} \cup\{v\}$ and $K_{v} \cup\left\{x_{i}\right\}$ into cliques in $G^{\prime}$.
Let $X:=\left\{x_{i} \mid 1 \leq i \leq k-1\right\}$. Finally, we add two additional adjacent vertices $a$ and $b$ to $G^{\prime}$ and make $X \cup\{a\}$ a clique in $G^{\prime}$. This completes the construction of $G^{\prime}$. We complete the construction of $I^{\prime}$ by setting $k^{\prime}:=2 k-1$ and

$$
\mathcal{C}:=\{X \cup\{a\},\{b\}\} \cup \bigcup_{v \in V \backslash V_{k}}\left\{K_{v} \cup\{v\}\right\} \cup \bigcup_{v \in V_{k}}\{\{v\}\}
$$

Note that by construction $E(\mathcal{C}) \subseteq E^{\prime}$ and $|E(\mathcal{C})|=\left|V \backslash V_{k}\right| \cdot\binom{z+1}{2}+\binom{k}{2}$.
Next, we show that there is a clique of size $k$ in $G$ if and only if there is a clustering $\mathcal{C}^{\prime}$ for $G^{\prime}$ that improves over $\mathcal{C}$. We further show that each clustering $\mathcal{C}^{\prime}$ for $G^{\prime}$ that improves over $\mathcal{C}$ is a $k^{\prime}$-move-neighbor of $\mathcal{C}$.
$(\Rightarrow)$ Let $S$ be a clique of size $k$ in $G$. Since $\left(V_{1}, \ldots, V_{k}\right)$ is a $k$-partition of $G$, for each $i \in[1, k], S$ contains exactly one vertex of $V_{i}$. For each $i \in[1, k]$, let $v_{i}$ be that unique vertex of $V_{i} \cap S$. We set

$$
\mathcal{C}^{\prime}:=\{S,\{a, b\}\} \cup \bigcup_{i \in[1, k-1]}\left\{K_{v_{i}} \cup\left\{x_{i}\right\}\right\} \cup \bigcup_{v \in V \backslash\left(V_{k} \cup S\right)}\left\{K_{v} \cup\{v\}\right\} \cup \bigcup_{v \in V_{k} \backslash\left\{v_{k}\right\}}\{\{v\}\} .
$$

Note that by construction, $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$ and by definition of $\mathcal{C}^{\prime},\left|E\left(\mathcal{C}^{\prime}\right)\right|=\binom{k}{2}+|X| \cdot\binom{z+1}{2}+$ $\left|V \backslash\left(V_{k} \cup S\right)\right| \cdot\binom{z+1}{2}+1=\left|V \backslash V_{k}\right| \cdot\binom{z+1}{2}+\binom{k}{2}+1=|E(\mathcal{C})|+1$. Hence, $\mathcal{C}^{\prime}$ is improving over $\mathcal{C}$. Moreover, by construction of $\mathcal{C}^{\prime}, \mathcal{C}^{\prime}$ and $\mathcal{C}$ are $k^{\prime}$-move-neighbors.
$(\Leftarrow)$ Let $\mathcal{C}^{\prime}$ be a best clustering for $G^{\prime}$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$ and suppose that $\mathcal{C}^{\prime}$ improves over $\mathcal{C}$. Before we show that there is a clique of size $k$ in $G$, we prove some properties of the clustering $\mathcal{C}^{\prime}$.

First, we show that for each vertex $v \in V \backslash V_{k}$, there is a cluster $C_{v}^{\prime}$ in $\mathcal{C}^{\prime}$ with $K_{v} \subseteq C_{v}^{\prime}$. Suppose that there are at least two clusters $C_{v}^{\prime}$ and $C_{v}^{\prime \prime}$ in $\mathcal{C}^{\prime}$ with $K_{v} \cap C_{v}^{\prime} \neq \emptyset$ and $K_{v} \cap C_{v}^{\prime \prime} \neq \emptyset$ and suppose that $\left|C_{v}^{\prime}\right| \geq\left|C_{v}^{\prime \prime}\right|$. Let $v^{\prime}$ be an arbitrary vertex of $C_{v}^{\prime \prime} \cap K_{v}$. Recall that by construction of $G^{\prime}, v^{\prime}$ has the same closed neighborhood as any other vertex of $K_{v}$. Since $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$, each vertex of $C_{v}^{\prime}$ is part of the closed neighborhood of $v^{\prime}$. Hence, the clustering $\mathcal{C}^{\prime \prime}:=\left(\mathcal{C} \backslash\left\{C_{v}^{\prime}, C_{v}^{\prime \prime}\right\}\right) \cup\left\{C_{v}^{\prime} \cup\left\{v^{\prime}\right\}, C_{v}^{\prime \prime} \backslash\left\{v^{\prime}\right\}\right\}$ fulfills $E\left(\mathcal{C}^{\prime \prime}\right) \subseteq E^{\prime}$ and improves over $\mathcal{C}^{\prime}$. Since $\mathcal{C}^{\prime}$ is a best clustering for $G^{\prime}$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$, no such two clusters exist and thus for each vertex $v \in V \backslash V_{k}$, there is a cluster $C_{v}^{\prime}$ in $\mathcal{C}^{\prime}$ with $K_{v} \subseteq C_{v}^{\prime}$.

Next, we show that for each $i \in[1, k-1]$ and each vertex $v \in V_{i}$, the cluster $C_{v}^{\prime}$ is either $K_{v} \cup\{v\}$ or $K_{v} \cup\left\{x_{i}\right\}$. Suppose that this is not the case and let $i \in[1, k-1]$ and let $v$ be a vertex of $V_{i}$ such that $C_{v}^{\prime} \notin\left\{K_{v} \cup\{v\}, K_{v} \cup\left\{x_{i}\right\}\right\}$. Note that this implies that $C_{v}^{\prime}=K_{v}$. Furthermore, let $C^{\prime \prime}$ be the cluster of $\mathcal{C}^{\prime}$ that contains $v$. Since $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$ and $v$ has only neighbors in $V \cup K_{v}$, the cluster $C^{\prime \prime}$ is a clique in $G$. Moreover, since $G$ is $k$-partite, this implies that $C^{\prime \prime}$ has size at most $k$. Hence, the clustering $\mathcal{C}^{\prime \prime}:=\left(\mathcal{C} \backslash\left\{C_{v}^{\prime}, C^{\prime \prime}\right\}\right) \cup\left\{K_{v} \cup\{v\}, C^{\prime \prime} \backslash\{v\}\right\}$ fulfills $E\left(\mathcal{C}^{\prime \prime}\right) \subseteq E^{\prime}$ and improves over $\mathcal{C}^{\prime}$. Since $\mathcal{C}^{\prime}$ is a best clustering for $G^{\prime}$ with $E\left(\mathcal{C}^{\prime}\right) \subseteq E^{\prime}$, this implies that for each $i \in[1, k-1]$ and each vertex $v \in V_{i}$, the cluster $C_{v}^{\prime}$ is either $K_{v} \cup\{v\}$ or $K_{v} \cup\left\{x_{i}\right\}$.

Note that this implies that for each $i \in[1, k-1]$, there is at most one vertex $v_{i} \in V_{i}$ for which $C_{v_{i}}^{\prime} \neq K_{v} \cup\left\{v_{i}\right\}$. Intuitively, if such a vertex $v_{i}$ moves out of its cluster from $\mathcal{C}$, then the vertex $x_{i}$ has to move into the original cluster of $v_{i}$.

Let $S^{\prime} \subseteq V^{\prime}$ be a minimal set of vertices that have to move to obtain $\mathcal{C}^{\prime}$ from $\mathcal{C}$. Moreover, let $S:=S^{\prime} \cap\left(V \backslash V_{k}\right)$. By the above, for each $i \in[1, k-1], S$ contains at most one vertex of $V_{i}$. Recall that each vertex of $V_{k}$ has neighbors only in $V \backslash V_{k}$ and can thus only be in a cluster of $\mathcal{C}^{\prime}$ with a (potentially empty) subset of vertices of $S$. Hence, $S^{\prime}$ contains no vertex of $V_{k}$. In the following, we show that there is a vertex $v_{k} \in V_{k}$ such that $S \cup\left\{v_{k}\right\}$ is a clique of size $k$ in $G$.

To this end, we analyze the number of edges in the clusters $\mathcal{C}_{S} \subseteq \mathcal{C}^{\prime}$ that contain vertices of $S \cup V_{k}$ and have size at least two and the number of edges in the clusters $\mathcal{C}_{X} \subseteq \mathcal{C}^{\prime}$ that have size at least two and contain only vertices of $X \cup\{a, b\}$. By the above, each cluster $C$ of $\mathcal{C}_{S}$ contains only vertices of $S \cup V_{k}$ and $C$ contains at most one vertex of $V_{k}$, since $V_{k}$ is an independent set in $G^{\prime}$. Note that this implies that each cluster of $\mathcal{C}_{S}$ contains at least one vertex of $S$. Furthermore, note that $E\left(\mathcal{C}^{\prime}\right)=\bigcup_{v \in V \backslash V_{k}}\binom{C_{v}^{\prime}}{2} \cup E\left(\mathcal{C}_{S}\right) \cup E\left(\mathcal{C}_{X}\right)$. Since for each vertex $v \in V \backslash V_{k}, C_{v}^{\prime}$ has size $z+1,\left|E\left(\mathcal{C}^{\prime}\right)\right|=\left|V \backslash V_{k}\right| \cdot\binom{z+1}{2}+\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right|$. Moreover, since $\mathcal{C}^{\prime}$ is improving over $\mathcal{C},\left|E\left(\mathcal{C}^{\prime}\right)\right|-|E(\mathcal{C})|=\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right|-\binom{k}{2} \geq 1$. In the following, we show that $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{ k}{2}+1$ and that $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{ k}{2}$ if there is no vertex $v_{k} \in V_{k}$ such that $S \cup\left\{v_{k}\right\}$ is a clique of size $k$ in $G$. To this end, we
analyze the size of $E\left(\mathcal{C}_{S}\right)$ and the size of $E\left(\mathcal{C}_{X}\right)$ separately.
First, we show that if $\mathcal{C}_{S}$ has size at least two, then $\left|E\left(\mathcal{C}_{S}\right)\right|<\binom{|S|+1}{2}$. This follows inductively by the fact that each cluster of $\mathcal{C}_{S}$ has size at least two and contains at most one vertex of $V_{k}$, and for each $i \geq 2$ and each $j \geq 2,\binom{i}{2}+\binom{j}{2}<\binom{i+j-1}{2}$. Hence, $E\left(\mathcal{C}_{S}\right)$ has size at least $\binom{|S|+1}{2}$ if and only if there is a vertex $v_{k} \in V_{k}$ such that $\mathcal{C}_{S}=\left\{S \cup\left\{v_{k}\right\}\right\}$. Moreover, this implies that $\left|E\left(\mathcal{C}_{S}\right)\right| \leq\binom{|S|+1}{2}$.

Second, we analyze the size of $E\left(\mathcal{C}_{X}\right)$. Since for each $i \in[1, k-1]$, if there is a vertex $v_{i} \in V_{i} \cap S$, then the vertex $x_{i}$ moves to the cluster containing all vertices of $K_{v_{i}}$, that is, $x_{i}$ is not contained in any cluster of $\mathcal{C}_{X}$. Hence, at most $k-1-|S|$ vertices of $X$ are contained in clusters of $\mathcal{C}_{X}$. Since $b$ is adjacent only to $a$, this implies that $\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{ k-|S|}{2}+1$.

Finally, we show that for some vertex $v_{k} \in V_{k}, S \cup\left\{v_{k}\right\}$ is a clique of size $k$ in $G$. Assume that $|S|<k-1$. Hence, by the above $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{|S|+1}{2}+\binom{k-|S|}{2}+1<\binom{k}{2}+1$ and thus $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{ k}{2}$. Since $\left|E\left(\mathcal{C}^{\prime}\right)\right|>|E(\mathcal{C})|$, this is not possible.

Consequently, $|S|=k-1$. Hence, by the above $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right| \leq\binom{|S|+1}{2}+\binom{k-|S|}{2}+1=$ $\binom{k}{2}+1$. Hence, $\left|E\left(\mathcal{C}^{\prime}\right)\right| \leq|E(\mathcal{C})|+1$. Since $\mathcal{C}^{\prime}$ improves over $\mathcal{C},\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right|=\binom{k}{2}+1$. As shown before, $\left|E\left(\mathcal{C}_{S}\right)\right|+\left|E\left(\mathcal{C}_{X}\right)\right|=\binom{k}{2}+1$ only holds if $\mathcal{C}_{S}$ consists of a single cluster $C^{\prime}:=$ $S \cup\left\{v_{k}\right\}$ for some vertex $v_{k} \in V_{k}$. Hence, there is a clique of size $k$ in $G$ and $I$ is a yes-instance of Multicolored Clique.

Moreover, note that this implies that $\mathcal{C}^{\prime}$ is a $k^{\prime}$-move-neighbor of $\mathcal{C}$, since only the $k-1$ vertices of $S$, the $k-1$ vertices of $X$, and either $a$ or $b$ changed their cluster.

Parameter bounds. Let $\ell:=\max _{C \in \mathcal{C}}|C|$. Recall that since $z=2 k, \ell=2 k+1$. Since Multicolored Clique is W[1]-hard when parameterized by $k$ and cannot be solved in $f(k) \cdot n^{o(k)}$ time for any computable function $f$, unless the ETH fails [14], this implies that LS-Cluster Deletion is W[1]-hard when parameterized by $k^{\prime}+\ell$ and cannot be solved in $f\left(k^{\prime}+\ell\right) \cdot\left|V^{\prime}\right|^{o\left(k^{\prime}+\ell\right)}$ time for any computable function $f$, unless the ETH fails, since $\left|V^{\prime}\right| \in$ $n^{\mathcal{O}(k)}$. Moreover, note that $V^{\prime} \backslash V_{k}$ is a vertex cover of $G^{\prime}$ of size $\left|V \backslash V_{k}\right| \cdot(2 k+1)+k+1$. Since Multicolored Clique does not admit a polynomial kernel when parameterized by $k+\left|V \backslash V_{k}\right|$, unless NP $\subseteq$ coNP/poly [24], this implies that LS-Cluster Deletion does not admit a polynomial kernel when parameterized by $k^{\prime}+\mathrm{vc}\left(G^{\prime}\right)$ unless NP $\subseteq$ coNP/poly.

Note that due to the last restriction, the permissive version of LS-Cluster Deletion shares the same W[1]-hardness and the same ETH-based lower bound, meaning that also for permissive LS-Cluster Deletion, the algorithms in Section 3 are essentially optimal.

## 5 Conclusion

We analyzed the parameterized complexity for LS-Cluster Editing and LS-Cluster Deletion, leaving some open questions for future work: First, what is the complexity of LS-Cluster Deletion with respect to the combined parameter number $|\mathcal{C}|$ of clusters and $k$ ? Second, can we show lower bounds for the permissive variant of LS-Cluster Editing? Finally, can some of the algorithmic ideas of our work be used to improve the local-search based heuristics for Cluster Deletion or Cluster Editing?
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#### Abstract

Given a graph $G$ and an integer $b$, BANDWIDTH asks whether there exists a bijection $\pi$ from $V(G)$ to $\{1, \ldots,|V(G)|\}$ such that $\max _{\{u, v\} \in E(G)}|\pi(u)-\pi(v)| \leq b$. This is a classical NP-complete problem, known to remain NP-complete even on very restricted classes of graphs, such as trees of maximum degree 3 and caterpillars of hair length 3 . In the realm of parameterized complexity, these results imply that the problem remains NP-hard on graphs of bounded pathwidth, while it is additionally known to be W[1]-hard when parameterized by the treedepth of the input graph. In contrast, the problem does become FPT when parameterized by the vertex cover number of the input graph. In this paper, we make progress towards the parameterized (in)tractability of BANDWIDTH. We first show that it is FPT when parameterized by the cluster vertex deletion number cvd plus the clique number $\omega$ of the input graph, thus generalizing the previously mentioned result for vertex cover. On the other hand, we show that BANDWIDTH is $\mathrm{W}[1]$-hard when parameterized only by cvd. Our results generalize some of the previous results and narrow some of the complexity gaps.
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## 1 Introduction

Given an undirected graph $G$ and an integer $b$, BANDWIDTH asks whether there exists a bijection $\pi: V(G) \rightarrow\{1, \ldots,|V(G)|\}$ of the vertices of $G$ (called an ordering) such that $\max _{\{u, v\} \in E(G)}|\pi(u)-\pi(v)| \leq b$. The main motivation behind its study dates back to over half a century: a closely related problem in the field of matrix theory was first studied in the 1950 's, while in the 1960 's it was formulated as a graph problem, finding applications in minimizing (average) absolute error in codes, and has been extensively studied ever since $[6,11,12,13,22,30]$.

Bandwidth is long known to be NP-complete [6, 43]; as a matter of fact, it remains NP-complete even on very restricted classes of graphs, such as trees of maximum degree 3 [27], caterpillars of hair length 3 [40] and cyclic caterpillars of hair length 1 [41]. Considering these NP-hardness results, in this paper we focus on the parameterized complexity of Bandwidth. When parameterized by the natural parameter $b$, Bandwidth is known to be in XP $[29,44]$, whilst it is $\mathrm{W}[t]$-hard for all positive integers $t$, even when the input graph is a tree $[3,4]$. In fact, Bandwidth cannot be solved in time $f(b) n^{o(b)}$ even on trees of pathwidth at most two, unless the Exponential Time Hypothesis fails [17]. Regarding structural parameterizations, the previously mentioned results imply that BANDWIDTH is para-NP-complete when parameterized by the pathwidth or the treewidth plus the maximum degree of the input graph; the latter implies NP-completeness also on graphs of constant tree-cut width [26]. Moreover, it is known to be W[1]-hard parameterized by the treedepth of the input graph [28]. In contrast, the problem does become fixed-parameter tractable (FPT) when parameterized by the vertex cover number [20], the neighborhood diversity [1], or the max leaf number [19] of the input graph.

In the last few years, a plethora of structural parameters have been introduced, in an attempt to precisely determine the limits of tractability of algorithmic problems that are FPT by vertex cover, yet become W[1]-hard when parameterized by more general parameters, such as treewidth or clique-width. Some of the most well-studied such parameters are treedepth [42], twin cover number [24], cluster vertex deletion number [16], vertex integrity [28], shrub-depth [25], neighborhood diversity [35], and modular-width [23]. The tractability of BANDWIDTH with respect to those parameters has remained largely unexplored, with the exception of treedepth [28] and neighborhood diversity [1].

Cluster vertex deletion number lies between clique-width and vertex cover number (more precisely twin cover number), and is defined as the minimum size of a set of vertices whose removal induces a cluster graph, i.e. all of its components are cliques. It was first considered as a structural parameter in [16], and has been used to show parameterized (in)tractability results in multiple occasions ever since $[2,5,7,8,33,34,38]$. Notice that Bandwidth is trivial on cluster graphs; it suffices to check that the clique number is at most $b+1$, as any optimal ordering places the vertices of every clique consecutively, for some ordering of the cliques. Therefore, its tractability when parameterized by the cluster vertex deletion number of the input graph poses a very natural question.

Our contribution. In the current work, we present both tractability and intractability results for BANDWIDTH when cluster vertex deletion number is a parameter of the problem (see Figure 1 for an overview of our results and the relationships between the structural parameters mentioned). We first prove that BANDWIDTH is FPT when parameterized by $\operatorname{cvd}+\omega$, where cvd and $\omega$ denote the cluster vertex deletion number and clique number of the input graph respectively. This generalizes the tractability result for vertex cover number


Figure 1 Our results and hierarchy of some related structural graph parameters, where $\omega$ and $\Delta$ denote the clique number and the maximum degree of the input graph, respectively. Arrows between parameters indicate generalization relations, that is, for any graph, if the parameter at the tail of an arrow is a constant then the parameter at the head of the arrow is also a constant. The reverse does not hold in this figure. The framed green, frameless orange, and double framed red rectangles indicate fixed-parameter tractable, W[*]-hard, and NP-complete cases, respectively.
of [20], and follows the same idea of encoding the problem as an integer linear program (ILP) of a small number of variables. Solving said ILP, one can verify whether there exists any ordering $\pi$ of the vertices of $G$ such that a) $|\pi(v)-\pi(u)| \leq b$ for all $\{u, v\} \in E(G)$, and b) $\pi$ is "nice", where an ordering is nice if it has some specific properties. Proving that there exists a nice ordering $\pi$ that minimizes $\max _{\{u, v\} \in E(G)}|\pi(v)-\pi(u)|$ then yields the stated result.

A natural question that arises from the previous result is whether it is necessary for both cvd and $\omega$ to be parameters of the problem in order to assure fixed-parameter tractability. Notice that BANDWIDTH is NP-complete even when $\omega \leq 2$, since that is the case for trees. Therefore, we proceed by studying the problem's tractability when parameterized only by cvd. In this setting, we show that Bandwidth is W[1]-hard via a reduction from Unary Bin Packing, thus positively answering the previous question. Note that the W[1]-hardness of Bandwidth when parameterized by treedepth is also shown via a reduction from Unary Bin Packing [28].

Related work. BandwidTh is one of the so-called graph layout problems (see the survey of [14]). As far as the structural parameterized complexity of such problems is concerned, Fellows, Lokshtanov, Misra, Rosamond, and Saurabh [20] were the first to prove FPT results for a multitude of them when parameterized by the vertex cover number of the input graph, making use of ILP formulations. Since then, not much progress has been made on that front, with a notable exception being Imbalance, which was shown to be FPT when parameterized by twin cover number plus $\omega$ [39], vertex integrity [28], or tree-cut width [26], while it belongs to XP when parameterized by twin cover [39]. Minimum Linear Arrangement is known to be FPT parameterized by max leaf number, or edge clique number of the input graph [18],
as well as by the vertex cover number [37]. Lastly, as far as Cutwidth is concerned, a $2^{\mathcal{O}(\mathrm{vc})} n^{\mathcal{O}(1)}$ time algorithm was presented in [10], improving over the ILP formulation of [20], where vc denotes the vertex cover number of the input graph.

Organization. In Section 2 we discuss the general preliminaries, followed by the FPT algorithm in Section 3 and the hardness result in Section 4. Lastly, in Section 5 we present the conclusion as well as some directions for future research. Proofs marked with ( $\star$ ) are in the full version of the paper.

## 2 Preliminaries

Throughout the paper we use standard graph notation [15], and we assume familiarity with the basic notions of parameterized complexity [9]. We assume that $\mathbb{N}$ is the set of all non-negative integers. All graphs considered are undirected without loops. The clique number of a graph $G$, denoted by $\omega(G)$, is the size of its largest induced clique. For $x, y \in \mathbb{Z}$, let $[x, y]=\{z \in \mathbb{Z}: x \leq z \leq y\}$, while $[x]=[1, x]$. For $\mathcal{I}_{i}=\left[a_{i}, b_{i}\right]$, we say that intervals $\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}$ partition interval $\mathcal{I}=[a, b]$ if $\mathcal{I}=\bigcup_{i \in[k]} \mathcal{I}_{i}$ and $\mathcal{I}_{i} \cap \mathcal{I}_{j}=\emptyset$, for any $1 \leq i<j \leq k$. Additionally, let $\mathcal{I}_{i}<\mathcal{I}_{j}$ if $b_{i}<a_{j}$. For a function $f: A \rightarrow B$ and $A^{\prime} \subseteq A$, let $f\left(A^{\prime}\right)=\left\{f(a) \in B: a \in A^{\prime}\right\}$. Moreover, let $\max \left(f\left(A^{\prime}\right)\right)=\max \left\{f(a): a \in A^{\prime}\right\}$ and $\min \left(f\left(A^{\prime}\right)\right)$ defined analogously.

Let $G$ be a graph and $\pi: V(G) \rightarrow[n]$ an ordering of its vertices. We define the stretch of an edge $e=\{u, v\} \in E(G)$ with regard to $\pi$ as $\operatorname{stretch}_{\pi}(e)=|\pi(u)-\pi(v)|$. We define the stretch of $\pi$ to be the maximum stretch of the edges of $G$, i.e. $\operatorname{stretch}(\pi)=\max _{e \in E(G)} \operatorname{stretch}_{\pi}(e)$. The bandwidth of $G$, denoted $\operatorname{bw}(G)$, is the minimum stretch of any vertex ordering $\pi$ : $V(G) \rightarrow[n]$.

- Remark 1. Note that the stretch of a vertex ordering is invariant under isomorphism, which means in particular that $\operatorname{stretch}(\pi)=\operatorname{stretch}(\pi \circ f)$ for any vertex ordering $\pi: V(G) \rightarrow[n]$ and any automorphism $f: V(G) \rightarrow V(G)$ of $G$.

A cluster deletion set of a graph $G$ is a set $S \subseteq V(G)$ such that every component of $G-S$ is a clique. If $S$ is a cluster deletion set, we call the components of $G-S$ clusters. The cluster vertex deletion number of a graph $G$, denoted by $\operatorname{cvd}(G)$, is the size of its minimum cluster deletion set.

In the Unary Bin Packing problem, we are given a set of integers $A=\left\{a_{j}: j \in[n]\right\}$ in unary, as well as $k \in \mathbb{N}$, and are asked to determine whether there exists a partition $\left(S_{1}, \ldots, S_{k}\right)$ of $A$ such that $\sum_{a_{j} \in S_{i}} a_{j}=\sum_{j \in[n]} a_{j} / k$ for every $i \in[k]$. Unary Bin Packing can be solved in time $n^{\mathcal{O}(k)}$ by employing dynamic programming, while it is known to be $\mathrm{W}[1]$-hard parameterized by $k$ [31].

The feasibility variant of integer linear programming (ILP) is to decide, given a set $X$ of variables and a set $C$ of linear constraints (i.e. inequalities) over the variables in $X$ with integer coefficients, whether there is an assignment $\alpha: X \rightarrow \mathbb{Z}$ of the variables satisfying all constraints in $C$. It is known that the feasibility of an instance of (ILP) can be tested in $\mathcal{O}\left(p^{2.5 p+o(p)} \cdot L\right)$ time, where $p$ is the number of variables and $L$ is the size of the input [21, 32, 36]. In other words, computing the feasibility of an ILP formula is FPT parameterized by the number of variables. Moreover, a solution can be computed in the same time if it exists.

## 3 An FPT-algorithm parameterized by cluster vertex deletion number plus clique number

In this section, we prove that BANDwidth is FPT when parameterized by the cluster vertex deletion number plus the clique number of the input graph.

- Theorem 2. BANDWIDTH is fixed parameter tractable when parameterized by cvd $+\omega$, where cvd, $\omega$ denote the cluster vertex deletion number and clique number of the input graph respectively.

Our proof is a generalization of the FPT result for vertex cover number from [20]. The general idea for obtaining an ILP encoding of BANDWIDTH given a vertex cover $S$ is to augment $S$ by a small number (dependent only on the vertex cover number) of representative vertices of every neighborhood-type. It can be easily seen that we can modify any ordering $\pi$ in such a way that the leftmost and rightmost neighbor of any vertex in $S$ is contained in this augmented set $S^{\prime}$ without increasing the stretch. For any ordering $\sigma$ of $S^{\prime}$ we can decide whether we can extend $\sigma$ to an ordering of $V(G)$ of stretch at most $b$ by encoding how vertices of certain neighborhood-types are distributed into the gaps between the vertices of $S^{\prime}$ into an ILP. By ensuring that we distribute the vertices in such a way that the leftmost and rightmost neighbor of any vertex in $S$ is contained in $S^{\prime}$ we can bound the stretch of every edge by using one linear constraint for every edge in $G\left[S^{\prime}\right]$.

In our setting we can use the vertex cover approach to bound the stretch of all edges incident to the deletion set. To gain control over the stretch of edges within clusters, we show that we can convert any ordering into a nice ordering without increasing the stretch. Here niceness intuitively means, that we can order the vertices in between any two vertices of $S^{\prime}$ in such a way that vertices of the same type appear consecutively, where the type now depends on the isomorphism-type of the cluster union the deletion set. This will allow us to bound the stretch of such edges by a linear constraint as well.

### 3.1 Types and buckets

Let $G$ be a graph and $S$ a cluster deletion set of $G$ of size $k$. For any vertex $v \in V(G-S)$, let $N_{S}(v)=N(v) \cap S$ be its $S$-neighborhood. Let $\mathcal{K} \subseteq \mathbb{N}^{2}$ be the set of non-negative integer vectors $\kappa$ with $2^{k}$ entries for which $\|\kappa\|_{1} \leq \omega(G)$. Here $\|\cdot\|_{1}$ denotes the 1-norm, i.e. the sum of the absolute value of the entries. We assume that the entries of the vectors in $\mathcal{K}$ are indexed by the subsets of $S$. We say that a cluster $C$ has cluster-type $\kappa \in \mathcal{K}$ if $\left|\left\{v \in V(C): N_{S}(v)=N\right\}\right|=(\kappa)_{N}$ for every $N \subseteq S$ where $(\kappa)_{N}$ denotes the entry of $\kappa$ corresponding to $N$. We further let $\# \kappa$ denote the number of clusters of cluster-type $\kappa$ in $G$. We say that a set $\mathcal{C}$ of clusters is representative if it consists of $\min \{2|S|, \# \kappa\}$ distinct clusters of type $\kappa$ for every cluster-type $\kappa$. We further say that a set $S^{\prime}$ is an extended deletion set if $S^{\prime}=S \cup \bigcup_{C \in \mathcal{C}} V(C)$ for a representative set $\mathcal{C}$ of clusters.

- Lemma $3(\star)$. For every extended deletion set $S^{\prime}$ there is an ordering $\pi: V(G) \rightarrow[n]$ such that $\operatorname{stretch}(\pi)=\operatorname{bw}(G)$ and for every $s \in S$, the set $S^{\prime}$ contains vertices $v_{\min }^{s}$ and $v_{\max }^{s}$, where $\pi\left(v_{\min }^{s}\right)=\min (\pi(N(s)))$ and $\pi\left(v_{\max }^{s}\right)=\max (\pi(N(s)))$, i.e. $S^{\prime}$ contains the leftmost and rightmost neighbor of $s$.

We say that an ordering $\pi: V(G) \rightarrow[n]$ is $S^{\prime}$-extremal if the second property in Lemma 3 is satisfied for $\pi$.

- Observation 4. The size of any extended deletion set $S^{\prime}$ is at most $|S|+2|S| \omega(G) \cdot 2^{2|S| \cdot \omega(G)}$.

Let $\mathcal{C}$ be a representative set of clusters, $S^{\prime}=S \cup \bigcup_{C \in \mathcal{C}} V(C)$ the extended deletion set containing vertices from $\mathcal{C}$ and $S$ and set $k^{\prime}=\left|S^{\prime}\right|$. A bucket distribution of $S^{\prime}$ is a partition $\mathcal{B}=\left(B_{0}, \ldots, B_{k^{\prime}}\right)$ of the vertices of $G-S^{\prime}$. Fix a bucket distribution $\mathcal{B}=\left(B_{0}, \ldots, B_{k^{\prime}}\right)$ of $S^{\prime}$. We call the subsets $B_{i}$ buckets of $\mathcal{B}$.

Let $\mathcal{T} \subseteq \mathbb{N}^{2^{k} \times\left(k^{\prime}+1\right)}$ be the set of matrices $\tau$ with $\|\tau\|_{1} \leq \omega(G)$. We assume that the rows of matrices are indexed with subsets of $S$ and the columns with $\left[0, k^{\prime}\right]$. We say that a cluster $C \notin \mathcal{C}$ has distribution-type $\tau \in \mathcal{T}$ in $\mathcal{B}$ if $\left|\left\{v \in V(C) \cap B_{i}: N_{S}(v)=N\right\}\right|=(\tau)_{N, i}$ for every $N \subseteq S$ and every $i \in\left[0, k^{\prime}\right]$. For every $\kappa \in \mathcal{K}$, let $\mathcal{T}_{\kappa} \subseteq \mathcal{T}$ denote the set of distribution-types $\tau$ such that $\sum_{i \in\left[0, k^{\prime}\right]}(\tau)_{N, i}=(\kappa)_{N}$ for every $N \subseteq S$, i.e., the set of $\tau \in \mathcal{T}$ such that any cluster of distribution-type $\tau$ has cluster-type $\kappa$.

- Observation 5. The number of distribution-types is at most $\omega(G)^{2^{|S|} \cdot\left(\left|S^{\prime}\right|+1\right)}$ for any extended deletion set $S^{\prime}$.

Let $\sigma: S^{\prime} \rightarrow\left[k^{\prime}\right]$ be an ordering of the vertices of $S^{\prime}$. We say that a vertex ordering $\pi: V(G) \rightarrow[n]$ is compatible with $\sigma$ if for any $s_{1}, s_{2} \in S^{\prime}$ it holds that $\pi\left(s_{1}\right)<\pi\left(s_{2}\right)$ if and only if $\sigma\left(s_{1}\right)<\sigma\left(s_{2}\right)$. We say that a vertex ordering $\pi: V(G) \rightarrow[n]$ is compatible with $\sigma$ and $\mathcal{B}$ if $\pi$ is compatible with $\sigma$ and $B_{0}=\left\{v \in V(G): \pi(v)<\pi\left(\sigma^{-1}(1)\right)\right\}, B_{k^{\prime}}=\{v \in V(G)$ : $\left.\pi(v)>\pi\left(\sigma^{-1}\left(k^{\prime}\right)\right)\right\}$ and $B_{i}=\left\{v \in V(G): \pi\left(\sigma^{-1}(i)\right)<\pi(v)<\pi\left(\sigma^{-1}(i+1)\right)\right\}$ for $i \in\left[k^{\prime}-1\right]$.

### 3.2 Nice orderings

Let $G$ be a graph and $S$ a cluster deletion set of $G$. Furthermore, let $\mathcal{C}$ be a representative set of clusters, $S^{\prime}=S \cup \bigcup_{C \in \mathcal{C}} V(C)$ the extended deletion set containing vertices from $\mathcal{C}$ and $S$ and $k^{\prime}=\left|S^{\prime}\right|$. Additionally, we fix a bucket distribution $\mathcal{B}=\left(B_{0}, \ldots, B_{k^{\prime}}\right)$ of $S^{\prime}$ and an ordering $\sigma: S^{\prime} \rightarrow\left[k^{\prime}\right]$.

To obtain our nice ordering we use a series of exchange arguments that will not increase the stretch. We call an ordering nice if it has properties $\left(\Pi_{1}\right),\left(\Pi_{2}\right)$ and $\left(\Pi_{3}\right)$. We will first give some intuition regarding the properties, before defining them formally.

Assume $\pi: V(G) \rightarrow[n]$ is an optimal ordering minimizing the number of edges of maximum stretch. Furthermore, let $v \in V(C)$ be a vertex which is contained in an edge of maximum stretch with regards to $\pi$ and the cluster $C$ containing $v$ is distributed over more than one bucket. In this case, $v$ must be either the leftmost or the rightmost vertex of $C$. Assuming $v$ is the leftmost vertex of $C$ (the other case is analogous), we can observe that every vertex $v^{\prime} \in B_{i}$ appearing further to the right than $v$ must have a neighbor contained in a bucket to the right of $B_{i}$ and no neighbor to the left of $v$. Otherwise, we can reduce the stretch of the edge containing $v$ without increasing the stretch of any edge incident to $v^{\prime}$ (and hence reducing the number of edges of maximum stretch without increasing the maximum stretch) by exchanging $v$ and $v^{\prime}$. Using this observation, we can assume that each bucket is partitioned into a left, a middle and a right part and every vertex with only neighbors to the left of $B_{i}$ appears in the left part and every vertex having only neighbors to the right of $B_{i}$ appears in the right part. Additionally, the above observation allows us to assume that within each bucket the vertices of one cluster appear consecutively (property $\left(\Pi_{1}\right)$ ).

Now assume that $\{v, w\}$ is an edge of maximum stretch as before ( $v$ appears left of $w$ in $\pi$ ) and $\left\{v^{\prime}, w^{\prime}\right\}$ is another edge such that $v^{\prime}$ appears in the same bucket as $v$ and $w^{\prime}$ in the same bucket as $w$. If $v^{\prime}$ appears before $v$ then $w^{\prime}$ has to appear before $w$ as $\{v, w\}$ is of maximum stretch. On the other hand, if $v^{\prime}$ appears after $v$ then $w^{\prime}$ must appear after $w$ as otherwise exchanging $w$ and $w^{\prime}$ either reduces the number of edges of maximum stretch or reduces the maximum stretch itself. Hence, we can assume that the relative order of the leftmost vertices of a set of clusters is the same as the relative order of the rightmost vertices of the same clusters (property $\left(\Pi_{2}\right)$ ).

Lastly, assume that $C$ and $C^{\prime}$ are clusters of type $\tau \in \mathcal{T}$ which are not contained in just one bucket and appear next to each other (in their leftmost bucket). Assume $B_{\ell}$ is the bucket containing the leftmost vertex of $C$ and $C^{\prime}$ and $B_{r}$ the bucket containing the rightmost vertex of $C$ and $C^{\prime}$. We can essentially exchange $V(C) \cap B_{\ell}$ with $V\left(C^{\prime}\right) \cap B_{\ell}$ and at the same time $V(C) \cap B_{r}$ with $V\left(C^{\prime}\right) \cap B_{r}$ if certain properties about the size of these sets hold. This allows us to order the buckets in such a way, that clusters whose intersection with the leftmost (rightmost, respectively) bucket they intersect is of the same size, appear consecutively (property $\left(\Pi_{3}\right)$ ).

To state the three properties formally we use the following notation. For a distributiontype $\tau \in \mathcal{T}$ and $i \in\left[0, k^{\prime}\right]$, we write $\tau_{i}$ to denote the column of $\tau$ which is indexed by $i$. We define $\operatorname{LB}(\tau)$ to be the largest index $i \in\left[0, k^{\prime}\right]$ such that $\left\|\tau_{j}\right\|_{1}=0$ for any $j \in[0, i-1]$, i.e. $B_{i}$ is the leftmost bucket containing vertices from clusters of type $\tau$. We define $\operatorname{RB}(\tau)$ analogously to be the minimum index $i \in\left[0, k^{\prime}\right]$ such that $\left\|\tau_{j}\right\|_{1}=0$ for any $j \in\left[i+1, k^{\prime}\right]$. Additionally, we let $\# \mathrm{~L}(\tau)$ be $\left\|\tau_{\mathrm{LB}(\tau)}\right\|_{1}$ and $\# \mathrm{R}(\tau)$ be $\left\|\tau_{\mathrm{RB}(\tau)}\right\|_{1}$. For every $\ell \leq r \in\left[0, k^{\prime}\right]$ and every $n_{L}, n_{R} \in[0, \omega(G)]$, we define

$$
\mathcal{T}^{\left(\ell, r, n_{L}, n_{R}\right)}=\left\{\tau \in \mathcal{T}: \mathrm{LB}(\tau)=\ell, \operatorname{RB}(\tau)=r, \# \mathrm{~L}(\tau)=n_{L}, \# \mathrm{R}(\tau)=n_{R}\right\}
$$

- Definition 6 (Property $\left(\Pi_{1}\right)$ ). We say that an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ which is compatible with $\sigma$ and $\mathcal{B}$ has property $\left(\Pi_{1}\right)$ if for every $i \in\left[0, k^{\prime}\right]$

1. the vertices of $V(C) \cap B_{i}$ appear consecutively in $\pi$ for every cluster $C \notin \mathcal{C}$,
2. we can partition the interval $\pi\left(B_{i}\right)$ into three (possibly empty) intervals $I_{R}^{i}<I_{M}^{i}<I_{L}^{i}$ such that for every $\tau \in \mathcal{T}$ and every cluster $C$ of distribution-type $\tau$
$=\pi\left(V(C) \cap B_{i}\right) \subseteq I_{R}^{i}$ if $\mathrm{LB}(\tau) \neq i$ and $\mathrm{RB}(\tau)=i$,

- $\pi\left(V(C) \cap B_{i}\right) \subseteq I_{L}^{i}$ if $\mathrm{LB}(\tau)=i$ and $\operatorname{RB}(\tau) \neq i$,
- $\pi\left(V(C) \cap B_{i}\right) \subseteq I_{M}^{i}$ if either $\mathrm{LB}(\tau) \neq i$ and $\mathrm{RB}(\tau) \neq i$ or $\mathrm{LB}(\tau)=\mathrm{RB}(\tau)=i$.

Notice that while $I_{R}^{i}$ contains the leftmost ordered vertices of $B_{i}$, we use the index $R$ since those vertices are the rightmost vertices of their corresponding cliques. Analogously, we use $I_{L}^{i}$ for the rightmost ordered vertices of $B_{i}$.

- Definition 7 (Property $\left(\Pi_{2}\right)$ ). We say that an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ which is compatible with $\sigma$ and $\mathcal{B}$ has property $\left(\Pi_{2}\right)$ if for any two distribution-types $\tau, \tau^{\prime} \in \mathcal{T}$ and any two clusters $C$ and $C^{\prime}$ of distribution-type $\tau$ and $\tau^{\prime}$ respectively, the following holds.
- If either $\mathrm{LB}(\tau)=\mathrm{LB}\left(\tau^{\prime}\right)$ or $\mathrm{RB}(\tau)=\mathrm{RB}\left(\tau^{\prime}\right)$, then for any $v \in V(C) \cap B_{\mathrm{LB}(\tau)}$, $v^{\prime} \in$ $V\left(C^{\prime}\right) \cap B_{\mathrm{LB}\left(\tau^{\prime}\right)}, w \in V(C) \cap B_{\mathrm{RB}(\tau)}$, $w^{\prime} \in V\left(C^{\prime}\right) \cap B_{\mathrm{RB}\left(\tau^{\prime}\right)}$ we have that $\pi(v)<\pi\left(v^{\prime}\right)$ if and only if $\pi(w)<\pi\left(w^{\prime}\right)$.

Lastly, we want the buckets to be ordered by distribution-types which will enable us to express the stretch within clusters by linear constraints. To achieve this, we define two orderings of distribution-types, dictating in which order (in a nice, optimal vertex ordering) cliques of a certain type will appear within a bucket. First, let $\mathcal{T}_{R}^{i}=\bigcup_{\substack{\ell \in[0, i-1], n_{L}, n_{R} \in[\omega(G)]}}^{\substack{e\left(\ell, i, n_{L}, n_{R}\right)}}$ and define the ordering $\rho_{i}: \mathcal{T}_{R}^{i} \rightarrow\left[\left|\mathcal{T}_{R}^{i}\right|\right]$ in the following way. For any $\tau \in \mathcal{T}^{\left(\ell, i, n_{L}, n_{R}\right)}$, $\tau^{\prime} \in \mathcal{T}^{\left(\ell^{\prime}, i, n_{L}^{\prime}, n_{R}^{\prime}\right)}$, we have that $\rho_{i}(\tau)<\rho_{i}\left(\tau^{\prime}\right)$ if either

- $\ell<\ell^{\prime}$ or
- $\ell=\ell^{\prime}, n_{L} \geq n_{R}$ and $n_{L}^{\prime}<n_{R}^{\prime}$ or
- $\ell=\ell^{\prime}, n_{L} \geq n_{R}, n_{L}^{\prime} \geq n_{R}^{\prime}$ and $n_{R}<n_{R}^{\prime}$ or
- $\ell=\ell^{\prime}, n_{L}<n_{R}, n_{L}^{\prime}<n_{R}^{\prime}$ and $n_{L}>n_{L}^{\prime}$ or
- $\ell=\ell^{\prime}, n_{L} \geq n_{R}, n_{L}^{\prime} \geq n_{R}^{\prime}, n_{R}=n_{R}^{\prime}$ and $\tau \leq_{\text {lex }} \tau^{\prime}$ or
- $\ell=\ell^{\prime}, n_{L}<n_{R}, n_{L}^{\prime}<n_{R}^{\prime}, n_{L}=n_{L}^{\prime}$ and $\tau \leq_{\operatorname{lex}} \tau^{\prime}$.

Here $\leq_{\text {lex }}$ refers to the lexicographic order on matrices in $\mathcal{T}$ where we read the entries by lines top to bottom. However, we can replace this by any total ordering ( $\leq_{\text {lex }}$ is an arbitrary choice).

Moreover, let $\mathcal{T}_{L}^{i}=\bigcup_{\substack{r \in\left[i+1, k^{\prime}\right], n_{L}, n_{R} \in[\omega(G)]}} \mathcal{T}^{\left(i, r, n_{L}, n_{R}\right)}$ and define the ordering $\lambda_{i}: \mathcal{T}_{L}^{i} \rightarrow\left[\left|\mathcal{T}_{L}^{i}\right|\right]$ by letting $\lambda_{i}(\tau)<\lambda_{i}\left(\tau^{\prime}\right)$ for any $\tau \in \mathcal{T}^{\left(i, r, n_{L}, n_{R}\right)}, \tau^{\prime} \in \mathcal{T}^{\left(i, r^{\prime}, n_{L}^{\prime}, n_{R}^{\prime}\right)}$ if either

- $r<r^{\prime}$ or
- $r=r^{\prime}$ and $\rho_{i}(\tau)<\rho_{i}\left(\tau^{\prime}\right)$.
- Remark 8. Note that we can compute all $\rho_{i}$ and $\lambda_{i}$ in time quadratic in the size of $\mathcal{T}$.
- Definition 9 (Property $\left(\Pi_{3}\right)$ ). We say that an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ which is compatible with $\sigma$ and $\mathcal{B}$ has property $\left(\Pi_{3}\right)$ if for every $i \in\left[0, k^{\prime}\right]$ we can partition the interval $\pi\left(B_{i}\right)$ into (possibly empty) intervals

$$
J_{R}^{(i, 1)}<\cdots<J_{R}^{\left(i,\left|\mathcal{T}_{R}^{i}\right|\right)}<J_{M}^{i}<J_{L}^{(i, 1)}<\cdots<J_{L}^{\left(i,\left|\mathcal{T}_{L}^{i}\right|\right)}
$$

such that for every distribution-type $\tau \in \mathcal{T}$ and every cluster $C$ of type $\tau$ and every $j \in\left[\left|\mathcal{T}_{R}^{i}\right|\right]$, $j^{\prime} \in\left[\left|\mathcal{T}_{L}^{i}\right|\right]$,

- $\pi\left(V(C) \cap B_{i}\right) \subseteq J_{R}^{(i, j)}$ if $\rho_{i}(\tau)=j$ and
- $\pi\left(V(C) \cap B_{i}\right) \subseteq J_{L}^{\left(i, j^{\prime}\right)}$ if $\lambda_{i}(\tau)=j^{\prime}$.
- Lemma $10(\star)$. Given an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ which is compatible with $\sigma$ and $\mathcal{B}$, there exists an $S^{\prime}$-extremal ordering $\pi^{\prime}: V(G) \rightarrow[n]$ of $\operatorname{stretch}\left(\pi^{\prime}\right) \leq \operatorname{stretch}(\pi)$ which is compatible with $\sigma$ and $\mathcal{B}$ and has properties $\left(\Pi_{1}\right)$, $\left(\Pi_{2}\right)$ and $\left(\Pi_{3}\right)$.


### 3.3 ILP formulation

Let $G$ be a graph and $S$ a cluster deletion set of $G$. Furthermore, let $\mathcal{C}$ be a representative set of clusters, $S^{\prime}=S \cup \bigcup_{C \in \mathcal{C}} V(C)$ the extended deletion set containing vertices from $\mathcal{C}$ and $S$ and $k^{\prime}=\left|S^{\prime}\right|$.

For every ordering $\sigma: S^{\prime} \rightarrow k^{\prime}$, we will use an ILP to determine whether there is an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ of stretch at most $b$ which is compatible with $\sigma$. The ILP has two variables $x_{\tau}, y_{\tau}$ for every distribution-type $\tau \in \mathcal{T}$. The variable $x_{\tau}$ expresses how many clusters of $G-S^{\prime}$ have distribution-type $\tau$ in an optimal $S^{\prime}$-extremal ordering compatible with $\sigma$. The variable $y_{\tau}$ is an indicator variable which is 1 if and only if $x_{\tau}>0$ and 0 otherwise. We further use $z_{i}$ for $i \in\left[0, k^{\prime}\right]$ in our ILP formulation as a placeholder for the expression $\sum_{\tau \in \mathcal{T}}\left(x_{\tau} \cdot\left\|\tau_{i}\right\|_{1}\right)$ which expresses the number of vertices in bucket $i$. For an assignment $\alpha:\left\{x_{\tau}, y_{\tau}: \tau \in \mathcal{T}\right\} \rightarrow \mathbb{N}$ of the variables of our ILP, we write $\alpha\left(z_{i}\right)$ to stand for the expression $\sum_{\tau \in \mathcal{T}}\left(\alpha\left(x_{\tau}\right) \cdot\left\|\tau_{i}\right\|_{1}\right)$.

We further need the leftmost and rightmost neighbor of any vertex of $S$ in $S^{\prime}$, thus define $v_{\min , \sigma}^{s}, v_{\max , \sigma}^{s} \in S^{\prime}$ such that $\sigma\left(v_{\min , \sigma}^{s}\right)=\min (\sigma(N(s)))$ and $\sigma\left(v_{\max , \sigma}^{s}\right)=\max (\sigma(N(s)))$, for every ordering $\sigma: S^{\prime} \rightarrow k^{\prime}$ and $s \in S$. Note that by choosing $S$ to be minimum, we can assume that $S$ contains no vertex with no neighbors in $G-S$ and hence $v_{\min , \sigma}^{s}$ and $v_{\max , \sigma}^{s}$ are well defined.

For a fixed ordering $\sigma: S^{\prime} \rightarrow\left[k^{\prime}\right]$, we can now formulate our set of linear constraints. The first three constraints ensure that we choose the number of clusters that have a certain distribution-type in a feasible way. That is, (T1) ensures that the quantities of distributiontypes corresponding to an assignment of the variables $x_{\tau}$ corresponds to a valid choice of allocating each available cluster in the input graph $G$ a distribution-type. As for (T2), it ensures that $v_{\min , \sigma}^{s}$ is indeed the leftmost neighbor of $s$ while $v_{\max , \sigma}^{s}$ is the rightmost neighbor
of $s$ for every $s \in S$ by ensuring that any distribution-type placing a neighbor of $s$ in a bucket left of $v_{\min , \sigma}^{s}$ or right of $v_{\max , \sigma}^{s}$ does not occur. Finally, (T3) guarantees that $y_{\tau}$ indeed indicates whether or not distribution-type $\tau$ is used in the solution.
(T1) For every $\kappa \in \mathcal{K}$,

$$
\# \kappa=\min \{\# \kappa, 2 k\}+\sum_{\tau \in \mathcal{T}_{\kappa}} x_{\tau}
$$

(T2) For every $s \in S$ and every $\tau \in \mathcal{T}$ for which $\tau_{N, i}>0$ for some $N \ni s$ and $i \in$ $\left[0, \sigma\left(v_{\min , \sigma}^{s}\right)-1\right] \cup\left[\sigma\left(v_{\max , \sigma}^{s}\right), k^{\prime}\right]$,

$$
x_{\tau}=0
$$

(T3) $x_{\tau} \cdot\left(1-y_{\tau}\right)=0$ and $\left(1-x_{\tau}\right) \cdot y_{\tau} \leq 0$ for every $\tau \in \mathcal{T}$.
The purpose of all remaining constraints is to ensure that for the assignment of variables, which essentially corresponds to choosing a bucket distribution $\mathcal{B}$, there is an $S^{\prime}$-extremal ordering $\pi: V(G) \rightarrow[n]$ which is compatible with $\sigma$ and $\mathcal{B}$ for which $\operatorname{stretch}(\pi) \leq b$. (DS) expresses that the stretch of edges in $G\left[S^{\prime}\right]$ is bounded by $b$.
(DS) For every $s, s^{\prime} \in S^{\prime}$ with $\left\{s, s^{\prime}\right\} \in E(G), \sigma(s)<\sigma\left(s^{\prime}\right)$,

$$
b \geq \sigma\left(s^{\prime}\right)-\sigma(s)+\sum_{i \in\left[\sigma(s), \sigma\left(s^{\prime}\right)-1\right]} z_{i} .
$$

The last three constraints deal with bounding the stretch of edges within clusters. For this we assume that the $S^{\prime}$-extremal ordering which is consistent with $\sigma$ and $\mathcal{B}$ is nice, i.e. has properties $\left(\Pi_{1}\right),\left(\Pi_{2}\right)$ and $\left(\Pi_{3}\right)$. The first constraint (C1) is necessary to bound the stretch of clusters that are fully contained in one bucket. To bound the stretch of clusters contained in multiple buckets, we have one constraint for every distribution-type $\tau \in \mathcal{T}^{\left(\ell, r, n_{L}, n_{R}\right)}$ for any $\ell<r \in\left[0, k^{\prime}\right], n_{L}, n_{R} \in[\omega(G)]$. By property $\left(\Pi_{3}\right)$ we know that there are intervals $J_{L}^{\left(\ell, \lambda_{\ell}(\tau)\right)}$ containing all vertices from $B_{\ell} \cap V(C)$ and $J_{R}^{\left(r, \rho_{r}(\tau)\right)}$ containing all vertices $B_{r} \cap V(C)$ for every cluster $C$ of distribution-type $\tau$. The trick now is to observe that if $n_{L} \geq n_{R}$ then the first cluster appearing in $J_{L}^{\left(\ell, \lambda_{\ell}(\tau)\right)}$ observes the maximum stretch while if $n_{L}<n_{R}$ it is the last clique. Using this we can express with constraints (C2) and (C3) that the stretch of every cluster of distribution-type $\tau$ is bounded by $b$.
(C1) $(b \geq \omega(G)-1$.
(C2) For every $\ell<r \in\left[0, k^{\prime}\right], n_{L} \geq n_{R} \in[\omega(G)]$ and $\tau \in \mathcal{T}^{\left(\ell, r, n_{L}, n_{R}\right)}$,

$$
\begin{gathered}
b \geq y_{\tau} \cdot\left(\sum_{\tau^{\prime} \in \lambda_{\ell}^{-1}\left(\left[\lambda_{\ell}(\tau),\left|\mathcal{T}_{L}^{\ell}\right|\right]\right)} \# \mathrm{~L}\left(\tau^{\prime}\right) \cdot x_{\tau^{\prime}}+\sum_{\ell<i<r} z_{i}+(r-\ell)\right. \\
\left.+\sum_{\tau^{\prime} \in \rho_{r}^{-1}\left(\left[1, \rho_{r}(\tau)-1\right]\right)} \# \mathrm{R}\left(\tau^{\prime}\right) \cdot x_{\tau^{\prime}}+n_{R}-1\right)
\end{gathered}
$$

(C3) For every $\ell<r \in\left[0, k^{\prime}\right], n_{L}<n_{R} \in[\omega(G)]$ and $\tau \in \mathcal{T}^{\left(\ell, r, n_{L}, n_{R}\right)}$,

$$
\begin{aligned}
& b \geq y_{\tau} \cdot\left(n_{L}+\sum_{\tau^{\prime} \in \lambda_{\ell}^{-1}\left(\left[\lambda_{\ell}(\tau)+1,\left|\mathcal{T}_{L}^{\ell}\right|\right]\right)} \# \mathrm{~L}\left(\tau^{\prime}\right) \cdot x_{\tau^{\prime}}+\sum_{\ell<i<r} z_{i}+(r-\ell)\right. \\
&\left.+\sum_{\tau^{\prime} \in \rho_{r}^{-1}\left(\left[1, \rho_{r}(\tau)\right]\right)} \# \mathrm{R}\left(\tau^{\prime}\right) \cdot x_{\tau^{\prime}}-1\right)
\end{aligned}
$$

- Lemma $11(\star)$. For any ordering $\sigma: S^{\prime} \rightarrow\left[k^{\prime}\right]$, there is an $S^{\prime}$-extremal ordering $\pi$ : $V(G) \rightarrow[n]$ of stretch at most $b$ which is compatible with $\sigma$ if and only if the system of linear equation (T1, T2, T3, DS, C1, C2, C3) for $\sigma$ admits a solution.

Using Lemma 11 we obtain an FPT-algorithm, which computes $S, \# \kappa$ for every clustertype $\kappa$ and arbitrary picks an extended deletion set $S^{\prime}$. The algorithm then for every ordering $\sigma: S^{\prime} \rightarrow\left[k^{\prime}\right]$ verifies whether the ILP admits a solution in which case the input is a YES-instance of Bandwidth. Details are given in the full version of the paper.

- Remark 12. Using a minimization ILP, we can in fact construct an ordering of minimum stretch (and not just argue about the existence of an ordering of stretch at most b), since all the exchange arguments of Section 3.2 are constructive.


## 4 W[1]-hardness parameterized by cluster vertex deletion number

In this section, we prove that Bandwidth is W[1]-hard when parameterized by the cluster vertex deletion number of the input graph. In order to do so, we reduce from an instance of Unary Bin Packing. Before we present the details of the construction, we first give some high-level intuition.

For an instance $(A, k)$ of Unary Bin Packing we want to construct an equivalent instance $(G, b)$ of Bandwidth, such that $\operatorname{cvd}(G)=f(k)$ for some function $f$. Roughly, the graph $G$ consists of cliques representing the items of the Unary Bin Packing instance and cliques that act as delimiters separating the items contained in some bucket from the items contained in the next bucket. However, in order to guarantee that the entirety of every item clique is placed in between two consecutive delimiter cliques and that the values of the items in between two delimiter cliques add up to $B$ (the capacity of the bins in the Unary Bin Packing instance $(A, k)$ ), some extra structure is needed. First we introduce two cliques of size $b+1$ that will be used as boundaries. By making each item clique and each delimiter clique of the graph adjacent to some vertex in both of the boundary cliques, it follows that in any ordering of stretch at most $b$, all item cliques and all delimiter cliques of the graph will be positioned in between the two boundary cliques.

As the size of the deletion set cannot depend on the number or values of the items, item cliques cannot be incident to individual deletion set vertices. This makes it tricky to enforce that every vertex of an item clique is contained in between the same two delimiter cliques as a majority of the item cliques would not be incident to any edge of maximum stretch and therefore allow them a lot of freedom of movement. In order to cope with this issue, we introduce a perfect copy of the delimiter and item cliques, as well as edges between the original cliques and their copies resulting in them becoming twice as big consisting of a left part, the original vertices, and a right part, the copy vertices. The left part of all cliques will be connected to the left boundary clique and will therefore appear to the left of the right parts. The right part will be connected to the right hand boundary cliques. The item cliques will now be kept in place by having maximum stretch between the vertices of the left part and the vertices of the right part.

- Theorem 13. BANDWIDTH is W[1]-hard when parameterized by the cluster deletion number of the input graph.

Construction. Let $(A, k)$ be an instance of Unary Bin Packing, where $A=\left\{a_{1}, \ldots, a_{n}\right\}$. Moreover, let $B=\sum_{j \in[n]} a_{j} / k$ be the capacity of every bin, where $B \in \mathbb{N}$, since otherwise this would have been a trivial instance. Set $b=2 k B+B-1$. We will construct an equivalent instance $(G, b)$ of BANDwidth as follows.


Figure 2 Part of $G$, showing only the boundary and the delimiter cliques. Rectangles denote cliques, brackets denote number of vertices and black vertices compose a cluster deletion set.

Boundary cliques. First, we create two cliques $X$ and $Y$, referred to as boundary cliques, where $V(X)=\left\{x_{1}, \ldots, x_{2 k B+B}\right\}$ and $V(Y)=\left\{y_{1}, \ldots, y_{2 k B+B}\right\}$. We consider the following partition of the vertices of $X$ : let $X^{0}=\left\{x_{1}, \ldots, x_{B+1}\right\}$ and for every $i \in[k-1]$ we denote the set $\left\{x_{2 i B-B+2}, \ldots, x_{2 i B+B+1}\right\}$ by $X^{i}$, while $X^{k}=\left\{x_{2 k B-B+2}, \ldots, x_{2 k B+B}\right\}$. Note that $\left|X^{0}\right|=B+1,\left|X^{k}\right|=2 B-1$ and $\left|X^{i}\right|=2 B$, for all $i \in[k-1]$. Moreover, we partition the vertices of $Y$ in a similar but slightly asymmetric way: let $Y^{1}=\left\{y_{1}, \ldots, y_{3 B-1}\right\}$ and for every $i \in[2, k]$ we denote the set $\left\{y_{2 i B-B}, \ldots, y_{2 i B+B-1}\right\}$ by $Y^{i}$, while $Y^{k+1}=\left\{y_{2 k B+B}\right\}$. Note that $\left|Y^{1}\right|=3 B-1,\left|Y^{k+1}\right|=1$ and $\left|Y^{i}\right|=2 B$, for all $i \in[2, k]$.

Delimiter cliques. For every $i \in[k]$ we create a clique on vertex set $\left\{\ell_{1}^{i}, \ldots, \ell_{B}^{i}, r_{1}^{i}, \ldots, r_{B}^{i}\right\}$ of size $2 B$. We denote the set $\left\{\ell_{1}^{i}, \ldots, \ell_{B}^{i}\right\}$ by $L^{i}$ and the set $\left\{r_{1}^{i}, \ldots, r_{B}^{i}\right\}$ by $R^{i}$. Moreover, let $L=\bigcup_{i=1}^{k} L^{i}$ and $R=\bigcup_{i=1}^{k} R^{i}$. We add the following edges:

- For every $i \in[k], x \in \bigcup_{j=i}^{k} X^{j}$, we add the edge $\left\{\ell_{1}^{i}, x\right\}$.
- For every $i \in[k-1], \ell \in L^{i}$, we add the edge $\left\{x_{2 i B+B+1}, \ell\right\}$. Moreover, we add an edge between $x_{2 k B+B}$ and every vertex of $L^{k}$.
- For every $i \in[k], y \in \bigcup_{j=1}^{i} Y^{j}$, we add the edge $\left\{r_{B}^{i}, y\right\}$.
- For every $i \in[2, k], r \in R^{i}$, we add the edge $\left\{y_{2 i B-B}, r\right\}$. Moreover, we add an edge between $y_{1}$ and every vertex of $R^{1}$.
For an illustration of the boundary and delimiter cliques, see Figure 2.
Item cliques. For element $a_{i} \in A$, we construct a clique $A^{i}$ on vertex set $\left\{a_{j}^{i, L}, a_{j}^{i, R}: j \in\left[a_{i}\right]\right\}$ of size $2 a_{i}$. We denote the set of vertices $\left\{a_{j}^{i, L}: j \in\left[a_{i}\right]\right\}$ by $A^{i, L}$ and the set of vertices $\left\{a_{j}^{i, R}: j \in\left[a_{i}\right]\right\}$ by $A^{i, R}$. We add edges $\left\{x_{2 k B+B}, a\right\}$ for every $a \in \bigcup_{i \in[k]} A^{i, L}$ and edges $\left\{y_{1}, a\right\}$ for every $a \in \bigcup_{i \in[k]} A^{i, R}$. For an illustration, see Figure 3.


Figure 3 Rectangles denote cliques. Black vertices compose a cluster deletion set.

This concludes the construction of $G$. Figure 4 illustrates an example of an ordering of stretch $b$ obtained by a YES-instance of Unary Bin Packing. In the following, we prove the equivalence of $(G, b)$ to the initial instance of Unary Bin Packing.


Figure 4 For the instance $\left(\left\{a_{1}, a_{2}, a_{3}\right\}, 2\right)$ of Unary Bin Packing with $a_{1}=1, a_{2}=2$ and $a_{3}=1$ the figure shows the graph $G$ from the corresponding instance $(G, 9)$ of Bandwidth. Here the ordering of the vertices of $G$ with stretch 9 corresponds to the solution of $\left(\left\{a_{1}, a_{2}, a_{3}\right\}, 2\right)$ in which $a_{1}, a_{3}$ are placed in the first bin and $a_{2}$ in the second.

- Lemma $14(\star)$. If $(A, k)$ is a YES-instance of Unary Bin Packing, then $(G, b)$ is a YES-instance of BANDWIDTH.
- Lemma $15(\star)$. If $(G, b)$ is a YES-instance of BANDWIDTH, then $(A, k)$ is a YES-instance of Unary Bin Packing.
- Lemma $16(\star)$. It holds that $\operatorname{cvd}(G)=\mathcal{O}(k)$.


## 5 Conclusion

In the current work, we extend our understanding of BANDWIDTH in the setting of parameterized complexity. In particular, we have shown that the problem is FPT when parameterized by the cluster vertex deletion number cvd plus the clique number $\omega$ of the input graph, although it becomes W[1]-hard when parameterized only by cvd.

The most natural research direction would be to explore the tractability of the problem when parameterized by twin cover, modular-width or vertex integrity, given the lack of any relevant FPT/XP algorithms or hardness results. As a matter of fact, it is not even known whether the problem is in XP when parameterized by cvd or treedepth.

Finally, most tractability results for the various structural parameters rely on some ILP formulation. This raises the question of whether any other kind of approach is applicable, as is the case for Cutwidth [10].
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#### Abstract

We initiate the study of the parameterized complexity of the Collective Graph Exploration (CGE) problem. In CGE, the input consists of an undirected connected graph $G$ and a collection of $k$ robots, initially placed at the same vertex $r$ of $G$, and each one of them has an energy budget of $B$. The objective is to decide whether $G$ can be explored by the $k$ robots in $B$ time steps, i.e., there exist $k$ closed walks in $G$, one corresponding to each robot, such that every edge is covered by at least one walk, every walk starts and ends at the vertex $r$, and the maximum length of any walk is at most $B$. Unfortunately, this problem is NP-hard even on trees [Fraigniaud et al., 2006]. Further, we prove that the problem remains $\mathrm{W}[1]$-hard parameterized by $k$ even for trees of treedepth 3. Due to the para-NP-hardness of the problem parameterized by treedepth, and motivated by real-world scenarios, we study the parameterized complexity of the problem parameterized by the vertex cover number (vc) of the graph, and prove that the problem is fixed-parameter tractable (FPT) parameterized by vc. Additionally, we study the optimization version of CGE, where we want to optimize $B$, and design an approximation algorithm with an additive approximation factor of $O(\mathrm{vc})$.
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## 1 Introduction

Collective Graph Exploration (CGE) is a well-studied problem in computer science and robotics, with various real-world applications such as network management and fault reporting, pickup and delivery services, searching a network, and so on. The problem is formulated as follows: given a set of robots (or agents) that are initially located at a vertex of an undirected graph, the objective is to explore the graph as quickly as possible and return to the initial vertex. A graph is explored if each of its edges is visited by at least one robot. In each time step, every robot may move along an edge that is incident to the vertex it is placed
at. The total time taken by a robot is the number of edges it traverses. The exploration time is the maximum time taken by any robot. In many real-world scenarios, the robots have limited energy resources, which motivates the minimization of the exploration time [6].

The CGE problem can be studied in two settings: offline and online. In the offline setting, the graph is known to the robots beforehand, while in the online setting, the graph is unknown and revealed incrementally as the robots explore it. While CGE has received considerable attention in the online setting, much less is known in the offline setting (Section 1.1). Furthermore, most of the existing results in the offline setting are restricted to trees. Therefore, in this paper, we investigate the CGE problem in the offline setting for general graphs, and present some approximation and parameterized algorithms with respect to the vertex cover number of the graph.

### 1.1 Related Works

As previously mentioned, the CGE problem is extensively studied in the online setting, where the input graph is unknown. As we study the problem in the offline setting in this paper, we only give a brief overview of the results in the online setting, followed by the results in the offline setting.

Recall that, in the online setting, the graph is unknown to the robots and the edges are revealed to a robot once the robot reaches a vertex incident to the edge. The usual approach to analyze any online algorithm is to compute its competitive ratio, which is the worst-case ratio between the cost of the online and the optimal offline algorithm. Therefore, the first algorithms for CGE focused on the competitive ratios of the algorithms. In [11], an algorithm for CGE for trees with competitive ratio $O\left(\frac{k}{\log k}\right)$ was given. Later in [14], it was shown that this competitive ratio is tight. Another line of work studied the competitive ratio as a function of the vertices and the depth of the input tree $[4,7,8,10,14,19]$. We refer the interested readers to a recent paper by Cosson et al. [5] and the references within for an in-depth discussion about the results in the online setting.

We now discuss the results in the offline setting. In [1], it was shown that the CGE problem for edge-weighted trees is NP-hard even for two robots. In [2,18], an $(2-2 /(k+1))$ approximation was given for the optimization version of CGE for edge-weighted trees where we want to optimize $B$. In [11], the NP-hardness was shown for CGE for unweighted trees as well. In [9], a 2-approximation was given for the optimization version of CGE for unweighted trees where we want to optimize $B$. In the same paper, it was shown that the optimization version of the problem for unweighted trees is XP parameterized by the number of robots.

### 1.2 Our Contribution and Methods

In this paper, we initiate the study of the CGE problem for general unweighted graphs in the offline setting and obtain the following three results. We first prove that CGE is FPT parameterized by vc, where vc is the vertex cover number of the input graph. Specifically, we prove the following theorem.

- Theorem 1.1. CGE is in FPT parameterized by $\operatorname{vc}(G)$, where $G$ is the input graph.

We then study the optimization version of CGE where we want to optimize $B$ and design an approximation algorithm with an additive approximation factor of $O(\mathrm{vc})$. Specifically, we prove the following theorem.

- Theorem 1.2. There exists an approximation algorithm for CGE that runs in time $\mathcal{O}((|V(G)|+|E(G)|) \cdot k)$, and returns a solution with an additive approximation of $8 \cdot \mathrm{vc}(G)$, where $G$ is the input graph and $k$ is the number of robots.

Finally, we show a border of (in-)tractability by proving that CGE is W[1]-hard parametrized by $k$, even for trees of treedepth 3 . Specifically, we prove the following theorem.

- Theorem 1.3. CGE is W[1]-hard with respect to $k$ even on trees whose treedepth is bounded by 3 .

We first give an equivalent formulation of CGE based on Eulerian cycles (see Lemma 3.4). We obtain the FPT result by using Integer Linear Programming (ILP). By exploiting the properties of vertex cover and the conditions given by our formulation, we show that a potential solution can be encoded by a set of variables whose size is bounded by a function of vertex cover.

To design the approximation algorithm, we give a greedy algorithm that satisfies the conditions given by our formulation. Again, by exploiting the properties of vertex cover, we show that we can satisfy the conditions of our formulation by making optimal decisions at the independent set vertices and using approximation only at the vertex cover vertices.

To prove the W-hardness, we give a reduction from a variant of Bin Packing, called Exact Bin Packing (defined in Section 2). We first prove that Exact Bin Packing is $\mathrm{W}[1]$-hard even when the input is given in unary. We then give a reduction from this problem to CGE to obtain our result. Due to lack of space, several concepts and proofs are deferred to the full version of this paper [13].

### 1.3 Choice of Parameter

As mentioned in the previous section, we proved that CGE is $\mathrm{W}[1]$-hard parameterized by $k$ even on trees of treedepth 3 . This implies that we cannot get an FPT algorithm parameterized by treedepth and $k$ even on trees, unless FPT $=\mathrm{W}[1]$. Thus, we study the problem parameterized by the vertex cover number of the input graph, a slightly weaker parameter than the treedepth.

Our choice of parameter is also inspired by several practical applications. For instance, consider a delivery network of a large company. The company has a few major distributors that receive the products from the company and can exchange them among themselves. There are also many minor distributors that obtain the products only from the major ones, as this is more cost-effective. The company employs $k$ delivery persons who are responsible for delivering the products to all the distributors. The delivery persons have to start and end their routes at the company location. Since each delivery person has a maximum working time limit, the company wants to minimize the maximum delivery time among them. This problem can be modeled as an instance of CGE by constructing a graph $G$ that has a vertex for the company and for each distributor and has an edge between every pair of vertices that correspond to locations that can be reached by a delivery person. The $k$ robots represent the $k$ delivery persons and are placed at the vertex corresponding to the company. Clearly, $G$ has a small vertex cover, as the number of major distributors is much smaller than the total number of distributors.

For another real-world example where the vertex cover is small, suppose we want to cover all the streets of the city as fast as possible using $k$ agents that start and end at a specific street. The city has a few long streets and many short streets that connect to them. This situation is common in many urban areas. We can represent this problem as an instance
of CGE by creating a graph $G$ that has a vertex for each street and an edge between two vertices if the corresponding streets are adjacent. The $k$ robots correspond to the $k$ agents. Clearly, $G$ has a small vertex cover, as the number of long streets is much smaller than the total number of streets.

## 2 Preliminaries

For $k \in \mathbb{N}$, let $[k]$ denote the set $\{1,2, \ldots, k\}$. For a multigraph $G$, we denote the set of vertices of $G$ and the multiset of edges of $G$ by $V(G)$ and $E(G)$, respectively. For $u \in V(G)$, the set of neighbors of $u$ in $G$ is $\mathrm{N}_{G}(u)=\{v \in V \mid\{u, v\} \in E(G)\}$. When $G$ is clear from the context, we refer to $\mathrm{N}_{G}(u)$ as $\mathrm{N}(u)$. The multiset of neighbors of $u$ in $G$ is the multiset $\widehat{\mathrm{N}}_{G}(u)=\{v \in V \mid\{u, v\} \in E(G)\}$ (with repetition). When $G$ is clear from the context, we refer to $\widehat{\mathrm{N}}_{G}(u)$ as $\widehat{\mathrm{N}}(u)$. The degree of $u$ in $G$ is $\left|\widehat{\mathrm{N}}_{G}(u)\right|$ (including repetitions). Let $\widehat{E}$ be a multiset with elements from $E(G)$. Let $\operatorname{Graph}(\widehat{E})$ denote the multigraph $\left(V^{\prime}, \widehat{E}\right)$, where $V^{\prime}=\{u \mid\{u, v\} \in \widehat{E}\}$. A multigraph $H$ is a submultigraph of a multigraph $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. Let $V^{\prime} \subseteq V(G)$. We denote the submultigraph induced by $V^{\prime}$ by $G\left[V^{\prime}\right]$, that is, $V\left(G\left[V^{\prime}\right]\right)=V^{\prime}$ and $E\left(G\left[V^{\prime}\right]\right)=\left\{\{u, v\} \in E(G) \mid u, v \in V^{\prime}\right\}$. Let $U \subseteq V(G)$. Let $G \backslash U$ denote the subgraph $G[V(G) \backslash U]$ of $G$.

An Eulerian cycle in a multigraph $\widehat{G}$ is a cycle that visits every edge in $E(\widehat{G})$ exactly once. A vertex cover of $G$ is $V^{\prime} \subseteq V(G)$ such that for every $\{u, v\} \in E(G)$, at least one among $u$ and $v$ is in $V^{\prime}$. The vertex cover number of $G$ is $\operatorname{vc}(G)=\min \left\{\left|V^{\prime}\right| \mid V^{\prime}\right.$ is a vertex cover of $G\}$. When $G$ is clear from context, we refer to $\operatorname{vc}(G)$ as vc. A path $P$ in $G$ is $\left(v_{0}, \ldots, v_{\ell}\right)$, where (i) for every $0 \leq i \leq \ell, v_{i} \in V(G)$, and (ii) for every $0 \leq i \leq \ell-1,\left\{v_{i}, v_{i+1}\right\} \in E(G)$ (we allow repeating vertices). The length of a path $P=\left(v_{0}, \ldots, v_{\ell}\right)$, denoted by $|P|$, is the number of edges in $P$ (including repetitions), that is, $\ell$. The set of vertices of $P$ is $V(P)=\left\{v_{0}, \ldots, v_{\ell-1}\right\}$. The multiset of edges of $P$ is $E(P)=\left\{\left\{v_{i}, v_{i+1}\right\} \mid 0 \leq i \leq \ell-1\right\}$ (including repetitions). A cycle $C$ in $G$ is a path $\left(v_{0}, \ldots, v_{\ell}\right)$ such that $v_{0}=v_{\ell}$. A simple cycle is a cycle $C=\left(v_{0}, \ldots, v_{\ell}\right)$ such that for every $0 \leq i<j \leq \ell-1, v_{i} \neq v_{j}$. An isomorphism of a multigraph $G$ into a multigraph $G^{\prime}$ is a bijection $\alpha: V(G) \rightarrow V\left(G^{\prime}\right)$, such that $\{u, v\}$ appears in $E(G) \ell$ times if and only if $\{\alpha(u), \alpha(v)\}$ appears in $E\left(G^{\prime}\right) \ell$ times, for an $\ell \in \mathbb{N}$. For a multiset $A$, we denote by $2^{A}$ the power set of $A$, that is, $2^{A}=\{B \mid B \subseteq A\}$. Let $A$ and $B$ be two multisets. Let $A \backslash B$ be the multiset $D \subseteq A$ such that every $d \in A$ appears exactly $\max \left\{0, d_{A}-d_{B}\right\}$ times in $D$, where $d_{A}$ and $d_{B}$ are the numbers of times $d$ appears in $A$ and $B$, respectively. A permutation of a multiset $A$ is a bijection Permut $_{A}: A \rightarrow[|A|]$.

- Definition 2.1 ( $\boldsymbol{v}_{\text {init }}$-Robot Cycle). Let $G$ be a graph, let $v_{\text {init }} \in V(G)$. A $v_{\text {init }}$-robot cycle is a cycle $\mathrm{RC}=\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{\text {init }}\right)$ in $G$ for some $\ell$.

When $v_{\text {init }}$ is clear from the context, we refer to a $v_{\text {init }}$-robot cycle as a robot cycle.

- Definition 2.2 (Solution). Let $G$ be a graph, $v_{\text {init }} \in V(G)$ and $k \in \mathbb{N}$. A solution for $\left(G, v_{\text {init }}, k\right)$ is a set of $k v_{\text {init }}$-robot cycles $\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}$ with $E(G) \subseteq E\left(\mathrm{RC}_{1}\right) \cup E\left(\mathrm{RC}_{2}\right) \cup$ $\cdots \cup E\left(\mathrm{RC}_{k}\right)$. Its value is $\operatorname{val}\left(\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}\right)=\max \left\{\left|E\left(\mathrm{RC}_{1}\right)\right|,\left|E\left(\mathrm{RC}_{2}\right)\right|, \ldots,\left|E\left(\mathrm{RC}_{k}\right)\right|\right\}$ (see Figure 1 a for an illustration).
- Definition 2.3 (Collective Graph Exploration with $\boldsymbol{k}$ Agents). The Collective Graph Exploration (CGE) problem with $k$ agents is: given a connected graph $G$, $v_{\text {init }} \in V(G)$ and $k \in \mathbb{N}$, find the minimum $B$ such that there exists a solution $\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}$ where $\operatorname{val}\left(\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}\right)=B$.

(a)

(b)

Figure 1 (a) An illustration of a graph $G$ (drawn in black) and a solution for $\left(G, v_{\text {init }}, k=2\right)$. The 2 robot cycles are shown by red and blue edges where the edge labels show the order in which the edges were covered by the respective robots. (b) The Robot Cycle-Graph for the robot cycle drawn in blue.

Definition 2.4 (Collective Graph Exploration with $k$ Agents and Budget B). The Collective Graph Exploration (CGE) problem with $k$ agents and budget $B$ is: given a connected graph $G$, $v_{\text {init }} \in V(G)$ and $k, B \in \mathbb{N}$, find a solution $\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}$ where $\operatorname{val}\left(\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}\right) \leq B$, if such a solution exists; otherwise, return "no-instance".

- Definition 2.5 (Bin Packing). The Bin Packing problem is: given a finite set I of items, a size $s(i) \in \mathbb{N}$ for each $i \in I$, a positive integer $B$ called bin capacity and a positive integer $k$, decide whether there is a partition of I into disjoint sets $I_{1}, \ldots, I_{k}$ such that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i) \leq B$.
- Definition 2.6 (Exact Bin Packing). The Exact Bin Packing problem is: given a finite set $I$ of items, a size $s(i) \in \mathbb{N}$ for each $i \in I$, a positive integer $B$ called bin capacity and $a$ positive integer $k$ such that $\sum_{i \in I} s(i)=B \cdot k$, decide whether there is a partition of $I$ into disjoint sets $I_{1}, \ldots, I_{k}$ such that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i)=B$.
- Definition 2.7 (Integer Linear Programming). In the Integer Linear Programming Feasibility (ILP) problem, the input consists of $t$ variables $x_{1}, x_{2}, \ldots, x_{t}$ and a set of $m$ inequalities of the following form:

$$
\begin{gathered}
a_{1,1} x_{1}+a_{1,2} x_{1}+\cdots+a_{1, p} x_{t} \leq b_{1} \\
a_{2,1} x_{1}+a_{2,2} x_{2}+\cdots+a_{2, p} x_{t} \leq b_{2} \\
\vdots \\
\vdots
\end{gathered} \quad \vdots \quad \vdots \quad . \quad a_{m, 1} x_{1}+a_{m, 2} x_{2}+\cdots+a_{m, p} x_{t} \leq b_{m}
$$

where all coefficients $a_{i, j}$ and $b_{i}$ are required to integers. The task is to check whether there exist integer values for every variable $x_{i}$ so that all inequalities are satisfiable.

- Theorem 2.8 ([12,16,17]). An ILP instance of size $m$ with $t$ variables can be solved in time $t^{\mathcal{O}(t)} \cdot m^{\mathcal{O}(1)}$.


## 3 Reinterpretation Based on Eulerian Cycles

Our approach to CGE with $k$ agents is as follows. Let $G$ be a connected graph, let $v_{\text {init }} \in V(G)$ and let $k \in \mathbb{N}$. Let $\left\{\mathrm{RC}_{1}, \ldots, \mathrm{RC}_{k}\right\}$ be a solution, let $1 \leq i \leq k$ and denote $\mathrm{RC}_{i}=\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{\text {init }}\right)$ for some $\ell \in \mathbb{N}$. If we define a multiset $\widehat{E}_{\mathrm{RC}_{\mathrm{i}}}=$ $\left\{\left\{v_{j}, v_{j+1}\right\} \mid 0 \leq j \leq \ell-1\right\}$, then, clearly, $\mathrm{RC}_{i}=\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{\text {init }}\right)$ is an Eulerian cycle in $\operatorname{Graph}\left(\widehat{E}_{\mathrm{RC}_{\mathrm{i}}}\right)$. We call this graph the $\mathrm{RC}_{i}$-graph (see Figure 1b):

- Definition 3.1 (Robot Cycle-Graph). Let $G$ be a graph, let $v_{\text {init }} \in V(G)$ and let $\mathrm{RC}=$ $\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{\text {init }}\right)$ be a robot cycle. The RC-graph, denoted by $\operatorname{Graph}(\mathrm{RC})$, is the multigraph $\operatorname{Graph}\left(\widehat{E}_{\mathrm{RC}}\right)$, where $\widehat{E}_{\mathrm{RC}}=\left\{\left\{v_{i}, v_{i+1}\right\} \mid 0 \leq i \leq \ell-1\right\}$ is a multiset.
- Observation 3.2. Let $G$ be a graph, let $v_{\text {init }} \in V(G)$ and let $\mathrm{RC}=\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=\right.$ $\left.v_{\text {init }}\right)$ be a robot cycle. Then RC is an Eulerian cycle in $\operatorname{Graph}(\mathrm{RC})$.

On the opposite direction, let $\widehat{E}$ be a multiset with elements from $E(G)$, and assume that $v_{\text {init }} \in V(\operatorname{Graph}(\widehat{E}))$. Let $\mathrm{RC}=\left(v_{0}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{0}\right)$ be an Eulerian cycle in $\operatorname{Graph}(\widehat{E})$ and assume, without loss of generality, that $v_{0}=v_{\ell}=v_{\text {init }}$. It is easy to see that RC is a robot cycle in $G$ :

- Observation 3.3. Let $G$ be a graph, let $v_{\text {init }} \in V(G)$, let $\widehat{E}$ be a multiset with elements from $E(G)$ and assume that $v_{\text {init }} \in V(\operatorname{Graph}(\widehat{E}))$. Let $\mathrm{RC}=\left(v_{0}=v_{\text {init }}, v_{1}, v_{2}, \ldots, v_{\ell}=v_{\text {init }}\right)$ be an Eulerian cycle in $\operatorname{Graph}(\widehat{E})$. Then, RC is a robot cycle in $G$.

From Observations 3.2 and 3.3, we get that finding a solution is equal to find $k$ multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ such that: (i) for every $1 \leq i \leq k, v_{\text {init }} \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right)$ (ii) for every $1 \leq i \leq k$, there exists an Eulerian cycle in $\operatorname{Graph}\left(\widehat{E}_{i}\right)$ and (iii) $E(G) \subseteq \widehat{E}_{1} \cup \ldots \cup \widehat{E}_{k}$, that is, each $e \in E$ appears at least once in at least one of $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$.

Recall that, in a multigraph $\widehat{G}$, there exists an Eulerian cycle if and only if $\widehat{G}$ is connected and each $v \in V(\widehat{G})$ has even degree in $\widehat{G}$ [3]. Thus, we have the following lemma:

- Lemma 3.4. Let $G$ be a connected graph, let $v_{\text {init }} \in V(G)$ and let $k, B \in \mathbb{N}$. Then, $\left(G, v_{\text {init }}, k, B\right)$ is a yes-instance of CGE if and only if there exist $k$ multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ with elements from $E(G)$, such that the following conditions hold:

1. For every $1 \leq i \leq k$, $v_{\text {init }} \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right)$.
2. For every $1 \leq i \leq k, \operatorname{Graph}\left(\widehat{E}_{i}\right)$ is connected, and every vertex in $\operatorname{Graph}\left(\widehat{E}_{i}\right)$ has even degree.
3. $E(G) \subseteq \widehat{E}_{1} \cup \ldots \cup \widehat{E}_{k}$.
4. $\max \left\{\left|\widehat{E}_{1}\right|, \ldots,\left|\widehat{E}_{k}\right|\right\} \leq B$.

## 4 High-Level Overview

### 4.1 FPT Algorithm with Respect to Vertex Cover

Our algorithm is based on a reduction to the ILP problem. We aim to construct linear equations that verify the conditions in Lemma 3.4.

### 4.1.1 Encoding $\widehat{E}_{i}$ by a Valid Pair

First, we aim to satisfy the "local" conditions of Lemma 3.4 for each robot, that is, Conditions 1 and 2. Let us focus on the "harder" condition of the two, that is, Condition 2. We aim to encode any potential $\widehat{E}_{i}$ by smaller subsets whose union is $\widehat{E}_{i}$. In addition, we would like the


Figure 2 An illustration of a graph $G$ (in (a)), and its corresponding graphs $G^{*}$ (in (b)) and $\bar{G}$ (in (c)). The vertex cover vertices and their edges are shown in orange. The 4 equivalence classes and their vertices are shown by red, yellow, green, and blue.
"reverse" direction as well: every collection of subsets that we will be able to unite must create some valid $\widehat{E}_{i}$. Note that we have two goals to achieve when uniting the subsets together: (i) derive a connected graph, where (ii) each vertex has even degree. In the light of this, the most natural encoding for the subsets are cycles, being the simplest graphs satisfying both aforementioned goals. Indeed, every cycle is connected, and a graph composed only of cycles is a graph where every vertex has even degree. Here, the difficulty is to maintain the connectivity of the composed graph. On the positive side, observe that every cycle in the input graph $G$ has a non-empty intersection with any vertex cover VC of $G$. So, we deal with the connectivity requirement as follows. We seek for a graph $\bar{G}$ that is essentially (but not precisely) a subgraph of $G$ that is (i) "small" enough, and (ii) for every valid $\widehat{E}_{i}$, there exists CC $\subseteq E(\bar{G})$ such that $\operatorname{Graph}(\mathrm{CC})$ is a "submultigraph" of $\operatorname{Graph}\left(\widehat{E}_{i}\right)$, $\operatorname{Graph}(\mathrm{CC})$ is connected, and $V(\operatorname{Graph}(\mathrm{CC})) \cap \mathrm{VC}=V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right) \cap \mathrm{VC}$.

Equivalence Graph $G^{*}$. A first attempt to find such a graph is as follows. We define an equivalence relation on $V(G) \backslash \mathrm{VC}$ based on the sets of neighbors of the vertices in $V(G) \backslash \mathrm{VC}$ (see the 4 equivalence classes of the graph $G$ in Figure 2a). We denote the set of equivalence classes induced by this equivalence relation by EQ. Then $G^{*}$ is the graph defined as follows.

- Definition 4.1 (Equivalence Graph $G^{*}$ ). Let $G^{*}$ be the graph that: (i) contains VC, and the edges having both endpoints in VC , and (ii) where every equivalence class $u^{*} \in \mathrm{EQ}$ is represented by a single vertex adjacent to the neighbors of some $u \in u^{*}$ in $G$ (which belong to VC). See Figure $2 b$.

Unfortunately, this attempt fails, as we might need to use more than one vertex from the same $u^{*} \in \mathrm{EQ}$ in order to maintain the connectivity. E.g., see Figure 3b. If we delete $r_{2}$ and $y_{5}$, which are in the same equivalence class (in $G$ ) as $r_{1}$ and $y_{6}$, respectively, then the graph is no longer connected.

The Multigraph $\overline{\boldsymbol{G}}$. So, consider the following second attempt. We use the aforementioned $\operatorname{graph} G^{*}$, but instead of one vertex representing each $u^{*} \in \mathrm{EQ}$, we have $\min \left\{\left|u^{*}\right|, 2^{\left|\mathrm{N}_{G^{*}}\left(u^{*}\right)\right|}\right\}$ vertices. Observe that given a connected subgraph $G^{\prime}$ of $G$, and two vertices $u, u^{\prime} \in u^{*}$ such that $\mathrm{N}_{G^{\prime}}(u)=\mathrm{N}_{G^{\prime}}\left(u^{\prime}\right)$, it holds that $G \backslash\left\{u^{\prime}\right\}$ remains connected (e.g., see Figure 3a and 3b. The connectivity is still maintained even after deleting all but one vertex in the same equivalence class (in $G$ ) having same neighbourhood). Therefore, we have enough vertices for each $u^{*} \in \mathrm{EQ}$ in the graph, and its size is a function of $|\mathrm{VC}|$; so, we obtained the sought graph $\bar{G}$. Now, we would like to have an additional property for CC, which is that every vertex in $\operatorname{Graph}(C C)$ has even degree in it. To this end, we add to $\bar{G}$ more vertices for each


Figure 3 The graphs shown here are with respect to the graph $G$ shown in Figure 2a. An illustration of (a) a graph $\operatorname{Graph}(\widehat{E})$, (b) the graph $H$ obtained by deleting all but one vertex from the same equivalence class in $G$ and have the same neighbours in $\operatorname{Graph}(\widehat{E})$, (c) the graph Graph (CC) where CC is a skeleton of $\widehat{E}$ obtained from the graph in (b) by adding four more edges from $\operatorname{Graph}(\widehat{E}) \backslash H$, and (d) the graph $\operatorname{Graph}\left(\mathrm{CC}^{\prime}\right)$ where $\mathrm{CC}^{\prime}$ is the skeleton in $\bar{G}$ that is derived from the skeleton CC.
$u^{*} \in \mathrm{EQ}$. See Figure 3c. The vertex $g_{13}$ having the same neighbours as $g_{11}$ in $H$ and being in the same equivalence class (in $G$ ) as $g_{11}$ is added to make the degrees of 1 and 2 even. We have the following definition for $\bar{G}$.

- Definition 4.2 (The Multigraph $\overline{\boldsymbol{G}}$ ). Let $\bar{G}$ be the graph that: (i) contains VC, and the edges having both endpoints in VC , (ii) for every equivalence class $u^{*} \in \mathrm{EQ}$, there are exactly $\min \left\{\left|u^{*}\right|, 2^{\left|\mathrm{N}_{G^{*}}\left(u^{*}\right)\right|}+|\mathrm{VC}|^{2}\right\}$ vertices, adjacent to the neighbors of some $u \in u^{*}$ in $G$ (which belong to VC), (iii) each edge in $\bar{G}$ appears exactly twice in $E(\bar{G})$ (for technical reasons). See Figure $2 c$.

A Skeleton of $\widehat{\boldsymbol{E}}_{\boldsymbol{i}}$. We think of $\operatorname{Graph}(\mathrm{CC})$ as a "skeleton" of a potential $\widehat{E}_{i}$. By adding cycles with a vertex from $V(\operatorname{Graph}(\mathrm{CC})) \cap \mathrm{VC}$, we maintain the connectivity, and since every vertex in $\operatorname{Graph}(C C)$ has even degree, then by adding a cycle, this property is preserved as well. We have the following definition for a skeleton.

- Definition 4.3 (A Skeleton CC). A skeleton of $\widehat{E}_{i}$ is CC $\subseteq \widehat{E}_{i}$ such that: (i) Graph(CC) is a "submultigraph" of $\bar{G}$, (ii) $\operatorname{Graph}(\mathrm{CC})$ is connected, $v_{\text {init }} \in V(\operatorname{Graph}(\mathrm{CC}))$ and every vertex in $\operatorname{Graph}(\mathrm{CC})$ has even degree, and (iii) $V(\operatorname{Graph}(\mathrm{CC})) \cap \mathrm{VC}=V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right) \cap \mathrm{VC}$ (See Figure 3d).

An $\widehat{\boldsymbol{E}}_{\boldsymbol{i}}$-Valid Pair. We prove that we might assume that the $\widehat{E}_{i}$ 's are nice multisets, that is, a multiset where every element appears at most twice. We prove that every $\widehat{E}_{i}$ (assuming $\widehat{E}_{i}$ is nice) can be encoded by a skeleton CC (See Figure 3c.) and a multiset $\mathcal{C}$ of cycles (of length bounded by $2|\mathrm{VC}|$ ). We say that (CC, $\mathcal{C})$ is an $\widehat{E}$-valid pair.

- Definition 4.4 (A Valid Pair). A pair (CC, $\mathcal{C})$, where CC is a skeleton of $\widehat{E}_{i}$ and $\mathcal{C}$ is a multiset of cycles in $\operatorname{Graph}\left(\widehat{E}_{i}\right)$, is an $\widehat{E}_{i}$-valid pair skeleton CC if:

1. The length of each cycle in $\mathcal{C}$ is bounded by $2|\mathrm{VC}|$.
2. At most $2|\mathrm{VC}|^{2}$ cycles in $\mathcal{C}$ have length other than 4 .
3. $C C \cup \bigcup_{C \in \mathcal{C}} E(C)=\widehat{E}_{i}$ (being two multisets).

### 4.1.2 Robot and Cycle Types

Now, obviously, the number of different cycles in $G$ (of length bounded by $2|\mathrm{VC}|$ ) is potentially huge. Fortunately, it is suffices to look at cycles in $G^{*}$ in order to preserve Condition 2 of Lemma 3.4: assume that we have a connected $\operatorname{Graph}(C C)$ such that every vertex in $\operatorname{Graph}(C C)$ has even degree in it, and a multiset of cycles with a vertex from $V(\operatorname{Graph}(\mathrm{CC})) \cap \mathrm{VC}$ in $G^{*}$. By replacing each vertex that represents $u^{*} \in \mathrm{EQ}$ by any $u \in u^{*}$, the connectivity preserved, and the degree of each vertex is even.

Thus, each robot is associated with a robot type RobTyp, which includes a skeleton CC of the multiset $\widehat{E}_{i}$ associated with the robot (along other information discussed later). In order to preserve Condition 1 of Lemma 3.4, we also demand that $v_{\text {init }} \in V(\operatorname{Graph}(\mathrm{CC}))$. Generally, for each type we define, we will have a variable that stands for the number of elements of that type. We are now ready to present our first equation of the ILP reduction:

Equation 1: Robot Type for Each Robot. In this equation, we ensure that the total sum of robots of the different robot types is exactly $k$, that is, there is exactly one robot type for each robot:

1. $\sum_{\text {RobTyp } \in \text { RobTypS }} x_{\text {RobTyp }}=k$.

In addition, the other "pieces" of the "puzzle", that is, the cycles, are also represented by types: Each cycle $C$ of length at most $2|\mathrm{VC}|$ in $G^{*}$ is represented by a cycle type, of the form CycTyp $=(C$, RobTyp) (along other information discussed later), where RobTyp is a robot type that is "able to connect to $C$ ", that is, $V(\operatorname{Graph}(\mathrm{CC})) \cap \mathrm{VC} \cap V(C) \neq \emptyset$ for RobTyp $=\mathrm{CC}$. Similarly, we will have equations for our other types.

Satisfying the Budget Restriction. Now, we aim to satisfy the budget condition (Condition 2 of Lemma 3.4), that is, for every $i \in[k],\left|\widehat{E}_{i}\right| \leq B$. Let $i \in[k]$ and let (CC, $\mathcal{C}$ ) be an $\widehat{E}$-valid pair. So, $\widehat{E}_{i}=\mathrm{CC} \cup\left(\bigcup_{C \in \mathcal{C}} E(C)\right)$ (being a union of two multisets). Now, we prove that "most" of the cycles in $\mathcal{C}$ are of length 4 , that is, for every $2 \leq j \leq 2|\mathrm{VC}|, j \neq 4$, the number of cycles of length $j$ in $\mathcal{C}$ is bounded by $2|\mathrm{VC}|^{2}$. Therefore, we add to the definition of a robot type also the number of cycles of length exactly $j$, encoded by a vector NumOfCyc $=$ $\left(N_{2}, N_{3}, N_{5}, N_{6}, \ldots, N_{2|\mathrm{VC}|}\right)$. So, for now, a robot type is RobTyp $=(C C$, NumOfCyc). Thus, in order to satisfy the budget condition, we verify that the budget used by all the robots of a robot type $\operatorname{Rob} T y p=(C C, N u m O f C y c)$, is as expected together. First, we ensure that the number of cycles of each length $2 \leq j \leq 2|\mathrm{VC}|, j \neq 4$, is exactly as the robot type demands, times the number of robots associated with this type, that is, $N_{j} \cdot x_{\text {RobTyp }}$. So, we have the following equation:

Equation 5: Assigning the Exact Number of Cycles of Length Other Than 4 to Each Robot Type. We have the following notation: CycTypS(RobTyp, $j$ ) is the set of cycle types for cycles of length $j$ assigned to a robot of robot type RobTyp.
5. For every robot type RobTyp $=(\mathrm{CC}$, NumOfCyc $)$ and for every $2 \leq j \leq 2|\mathrm{VC}|, j \neq$ 4, $\sum_{\text {CycTyp } \in \operatorname{CycTypS}(\text { RobTyp }, j)} x_{\text {CycTyp }}=N_{j} \cdot x_{\text {RobTyp }}$, where NumOfCyc $=\left(N_{2}, N_{3}, N_{5}, N_{6}, \ldots\right.$, $\left.N_{2|\mathrm{VC}|}\right)$.
Observe that once this equation is satisfied, we are able to arbitrary allocate $N_{j}$ cycles of length $j$ to each robot of type RobTyp. So, in order to verify the budget limitation, we only need to deal with the cycles of length 4 . Now, notice that the budget left for a robot of type

RobTyp $=($ CC, NumOfCyc $)$ for the cycles of length 4 is $B-\left(|C C|+\sum_{2 \leq j \leq 2|\mathrm{VC}|, j \neq 4} N_{j} \cdot j\right)$, where NumOfCyc $=\left(N_{2}, N_{3}, N_{5}, N_{6}, \ldots, N_{2|\mathrm{VC}|}\right)$. Now, the maximum number of cycles we can add to a single robot of type RobTyp is the largest number which is a multiple of 4 , that is less or equal to $B-\operatorname{Bud}(\operatorname{RobTyp})$. So, for every robot type RobTyp let $\operatorname{CycBud}(\operatorname{RobTyp})=$ $\left\lfloor\left(B-\left(|\mathrm{CC}|+\sum_{2 \leq j \leq 2|\mathrm{VC}|, j \neq 4} N_{j} \cdot j\right)\right) \cdot \frac{1}{4}\right\rfloor \cdot 4$. Notice that CycBud(RobTyp) is the budget left for the cycles of length 4 . Thus, we have the following equation:

Equation 6: Verifying the Budget Limitation. This equation is defined as follows.
6. For every RobTyp $\in$ RobTypS,

$$
\sum_{\text {CycTyp } \in \operatorname{CycTypS}(\text { RobTyp,4) }} 4 \cdot x_{\text {CycTyp }} \leq x_{\text {RobTyp }} \cdot \text { CycBud(RobTyp) } .
$$

By now, we have that there exist $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ that satisfy Conditions 1,2 and 4 of Lemma 3.4 if and only if Equations 1, 5 and 6 can be satisfied.

Covering Edges with Both Endpoints in VC. Now, we aim to satisfy Condition 3 of Lemma 3.4, that is, we need to verify that every edge is covered by at least one robot. First, we deal with edges with both endpoints in VC . Here, for every $\{u, v\}$ such that $u, v \in \mathrm{VC}$, we just need to verify that at least one cycle or one of the CC's contains $\{u, v\}$. This we can easily solve by the following equation:

Equation 4: Covering Each Edge With Both Endpoints in VC. We have the following notations: For every $\{u, v\} \in E$ such that $u, v \in \mathrm{VC}$, (i) let CycTypS $(\{u, v\})$ be the set of cycle types CycTyp $=(C, \operatorname{RobTyp})$ where $C$ covers $\{u, v\}$, and (ii) let $\operatorname{RobTypS}(\{u, v\})$ be the set of robot types RobTyp $=(C C$, NumOfCyc) where CC covers $\{u, v\}$. In this equation, we ensure that each $\{u, v\} \in E(G)$ with both endpoints in VC is covered at least once:
4. For every $\{u, v\} \in E$ such that $u, v \in \mathrm{VC}$,

$$
\sum_{\text {CycTyp } \in \operatorname{CycTypS}(\{u, v\})} x_{\mathrm{CycTyp}}+\sum_{\text {RobTyp } \in \operatorname{Rob} \operatorname{TypS}(\{u, v\})} x_{\text {RobTyp }} \geq 1 .
$$

Let RobTypS be the set of the robot types, and let CycTypS be the set of cycle types.

Covering Edges with an Endpoint in $\boldsymbol{V}(\boldsymbol{G}) \backslash \mathbf{V C}$. Now, we aim to cover the edges from $E(G)$ with (exactly) one endpoint in $V(G) \backslash V C$. Here, we need to work harder. Let $x_{z}$, for every $z \in \operatorname{Rob} T y p S \cup C y c T y p S$, be values that satisfy Equations 1 and 4-6. As for now, we will arbitrary allocate cycles to robots according to their types. Then, we will replace every $u^{*} \in V\left(\operatorname{Graph}\left(\mathrm{CC}_{i}\right)\right)$ and $u^{*} \in V(C)$, for every cycle $C$ allocated to the $i$-th robot, by an arbitrary $u \in u^{*}$. Then, we will define $\widehat{E}_{i}$ as the union of edge set of the cycles and $\mathrm{CC}_{i}$ we obtained. We saw that due to Equations 1, 5 and 6, Conditions 1, 2 and 4 of Lemma 3.4 are satisfied. In addition, due to Equations 4, we ensure that each $\{u, v\} \in E(G)$ with both endpoints in VC is covered. The change we need to do in order to cover edges with an endpoint in $V(G) \backslash V C$ is to make a smarter choices for the replacements of $u^{*}$ vertices.

### 4.1.3 Vertex Type

Allocation of Multisets with Elements from $\mathbf{N}_{G^{*}}\left(\boldsymbol{u}^{*}\right)$. Observe that each $u_{j}^{*} \in$ $V\left(\operatorname{Graph}\left(\mathrm{CC}_{i}\right)\right)$ that is replaced by some $u \in u^{*}$, covers the multiset of edges $\{\{u, v\} \mid v \in$ $\left.\widehat{\mathrm{N}}_{\text {Graph }\left(\mathrm{CC}_{i}\right)}\left(u_{j}^{*}\right)\right\}$. In addition, every $u^{*} \in V(C)$ that is replaced by $u \in u^{*}$, covers the multiset of edges $\left\{\{u, v\},\left\{u, v^{\prime}\right\}\right\}$, where $v$ and $v^{\prime}$ are the vertices right before and right after $u$ in


Figure 4 An illustration of the parts of a solution around an independent set vertex $v$. The three colors represent the parts of the multisets corresponding to three robots. The solid edges belong to the skeleton of the specific robot. The dashed edges belong to a cycle, labelled in the figure, of the multiset of the cycles corresponding to the specific robot. The vertex type of $v$ derived from the solution shown in the figure is $\left(v^{*},\{\{1,6,8,8\},\{3,4\},\{7,8\},\{2,2,5,6\}\}\right)$, where $v \in v^{*} \in \mathrm{EQ}$.
$C$, respectively. Now, in order to cover every edge with an endpoint in $V(G) \backslash \mathrm{VC}$, we need to cover the set $\left\{\{u, v\} \mid v \in \mathrm{~N}_{G^{*}}\left(u^{*}\right)\right\}$ for every $u \in u^{*} \in \mathrm{EQ}$. Therefore, we would like to ensure that the union of multisets of neighbors "allocated" for each $u$, when we replace some $u^{*}$ by $u$, contains $\left\{\{u, v\} \mid v \in \mathrm{~N}_{G^{*}}\left(u^{*}\right)\right\}$.

The Set NeiSubsets of Multisets Needed to Allocate to a Vertex. Now, the reverse direction holds as well: let $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ be multisets satisfying the conditions of Lemma 3.4, for every $i \in[k]$, let $\left(\mathrm{CC}_{i}, \mathcal{C}_{i}\right)$ be an $\widehat{E}_{i}$-valid pair, and let $u \in u^{*} \in \mathrm{EQ}$. Consider the following multisets $\left(^{*}\right):(i)$ for every $i \in[k]$ such that $u \in V\left(\operatorname{Graph}\left(\mathrm{CC}_{i}\right)\right)$, the multiset $\widehat{\mathrm{N}}_{\mathrm{Graph}\left(\mathrm{CC}_{i}\right)}(u)$; (ii) for every $i \in[k]$ and $C \in \mathcal{C}_{i}$ and every appearance of $u$ in $C$, the multiset $\left\{v, v^{\prime}\right\}$, where $v$ and $v^{\prime}$ are the vertices in $C$ right before and right after the appearance of $u$. By Condition 3 of Lemma 3.4, every edge appears in at least one among $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$. So, as for every $i \in[k]$, $\widehat{E}_{i}=\mathrm{CC}_{i} \bigcup_{C \in \mathcal{C}_{i}} E(C)$, the union of the multisets in $\left(^{*}\right)$ obviously contains $\mathrm{N}_{G^{*}}\left(u^{*}\right)$, e.g. see Figure 4. We would like to store the information of these potential multisets that ensures we covered $\mathrm{N}_{G^{*}}\left(u^{*}\right)$. The issue is that there might be a lot of multisets, as $u$ might appear in many $\widehat{E}_{i}$ 's. Clearly, it is sufficient to store one copy of each such multiset, as we only care that the union of the multisets contains $\mathrm{N}_{G^{*}}\left(u^{*}\right)$. Now, as we assume that $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ are nice multisets, each element in every multiset we derived appears at most twice in that multiset. In addition, since every edge in $E(\bar{G})$ appears at most twice, for each skeleton $\mathrm{CC} \subseteq E(\bar{G})$, each edge appears at most twice in $E(\operatorname{Graph}(C C))$. So, for each $u_{j}^{*} \in V(\operatorname{Graph}(C C))$ we replace by some $u \in u^{*}$, in the multiset of neighbors that are covered, every element appears at most twice. Moreover, since the degree is even, we have that the number of element in each multiset is even.

For a set $A$ we define the multiset $A \times 2=\{a, a \mid a \in A\}$. That is, each element in $A$ appears exactly twice in $A \times 2$. Thus, we have the following definition for a vertex type.

- Definition 4.5 (Vertex Type). Let $G$ be a connected graph and let VC be a vertex cover
 vertex type if for every NeiSub $\in$ NeiSubsets, $\mid$ NeiSub $\mid$ is even, and $\mathrm{N}_{G^{*}}\left(u^{*}\right) \subseteq \bigcup$ NeiSubsets.

Now, given $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ satisfying the conditions of Lemma 3.4, for every $i \in[k]$, an $\widehat{E}_{i}$-valid pair $\left(\mathrm{CC}_{i}, \mathcal{C}_{i}\right)$, and $u \in u^{*} \in \mathrm{EQ}$, we derive the vertex type of $u$ as follows. We take the set NeiSubsets of multisets as described in $\left(^{*}\right)$. Clearly, ( $u^{*}$, NeiSubsets) is a vertex type.

For the reverse direction, we will use vertex type in order to cover the edges incident to each $u \in u^{*} \in \mathrm{EQ}$. Let VerTypS be the set of vertex types. We have a variable $x_{z}$ for every $z \in$ VerTypS. First, each $u \in u^{*} \in \mathrm{EQ}$ is associated with exactly one vertex type VerTyp $=\left(u^{*}\right.$, NeiSubsets $)$, for some NeiSubsets. To achieve this, we first ensure that for every $u^{*} \in \mathrm{EQ}$, the total sum of $x_{z}$ for $z \in \operatorname{VerTypS}{u^{*}}$, is exactly $\left|u^{*}\right|$, where $\operatorname{VerTypS}_{u^{*}}=\left\{\left(u^{*}\right.\right.$, NeiSubsets $) \in$ VerTypS $\}$.

Equation 2: Vertex Type for Each Vertex. This equation is defined as follows.
2. For every $u^{*} \in \mathrm{EQ}, \sum_{\text {VerTyp } \in \text { VerTyps }_{u^{*}}} x_{\text {VerTyp }}=\left|u^{*}\right|$

Given values for the variables that satisfy the equation, we arbitrary determine a vertex type ( $u^{*}$, NeiSubsets) for each $u \in u^{*}$, such that there are exactly $x_{\text {VerTyp }}$ vertices of type VerTyp.

Allocation Functions of Multisets to Vertex Types. Now, let $u \in u^{*} \in \mathrm{EQ}$ of a vertex type ( $u^{*}$, NeiSubsets). We aim that when we do the replacements of $u^{*}$ 's by vertices from $u^{*}$, each $u$ gets an allocation of at least one of any of the multisets in NeiSubsets. This ensures that we covered all of the edges adjacent to $u$. Instead of doing this for each $u \in u^{*} \in \mathrm{EQ}$, we will ensure that each NeiSub $\in$ NeiSubsets is allocated for vertices of type ( $u^{*}$, NeiSubsets) at least $x_{\text {VerTyp }}$ times. To this end, we add more information for the robot types. For a robot type with a skeleton CC, recall that we replace each $u_{j}^{*} \in V(\operatorname{Graph}(C C))$ by some $u \in u^{*}$. The robot type also determines what is the vertex type of $u$ that replaces $u_{j}^{*}$. In particular, we add to the robot type an allocation for each of $\left\{\left(u_{j}^{*}, \widehat{\mathrm{~N}}_{\operatorname{Graph}(\mathrm{CC})}\left(u_{j}^{*}\right)\right) \mid u_{j}^{*} \in V(\operatorname{Graph}(\mathrm{CC}))\right\}$, that is, a function $\operatorname{Alloc}_{G r a p h(C C)}$ from this set into VerTypS (e.g., a robot of a robot type associated with the skeleton illustrated by Figure 3d, needs to allocate the pair ( $r_{1}^{*},\{1,1\}$ ), along with the other pairs shown in the figure). Observe that $u_{j}^{*}$ is the vertex being replaced, and $\widehat{\mathrm{N}}_{\operatorname{Graph}(\mathrm{CC})}\left(u_{j}^{*}\right)$ is the multiset of neighbors that are covered. So, we demand that each $\left(u_{j}^{*}, \widehat{N}_{\operatorname{Graph}(\mathrm{CC})}\left(u_{j}^{*}\right)\right)$ is allocated to a vertex type ( $u^{*}$, NeiSubsets) that "wants" to get $\widehat{\mathrm{N}}_{\text {Graph }(\mathrm{CC})}\left(u_{j}^{*}\right)$, that is, $\widehat{\mathrm{N}}_{\text {Graph }(\mathrm{CC})}\left(u_{j}^{*}\right) \in$ NeiSubsets (e.g, a robot of a robot type associated with the skeleton illustrated by Figure 3d, might allocate ( $r_{1}^{*},\{1,1\}$ ) to a vertex type $\left.\left(r^{*},\{\{1,1\},\{3,4\}\}\right)\right)$. Now, we are ready to define a robot type as follows.

Definition 4.6 (Robot Type). $A$ robot type is RobTyp $=\left(\mathrm{CC}\right.$, Alloc $_{\mathrm{Graph}(\mathrm{CC})}$, NumOfCyc) such that:

1. $\mathrm{CC} \subseteq E(\bar{G})$.
2. Graph (CC) is connected, every vertex in $\mathrm{Graph}(\mathrm{CC})$ has even degree and $v_{\text {init }} \in V(\operatorname{Graph}(\mathrm{CC}))$.
3. Alloc $_{\operatorname{Graph}(\mathrm{CC})}$ is an allocation of $\left\{\left(u_{j}^{*}, \widehat{\mathrm{~N}}_{\operatorname{Graph}(\mathrm{CC})}\left(u_{j}^{*}\right)\right) \mid u_{j}^{*} \in V(\operatorname{Graph}(\mathrm{CC}))\right\}$ to vertex types.
4. NumOfCyc $=\left(N_{2}, N_{3}, N_{5}, N_{6}, \ldots, N_{2|\mathrm{VC}|}\right)$, where $0 \leq N_{i} \leq 2|\mathrm{VC}|^{2}$ for every $2 \leq i \leq$ $2|\mathrm{VC}|, i \neq 4$.

Similarly, we add to a cycle type with a cycle $C$ in $G^{*}$ an allocation of the multiset $\left\{\left\{v, v^{\prime}\right\} \mid u^{*} \in V(C), v\right.$ and $v^{\prime}$ are the vertices appears right before and right after $\left.u^{*}\right\}$ to vertex types (given by a function $\mathrm{PaAlloc}_{C}$ ). Now, we are ready to define a cycle type as follows.

- Definition 4.7 (Cycle Type). Let $C \in \mathrm{Cyc}_{G^{*}}$, let $\mathrm{PaAlloc}_{C}$ be an allocation of $\left\{\left\{v, v^{\prime}\right\} \mid u^{*} \in V(C), v\right.$ and $v^{\prime}$ are the vertices appears right before and right after $\left.u^{*}\right\}$ to vertex types, and let RobTyp $=\left(\mathrm{CC}\right.$, Alloc $\left._{\mathrm{Graph}(\mathrm{CC})}, \mathrm{NumOfCyc}\right)$ be a robot type. Then, CycTyp $=\left(C\right.$, PaAlloc $_{C}$, RobTyp) is a cycle type if $V(\operatorname{Graph}(\mathrm{CC})) \cap V(C) \cap \mathrm{VC} \neq \emptyset$.

We have the following notations.
For every VerTyp $=\left(u^{*}\right.$, NeiSubsets $) \in$ VerTypS, every NeiSub $=\left\{v, v^{\prime}\right\} \in$ NeiSubsets and $1 \leq j \leq 2|\mathrm{VC}|, \mathrm{Cyc} \operatorname{TypS}($ VerTyp, NeiSub, $j$ ) is the set of cycle types that assign NeiSub to VerTyp exactly $j$ times. For every VerTyp $=\left(u^{*}\right.$, NeiSubsets $) \in \operatorname{VerTypS}$, every NeiSub $\in$ NeiSubsets and $1 \leq j \leq 2^{\mid \mathrm{VC\mid}}+|\mathrm{VC}|^{2}$, RobTypS(VerTyp, NeiSub, $j$ ) is the set of robot types that assign NeiSub to VerTyp exactly $j$ times. Finally, we have the following equation:

Equation 3: Assigning Enough Subsets for Each Vertex Type. The equation is defined as follows.
3. For every VerTyp $=\left(u^{*}\right.$, NeiSubsets $) \in \operatorname{VerTypS}$, and every NeiSub $\in$ NeiSubsets,

$$
\begin{aligned}
& \sum_{j=1}^{2|\mathrm{VC}|} \sum_{\substack{ }} \sum_{2^{|\mathrm{VC}|}+|\mathrm{VC}|^{2}} j \cdot x_{\mathrm{Cyc} \text { Typ }}+ \\
& \sum_{j=1} \sum_{\text {RobTyp } \in \operatorname{RobTypS}(\text { VerTyp }, \text { NeiSub }, j)} j \cdot x_{\text {RobTyp }} \geq x_{\text {VerTyp }}
\end{aligned}
$$

### 4.1.4 The Correctness of The Reduction

We denote the ILP instance associated with Equations $1-6$ by Reduction $\left(G, v_{\text {init }}, k, B\right)$. Now, we give a proof sketch for the correctness of the reduction:

- Lemma 4.8. Let $G$ be a connected graph, let $v_{\text {init }} \in V(G)$ and let $k, B \in \mathbb{N}$. Then, $\left(G, v_{\text {init }}, k, B\right)$ is a yes-instance of CGE, if and only if $\operatorname{Reduction}\left(G, v_{\text {init }}, k, B\right)$ is a yesinstance of the Integer Linear Programming.

Proof. Let $x_{z}$, for every $z \in \operatorname{VerTypS} \cup \operatorname{Rob} T y p S \cup C y c T y p S$, be values satisfying Equations 16. For every vertex type VerTyp $=\left(u^{*}\right.$, NeiSubsets) and each NeiSub $\in$ NeiSubsets, let Alloc(VerTyp, NeiSub) be the set of every allocation of NeiSub to VerTyp by cycles or robots. We arbitrary allocate each element in Alloc(VerTyp, NeiSub) to a vertex in $u^{*}$, such that every vertex $u \in u^{*}$ of type VerTyp gets at least one allocation. Due to Equation 3, we ensure we can do that. Then, we replace every $u^{*} \in V\left(\operatorname{Graph}\left(\mathrm{CC}_{i}\right)\right)$ and every $u^{*} \in V(C)$ (for every $C \in \mathcal{C}_{i}$ ) by the $u \in u^{*}$ derived by the allocation. This ensures we covered every edge adjacent to a vertex in $V(G) \backslash V C$. As seen in this overview, the other conditions of Lemma 3.4 hold.

For the reverse direction, let $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ be multisets satisfying the conditions of Lemma 3.4. For every $1 \leq i \leq k$ let $\left(\mathrm{CC}_{i}, \mathcal{C}_{i}\right)$ be an $\widehat{E}_{i}$-valid pair. Then, we first derive the vertex type of each $u \in V(G) \backslash \mathrm{VC}$, according to its equivalence class in EQ, and the set of multisets derived from $\left(\left(\mathrm{CC}_{i}, \mathcal{C}_{i}\right)\right)_{1 \leq i \leq k}$ (e.g. see Figure 4). Then, we derive the robot type RobTyp $=\left(\mathrm{CC}\right.$, Alloc $_{\text {Graph }(C C)}$, NumOfCyc) for each $i \in[k]$ : (i) the skeleton CC is determined by $\mathrm{CC}_{i}$ (e.g., see Figure 3d)), (ii) NumOfCyc is determined by the number of cycle of each length in $\mathcal{C}_{i}$ and (iii) the allocation of the multisets of $\operatorname{Graph}\left(\mathrm{CC}_{i}\right)$ is determined by the vertex types of $u \in V\left(\operatorname{Graph}\left(\mathrm{CC}_{i}\right)\right) \cap(V(G) \backslash \mathrm{VC})$ we have already computed. Then, for every $i \in[k]$ and every $C^{\prime} \in \mathcal{C}_{i}$, we determine the cycle type CycTyp $=\left(C\right.$, PaAlloc $_{C}$, RobTyp) of $C^{\prime}$ : (i) $C$ is determined by $C^{\prime}$ (we replace each $u \in u^{*} \in \mathrm{EQ}$ in $C^{\prime}$ by $u^{*}$ ), (ii) RobTyp is the robot type of $i$ we have already computed, and (iii) $\mathrm{PaAlloc}_{C}$ is determined by the
vertex types of $u \in V\left(C^{\prime}\right) \cap(V(G) \backslash \mathrm{VC})$ we have already computed. Then, for every $z \in \operatorname{VerTypS} \cup \operatorname{Rob} T y p S \cup C y c T y p S$, we define $x_{z}$ to be the number of elements of type $z$. As seen in this overview, the values of the variables satisfy Equations 1-6.

Observe that the number of variables is bounded by a function of $|\mathrm{VC}|$, so we will get an FPT runtime with respect to vc. Thus, we conclude the correction of Theorem 1.1.

### 4.2 Approximation Algorithm with Additive Error of $\mathcal{O}(\mathbf{v c})$

Our algorithm is based on a greedy approach. Recall that, our new goal (from Lemma 3.4) is to find $k$ multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ such that for every $1 \leq i \leq k, v_{\text {init }} \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right), \operatorname{Graph}\left(\widehat{E}_{i}\right)$ is connected and each $u \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right)$ has even degree in $\operatorname{Graph}\left(\widehat{E}_{i}\right)$. Now, assume that we have a vertex cover VC of $G$ such that $G[\mathrm{VC}]$ is connected and $v_{\text {init }} \in \mathrm{VC}$, and let $I=V \backslash \mathrm{VC}$. We first make the degree of every vertex in $I$ even in $G$, by duplicating an arbitrary edge for vertices having odd degree. Observe that, after these operations, $G$ may be a multigraph.

We initialize $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ with $k$ empty sets. We partition the set of edges of $G$ with one endpoint in $I$ in the following manner. We choose the next multiset from $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ in a round-robin fashion and put a pair of edges, not considered so far, incident to some vertex $v \in I$, in the multiset. This ensures that the degree of every vertex in $I$ is even in each multiset. Let $\widehat{E}_{1}^{\prime}, \ldots, \widehat{E}_{k}^{\prime}$ be multisets satisfying the conditions of Lemma 3.4. Then, due to Condition 2 of Lemma 3.4, the degree of every vertex is even in every multiset $\widehat{E}_{i}^{\prime}$. Thus, the total number of edges (with repetition) incident to any vertex in $\operatorname{Graph}\left(\widehat{E}_{1}^{\prime} \cup \ldots \cup \widehat{E}_{k}^{\prime}\right)$ is even. Therefore, there must be at least one additional repetition for at least one edge of every vertex with odd degree in $G$. So, adding an additional edge to each vertex with odd degree is "must" and it does not "exceed" the optimal budget. Then, we partition the edges with both endpoints in VC, in a balanced fashion, as follows. We choose an edge, not considered so far, and add it to a multiset with minimum size.

Observe that, after this step, we have that: i) every edge of the input graph belongs to at least one of the multisets $\widehat{E}_{i}$, ii) the degree of each vertex of $I$ in each multiset is even, and iii) we have not exceeded the optimal budget. We still need to ensure that i) $\operatorname{Graph}\left(\widehat{E}_{i}\right)$ is connected, for every $i \in[k]$, ii) the degree of each vertex of VC in each multiset is even, and iii) $v_{\text {init }} \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right)$ for every $i \in[k]$. Next, we add a spanning tree of $G[\mathrm{VC}]$ to each of the $\widehat{E}_{i}$, in order to make $\operatorname{Graph}\left(\widehat{E}_{i}\right)$ connected and to ensure that $v_{\text {init }} \in V\left(\operatorname{Graph}\left(\widehat{E}_{i}\right)\right)$. Lastly, we add at most $|\mathrm{VC}|$ edges, with both endpoints in VC , to every $\widehat{E}_{i}$ in order to make the degree of each $u \in \mathrm{VC}$ even in each of the multiset. Observe that the multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ satisfy the conditions of Lemma 3.4. Moreover, we added at most $\mathcal{O}(|\mathrm{VC}|)$ additional edges to each $\widehat{E}_{i}$, comparing to an optimal solution.
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## A W[1]-Hardness for CGE

In this section, we aim to prove the following theorem:
Theorem 1.3. CGE is W[1]-hard with respect to $k$ even on trees whose treedepth is bounded by 3 .

We prove Theorem 1.3 by showing a reduction from Exact Bin Packing (see Definition 2.6).

First, we show that unary Exact Bin Packing is W[1]-hard with respect to $k$. It is known that unary Bin Packing is W[1]-hard with respect to $k$ [15]. So, we give a reduction from Bin Packing to Exact Bin Packing in order to prove the following lemma:

- Lemma A.1. Unary Exact Bin Packing is W[1]-hard with respect to $k$.

Proof. Let $(I, s, B, k)$ be an instance of Bin Packing problem. Let $t=B \cdot k-\sum_{i \in I} s(i)$ and let $s^{\prime}: I \cup\left\{i_{1}, \ldots, i_{t}\right\} \rightarrow \mathbb{N}$ be a function defined as follows. For every $i \in I, s^{\prime}(i)=s(i)$, and for every $i_{\ell} \in\left\{i_{1}, \ldots, i_{t}\right\}, s^{\prime}\left(i_{\ell}\right)=1$. Observe that $\left(I \cup\left\{i_{1}, \ldots, i_{t}\right\}, s^{\prime}, B, k\right)$ is an instance of Exact Bin Packing. We show that $(I, s, B, k)$ is a yes-instance of Bin Packing if and only if $\left(I \cup\left\{i_{1}, \ldots, i_{t}\right\}, s^{\prime}, B, k\right)$ is a yes-instance of Exact Bin Packing.

Assume that $(I, s, B, k)$ is a yes-instance of Bin Packing. Let $I_{1}, \ldots, I_{k}$ be a partition of $I$ into disjoint sets such that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i) \leq B$. For every $1 \leq j \leq k$, let $t_{j}=B-\sum_{i \in I_{j}} s(i)$. Let $I_{1}^{\prime}, \ldots, I_{k}^{\prime}$ be a partition of $\left\{i_{1}, \ldots, i_{t}\right\}$ into $k$ disjoint sets such that for every $1 \leq j \leq k,\left|I_{j}^{\prime}\right|=t_{j}$. Observe that there exists such a partition since $\sum_{1 \leq j \leq k} t_{j}=t$. Clearly, $I_{1} \cup I_{1}^{\prime}, \ldots, I_{k} \cup I_{k}^{\prime}$ is a partition of $I \cup\left\{i_{1}, \ldots, i_{t}\right\}$ into disjoint sets such that for every $1 \leq j \leq k, \sum_{i \in I_{j} \cup I_{j}^{\prime}} s(i)=B$. Therefore, $\left(I \cup\left\{i_{1}, \ldots, i_{t}\right\}, s^{\prime}, B, k\right)$ is a yes-instance of Exact Bin Packing.

Now, assume that $\left(I \cup\left\{i_{1}, \ldots, i_{t}\right\}, s^{\prime}, B, k\right)$ is a yes-instance of Exact Bin Packing. Let $I_{1}, \ldots, I_{k}$ be a partition of $I \cup\left\{i_{1}, \ldots, i_{t}\right\}$ into disjoint sets such that for every $1 \leq j \leq k$, $\sum_{i \in I_{j}} s(i)=B$. Observe that $I_{1} \backslash\left\{i_{1}, \ldots, i_{t}\right\}, \ldots, I_{k} \backslash\left\{i_{1}, \ldots, i_{t}\right\}$ is a partition of $I$ into disjoint sets such that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i) \leq B$. Therefore, $(I, s, B, k)$ is a yes-instance of Bin Packing.

Clearly, the reduction works in polynomial time when the input is in unary. Thus, since unary Bin Packing is W[1]-hard with respect to $k$ [15], unary Exact Bin Packing is W[1]-hard with respect to $k$.

## A. 1 Reduction From Exact Bin Packing to CGE

Given an instance $(I, s, B, k)$ of Exact Bin Packing problem, denote by $\operatorname{BinToRob}(I, s, B, k)$ the instance of CGE defined as follows. First, we construct the graph $T$ as follows. For each $i \in I$ we create a star with $s(i)-1$ leaves. We connect each such star with an edge to a vertex $r$. Formally, $V(T)=\left\{v^{i}, v_{1}^{i} \ldots, v_{s(i)-1}^{i} \mid i \in I\right\} \cup\{r\}$ and $E(T)=\left\{\left\{v^{i}, v_{j}^{i}\right\} \mid i \in\right.$ $I, 1 \leq j \leq s(i)-1\} \cup\left\{\left\{r, v_{i}\right\} \mid i \in I\right\}$. Now, we define $\operatorname{Bin} \operatorname{ToRob}(I, s, B, k)=(T, r, k, 2 B)$. See Figure 5 for an example. Next, we prove the correctness of the reduction:

- Lemma A.2. Let $(I, s, B, k)$ be an instance of Exact Bin Packing. Then, $(I, s, B, k)$ is a yes-instance if and only if $\operatorname{Bin} \operatorname{ToRob}(I, s, B, k)$ is a yes-instance of CGE.

Proof. First, assume that $(I, s, B, k)$ is a yes-instance. Let $I_{1}, \ldots, I_{k}$ be a partition of $I$ into disjoint sets such that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i)=B$. We prove that $\operatorname{Bin} \operatorname{ToRob}(I, s, B, k)=(T, r, k, 2 B)$ is a yes-instance of CGE, by showing that there exist $k$ multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ such that the conditions of Lemma 3.4 are satisfied. For every $1 \leq j \leq k$, let $\widehat{E}_{j}=\left\{\left\{v^{i}, v_{t}^{i}\right\},\left\{v^{i}, v_{t}^{i}\right\} \mid i \in I_{j}, 1 \leq t \leq s(i)-1\right\} \cup\left\{\left\{v^{i}, r\right\},\left\{v^{i}, r\right\}\right\}$. Clearly, $r \in V\left(\operatorname{Graph}\left(\widehat{E}_{j}\right)\right), \operatorname{Graph}\left(\widehat{E}_{j}\right)$ is connected, and every vertex in $\operatorname{Graph}\left(\widehat{E}_{j}\right)$ has even degree. Therefore, Conditions 1 and 2 are satisfied. In addition, since $I=I_{1} \cup \ldots \cup I_{k}$, we have that $E \subseteq \widehat{E}_{1} \cup \ldots \cup \widehat{E}_{k}$, so Condition 3 is satisfied. Now, for every $1 \leq j \leq k$,


Figure 5 An illustration of a Exact Bin Packing instance, a solution (in sub-figure (a)) and the equivalent instance of CGE constructed by the BinToRob function (in sub-figure (b)).
$\left|\widehat{E}_{j}\right|=\left|\left\{\left\{v^{i}, v_{t}^{i}\right\},\left\{v^{i}, v_{t}^{i}\right\} \mid i \in I_{j}, 1 \leq t \leq s(i)-1\right\} \cup\left\{\left\{v^{i}, r\right\},\left\{v^{i}, r\right\}\right\}\right|=\sum_{i \in I_{j}} 2(s(i)-1)+$ $\sum_{i \in I_{k}} 2=2 \sum_{i \in I_{k}} s(i)=2 B$. Thus, Condition 4 is satisfied. Therefore, all the conditions of Lemma 3.4 are satisfied, so $\operatorname{Bin} \operatorname{ToRob}(I, s, B, k)$ is a yes-instance of CGE.

Now, we prove the reverse direction. Assume that $\operatorname{Bin} \operatorname{ToRob}(I, s, B, k)=(T, r, k, 2 B)$ is a yes-instance of CGE. From Lemma 3.4, there exist $k$ multisets $\widehat{E}_{1}, \ldots, \widehat{E}_{k}$ such that the conditions of Lemma 3.4 hold. Let $1 \leq j \leq k$. We first show that every $\{u, v\} \in \widehat{E}_{j}$ appears at least twice in $\widehat{E}_{j}$. Let $\{u, v\} \in \widehat{E}_{j}$. We the following two cases:

Case 1: $\{u, v\}=\left\{v^{i}, v_{t}^{i}\right\}$ for some $i \in I$ and $1 \leq t \leq s(i)-1$. From Condition 2 of Lemma 3.4, $v_{t}^{i}$ has even degree in $\operatorname{Graph}\left(\widehat{E}_{j}\right)$. Since $\left\{v^{i}, \widehat{v_{t}^{i}}\right\}$ is the only edge having $v_{t}^{i}$ as an endpoint in $T,\left\{v^{i}, v_{t}^{i}\right\}$ appears an even number of times in $\widehat{E}_{j}$, and so it appears at least twice in $\widehat{E}_{j}$.

Case 2: $\{\boldsymbol{u}, \boldsymbol{v}\}=\left\{\boldsymbol{v}^{\boldsymbol{i}}, \boldsymbol{r}\right\}$ for some $\boldsymbol{i} \in \boldsymbol{I}$. From Condition 2 of Lemma 3.4, $v^{i}$ has even degree in $\operatorname{Graph}\left(\widehat{E}_{j}\right)$. From Case 1, each $\left\{v^{i}, v_{t}^{i}\right\} \in \widehat{E}_{j}$ appears an even number of times in $\widehat{E}_{j}$. Therefore, since $r$ is the only neighbor of $v^{i}$ other than $v_{t}^{i}, 1 \leq t \leq s(i)-1,\left\{v^{i}, r\right\}$ appears an even number of times, which is greater or equal to 2 , in $\widehat{\widehat{E}}_{j}$.

Now, observe that $|E(T)|=\sum_{i \in I} s(i)=B \cdot k$, and from Condition 4 of Lemma 3.4, $\sum_{1 \leq j \leq k}\left|\widehat{E}_{j}\right| \leq 2 B \cdot k$. In addition, from Condition 3 of Lemma 3.4, (1): $E(T) \subseteq \widehat{E}_{1} \cup \ldots \cup \widehat{E}_{k}$. So, since we have already proved that for every $1 \leq j \leq k$, each $\{u, v\} \in \widehat{E}_{j}$ appears at least twice in $\widehat{E}_{j}$, we get that for every $1 \leq j<j^{\prime} \leq k, \widehat{E}_{j} \cap \widehat{E}_{j^{\prime}}=\emptyset$, and $\sum_{1 \leq \ell \leq k}\left|\widehat{E}_{\ell}\right|=2 B \cdot k$; in turn, for every $1 \leq j \leq k,\left|\widehat{E}_{j}\right|=2 B$, and each $\{u, v\} \in \widehat{E}_{j}$ appears exactly twice in $\widehat{E}_{j}$. Moreover, from Conditions 1 and 2 of Lemma 3.4, for every $1 \leq j \leq k, r \in V\left(\operatorname{Graph}\left(\widehat{E}_{j}\right)\right)$ and $\operatorname{Graph}\left(\widehat{E}_{j}\right)$ is connected. Therefore, for every $1 \leq j \leq k$ and $i \in I$, if $v^{i} \in V\left(\operatorname{Graph}\left(\widehat{E}_{j}\right)\right)$ then $\left\{\left\{v^{i}, v_{t}^{i}\right\} \mid 1 \leq t \leq s(i)-1\right\} \cup\left\{r, v^{i}\right\} \subseteq \widehat{E}_{j}$. Thus, for every $1 \leq j<j^{\prime} \leq k$, (2): $V\left(\operatorname{Graph}\left(\widehat{E}_{j}\right)\right) \cap V\left(\operatorname{Graph}\left(\widehat{E}_{j^{\prime}}\right)\right)=\{r\}$.

Now, for every $1 \leq j \leq k$, let $I_{j}=\left\{i \in I \mid v^{i} \in V\left(\operatorname{Graph}\left(\widehat{E}_{j}\right)\right)\right\}$. By (1) and (2), $I_{1}, \ldots, I_{k}$ is a partition of $I$ into disjoint sets. We show, that for every $1 \leq j \leq k, \sum_{i \in I_{j}} s(i)=B$. Let $1 \leq j \leq k$. Then, $\sum_{i \in I_{j}} s(i)=\sum_{i \in I_{j}}\left|\left\{\left\{v_{i}, v_{i_{t}}\right\} \mid 1 \leq t \leq s(i)-1\right\} \cup\left\{r, v_{i}\right\}\right|=\frac{1}{2}\left|\widehat{E}_{j^{\prime}}^{\prime}\right|=$ $\frac{1}{2} \cdot 2 \cdot B=B$. Therefore $I_{1}, \ldots, I_{k}$ is a solution for $(I, s, B, k)$, so $(I, s, B, k)$ is a yes-instance of Exact Bin Packing problem. This ends the proof.

Clearly, the reduction works in polynomial time when the input is in unary. In addition, observe that the treedepth of the tree, obtained by the reduction, is bounded by 3 . Now, recall that, by Lemma A.1, unary Exact Bin Packing is W[1]-hard with respect to $k$. Thus, we conclude from Lemma A. 2 the correctness of Theorem 1.3.
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#### Abstract
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## 1 Introduction

Over the past decade, we witness an increasing amount of interest in the design of exact exponential-time and parameterized algorithms for problems in Graph Drawing. For a few illustrative examples, let us mention that this includes studies of crossing minimization [32, $37,38]$, recognition of planar graph families such as upward planarity testing [16, 35] and grid graph recognition [34], as well as recognition of beyond planar graph families [4], turnminimization [27], linear layouts such as books embeddings [5, 8], clustered planarity and hybrid planarity [19, 40, 20], and bend minimization [24, 22]. For more information on recent progress on these and other topics, we refer to the report [28] and surveys such as [48]. Unfortunately, still, we have very limited knowledge of general methods to develop exact exponential-time and parameterized algorithms for problems in Graph Drawing.

An even more serious issue is that, for Graph Drawing problems, "standard" parameters very often yield intractability. In particular, for the most common structural parameter, namely, treewidth, ${ }^{1}$ we frequently observe NP-hardness already when the input graphs are restricted to have constant (often, being just 1 or 2 ) treewidth. The same result holds even for the larger parameter pathwidth. For example, Grid Recognition is NP-hard on graphs of treewidth 1 (being trees) [7] or pathwidth 2 [34], Orthogonal Compaction is NP-hard even on cycles [26] and hence on graphs of pathwidth (and treewidth) 2, Min-Area Planar Straight-Line Drawing is NP-complete on outerplanar graphs and hence on graphs of treewidth 2 [9, 39], and Grid Upward Drawing is NP-complete on graphs of treewidth 1 (being trees) [1, 10]. In light of this, we must seek parameterizations that are larger (or incomparable) to treewidth. Due to the nature of the problems at hand, it is natural to seek parameters of geometric flavors. Here, perhaps, the first choice that comes to mind is the height (or, rather, the minimum among the height and width) of the sought (or given) drawing. In particular, we can easily observe that this parameter for planar orthogonal grid drawings is bounded by $\Omega(\mathrm{tw})$, where tw is the treewidth of the drawn graph, and that it gives rise to the use of dynamic programming. However, denoting the number of vertices by $n$, we can also easily observe that this parameter can be as large as $\Omega(n)$ for ridiculously simple planar orthogonal grid drawings (and graphs)! For example, consider the path drawn in Figure 1a - here, already, both height and width are equal to (roughly) $n / 2$.

Our work deals with both drawbacks mentioned above simultaneously. We introduce a novel form of tree decomposition that, roughly speaking, does not decompose (only) a graph, but an entire drawing. As such, its bags and separators are of geometric (rather than only combinatorial) nature. We further discuss this concept (still informally but in more detail) in Section 1.1 ahead. While the corresponding parameter - like treewidth - can be arbitrarily smaller than the height (and width) of the drawing (e.g., for the aforementioned example in Figure 1a, our parameter is a fixed constant), we show that - unlike treewidth - it gives rise to efficient (that is, XP) algorithms. Specifically, we present a general scheme for the design of such algorithms (described in Section 1.3), and apply it to several central problems in Graph Drawing, including the recognition of grid graphs, minimization of crossings and bends, and compaction (see Section 1.4). We believe that our new concept of geometric tree decomposition is interesting on its own, and exploring the connections between it and notions concerning (classical) tree decompositions is a promising research direction. Furthermore, we believe that this concept and our scheme can be further extended or generalized to be applicable to problems other than those discussed in this paper. Due to lack of space, several concepts and proofs are deferred to the full version of this paper [33].

[^35]

Figure 1 (a) A drawing of a path on $n$ vertices with height and width $(n-1) / 2$. However, the drawn treewidth is 16 . (b) An illustration of a frame shown in orange with width 16.

### 1.1 The Concept of Drawn Tree Decomposition

Here, we discuss (informally) our main conceptual contribution: the introduction and study of the concepts of drawn tree decomposition and drawn treewidth, which we believe to be of independent interest. Then, in Section 1.2, we compare our parameter with several seemingly related graph parameters. Later, in Sections 1.3 and 1.4, we discuss our main technical contribution (which has been our initial motivation for these concepts): our general algorithmic scheme and its applications to problems in Graph Drawing. Our focus is on a class of rather general drawings of graphs on the Euclidean plane (allowing drawings of edges to have both crossings and bends, as well as to consist of segments that are not necessarily parallel to the axes), called polyline grid drawings. Roughly speaking, a polyline grid drawing $d$ of a graph $G$ is a mapping of the vertices of $G$ to distinct grid points (being points of the form $(i, j)$ where $i, j \in \mathbb{Z})$ and edges to straight-line paths between their endpoints. That is, the drawing of an edge is a simple curve that is the concatenation of straight-line segments (e.g, see Figure 11e in Section A.2). Towards the (informal) definition of a drawn tree decomposition ahead, we first introduce three critical terms: frame, cutter, and rectangular.

Frame. A frame is, simply, a straight-line cycle (defined analogously to a straight-line path above) whose segments are axis-parallel (see the orange polygon in Figure 2). In other words, it is a simple rectilinear polygon whose vertices lie on grid points.

For the definition of the width of our decomposition (presented later), we define the width of a frame. Roughly speaking, the width of a frame $f$, denoted by width $(f)$, is the sum of measures of the complexities of (i) the frame itself, and (ii) the "way" in which the drawing "traverses" the frame. For (i), we simply count the number of vertices of the frame (ignoring "superfluous" vertices, being those where the angle between incident edges is of 180 degrees). For (ii), we regard the drawings of vertices and edges separately (and sum up the two corresponding numbers). Specifically, for vertices, we simple count the number of vertices drawn on the frame. However, for edges, the measure is somewhat more complex, based on the notion of turning points (defined immediately); for each edge, we count the number of its turning points on the frame, and, then, the measure is the sum (over all edges) of these counters. We remark that some points on the plane might be counted multiple times - at the extreme case, the same point might be (a) a vertex of the frame, (b) a point on which a vertex of the graph is drawn, and (c) a turning point for one (or more) edges. We find this multi-count to be justified: the more complicated the frame and the drawing are at a certain point, the more that point "contributes" to the complexity of the measure.


Figure 2 The turning points of the black edge $e=\left\{u_{1}, u_{2}\right\}$ in the orange frame $f$ are $\left(p_{1}, e\right),\left(p_{3}, e\right),\left(p_{4}, e\right),\left(p_{6}, e\right)$ and $\left(p_{7}, e\right)$. Note that, $\left(p_{2}, e\right)$ and $\left(p_{5}, e\right)$ are not turning points in $f$. Similarly, the turning points of the blue edge $e^{\prime}=\left\{u_{3}, u_{4}\right\}$ in the frame $f$ are $\left(d\left(u_{3}\right), e^{\prime}\right),\left(p_{5}, e^{\prime}\right)$ and $\left(p_{6}, e^{\prime}\right)$. Note that $\left(p_{5}, e^{\prime}\right)$ is a turning point in $f$, but $\left(p_{5}, e\right)$ is not a turning point in $f$.

Now, let us define the notion of a turning point. For this purpose, consider some edge $e=\{u, v\}$ of the graph and some point $p$ on the frame. Then, roughly speaking, we refer to $(p, e)$ as a turning point if, when we traverse the drawing of $e$ from $u$ to $v$ or from $v$ to $u$, we encounter $p$, and "immediately" before this encounter, we were in the strict interior or exterior of the frame. Additionally, we refer to $(p, e)$ as a turning point if $u$ or $v$ themselves are drawn on $p$. An illustrative example is given in Figure 2.

For an example of the definition of the width of a frame, we refer to Figure 1b. Here, the frame itself (being a rectangle) consists of exactly 4 vertices. Second, the path contains exactly 4 vertices that are drawn on the frame. Third, every point on which one of these vertices, say, $v$, is drawn is a turning point of 2 edges, being the two edges incident to $v$. So, the width of the frame is $4+4+4 \cdot 2=16$.

Cutter. A cutter of a frame is, simply, a straight-line path whose segments are axis-parallel and which intersects the frame in exactly two points, which are the endpoints of the cutter. Later, we discuss the "futility" of two simpler definitions for a cutter. The utility of a cutter of a frame $f$ is, as its name suggests, in "cutting" $f$ into (exactly) two frames $f_{1}$ and $f_{2}$. Roughly speaking, we obtain one of $f_{1}$ and $f_{2}$ by the concatenation of the cutter with one path among the two subpaths of $f$ between the endpoints of the cutter, and we obtain the other of $f_{1}$ and $f_{2}$ by the concatenation of the cutter with the other path among the two subpaths of $f$ between the endpoints of the cutter. For more intuition, we refer the reader to Figure 3.

Rectangular. For the sake of intuition, the construction of a drawn tree decomposition may be thought of as a recursive process where, for a given frame, we compute a cutter that cuts it into two, and then proceed (recursively) with each of these two resulting frames. Then, two questions arise: What is the initial frame, and when does this process terminate? For the first question, the answer is simply the rectangular of the drawing (defined immediately). For the second question, the answer is even simpler - we stop when the current frame does not contain any grid point in its strict interior. Roughly speaking, the rectangular of a drawing is the (unique) frame whose interior is minimized among all frames whose "shape" is a rectangle and which contain the given drawing in their strict interior (see Figure 4).


Figure 3 An illustration for a cutter $c$, shown in blue, of a frame $f$, shown in orange, and its associated frames $f_{1}(c)$ and $f_{2}(c)$.


Figure 4 The frame shown in purple is $R_{d}$ where $d$ is the drawing inside the frame.

Drawn Tree Decomposition. At the heart of the concept of a drawn tree decomposition, lies our definition of a frame-tree (abbreviation for tree of frames). Informally, for a graph $G$ and a polyline grid drawing $d$ of $G$, a frame-tree is a pair $(\mathcal{T}, \alpha)$ where $\mathcal{T}$ is a binary rooted tree and $\alpha$ maps each vertex of $\mathcal{T}$ to a frame, such that: (i) the root is mapped to the rectangular of $d$; (ii) for every internal vertex $v$ of $\mathcal{T}$, there exists a (unique) cutter $c_{v}$ of $\alpha(v)$ so that the frames mapped to the children of $v$ are those obtained by cutting $\alpha(v)$ by $c_{v}$; (iii) the leaves of $\mathcal{T}$ (and none of the internal vertices of $\mathcal{T}$ ) are mapped to frames whose strict interior does not contain any grid point. For an illustrative example, see Figure 5.

Now, for the definition of a drawn tree decomposition, we consider a frame-tree $(\mathcal{T}, \alpha)$. Then, we "enrich" the frame-tree by the introduction of an additional mapping, $\beta$, from the vertex set of $\mathcal{T}$ to subsets of vertices of $G$. In particular, we define $\beta$ so that we can: $(P 1)$ prove that $(\mathcal{T}, \beta)$ is a tree decomposition (this proof is slightly technical, based on case analysis); (P2) prove that, for every vertex $v$ of $\mathcal{T},|\beta(v)|$ is at most twice the sum of the widths of the frames of $v$ and its two children (if they exist). For the definition of $\beta$, we (next) define the set of vertices associated with a frame, and the set of vertices associated with a cutter of a frame. Then, for a vertex $v$ of $\mathcal{T}, \beta(v)$ is simply the union of the set of vertices associated with $\alpha(v)$, and the set of vertices associated with the cutter $c_{v}$ of $\alpha(v)$. Correspondingly, the triple $(\mathcal{T}, \alpha, \beta)$ is a drawn tree decomposition.

So, consider a graph $G$, a polyline grid drawing $d$ of $G$, a frame $f$ and a cutter $c$ of $f$. Then, the set of vertices associated with $f$ is the union of the set of vertices of $G$ that $d$ draws on $f$ and the set of endpoints of edges of $G$ whose drawing (by $d$ ) is separated by $f-$ that is, edges having one endpoint in the strict interior of $f$ and the other endpoint in the strict exterior of $f$ (see Figure 6a). Similarly, the set of vertices associated with $c$ is the union of the set of vertices of $G$ that $d$ draws on $c$ and the set of endpoints of edges of $G$ whose drawing (by $d$ ) is separated by $c$ - that is, edges having one endpoint in the strict interior of one of the frames obtained by cutting $f$ by $c$, and the other endpoint in the strict interior of the other frame obtained by cutting $f$ by $c$ (see Figure 6b).


Figure 5 Example of frames and cutters of a frame-tree. For clarity, the polyline grid drawing is not shown.

Drawn Treewidth. The width of a drawn tree decomposition $\left(\mathcal{T}=\left(V_{T}, E_{T}\right), \alpha, \beta\right)$ is the maximum width of its frames, that is, $\max _{v \in V_{T}}$ width $(\alpha(v))$. Accordingly, the drawn treewidth of a polyline grid drawing $d$ of a graph $G$ is the minimum width of a drawn tree decomposition of $d$. Notably, due to (P1) and (P2) mentioned above, we can easily conclude that the treewidth of $G$ is at most 6 times its drawn treewidth.

We remark that the usage of frames bears similarity to that of cycle separators of planar graphs (being a central player in proofs of the planar separator theorem; see, e.g., [3, 42]). However, the corresponding widths (drawn treewidth versus treewidth) can be critically different: While treewidth is bounded from above by the order of drawn treewidth, we have already pointed out that for various problems where treewidth yields intractability, drawn treewidth does not - this, of course, implies that treewidth can, often, be arbitrarily smaller than drawn treewidth; for a concrete example, see Figure 7. Further, treewidth depends only on the graph, while drawn treewidth depends (as desired) on the drawing; for example, notice that Figures 1a and 7a depict the same graph, but the corresponding drawings have radically different drawn treewidths.

Besides its above-mentioned relation to treewidth, drawn treewidth for planar orthogonal grid drawings can also be related to height (and width). On the one hand, we prove the desirable property that - like treewidth - drawn treewidth is bounded from above by the order


Figure 6 Example of vertices associated with a frame and a cutter. (a) The edge $\left\{u_{5}, u_{6}\right\}$ is the only edge separated by the orange frame. The vertices associated with the orange frame are $u_{3}, u_{5}$ and $u_{6}$. (b) The vertices associated with the blue cutter of the orange frame are $u_{1}, u_{2}$ and $u_{9}$.

(a)

(b)

Figure 7 (a) A path $P$ on $n$ vertices and a frame $f$ shown in orange. (b) A grid graph $G$ on the same set of vertices and the frame $f$ shown in orange. Consider a frame, say $f$, in $P$ with width $w$. Observe that $f$ is also a frame in $G$. Moreover, the width of $f$ in $G$ is at most $3 w$ as every vertex has exactly 2 more edges in $G$ compared to $P$ so the vertex may be counted 2 more times in the width of $f$ in $G$ as the turning points of those 2 extra edges. As treewidth is a lower bound for drawn treewidth and the treewidth of a grid graph is $\sqrt{n}$, the drawn treewidth of $P$ is $\Omega(\sqrt{n})$ (while its treewidth is 1 ).
of the minimum among the height and width of the drawing. Notably, various central graph width measures do not have this property. For example, one of the most commonly used relaxations of pathwidth is treedepth (see, e.g., [18] for information on treedepth); however, the treedepth of an $n$-vertex path is $\left\lceil\log _{2}(n+1)\right\rceil$, while it can be easily drawn so that the height (or, symmetrically, width) of the drawing is 1 . On the other hand, we have already observed that the drawn treewidth can be arbitrarily smaller than the minimum among the height and width of a drawing (see Figure 1a).

Bounds for Specific Types of Drawings. For some classes of drawings (being subclasses of polyline grid drawings), we are able to prove that drawn treewidth is bounded by a sublinear function of $n$ (the number of vertices of the graph). For example, for grid drawings - which are mappings of vertices to distinct grid points and of edges to unit-length straight lines between their endpoints (see Figure 11b in Section A.2) - we prove that the drawn treewidth (and even the straight-line drawn treewidth, defined ahead) is bounded by $\mathcal{O}(\sqrt{n})$. More generally, we prove that given a graph $G$ and an orthogonal grid drawing $d$ of $G$, drawn treewidth of $d$ is $\mathcal{O}(\Delta \cdot \sqrt{\Delta \cdot \ell \cdot n} \cdot$ maxInt), where (i) $\Delta$ is the maximum degree in $G$, (ii) $\ell$ is the average length of the edges of $G$ in $d$, and (iii) maxInt is the maximum number of edges and vertices intersected in a grid point in $d$.


Figure 8 Example of a rectilinear drawing of a graph on $n$ vertices with $t=\Omega(n)$. The horizontal/vertical drawn treewidth of this drawing is $\Omega(n)$.

At this point, a short discussion is in order. One of the most well-known results in graph theory about planar graphs is that every $n$-vertex planar graph has pathwidth (and hence treewidth) bounded by $\mathcal{O}(\sqrt{n})$ [13]. In particular, this result and generalizations thereof have found impactful applications in algorithm design, particularly of parameterized and approximation algorithms. In fact, (almost) all subexponential-time algorithms for problems on planar graphs rely on it. Here, a central component in several proofs is the planar separator theorem [3, 41, 42] (briefly mentioned earlier), which states that every $n$-vertex planar graph contains an $\mathcal{O}(\sqrt{n})$-sized subset of vertices (called separator) whose removal from the graph yields connected components that are each of size at most $2 n / 3$. Thus, due to the above-mentioned sub-quadratic bound on drawn treewidth for grid drawings, the following conjecture seems tempting: the drawn treewidth of any planar polyline grid drawing is $\mathcal{O}(\sqrt{n})$. However, we observe that the statement analogous to the planar separator theorem does not hold in our case, where our notion of a separator is that of a cutter and their sizes is, in particular, bounded from below by the size of the set of vertices associated with the cutter.

Drawbacks of Simpler Definitions for a Cutter. Lastly, we present and discuss two alternative restricted forms of cutters: horizontal (or vertical) cutters and straight-line cutters. A horizontal cutter (resp., vertical cutter) of a frame is a cutter of that frame where all vertices have the same $y$-coordinate (resp., $x$-coordinate). Then, a straightline cutter is a cutter that is either horizontal or vertical. The replacement of cutters by horizontal/vertical cutters or straight-line cutters yields corresponding definitions of horizontal/vertical drawn tree decompositions and straight-line drawn tree decompositions, and, accordingly, of horizontal/vertical drawn treewidth and straight-line drawn treewidth. In particular, when we use these restricted forms of cutters, every frame has the shape of a rectangle. In turn, this significantly simplifies the visualization (and, possibly, also the use) of these concepts.

Unfortunately, horizontal/vertical drawn treewidth and even straight-line drawn treewidth can be arbitrarily larger than drawn treewidth. To see this, let us first consider horizontal cutters (or, symmetrically, vertical cutters), and the graph depicted in Figure 8. Notably, this graph, in fact, admits exactly one grid drawing (up to isomorphism) - the one depicted in the figure. Now, notice that the horizontal drawn treewidth of this drawing is $\Omega(n)$. To see


Figure 9 (a) Example of a rectilinear drawing of a graph on $n$ vertices with $t=\Omega(n)$. The straight-line drawn treewidth of this drawing is $\Omega(n)$.(b) Example of a cutter used in the drawn tree decomposition of width $O(1)$.
this, notice that, for any horizontal tree decomposition and for each of the three horizontal straight lines in the "middle" of the drawing, the rooted tree will have to contain a vertex whose associate cutter "coincides" with that line. However, the drawn treewidth of this drawing is only $\mathcal{O}(1)$, and, more generally, recall that we prove that for any grid drawing, the straight-line drawn treewidth (and hence also the drawn treewidth) is $\mathcal{O}(\sqrt{n})$. So, for example, by using only horizontal (or vertical) cutters, we will not be able to attain the subexponential-time algorithm for Grid Recognition mentioned in Section 1.3.

Nevertheless, the straight-line treewidth of the drawing in Figure 8 can be seen to be bounded by $\mathcal{O}(1)$ as well. However, regarding straight-line cutters, we consider the graph depicted in Figure 9a. Notably, every rectilinear grid drawing of this graph (being a generalization of a grid drawing, where edges are straight-lines of arbitrary lengths) can be obtained from the one depicted in the figure by "stretching" the drawings of some of its edges (and up to isomorphism). Now, notice that the straight-line drawn treewidth of this drawing is $\Omega(n)$. To see this, notice that every axis-parallel straight-line that intersects this graph, intersects the drawings of at least $\Omega(n)$ distinct vertices and edges of this graph. However, the drawn treewidth of this drawing is only $\mathcal{O}(1)$. To see this, consider the usage of cutters as the one depicted in Figure 9b.

### 1.2 Comparison with Other Graph Width Parameters

Recall that, drawn tree decomposition is based on decomposing a given polyline grid drawing of a graph. Therefore, the drawn treewidth is dependent on the polyline grid drawing of the graph. For e.g., Figures 1a and 7a depicts two different drawings of the same path which have different drawn treewidth. As path has a unique embedding, this also shows that different drawings of the same embedded graph may have different drawn treewidth. To the best of our knowledge, our parameter is the only one that depends on the drawing (rather than the embedding or just the graph). Thus, we compare and discuss the differences between the drawn treewidth of a given polyline drawing of the graph and some seemingly related graph width parameters, namely: treewidth, pathwidth, carving-width, dual carving-width and embedded-width. Note that, the dual carving-width and the embedded-width is only defined when the given graph is a plane graph. Specifically, we prove the following theorem.

- Theorem 1.1. Given a graph $G$ and a polyline drawing d of $G$, we have the following.
(a) The treewidth of $G$ is at most 6 times the drawn treewidth of $d$. Moreover, the drawn treewidth of $d$ might be arbitrary larger than the treewidth of $G$.
(b) The pathwidth of $G$ and the drawn treewidth of $d$ are incomparable.
(c) The drawn treewidth of $d$ might be arbitrary larger than the carving-width of $G$.
(d) If $G$ is a plane graph, the dual carving-width and the embedded-width of $G$ might be arbitrary larger than the drawn treewidth of $d$.

We now give the proof of the above theorem. Let $\Delta, \mathrm{tw}$, pw , and cw be the maximum degree, treewidth, pathwidth and the carving-width of $G$, respectively. Further, if $G$ is a plane graph, let $\ell$, dcw and emw be the maximum face size, the dual carving-width (the carving width of the dual graph), and the embedded-width of $G$, respectively.

Comparison with Treewidth. As mentioned earlier in Section 1.1, we prove that given a graph and a polyline drawing of it, tw is at most 6 times the drawn treewidth. Moreover, we also show that given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the treewidth of the graph (see Figure 7).

Comparison with Pathwidth. In Figure 10, we have a rectilinear grid drawing of a binary tree. By using cutters as illustrated in the figure (in orange), we can get a drawn tree decomposition of constant width. In particular, one can see that each cutter intersects a constant number of edges and vertices. Since we use only straight cutters, and the maximum degree of the graph is 3 , we conclude that the width of each frame in such a drawn tree frame is bounded by a constant. Therefore, we get that the drawn treewidth of the drawing is bounded by a constant. Observe that this example can be expanded to a binary tree of any size. Furthermore, the pathwidth of a binary tree with $n$ vertices is $\Omega\left(\log _{2}(n)\right)$. So, given a graph and a polyline drawing of it, the pathwidth of the graph might be arbitrary larger than the drawn treewidth of the drawing.

On the other hand, Grid Recognition is NP-hard on graphs of pathwidth 2, and we show in this paper that the problem is XP with respect to drawn treewidth. So, given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the pathwidth of the graph. Thus, we conclude that the two parameters, pathwidth and drawn treewidth, are incomparable.

Comparison with Carving-width, Dual Carving-width and Embedded-width. It is known that $\mathrm{cw} \leq \Delta(\mathrm{tw}+1)[11]$. As the Grid Recognition problem is NP-hard even for binary trees, we get that it is NP-hard even for graphs of carving-width at most 6 . In this paper, we show that the problem is XP with respect to drawn treewidth. So, given a graph and a polyline drawing of it, the drawn treewidth of the drawing might be arbitrary larger than the carving-width of the graph.

If the given graph is plane, it is known that $\ell \leq$ dcw and $\ell \leq$ emw [20]. Therefore, we get that both the dual carving-width and the embedded-width of a path are at least the size of its vertex set. In this paper, we show that there exists a drawing of any path with drawn treewidth at most 16 (see Figure 1b). So, given a plane graph and a polyline drawing of it, the dual carving-width and the embedded-width of the graph might be arbitrary larger than the drawn treewidth of the drawing. Thus, we conclude that drawn treewidth differs from carving-width, dual carving-width and embedded-width.

(a)

(c)

(b)

(d)

Figure 10 Example of a rectilinear drawing (in black) of a binary tree on $n$ vertices. The rectangular is shown in orange. Examples of cutters are shown in blue, green, pink, yellow, grey and brown. Each one of them intersects $O(1)$ vertices and edges. Overall, the pathwidth of the tree is $\Omega(\log n)$, while the drawn treewidth of this drawing is $O(1)$.

### 1.3 Our Scheme

Here, we present (informally) our general scheme for the design of algorithms for problems in Graph Drawing parameterized by the drawn treewidth of the sought drawing (that should be, in particular, a polyline grid drawing), based on dynamic programming. For the clarity of the discussion, we first introduce the four main definitions required for the scheme and its proof of correctness. Then, we discuss the usage of our scheme - specifically, which two procedures the user should design in order to apply the scheme as a black box. Afterwards, we specify the properties that a problem should satisfy so that our scheme will solve it correctly, and the running time that will be attained. Lastly, we present some technical details concerning the scheme itself, that is, how it is executed.

## Key Players: Info-Frames, Info-Cutters, Splitting and Glueing.

Info-Frames. The most basic definition required for our scheme is that of an info-frame. Briefly, an info-frame encodes information about the "behaviour" of the restriction of some drawing $d$ to the interior of some particular frame $f$. For that purpose, the info-frame consists of five components, where the first one is, simply, the frame $f$. The second component is a drawing $d_{f}$ that specifies the drawings of the vertices and edges (by $d$ ) of the graph on $f$ itself. More precisely, $d_{f}$ specifies which vertices of the graph are drawn on $f$ and where are they drawn on $f$. Additionally, for every edge $e$ of the graph, it specifies which are the turning points of $e$ on $f$ and where are these turning points drawn on $f$. Moreover, for the aforementioned turning points, it specifies the order in which they are encountered (when we "walk" along the drawing of $e$ from one end to the other), and for each maximal subcurve of the drawing of $e$ that does not contain a turning point internally, it specifies whether this subcurve is drawn on $f$ (i.e., being a subcurve of $f$ as well), and if yes, then it specifies the drawing of this subcurve (for which, knowing the drawings of its endpoints, we have only two options).

The third and fourth components, denoted by $U_{f}$ and $E_{f}$, concern the strict interior of $f$. Specifically, $U_{f}$ specifies which vertices of the graph are drawn strictly inside $f$. As for $E_{f}$, for every edge $e$ of the graph and for each maximal subcurve of the drawing of $e$ that does not contain a turning point internally, it specifies whether this subcurve is drawn in the strict interior of $f$ (except for, possibly, the endpoints of the curve). We remark that the number of "sensible" choices for $U_{f}$ and $E_{f}$ is much smaller than it might appear to be at first glance, supposing that the graph at hand is connected. The fifth component, roughly speaking, describes the "angles" in which drawings of edges cross $f$ using straight line segments attached to turning points. Such information is necessary, for example, to ensure that some subcurves corresponding to the drawings of the same edge lie in a single straight line, so that no bend - if forbidden by the problem at hand - occurs.

Importantly, the definition of an info-frame is independent of a specific drawing, being an "abstract" tuple of five components. Every drawing that can be described by the tuple (as discussed above) is said to be a drawing of the info-frame. So, one info-frame may describe multiple drawings, or none at all. We note that for an "abstract" five-component tuple to be an info-frame, it should satisfy various (considerably technical) properties, which, in particular, any info-frame that does describe at least one drawing must satisfy. On the one hand, these properties bound the number of possible info-frames, and, on the other hand, they are also used in the proof of correctness of our scheme.

Lastly, observe that the restriction of some drawing $d$ to the interior of some particular frame $f$ is not a drawing of a graph. Indeed, some edges are drawn (by $d$ ) partially in the interior of $f$ and partially in the strict exterior of $f$. However, if we "enrich" the graph by placing "virtual" vertices on turning points, then the restriction of $d$ to the interior of $f$ will be a drawing of a graph (being a subgraph of the enriched graph). So, for technical reasons, this is exactly what we do. For this purpose, we define and work with so-called $G^{\star}$-drawings; however, to keep the overview short and simple, we will not discuss $G^{\star}$-drawings and related technical terms in this overview.

Info-Cutters. Just as we use an info-frame to encode information about the "behaviour" of a drawing $d$ with respect to a frame $f$, we use an info-cutter of an info-frame to encode information about the "behaviour" of $d$ with respect to a cutter $c$ of $f$. Rather than directly describing how $d$ is drawn on $c$ and how $d$ is "split" by $c$ inside $f$, we find it easier to indirectly describe this information by defining an info-cutter based on two info-frames corresponding to the frames obtained by cutting $f$ with $c$ (later, for the dynamic programming implementation,
we can thus immediately know to which already computed entries to refer). Observe that, in particular, the two frames being part of these two info-frames contain $c$, and, thus, these two info-frames capture the aforementioned information.

To be more precise, an info-cutter $C$ of an info-frame $F$, where the first component of $F$ is some frame $f$, is a triple $\left(c, F_{1}, F_{2}\right)$, where, in particular, $c$ is a cutter of $f$, and $F_{1}$ and $F_{2}$ are info-frames for the two frames obtained by cutting $f$ with $c$. Additionally, for such a triple to be an info-cutter, it should satisfy (considerably technical) properties, which, in particular, any info-cutter that does describe at least one drawing must satisfy. Very briefly, these properties validate consistency between the information described by $F, F_{1}$ and $F_{2}$. This is more complicated than it might appear to be at first glance, since, even on the cutter $c, F_{1}$ and $F_{2}$ might describe the existence of different virtual vertices (having different turning points). For the sake of simplicity, we do not discuss these details in the overview.

Splitting and Glueing. First, let us consider the splitter function, which, for our scheme, is used only for the proof of correctness (where its input is assumed to contain a subdrawing of a hypothetical solution drawing). Given an info-frame $F$ whose first component (being a frame) is $f$, a drawing $d$ restricted to the interior of $f$ that is compatible with the description encoded by $F$, and a cutter $c$ of $f$, the splitter function returns an info-cutter $C=\left(c, F_{1}, F_{2}\right)$ and two drawings, $d_{1}$ and $d_{2}$. Let $f_{1}\left(f_{2}\right)$ be the first component of $F_{1}\left(F_{2}\right)$. Briefly, we define the output such that $d_{1}$ and $d_{2}$ would be the subdrawings of $d$ restricted to the interiors of $f_{1}$ and $f_{2}$, respectively, and $F_{1}$ and $F_{2}$ would be the info-frames that describe $d_{1}$ and $d_{2}$, respectively.

The glue function is, intuitively, the "inverse" of the split function, and it is used algorithmically in our scheme. Its input consists of an info-frame $F$, an info-cutter $C=$ $\left(c, F_{1}, F_{2}\right)$ of $F$, a drawing $d_{1}$ of $F_{1}$ and a drawing $d_{2}$ of $F_{2}$. Roughly speaking, this function aims to "glue" $d_{1}$ and $d_{2}$ into a single drawing $d$ that is restricted to the interior of $f$, being the first component of $F$, and that should be compatible with the description encoded by $F$; of course, this operation might be impossible, and then the function simply announces that. Among other proofs concerning these functions, we show, in particular, that the specific way in which we define the splitter and glue functions (not described in the overview) ensures that, if we apply the glue function on an output of the splitter function, we are able to reconstruct the drawing given as input to the splitter function.

The User's Point of View. For the execution of the scheme, we expect the user to provide four components: some universe denoted by INF, and three algorithmic procedures (that will be defined immediately). All of these components are problem-dependent.

- The first procedure, termed classifier and denoted by Classifer, is given an info-frame $F$ and a corresponding drawing $d$, and it returns an element from INF. Intuitively, this element describes the equivalence class of $d$. So, we say that two drawings corresponding to the same info-frame are equivalent if the classifier associates them with the same element.
- The second procedure, termed classifier algorithm, is given an info-frame $F$, an info-cutter $C=\left(c, F_{1}, F_{2}\right)$ of $F$ and $I_{1}, I_{2} \in \mathrm{INF}$, and it returns $I^{\prime} \in \mathrm{INF}$ such that: For any two drawings $d_{1}$ and $d_{2}$ corresponding to $F_{1}$ and $F_{2}$, respectively, such that $\operatorname{Classifier}\left(F_{1}, d_{1}\right)=$ $I_{1}$ and $\operatorname{Classifier}\left(F_{2}, d_{2}\right)=I_{2}$, we have $\operatorname{Classifier}(F, d)=I^{\prime}$ where $d=\operatorname{Glue}\left(F, C, d_{1}, d_{2}\right)$. In particular, notice that any two drawings of the same two equivalence classes always yield (when being glued) a drawing of the same equivalence class - this justifies our usage of the term equivalence in this context.
- The third procedure, termed leaf solver, is given an info-frame $F$ whose frame does not contain any grid point in its strict interior, and for every $I^{\prime} \in I N F$, it returns "yes" if and only if there exists a drawing $d$ corresponding to $F$ such that $\operatorname{Classifier}(F, d)=I^{\prime}$. Practically, we require this procedure to solve the basis of our dynamic programming computation, corresponding to info-frames whose frames do not contain any grid point in their strict interiors.

The scheme, once given these components, can be executed in a black box fashion. For the sake of simplicity of the overview, we do not discuss the technical details of the execution itself (as a white box) here.

To Which Type of Problems Does Our Scheme Apply? Roughly speaking, we prove that our scheme can be applied to any graph drawing problem $\Pi$ such that:

1. Every instance of $\Pi$ contains, in particular, a connected graph $G$, dimensions $h$ and $w$ for the sought drawing (which are, usually, bounded from above by the number of vertices $n$ of $G$ ), and the parameter $k$ (being any non-negative integer).
2. The objective is to determine whether $G$ admits a polyline grid drawing bounded by rectangle of dimensions $h \times w$, whose drawn treewidth is at most $k$, and that satisfies various problem-specific properties (for some examples, see Section 1.4).
3. The user can design the three algorithmic procedures discussed above.

For any such problem $\Pi$, we prove that the runtime of the scheme is bounded by

$$
\mathcal{O}(k \cdot h \cdot w \cdot n)^{\mathcal{O}(k)} \cdot|\mathrm{INF}|^{\mathcal{O}(1)} \cdot\left(2^{\mathcal{O}(\Delta \cdot k)} \cdot \mathrm{T} 2+\mathrm{T} 3\right)
$$

where T2 and T3 bound the runtimes of the second and third procedures provided by the user, and $\Delta$ is the maximum degree of $G$. In particular, if $h, w,|\mathrm{INF}|, \mathrm{T} 2$ and T3 can be bounded by $n^{\mathcal{O}(1)}$ (which is the case for many applications, such as grid recognition and orthogonal compaction), then the runtime above simplifies to $n^{\mathcal{O}(k)}$, that is, we obtain an XP-algorithm.

### 1.4 Applications of Our Scheme to Problems in Graph Drawing

For most of the problems considered in this paper, the time complexity of our scheme can be bounded by $n^{\mathcal{O}(k)}$, where $k$ is the input parameter that upper bounds the drawn treewidth of the output drawing. We remark that the formal definitions of these problems are relegated to Section A.3.

Grid Recognition. We first consider the relatively simple Grid Recognition problem in order to demonstrate the application of our scheme. Here, given a (connected) graph $G$, the objective is to determine whether $G$ is a grid graph, that is, whether it admits a grid drawing. The Grid Recognition problem was first proved to be NP-hard in 1987, on ternary trees of pathwidth 3 [7]. Two years later in 1989, the problem was proved to be NP-hard even on binary trees [31]. Recently in 2021, the problem was proved to be NP-hard even on trees of pathwidth 2 [34]. In the same paper, it was also proved that the problem is polynomial time solvable on graphs of pathwidth 1. A year later in 2022, it was proved that even if we require all the internal faces of the drawing to be rectangles, the problem is still NP-hard even for biconnected graphs [2]. In the same paper, it was also proved that if we require all the faces of the drawing to be rectangles (including outer face), the problem is cubic time solvable.

As we deal with the parameterized version of this problem where the parameter is the drawn treewidth of the sought drawing (or, more precisely, an upper bound on it), we are also given $k$ as input. We prove the following result.

- Theorem 1.2. There exists an algorithm that solves the Grid Recognition problem in time $n^{\mathcal{O}(k)}$.

Since for grid drawings, we also prove that $k \leq \mathcal{O}(\sqrt{n})$, we get the following corollary.

- Corollary 1.3. There exists an algorithm that solves the Grid Recognition problem in time $n^{\mathcal{O}(\sqrt{n})}$.

Thus, we obtain a subexponential-time algorithm for Grid Recognition, matching the running time of the current best known algorithm for this problem [21].

Crossing and Bend Minimization. For our second application, we study a variant of the Crossing Minimization problem. The Crossing Minimization problem is one of the most fundamental graph layout problems. It was shown to be NP-complete by Garey and Johnson in 1983 [29]. Later, it was proved to be NP-complete even on graph of maximum degree 3 [36] and also on almost planar graphs which are graphs that can be made planar by removing a single edge [15]. It was also shown that the problem remains NP-hard even if the cyclic order of the neighbours around each vertex is fixed and to be respected by the resulting drawing [44]. On the positive side, it is known the problem is FPT with respect to the number of crossings [32,38] and also with respect to the vertex cover [37]. There are many other variants of this problem which are studied in the literature. One of them concerns with minimizing the number of pairwise crossing edges in any straight-line drawing of the graph. This problem is known to be NP-hard [12] (and even $\exists \mathbb{R}$-complete [46]). For more information about the crossing minimization and its variants, we refer to the survey [48].

A related problem is the Bend Minimization problem. Given a graph $G$, the Bend Minimization problem asks for an orthogonal grid drawing of $G$ with minimum number of total bends. The problem was proved to be NP-complete in 2001, even when there are no bends [30]. On the positive side, if the input graph is plane, the problem can be solved in polynomial time [47]. When the input graph is not planar, there are polynomial time algorithms for subclasses of planar graphs, namely planar graphs with maximum degree 3 [17, 6, 25, 45] and series-parallel graphs [49].

We study the Straight-line Grid Crossing Minimization problem where the sought drawing should be a straight-line grid drawing. Here, given a (connected) graph $G$ and $h, w \in \mathbb{N}$, the objective is to determine a straight-line grid drawing of $G$ bounded by a rectangle of dimension $h \times w$ with minimum number of crossings, if one exists. Similar to the previous example, as we study the parameterized version of this problem, we are also given $k$ as input. We prove the following result.

- Theorem 1.4. There exists an algorithm that solves Straight-Line Grid Crossing Minimization problem in time $\mathcal{O}\left((k \cdot h \cdot w \cdot n)^{\mathcal{O}(k)} \cdot 2^{\mathcal{O}(\Delta \cdot k)}\right)$, where $\Delta$ is the maximum degree of the input graph.

More generally, our scheme can be applied to a very wide class of problems of such flavor; in particular, every problem where:

- The input consists of (some or all of) the following: a graph $G$; cross : $E(G) \rightarrow \mathbb{N}_{0} \cup \infty$; bend : $E(G) \rightarrow \mathbb{N}_{0} \cup \infty$, and $C, B, k \in \mathbb{N}_{0} \cup\{\infty\}$. Here, $E(G)$ is the edge set of $G$, and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.
- The objective is to determine whether $G$ admits a drawing that is (i) a grid drawing, or (ii) a rectilinear drawing, or (iii) an orthogonal grid drawing, or (iv) a straight-line grid drawing, or $(v)$ a polyline grid drawing, such that:
- For every edge $e \in E(G)$, the drawing of $e$ has at most cross $(e)$ crossings and at most bend (e) bends.
- In total, we have at most $C$ crossings and at most $B$ bends.

Further, the scheme can be applied to various variants of the above generic problem that were studied in the literature. For example, we can specify, for every edge, whether it should be crossed an even or odd number of times. Similarly, we can also consider the weighted crossing number.

Orthogonal Compaction. Lastly, we note that our scheme can also be applied to problems of flavors quite different than the above. As an example, we consider the Orthogonal Compaction problem. Here, given a planar orthogonal representation $H$ of a connected planar graph $G$, the objective is to compute a minimum-area drawing of $H$. The Orthogonal Compaction problem was first proved to be NP-hard on general graphs in 2001 [43]. Later, it was shown that the problem is NP-hard even on cycles [26], ruling out an FPT algorithm with respect to treewidth, unless $\mathrm{P}=\mathrm{NP}$. On the positive side, it was proved that the problem is linear time solvable for a restricted class of planar orthogonal representation [14]. Recently, it was also shown that the problem is FPT with respect to number of "kitty corner vertices", a parameter central to the problem [23].

Similar to the previous examples, as we study the parameterized version of this problem, we are also given $k$ as input. We prove the following result.

- Theorem 1.5. There exists an algorithm that solves the Orthogonal Compaction problem in time $n^{\mathcal{O}(k)}$.
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## A Preliminaries

In this paper, we only consider finite simple undirected graphs, unless stated otherwise. Moreover, we refer to straight line segments as line segments, unless stated otherwise. Let $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. For $k, i, j \in \mathbb{N}$, we denote $[k]=\{1,2, \ldots k\}$ and $[i, j]=\{i, i+1, \ldots, j\}$.

## A. 1 Graph Notation and Decompositions

For a graph $G=(V, E)$ and a subset of vertices $U \subseteq V$, we denote by $G[U]$ the subgraph of $G$ induced by $U$. For a given subset $V^{\prime} \subseteq V$ of vertices, we define the boundary of $V^{\prime}$ as the set of vertices in $V^{\prime}$ that are adjacent to a vertex in $V \backslash V^{\prime}$ :

- Definition A. 1 (Boundary). Let $G=(V, E)$ be a graph. Let $V^{\prime} \subseteq V$. Then the boundary of $V^{\prime}$ in $G$, denoted by $B_{G}\left(V^{\prime}\right)$, is the set of vertices of $V^{\prime}$ that have a neighbor in $V \backslash V^{\prime}$, i.e., $B_{G}\left(V^{\prime}\right)=\left\{v^{\prime} \in V^{\prime} \mid\right.$ there exists $v \in V \backslash V^{\prime}$ such that $\left.\left\{v, v^{\prime}\right\} \in E\right\}$.

When the graph $G$ is clear from the context, we drop it from the subscript. Given a path $P$, we represent $P$ as a sequence of vertices $v_{1}, v_{2}, \ldots, v_{k}$, such that $\left\{v_{i}, v_{i+1}\right\}$ is an edge in $P$ for every $1 \leq i \leq k-1$. Similarly, given a cycle $C$, we represent $C$ as a sequence of vertices $v_{1}, v_{2}, \ldots, v_{k}$, such that $v_{1}=v_{k}$ and $\left\{v_{i}, v_{i+1}\right\}$ is an edge in $C$ for every $1 \leq i \leq k-1$. Note that we use the terms path and cycle to refer to simple path and cycles. We now define the concepts of a tree decomposition and a path decomposition.

- Definition A. 2 (Tree Decomposition). A tree decomposition of a graph $G=(V, E)$ is a $\operatorname{pair}\left(\mathcal{T}=\left(V_{T}, E_{T}\right), \beta: V_{T} \rightarrow 2^{V}\right)$ where $\mathcal{T}$ is a tree such that:

1. For every $v \in V$, the subgraph of $\mathcal{T}$ induced by $\left\{x \in V_{T} \mid v \in \beta(x)\right\}$ is non-empty and connected.
2. For every $\{u, v\} \in E$, there exists $x \in V_{T}$ such that $\{u, v\} \subseteq \beta(x)$.

The width of $(\mathcal{T}, \beta)$ is defined to be $\max _{x \in V_{T}}|\beta(x)|-1$. For every $x \in V_{T}, \beta(x)$ is called a bag. The treewidth of a graph $G$ is the minimum width of any tree decomposition of $G$.

- Definition A. 3 (Path Decomposition). A path decomposition of a graph $G=(V, E)$ is a $\operatorname{pair}\left(\mathcal{P}=\left(V_{P}, E_{P}\right), \beta: V_{P} \rightarrow 2^{V}\right)$ where $\mathcal{P}$ is a path such that:

1. For every $v \in V$, the subgraph of $\mathcal{P}$ induced by $\left\{x \in V_{P} \mid v \in \beta(x)\right\}$ is non-empty and connected.
2. For every $\{u, v\} \in E$, there exists $x \in V_{P}$ such that $\{u, v\} \subseteq \beta(x)$.

The width of $(\mathcal{P}, \beta)$ is defined to be $\max _{x \in V_{P}}|\beta(x)|-1$. For every $x \in V_{P}, \beta(x)$ is called a bag. The pathwidth of a graph $G$ is the minimum width of any path decomposition of $G$.

## A. 2 Graph Drawing

For a given graph $G$, a drawing of $G$ on the plane is a mapping of the vertices to distinct points of $\mathbb{R}^{2}$ and of the edges to simple curves in $\mathbb{R}^{2}$, connecting the images of their endpoints. A drawing of a graph is planar if no pair of edges, or an edge and a vertex, cross except at a common endpoint. Two planar drawings of the same graph are equivalent if they determine the same rotation at each vertex, that is, the same circular ordering for the edges around each vertex. An embedding is an equivalence class of planar drawings.

Given a drawing $d$ of $G$, we represent $d$ as a pair of functions $\left(d_{V}, d_{E}\right)$ as follows. The function $d_{V}: V \rightarrow \mathbb{R} \times \mathbb{R}$ is an injection, which maps each vertex $v$ of $G$ to a point $(i, j)$ in the plane; then, $i$ and $j$ are also denoted as $d_{\times}(v)$ and $d_{\mathrm{y}}(v)$, respectively, that is, $d_{V}(v)=\left(d_{\mathrm{x}}(v), d_{\mathrm{y}}(v)\right)$. The function $d_{E}: E \rightarrow \mathcal{C}$, where $\mathcal{C}$ is the set of all simple curves in the plane, maps each edge $\{u, v\} \in E$ to a simple curve $c \in \mathcal{C}$ between $d_{V}(u)$ and $d_{V}(v)$. For simplicity, we refer to $\left(d_{V}, d_{E}\right)$ as one function, $d: V \cup E \rightarrow\{\mathbb{R} \times \mathbb{R}\} \cup \mathcal{C}$, such that $d(v)=d_{V}(v)$ for every $v \in V$, and $d(\{u, v\})=d_{E}(\{u, v\})$ for every $\{u, v\} \in E$. We call $V$ and $E$ the vertex set and the edge set associated with $d$, respectively. Let $d$ be a drawing of a graph $G$, and let $p \in \mathbb{R}^{2}$ be a point. We say that $p$ is on $d$ if $p$ is on the image of an edge of $G$ in $d$ or $p$ is the image of a vertex of $G$ in $d$. We denote by PlanePoints $(d)$ the set of points on $d$.

For two points $p_{1}=\left(x_{1}, y_{1}\right)$ and $p_{2}=\left(x_{2}, y_{2}\right)$ in the plane, we denote the line segment joining the points by $\ell\left(p_{1}, p_{2}\right)$. For four points, $p_{i}=\left(x_{i}, y_{i}\right) \in \mathbb{R}^{2}$ for every $1 \leq i \leq 4$, we say that $\ell\left(p_{1}, p_{2}\right)$ crosses $\ell\left(p_{3}, p_{4}\right)$ if the line segments $\ell\left(p_{1}, p_{2}\right)$ and $\ell\left(p_{3}, p_{4}\right)$ cross except at $p_{i}=\left(x_{i}, y_{i}\right)$ for every $1 \leq i \leq 4$. Let $a$ and $b$ be two points in $\mathbb{R}^{2}$ and let $\epsilon>0$. We denote $\ell\left(a, a_{\epsilon}\right)$ by line $(a, b)$, where $a_{\epsilon}$ is the point on the line $\ell(a, b)$ at distance $\epsilon$ from $a$ if it exists. For a pair of points $\left(p_{1}, p_{2}\right)$, and a point $p^{\prime}$, where $p_{1}, p_{2}, p^{\prime} \in \mathbb{R}^{2}$, we say that $\ell\left(p_{1}, p_{2}\right)$ intersects $p^{\prime}$ if $p^{\prime}$ is on the line $\ell\left(p_{1}, p_{2}\right)$, including its endpoints. We use the term grid points to refer to the infinite set of points $(x, y) \in \mathbb{R}^{2}$ where $x, y \in \mathbb{N}_{0}$. Given two distinct grid points $p_{1}=\left(x_{1}, y_{1}\right)$ and $p_{2}=\left(x_{2}, y_{2}\right)$, we say that $p_{1}<p_{2}$ if $x_{1}<x_{2}$ or $x_{1}=x_{2}$ and $y_{1}<y_{2}$.

A drawn graph is a graph with a prescribed drawing. A plane graph is a drawn graph whose prescribed drawing is planar. A drawing of a graph is called a straight-line drawing if the edges are mapped to line segments, connecting the images of their endpoints. We define a straight-line path (cycle) as a plane path (cycle), where the vertices are mapped to grid points and edges are mapped to line segments connecting the images of their endpoints. We denote by $\mathcal{P} \subset \mathcal{C}$ the (infinite) set of straight-line paths in $\mathbb{R}^{2}$. Moreover, we alternatively denote any path $P=\left(v_{1}, \ldots, v_{k}\right) \in \mathcal{P}$ by the sequence $\left(p_{1}, \ldots, p_{k}\right)$, where $p_{i} \in \mathbb{R}^{2}$ is the image of the vertex $v_{i}$ in $P$, for every $1 \leq i \leq k$. We define an axis-parallel path (cycle) as a straight-line path (cycle), where every edge of the path is parallel to the $X$ - or $Y$ - axis. For an axis-parallel path $P=\left(p_{1}, \ldots, p_{k}\right)$, we denote by $|P|$ the (Euclidean) length of $P$, that is, $|P|=\left|p_{2}-p_{1}\right|+\left|p_{3}-p_{2}\right|+\ldots+\left|p_{k}-p_{k-1}\right|$. Next, we define a grid drawing of a graph $G$ as a straight-line drawing of $G$ where the vertices are mapped to grid points and the edges are mapped to (axis-parallel) unit length line segments (e.g., see Figure 11b):

- Definition A. 4 (Straight-Line Grid Drawing). Let $G$ be a graph. A straight-line grid drawing $d$ of $G$ is a straight-line drawing $d$ of $G$ such that (i) for every $u \in V, d(u)$ is a grid point (ii) For every $\{u, v\},\left\{u^{\prime}, v^{\prime}\right\} \in E, d(\{u, v\})$ and $d\left(\left\{u^{\prime}, v^{\prime}\right\}\right)$ are intersected in at most one point.
- Definition A. 5 (Grid Drawing). Let $G=(V, E)$ be a graph. A grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ such that if $\{u, v\} \in E$ then $\left|d_{x}(u)-d_{\times}(v)\right|+\left|d_{\mathrm{y}}(u)-d_{\mathrm{y}}(v)\right|=1$.

We now extend the concept of a grid drawing to a rectilinear grid drawing, where the edges are mapped to variable length line segments parallel to the axes (e.g., see Figure 11c):

- Definition A. 6 (Rectilinear Grid Drawing). Let $G=(V, E)$ be a graph. A rectilinear grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$, such that for every edge $\{u, v\} \in E, d(\{u, v\})$ is a line segment between $d(u)$ and $d(v)$ such that $d_{\times}(u)=d_{\times}(v)$ or $d_{\mathrm{y}}(u)=d_{\mathrm{y}}(v)$.

Further, we extend the concept of a rectilinear grid drawing to an orthogonal grid drawing, where the edges are mapped to straight-line paths, such that the edges of these paths are mapped to line segments parallel to the axes (e.g., see Figure 11d):

- Definition A. 7 (Orthogonal Grid Drawing). Let $G=(V, E)$ be a graph. An orthogonal grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$, such that for every edge $\{u, v\} \in E, d(\{u, v\})$ is an axis-parallel path between $d(u)$ and $d(v)$.

Finally, we extend the concept of an orthogonal grid drawing to a polyline grid drawing, where the edges are mapped to straight-line paths instead of axis-parallel paths (e.g., see Figure 11e).

- Definition A. 8 (Polyline Grid Drawing). Let $G=(V, E)$ be a graph. A polyline grid drawing $d$ of $G$ is a drawing $d: V \cup E \rightarrow \mathbb{N}_{0} \times \mathbb{N}_{0} \cup \mathcal{P}$ of $G$.


## A. 3 Problem Definitions

In this subsection, we give the definitions for the problems we will solve using our new concept.

- Definition A. 9 (Grid Recognition Problem). The Grid Recognition problem is, given a graph $G$, to determine whether $G$ has a grid drawing.
- Definition A. 10 (Crossing Minimization Problem on Straight-Line Grid Drawings). The Straight-line Grid Crossing Minimization problem is, given a graph $G$ and $h, w \in \mathbb{N}$, to construct a straight-line grid drawing d of $G$ (if one exists) such that: (i) d is strictly bounded by $R_{h, w}$,(ii) $d$ has minimum number of crossings out of all the straight-line grid drawings of $G$ which are strictly bounded by $R_{h, w}$. If such a drawing does not exists, return "no-instance".

In the Orthogonal Compaction problem we get a connected graph $G$. We assume to have an order on the vertices, that is, for every $u, v \in V$ such that $u \neq v$, either $u>v$ or $v<u$. In addition to $G$, we have, for every $\{u, v\} \in E$ where $u>v$, the relative position of $v$ compered to $u$, that is, the direction of the $\{u, v\}$ from $u$ to $v$. We denote these directions by U, D, L and R; this stands for "up", "down", "left" and "right", respectively. We assume that there exists a planar rectilinear grid drawing of $G$ such that for every $\{u, v\} \in E$, the relative position of $v$ compered to $u$ is as given as input. Our goal is to find such a drawing of minimum area. We start by defining the problem formally. For this purpose, we first have the following definition:


Figure 11 Different drawings (defined in Definitions A.5-A.8) of the graph $G$ shown in (a). A grid, a rectilinear grid, an orthogonal grid and a polyline grid drawings of $G$ are shown in (b), (c), (d) and (e), respectively.

- Definition A. 11 (Drawing Respects an Edge Direction). Let $G$ be a connected graph, let $\{u, v\} \in E$ such that $u>v$, and let $\operatorname{dir}_{\{u, v\}} \in\{\mathrm{U}, \mathrm{D}, \mathrm{L}, \mathrm{R}\}$. Let $d$ be a rectilinear grid drawing of $G$. We say that $d$ respects $\operatorname{dir}_{\{u, v\}}$ if the following conditions are satisfied

1. If $\operatorname{dir}_{\{u, v\}}=\mathrm{U}$, then $d_{\mathrm{x}}(v)=d_{\mathrm{x}}(u)$ and $d_{\mathrm{y}}(v)>d_{\mathrm{y}}(u)$.
2. If $\operatorname{dir}_{\{u, v\}}=\mathrm{D}$, then $d_{\mathrm{x}}(v)=d_{\mathrm{x}}(u)$ and $d_{\mathrm{y}}(v)<d_{\mathrm{y}}(u)$.
3. If $\operatorname{dir}_{\{u, v\}}=\mathrm{L}$, then $d_{\mathrm{y}}(v)=d_{\mathrm{y}}(u)$ and $d_{\mathrm{x}}(v)<d_{\mathrm{x}}(u)$.
4. If $\operatorname{dir}_{\{u, v\}}=\mathrm{R}$, then $d_{\mathrm{y}}(v)=d_{\mathrm{y}}(u)$ and $d_{\mathrm{x}}(v)>d_{\mathrm{x}}(u)$.

Now, we define the problem Orthogonal Compaction as follows:

- Definition A. 12 (Orthogonal Compaction Problem). Let $G$ be a connected graph. For every $\{u, v\} \in E$ let $\operatorname{dir}_{\{u, v\}} \in\{\mathrm{U}, \mathrm{D}, \mathrm{L}, \mathrm{R}\}$. The Orthogonal Compaction problem is to find a planar rectilinear grid drawing $d$ of $G$ such that (i) for every $\{u, v\} \in E$, $d$ respects $\operatorname{dir}_{\{u, v\}}$, and (ii)d is strictly bounded by $R_{h, w}$ such that $(h-1) \cdot(w-1)$ is minimum.
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#### Abstract

We study single-machine scheduling problems with few deadlines. We focus on two classical objectives, namely minimizing the weighted number of tardy jobs and the total weighted completion time. For both problems, we give a pseudopolynomial-time algorithm for a constant number of different deadlines. This algorithm is complemented with an ETH-based, almost tight lower bound. Furthermore, we study the case where the number of jobs with a nontrivial deadline is taken as parameter. For this case, the complexity of our two problems differ: Minimizing the total number of tardy jobs becomes fixed-parameter tractable, while minimizing the total weighted completion time is $\mathrm{W}[1]$-hard.
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## 1 Introduction

Already since the 1950s, scheduling has been an important area of combinatorial optimization, with various applications coming from a broad range of areas such as manufacturing, management, and healthcare $[2,19]$. This lead to a wide variety of different scheduling problems, depending on the targeted applications. What almost all scheduling problems have in common is that there is a set of jobs $\{1, \ldots, n\}$ with different characteristics that need to be processed on one or several machines, subject to some feasibility constraints, and with the objective of optimizing a predefined objective function. Usually, the objective function is based on the completion times of the jobs in the proposed solution schedule.

One very basic scheduling setting is the following: We are given a set of $n$ jobs, all available to be non-preemptively processed on a single machine at time zero. Each job $j$ has a processing time $p_{j}$, a weight $w_{j}$ (corresponding to its importance), and a due date $d_{j}$. The jobs must be processed one after another on a single machine. In this setting, the completion time $C_{j}$ of a job $j$ is simply the sum of processing times of all jobs scheduled before $j$ (including $j$ itself). A job is tardy if its completion time is larger than its due date. The tardiness of a job can also be expressed using the unit-penalty function $U_{j}$ which is one if job $j$ is tardy and zero otherwise.
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Two of the most-common objective functions in single-machine scheduling are the total weighted completion time $\sum w_{j} C_{j}$, and the total weighted number of tardy jobs $\sum w_{j} U_{j}$. In the classic 3 -field notation by Graham et al. [8], these two problems are denoted by $1 \| \sum w_{j} C_{j}$ and $1 \| \sum w_{j} U_{j}$.

A less well-studied generalization of these two problems is when the jobs also have deadlines $\bar{d}_{1}, \ldots, \bar{d}_{n}$. Deadlines differ from due dates in that they must be met, and so scheduling problems with deadlines require solution schedules to have all jobs complete before their deadline. Adding job deadlines to $1 \| \sum w_{j} C_{j}$ and $1 \| \sum w_{j} U_{j}$ results in problems $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ and $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$. Both these problems have natural applications in practice: In the $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ problem we wish to minimize the total completion time (or equivalently average completion time) under the additional deadline constraints, while in $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ we can interpret the weight of a job as a premium for early completion of the job (before its due date instead of before its deadline) [9].

Note that the two problems above have quite efficient solutions when the jobs have no deadlines. The $1 \| \sum w_{j} C_{j}$ problem can be solved in $O(n \log n)$ time [22] by scheduling all jobs according to the weighted shortest processing time (WSPT) order. The $1 \| \sum w_{j} U_{j}$ problem is weakly NP-hard [14], but it admits an $O(P n)$ pseudo-polynomial time algorithm [16], where $P=\sum p_{j}$ is the total sum of processing times of all input jobs, and an $O(n \log n)$ time algorithm [18] when all jobs have unit weight (i.e. $w_{j}=1$ for any job $j$ ). Thus, it is natural to ask whether these results can be generalized to the case where there are only a few different deadlines among all $n$ jobs, or when only a few jobs have nontrivial deadlines (i.e., jobs $j$ with deadline $\bar{d}_{j}<P$ ). This question is the starting point of this paper.

Our Contribution. We investigate the parameterized complexity of $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ and $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ with respect to two different parameters: The first is the number of different deadlines among all $n$ jobs, and the second is the number of jobs with a nontrivial deadline, i.e. the number of jobs $j$ with $\bar{d}_{j}<P$. Note that the latter parameter upper bounds the former. For the number of different deadlines parameter, both problems behave similarly: They are weakly NP-hard already for two different deadlines (one of which is a "trivial" deadline equaling the total processing time). When considering the case where all numbers (processing times and weights) are encoded in unary, both problems are $\mathrm{W}[1]$-hard but admit XP-time algorithms.

For the number of jobs with nontrivial deadline parameter, the complexity of both problems diverge: For $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$, the hardness results for the number of different deadlines carry over. For $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$, however, there is an $O\left(2^{k} \cdot P \cdot n\right)$-time algorithm. For the special case of unit weights (i.e. $w_{j}=1$ for all $j$ ), this algorithm can be improved to an $O\left(2^{k} \cdot n \log n\right)$-time algorithm. We refer to Table 1 for an overview of our results.

Table 1 Overview of our results. We use $n$ to denote the number of jobs, and $P$ to denote the total processing time of all jobs.

|  | $k=\#$ different deadlines | $k=\#$ jobs with deadline |
| :---: | :---: | :---: |
|  | weakly NP-hard even if $k=2$ and $w_{j}=1(3.1)$ | weakly NP-hard if $k=0[14]$ |
| $1\left\|\bar{d}_{j}\right\| \sum w_{j} U_{j}$ | W[1]-hard with unary input even if $w_{j}=1(3.1)$ | $O\left(2^{k} n \log n\right)$ if $w_{j}=1(3.6)$ |
|  | $P^{O(k)}$-time algorithm (3.4) | $O\left(2^{k} P n\right)(3.5)$ |
| weakly NP-hard even if $k=2[17]$ |  |  |
|  | W[1]-hard even with unary input (4.2) |  |
|  | $P^{O(k)}$-time algorithm (4.4) |  |

Related Work. While there are numerous papers on single-machine scheduling, rather few consider deadlines. Regarding the first problem we study, $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$, Lawler [15] showed that $1\left|\bar{d}_{j}\right| \sum U_{j}$ (the unit weight special case of $\left.1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}\right)$ is weakly NP-hard. This result was strengthened by Yuan [24] who showed that $1\left|\bar{d}_{j}\right| \sum U_{j}$ is strongly NP-hard. Huo et al. [12] showed that $1\left|\bar{d}_{j}\right| \sum U_{j}$ can be solved in polynomial time if either $d_{i} \leq d_{j}$ implies $\bar{d}_{i} \leq \bar{d}_{j}$ and $p_{i} \leq p_{j}$, or if $p_{i} \leq p_{j}$ implies $d_{i}-p_{i} \geq d_{j}-p_{j}$. The running times of some of these algorithms were improved later [11]. The problem $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ was also studied from a practical point of view: Hariri and Potts [9] designed a branch-and-bound based algorithm for it, while Baptiste et al. [1] designed an ILP-formulation with $n$ variables and $2 n$ constraints for the problem.

Concerning the second problem we study, $1\left|\overline{d_{j}}\right| \sum w_{j} C_{j}$, Lenstra et al. [17] proved that the problem is weakly NP-hard even if only one job has a nontrivial deadline. A related problem is $1\left|r_{j}, \bar{d}_{j}, \operatorname{pmtn}\right| \sum C_{j}$. Here, the jobs additionally have release dates (that is, a job cannot be scheduled before its release date) and preemption is allowed (that is, it is possibly to process a job $j$ partially, then schedule other jobs, and later continue processing job $j$ ). Further, all jobs have weight 1 . Wan et al. [23] showed weak NP-hardness of $1\left|r_{j}, \bar{d}_{j}, \operatorname{pmtn}\right| \sum C_{j}$. Recently, strong NP-hardness was shown [4]. In case of "agreeable" processing times and deadlines (that is, whenever the deadline of job $j$ is larger than the one of job $j^{\prime}$, then also the processing time of $j$ is larger than the processing time of $j^{\prime}$ ), the problem is solvable in polynomial time [10].

Chen and Yuan [3] studied the problem of minimizing the total tardiness $\sum T_{j}$ on a single machine with deadlines (the tardiness of a job $j$ is $T_{j}=\max \left\{0, C_{j}-d_{j}\right\}$ ). Chen and Yuan [3] showed that this problem (denoted $1\left|\bar{d}_{j}\right| \sum T_{j}$ ) is strongly NP-hard. A similar problem is that of minimizing the total late work $\sum Y_{j}$ of all jobs, where the late work of a job $j$ is $Y_{j}=\min \left\{p_{j}, T_{j}\right\}$. Chen et al. [5] showed $1\left|\bar{d}_{j}\right| \sum Y_{j}$ is strongly NP-hard. However, if all jobs share a common due date, then the problem is weakly NP-hard and admits a pseudopolynomial-time algorithm. Chen et al. also showed that a few special cases of the problem become polynomial-time solvable.

## 2 Preliminaries

We consider non-preemptive scheduling problems on a single machine. Here, the input consists of $n$ jobs $\{1, \ldots, n\}$ which are all available to be processed at time zero. We denote by $[n]:=\{1,2, \ldots, n\}$. Each job $j$ is characterized by its processing time $p_{j} \in \mathbb{N}$, its weight $w_{j} \in \mathbb{N}$, and its deadline $\bar{d}_{j} \in \mathbb{N}$. In one of the problems we consider below, each job $j$ will also have a due date $d_{j} \in \mathbb{N}$. We assume without loss of generality that $d_{j} \leq \bar{d}_{j}$ holds for every job $j \in[n]$. We denote the total processing time of all jobs by $P=\sum_{j \in[n]} p_{j}$, and their total weight by $W=\sum_{j \in[n]} w_{j}$.

A schedule is a permutation $\sigma:[n] \rightarrow[n]$ of the jobs. Given a schedule $\sigma$, the completion time $C_{j}(\sigma)$ of job $j$ is $C_{j}(\sigma):=\sum_{i \in[n]: \sigma(i) \leq \sigma(j)} p_{i}$; that is, it is the total processing times of all jobs preceding $j$ in the schedule (including $j$ itself). A schedule $\sigma$ is feasible if $C_{j}(\sigma) \leq \bar{d}_{j}$ for all $j \in[n]$. A job $j$ is early in $\sigma$ if $C_{j}(\sigma) \leq d_{j}$, and otherwise it is tardy in $\sigma$. We use $U(\sigma)$ to denote the set of all jobs that are tardy in $\sigma$. We call a deadline $\bar{d}_{j}$ trivial if $\bar{d}_{j} \geq P$ (that is, any schedule fulfills this deadline). We assume without loss of generality that $\bar{d}_{j}=P$ is the only occurring trivial deadline.

We focus on instances with few different deadlines. Thus, we set $\bar{d}^{(1)}$ to be the smallest appearing deadline, $\bar{d}^{(2)}$ to be the second-smallest appearing deadline (different from $\bar{d}^{(1)}$ ), and so on. Note that the largest deadline $\bar{d}^{(k)}$ will always be $P$. For each $i \in[k]$, we denote by $J^{(i)}$ the set of jobs with deadline $\bar{d}^{(i)}$, and by $P^{(i)}$ the total processing time of all jobs in $J^{(i)}$.

We study two problems in this paper that differ according to the objective function used to evaluate feasible schedules:
$1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$
Input: A set of $n$ jobs with due dates, a number $b$.
Question: Is there a feasible schedule $\sigma$ such that $\sum_{j \in U(\sigma)} w_{j} \leq b$ ?
$1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$
Input: A set of $n$ jobs, a number $b$.
Question: Is there a feasible schedule $\sigma$ such that $\sum_{j \in[n]} w_{j} C_{j}(\sigma) \leq b$ ?
The problem names are derived from the classical 3-field notation by Graham et al. [8], where the first field encodes the machine setting (in our case, " 1 " represents a single machine), the second field contains constraints (in our setting, $\bar{d}_{j}$ indicates the existence of deadlines), and the third field containing the objective function (in our case either the weighted completion time $\sum w_{j} C_{j}$ or the weighted number of late jobs $\left.\sum w_{j} U_{j}\right)$.

## 3 The $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ problem

In this section, we study the problem of minimizing the weighted number of tardy jobs. We start by showing some hardness results for $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ in Section 3.1. Afterwards, we give a pseudopolynomial-time algorithm for constant number of different deadlines in Section 3.2. Finally, in Section 3.3, we design efficient algorithms for the case of few jobs having a nontrivial deadline.

### 3.1 Hardness results

Recently, Yuan [24] showed that $1\left|\bar{d}_{j}\right| \sum U_{j}$ is strongly NP-hard via a reduction from 3Partition. This NP-hard problem is a special case of the following Multiway Number Partitioning partition problem:

Multiway Number Partitioning
Input: Integers $m$ and $k$, and $t:=m \cdot k$ numbers $a_{1}, \ldots, a_{t}$.
Question: Is there a partition $\left(A_{1}, \ldots, A_{k}\right)$ of $\left\{a_{1}, \ldots, a_{t}\right\}$ such that $\left|A_{i}\right|=m$ for each $i \in[k]$ and $\sum_{a \in A_{i}} a=\sum_{a \in A_{j}} a$ for all $i, j \in[k] ?$

Observe that Multiway Number Partitioning with $k=2$ is known as the weakly NP-hard Equal Cardinality Partition problem [7]. Furthermore, the classical Bin Packing problem naturally reduces to Multiway Number Partitioning by adding items of zero size in order to obtain an instance with $t=m \cdot k$ numbers.

Yuan [24] presented a reduction from Multiway Number Partitioning with $m=3$ to $1\left|\bar{d}_{j}\right| \sum U_{j}$. His reduction uses in its construction the sum of all input numbers $B:=$ $\sum_{\ell=1}^{t} a_{\ell}$ and a sufficiently large number $M=\frac{3}{2} t(t+1) B+1$. It creates a job $(i, j)$ for each $i \in[k]$ and $j \in[t]$ with processing time $p_{i, j}=M^{2}+i \cdot\left(M+a_{j}\right)$. For each $i \in[k]$, the jobs $(i, j)$ share the same deadline $\bar{d}_{i, j}=\bar{d}^{(i)}=\sum_{\ell=1}^{i-1} P^{(\ell)}+t \cdot \sum_{\ell=1}^{m} P^{(\ell)}$, where
$P^{(\ell)}=3 M^{2}+3 \ell M+3 \ell B$. Furthermore, for each $j \in[t]$, the jobs $(i, j)$ share the same due date $d_{i, j}=d^{(j)}=j \cdot M^{2}+\frac{3}{2} M t(t+1) B$. Yuan [24] proved that if the input Multiway Number Partitioning instance $\left(3, k, a_{1}, \ldots, a_{t}\right)$ is a yes-instance then the constructed job set has a feasible schedule with at most $b=3 t^{2}-t$ tardy jobs.

Note that the reduction from Multiway Number Partitioning of Yuan [24] described above works for any value of $m \geq 3$ and $k \geq 2$. Setting $m=t / 2$ and $k=2$ results in a reduction from Equal Cardinality Partition to $1\left|\bar{d}_{j}\right| \sum U_{j}$ with two different deadlines. Using arbitrary $m$ and $k$ results in a reduction from Bin Packing with $k$ bins to $1\left|\bar{d}_{j}\right| \sum U_{j}$ with $k$ different deadlines. It is known that Bin Packing with unary encoded numbers is W[1]-hard parameterized by the number $k$ of bins, and assuming ETH it cannot be solved in $f(k) \cdot n^{o(k / \log k)}$ time [13]. Thus, we directly get the following hardness result for $1\left|\bar{d}_{j}\right| \sum U_{j}$ :

- Theorem 3.1. Let $k$ denote the number of different deadlines in a $1\left|\bar{d}_{j}\right| \sum U_{j}$ instance. Then the $1\left|\vec{d}_{j}\right| \sum U_{j}$ problem is
- weakly NP-hard even when $k=2$,
- W[1]-hard with respect to $k$ even when all numbers are encoded in unary, and
- admits no $f(k) \cdot P^{o(k / \log k)}$-time algorithm assuming ETH.


### 3.2 Constant number of deadlines

Let $k=\left|\left\{\bar{d}_{j}: 1 \leq j \leq n\right\}\right|$ denote the number of different deadlines in the job instance. By Theorem 3.1, we know that $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ is W[1]-hard with respect to $k$ even if $w_{j}=1$ for each job $j$, and all processing times are encoded in unary. Complementing this result, we will show that if $k=O(1)$, then we can solve $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ in pseudo-polynomial time. Throughout the subsection we will assume that the input jobs are ordered by ascending due dates, i.e. $d_{1} \leq \cdots \leq d_{n}$. Furthermore, we denote by $J^{(i)}$ the set of jobs with deadline $\bar{d}^{(i)}$ and by $P^{(i)}$ the total processing time of all jobs from $J^{(i)}$.

Our algorithm for $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ is based on dynamic programming. Our algorithm processes the jobs from job 1 to $n$ (i.e. according to increasing due date), and creates a table $\tau_{j}$ for each $j \in[n]$. The table $\tau_{j}$ is associated with the job set $\{1, \ldots, j\}$, and it contains an entry $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ for each $\left(x_{1}, \ldots, x_{k}\right) \in\left\{0, \ldots, P^{(1)}\right\} \times \cdots \times\left\{0, \ldots, P^{(k)}\right\}$. The entry $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ shall equal $v_{j}\left[x_{1}, \ldots, x_{k}\right]$, where we define $v_{j}\left[x_{1}, \ldots, x_{k}\right]$ to be the maximum number $w^{*}$ such that there is a feasible schedule of all $n$ jobs fulfilling that

1. the set $S$ of early jobs from $\{1, \ldots, j\}$ has weight $w^{*}$, and
2. for each $i \in[k]$, the total processing time of early jobs from $S \cap J^{(i)}$ equals $x_{i}$.

We stress that all considered schedules schedule all $n$ jobs, even if they correspond to some entry $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ with $j<n$. The minimum value $W-v_{n}\left[x_{1}, \ldots, x_{k}\right]$ over all $\left(x_{1}, \ldots, x_{k}\right) \in\left\{0, \ldots, P^{(1)}\right\} \times \cdots \times\left\{0, \ldots, P^{(k)}\right\}$ is the minimum weighted number of tardy jobs of any feasible schedule for our instance. We call a feasible schedule fulfiling the second condition above a ( $j ; x_{1}, \ldots, x_{k}$ )-compatible schedule.

Our dynamic program needs to be able to compute $v_{j}\left[x_{1}, \ldots, x_{k}\right]$, given $v_{j-1}\left[y_{1}, \ldots, y_{k}\right]$ for all $y_{1}, \ldots, y_{k}$. There are two cases: First, job $j$ is late in a schedule witnessing the value of $v_{j}\left[x_{1}, \ldots, x_{k}\right]$. In this case, we have $v_{j}\left[x_{1}, \ldots, x_{k}\right]=v_{j-1}\left[x_{1}, \ldots, x_{k}\right]$. Second, job $j$ is early in a schedule witnessing the value of $v_{j}\left[x_{1}, \ldots, x_{k}\right]$. In this case, we have $v_{j}\left[x_{1}, \ldots, x_{k}\right]=w_{j}+v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$ where $i \in[k]$ such that the deadline of $j$ is $\bar{d}^{(i)}$. However, we do not have $v_{j}\left[x_{1}, \ldots, x_{k}\right]=\max \left\{v_{j-1}\left[x_{1}, \ldots, x_{k}\right], w_{j}+\right.$ $\left.v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]\right\}$ because it is not always possible to modify a schedule corresponding to $v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$ in such a way that also job $j$ is early.

This is the major difficulty in the design of the dynamic program: Finding a criterion where we can modify the schedule corresponding to $\tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$ so we can additionally schedule job $j$ early.

To derive such a criterion, we first observe that if we knew the set of early jobs (from $[n]$, not only from $[j]$ ), then we can easily compute an optimal schedule: As we have a strict upper bound for the completion time of each job (either its due date if the job is early, or its deadline if the job is late), it is optimal to schedule the jobs ordered by this strict upper bound.

- Observation 3.2. For a given subset $S \subseteq\{1, \ldots, n\}$ of jobs, there is a feasible schedule in which each job from $S$ is early if and only if ordering the jobs according to increasing modified due dates

$$
d_{j}^{*}= \begin{cases}d_{j} & \text { if } j \in S \\ \bar{d}_{j} & \text { if } j \notin S\end{cases}
$$

results in a schedule where all jobs are early.
Using Observation 3.2, we now basically know how scheduling job $j$ as well as a given set $S \subseteq[j-1]$ of jobs early looks like: Before $j$, the early jobs from $[j-1]$ and all jobs whose deadline is smaller than $d_{j}$ are scheduled. After $j$, all jobs with deadline larger than $d_{j}$ (and which are not contained in $S$ ) are scheduled, according to increasing deadline. This implies the following criterion on when a schedule witnessing the value of $v_{j}\left[x_{1}, \ldots, x_{k}\right]$ can also additionally schedule $j$ early.

- Lemma 3.3. Let $j \in[n]$ be a job with deadline $\bar{d}^{\left(i_{1}\right)}$ and $x_{1}, \ldots, x_{k} \in\{0,1, \ldots, P\}$. Let $i_{0} \in[k]$ be minimum such that $d_{j} \leq \bar{d}^{\left(i_{0}\right)}$. Let $\sigma_{j-1}$ be a $\left(j-1 ; x_{1}, \ldots, x_{k}\right)$-compatible schedule where $S \subseteq[j-1]$ is the set of early jobs from $[j-1]$. Then there exists a $\left(j ; x_{1}, \ldots, x_{i_{1}-1}, x_{i_{1}}+p_{j}, x_{i_{1}+1}, \ldots, x_{k}\right)$-compatible schedule $\sigma_{j}$ where $S \cup\{j\}$ is early if and only if

1. $\sum_{\ell=1}^{i_{0}-1} P^{(\ell)}+\sum_{\ell=i_{0}}^{k} x_{\ell}+p_{j} \leq d_{j}$, and
2. for each $i \geq i_{0}$, we have $\sum_{\ell=1}^{i} P^{(\ell)}+\sum_{\ell=i+1}^{k} x_{\ell} \leq \bar{d}^{(i)}$.

Proof. ( $\Longleftarrow:)$ We begin with the reverse direction. Assume that there is a $\left(j ; x_{1}, \ldots, x_{i_{1}-1}, x_{i_{1}}+p_{j}, x_{i_{1}+1}, \ldots, x_{k}\right)$-compatible schedule $\sigma_{j}$ where $S \cup\{j\}$ is early. By Observation 3.2, we may assume that $\sigma$ schedules the jobs in non-decreasing order of modified due dates $d_{j}^{*}$ (which are set according to the early set of jobs $S \cup\{j\}$ ).

We first show Item 1. Before job $j$, all jobs with deadline smaller than $d_{j}$ and all early jobs with due date smaller than $d_{j}$ are scheduled. The processing time of jobs with deadline smaller than $d_{j}$ is precisely $\sum_{\ell=1}^{i_{0}-1} P^{(\ell)}$. All jobs from $S$ have due date at most $d_{j}$ (as we ordered the jobs according to increasing due date). Thus, the total processing time of all early jobs with due date at most $d_{j}$ but deadline at least $d_{j}$ equals $p_{j}+\sum_{\ell=i_{0}}^{k} x_{\ell}$. As $j$ is early, we have $\sum_{\ell=1}^{i_{0}-1} P^{(\ell)}+p_{j}+\sum_{\ell=i_{0}}^{k} x_{\ell} \leq d_{j}$, i.e. Item 1 holds.

We continue by showing Item 2, so fix $i \geq i_{0}$. The last job with deadline $\bar{d}^{(i)}$ is processed after all jobs with deadline at most $\bar{d}^{(i)}$, as well as all early jobs with due date at most $\bar{d}^{(i)}$. The processing time of jobs with deadline at most $\bar{d}^{(i)}$ is $\sum_{\ell=1}^{i} P^{(\ell)}$. Each job $j^{\prime} \in S \cup\{j\}$ satisfies $d_{j^{\prime}} \leq d_{j} \leq \bar{d}^{\left(i_{0}\right)} \leq \bar{d}^{(i)}$. Thus, it follows that the processing time of the early jobs with due date at most $\bar{d}^{(i)}$ and deadline larger than $\bar{d}^{(i)}$ equals $\sum_{\ell=i+1}^{k} x_{\ell}$. Because $\sigma$ is feasible, it follows that $\sum_{\ell=1}^{i} P^{(\ell)}+\sum_{\ell=i+1}^{k} x_{\ell} \leq \bar{d}^{(i)}$, i.e. Item 2 holds.
$(\Longrightarrow:)$ It remains to show the forward direction. We construct a schedule $\sigma_{j}$ with the jobs from $S$ as well as $j$ being early as follows: We start with jobs from $S$ and the jobs with deadline at most $\bar{d}^{\left(i_{0}-1\right)}$ (in the same relative order as they are in $\sigma$ ). Afterwards, we schedule job $j$, followed by the remaining jobs sorted according to increasing deadline.

First, we show that $\sigma_{j}$ is a feasible schedule. Note that for each job from $S$ as well as the jobs with deadline at most $\bar{d}^{\left(i_{0}-1\right)}$, their completion time can only decrease. Consequently, the feasibility of $\sigma$ implies that these jobs are completed before their deadline. Next, consider a job $j^{\prime}$ with deadline $\bar{d}^{(i)}$ for some $i \geq i_{0}$. Before $j^{\prime}$, all jobs with deadline $\bar{d}^{(\ell)}$ with $\ell<i$, potentially other jobs with deadline $\bar{d}^{(i)}$, and all early jobs from $1, \ldots, j$ are scheduled. Thus, job $j^{\prime}$ is completed at time $\sum_{\ell=1}^{i} P^{(i)}+\sum_{\ell=i+1}^{k} x_{\ell} \leq \bar{d}^{(i)}$ where the inequality holds by Item 2. This implies that $\sigma_{j}$ is a feasible schedule.

Next, we show that $S \cup\{j\}$ are early. All jobs from $S$ are early as their completion time can only decrease. Job $j$ is completed at time $\sum_{\ell=1}^{i_{0}-1} P^{(\ell)}+\sum_{\ell=i_{0}}^{k} x_{\ell}+p_{j} \leq d_{j}$ by Item 1. Therefore, job $j$ is early.

Note that the criterion from Lemma 3.3 is independent from the set of early jobs $S$, so indeed the dynamic program does not need to store the early jobs. We finally give the dynamic program and show its correctness in the theorem below.

- Theorem 3.4. $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ can be solved in $O\left(P^{k} \cdot k \cdot n\right)$ time, where $k$ is the number of different deadlines.

Proof. We give the following dynamic program computing a solution. First, we order the jobs according to ascending due date (we assume that $d_{1} \leq d_{2} \leq \ldots \leq d_{n}$ ). For each $j \in[n]$, the dynamic programming table $\tau_{j}$ contains an entry $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ for each $\left(x_{1}, \ldots, x_{k}\right) \in\left\{0, \ldots, P^{(1)}\right\} \times \cdots \times\left\{0, \ldots, P^{(k)}\right\}$. This entry shall equal $v_{j}\left[x_{1}, \ldots, x_{k}\right]$; that is, the maximum number $w$ such that there exists a $\left(j ; x_{1}, \ldots, x_{k}\right)$-compatible schedule $\sigma$ which schedules a subset $S \subseteq[j]$ of total weight $w$ early; if no $\left(j ; x_{1}, \ldots, x_{k}\right)$-compatible schedule exists, then $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]=-\infty$. The maximum of $\tau_{n}\left[x_{1}, \ldots, x_{k}\right]$ over all $\left(x_{1}, \ldots, x_{k}\right) \in$ $\left\{0, \ldots, P^{(1)}\right\} \times \cdots \times\left\{0, \ldots, P^{(k)}\right\}$ will then yield the value of an optimal schedule.

Initialization. We check whether there is a feasible schedule (this can be done e.g. using Observation 3.2). If so, then we set $\tau_{0}[0, \ldots, 0]:=0$ while otherwise we set $\tau_{0}[0, \ldots, 0]:=-\infty$. For all $\left(x_{1}, \ldots, x_{k}\right) \neq(0, \ldots, 0)$, we set $\tau_{0}\left[x_{1}, \ldots, x_{k}\right]:=-\infty$.

Update. Let $j \in[n]$ and assume that job $j$ has deadline $\bar{d}^{(i)}$. Fix $\left(x_{1}, \ldots, x_{k}\right) \in$ $\left\{0, \ldots, P^{(1)}\right\} \times \cdots \times\left\{0, \ldots, P^{(k)}\right\}$. First, we check whether Items 1 and 2 of Lemma 3.3 are satisfied. If yes, then we set

$$
\tau_{j}\left[x_{1}, \ldots, x_{k}\right]:=\max \left\{\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right], w_{j}+\tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]\right\}
$$

Otherwise, we set $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]:=\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]$.

Optimal Solution. The minimum weighted number of tardy jobs in an optimal schedule is given by taking the minimum of $W-\tau_{n}\left[x_{1}, \ldots, x_{k}\right]$ over all $\left(x_{1}, \ldots, x_{k}\right) \in\left\{0, \ldots, P^{(1)}\right\} \times$ $\cdots \times\left\{0, \ldots, P^{(k)}\right\}$. An optimal schedule can be found by using backtracking to compute the set of early jobs and then applying Observation 3.2.

Correctness. Clearly, $\tau_{0}\left[x_{1}, \ldots, x_{k}\right]=v_{0}\left[x_{1}, \ldots, x_{k}\right]$ for every $\left(x_{1}, \ldots, x_{k}\right) \in\left\{0, \ldots, P^{(1)}\right\} \times$ $\cdots \times\left\{0, \ldots, P^{(k)}\right\}$. Consider $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$, where job $j$ has deadline $\bar{d}^{(i)}$. First, we show $\tau_{j}\left[x_{1}, \ldots, x_{k}\right] \geq v_{j}\left[x_{1}, \ldots, x_{k}\right]$. Let $\sigma$ be a schedule witnessing the value of $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ and $S$ the corresponding set of early jobs from $[j]$. If $j \notin S$, then we have $v_{j}\left[x_{1}, \ldots, x_{k}\right]=$ $v_{j-1}\left[x_{1}, \ldots, x_{k}\right]=\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right] \leq \tau_{j}\left[x_{1}, \ldots, x_{k}\right]$. Otherwise, we have $v_{j}\left[x_{1}, \ldots, x_{k}\right]=$ $w_{j}+v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]=w_{j}+\tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$ and Lemma 3.3 implies that Items 1 and 2 of Lemma 3.3 are satisfied. Thus, $\tau_{j}\left[x_{1}, \ldots, x_{k}\right] \geq$ $w_{j}+\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]=v_{j}\left[x_{1}, \ldots, x_{k}\right]$.

We finish the proof of correctness by showing that $\tau_{j}\left[x_{1}, \ldots, x_{k}\right] \leq v_{j}\left[x_{1}, \ldots, x_{k}\right]$. If $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]=-\infty$, then there is nothing to show, so assume $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]>$ $-\infty$. If we have $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]=\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]$, then we have $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]=$ $\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]=v_{j-1}\left[x_{1}, \ldots, x_{k}\right] \leq v_{j}\left[x_{1}, \ldots, x_{k}\right]$. So assume that we set $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]=$ $w_{j}+\tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$. This implies that Items 1 and 2 from Lemma 3.3 are satisfied. Because $\tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]=v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-\right.$ $\left.p_{j}, x_{i+1}, \ldots, x_{k}\right] \neq-\infty$, Lemma 3.3 implies that we can take the schedule corresponding to $v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]$ and additionally schedule job $j$ early. Thus, we have $v_{j}\left[x_{1}, \ldots, x_{k}\right] \geq w_{j}+v_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]=\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$.

Running Time. The dynamic programming table contains $P^{k} \cdot n$ entries, each of which can be computed in $O(k)$ time. The claimed running time follows.

We remark that the ETH-based lower bound from Theorem 3.1 implies that the exponent is optimal up to a factor of $O(\log k)$.

### 3.3 Few jobs with nontrivial deadlines

Having the intractability results from Theorem 3.1 in mind, we now consider a larger parameter, namely the number of jobs with a nontrivial deadline. Throughout this section, we denote the set of jobs having a nontrivial deadline by $\bar{J}$, and we set $k=|\bar{J}|$. We show that $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ can be solved in $O\left(2^{k} \cdot P \cdot n\right)$ time.

The basic idea is that for each job with a deadline, we can guess whether the job is early or tardy. Then, we adapt the due dates of these jobs according to Observation 3.2, resulting in modified due dates $d_{j}^{*}$. Finally, we significantly increase the weight of each job in $\bar{J}$ and then call a known algorithm for $1 \| \sum w_{j} U_{j}$ with respect to the modified due dates $d_{j}^{*}$ and weights $w_{j}^{*}$.

- Theorem 3.5. $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ can be solved in $O\left(2^{k} \cdot P \cdot n\right)$ time, where $k$ is the number of jobs with nontrivial deadline.

Proof. Let $\bar{J}$ be the set of jobs with a nontrivial deadline. First, we guess the subset of tardy jobs $\bar{U} \subseteq \bar{J}$ with nontrivial deadlines. We then set modified deadlines for all jobs according to Observation 3.2 and using the set $\bar{S}=\bar{J} \backslash \bar{U}$ as the set of early jobs. Thus, we have $d_{j}^{*}=d_{j}$ if $j \in \bar{S}$, and $d_{j}^{*}=\bar{d}_{j}$ if $j \in \bar{U}$. Moreover, we set $w_{j}^{*}=W+1$ for all jobs $j \in \bar{J}$, and $w_{j}^{*}=w_{j}$ for all other jobs $j \in\{1, \ldots, n\} \backslash \bar{J}$.

For these modified due dates $d_{j}^{*}$ and weights $w_{j}^{*}$, we run the $O(P n)$-time algorithm for $1 \| \sum w_{j} U_{j}$ [16]. If the algorithm returns a schedule $\sigma$ where the total weight of tardy jobs is at most $W$, then we store this schedule as a potential solution for the unmodified instance. Otherwise, we conclude that there is no feasible schedule with respect to our guess of the tardy jobs $\bar{U} \subseteq \bar{J}$. Our algorithm finally outputs the potential solution with the minimum weight of tardy jobs.

By Observation 3.2, the set of feasible schedules where each job from $\bar{J} \backslash \bar{U}$ is early is the set of schedules where each job from $\bar{J}$ is early with respect to the modified due dates. This corresponds to schedules where the total weight of tardy jobs with respect to the modified weights is at most $W$. Thus, the potential solution corresponding to the current guess $\bar{U} \subseteq \bar{J}$ is a schedule minimizing the total weighted number of tardy jobs under the additional constraint that precisely the $\bar{U}$ jobs of $\bar{J}$ are tardy. It follows that for the guess $\bar{U}=U\left(\sigma^{*}\right)$ for some optimal schedule $\sigma^{*}$, the algorithm returns an optimal schedule.

For the unweighted case (i.e., $w_{j}=1$ for each $j \in J$ ), we can get an FPT-algorithm (even for binary encoded numbers) by following the same approach of guessing which of the jobs with nontrivial deadlines are tardy.

- Theorem 3.6. $1\left|\bar{d}_{j}\right| \sum U_{j}$ can be solved in $O\left(2^{k} \cdot n \log n\right)$ time where $k$ is the number of jobs with a nontrivial deadline.

Proof. Let $\bar{J}$ be the set of jobs with a nontrivial deadline. First, we guess the subset $\bar{S} \subseteq \bar{J}$ of early jobs with nontrivial deadlines. Observation 3.2 now reduces $1\left|\bar{d}_{j}\right| \sum U_{j}$ together with the guess $\bar{S}$ to a variation of $1 \| \sum U_{j}$ where we are additionally given a set $\bar{J}$ of jobs which have to be early. This problem is known to be solvable in $O(n \log n)$ time [21]. As there are $2^{k}$ possible guesses for $\bar{S}$, the running time follows.

## 4 The $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ problem

We next examine the objective of minimizing the total weighted completion time. We remark that the unweighted variant of $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$, the $1\left|\bar{d}_{j}\right| \sum C_{j}$ problem, is solvable in $O(n \log n)$ time [22]. Weak NP-hardness of $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ was shown by Lenstra et al. [17], using only a single job with a nontrivial deadline. Therefore, unless $\mathrm{P}=\mathrm{NP}$, there is no XP-algorithm for $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ with binary encoding parameterized by the number of jobs with nontrivial deadlines.

Below we strengthen Lenstra's reduction, and show that $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ is $\mathrm{W}[1]$-hard when parameterized by the number of jobs with nontrivial deadlines even if all numbers are encoded in unary. Note that this implies also W[1]-hardness for the problem when the number of different deadlines is taken as a parameter. To compliment our hardness result, we present algorithm running in $O\left(k \cdot n \cdot P^{2 k-2}\right)$ time, where $k$ is the number of different deadlines.

### 4.1 Hardness

We adapt the reduction from Lenstra et al. [17] to show strong NP-hardness and W[1]hardness parameterized by the number of jobs with nontrivial deadline (also for unary encoding). We will reduce from Bin Packing restricted to instances where each bin must be filled exactly.

## Exact Bin Packing

Input: $t$ items with sizes $a_{1}, \ldots, a_{t}$, a bin size $B$, and the number $K$ of bins.
Question: Is there an assignment of the items to the bins such that each bin contains items of total size exactly $B$ ?
Exact Bin Packing is strongly NP-hard [6] and W[1]-hard parameterized by the number of bins, even if all numbers are encoded in unary [13]. Let $\left(a_{1}, \ldots, a_{t} ; B ; K\right)$ be an instance of Exact Bin Packing. We create an instance of $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ with $t+K-1$ jobs as follows:

- For $j \in[t]$, job $j$ has processing time and weight $p_{j}=a_{j}=w_{j}$ and trivial deadline $\bar{d}_{j}=K \cdot B+K-1$.
- For $\ell \in[K-1]$, job $t+\ell$ has processing time $p_{t+\ell}=1$, weight $w_{t+\ell}=0$, and deadline $\bar{d}_{t+\ell}=\ell \cdot(B+1)$.
- We set the bound on the total weighted completion time to

$$
b:=\sum_{i_{1}, i_{2} \in[t]} a_{i_{1}} a_{i_{2}}+\sum_{\ell=1}^{K-1}(K-\ell) \cdot B .
$$

Note that the total processing time of all jobs is $K \cdot B+K-1=\bar{d}_{j}$ for all $j \in[t]$, so only jobs $t+1, \ldots, t+K-1$ have a nontrivial deadline. The idea behind the reduction is as follows: Because $w_{j}=p_{j}$ for all $j \in[t]$, the relative order of jobs $j_{1}$ and $j_{2}$ does not matter: if $j_{1}$ is before $j_{2}$, then this contributes $w_{j_{2}} \cdot p_{j_{1}}=a_{j_{1}} \cdot a_{j_{2}}$ to the total completion time (as this increases the completion time of $j_{2}$ by $p_{j_{1}}$ ), while otherwise this contributes $w_{j_{1}} \cdot p_{j_{2}}=a_{j_{1}} \cdot a_{j_{2}}$ to the total processing time. Consequently, the total completion time of a schedule only depends on the completion times of the jobs $t+\ell$ for $\ell \in[K-1]$. As their weight is 0 but they have nonzero processing time, they should be scheduled as late as possible (since they only increase the processing times of other jobs), i.e., directly before their deadline. In any such schedule, the processing time of the jobs between $t+\ell$ and $t+\ell+1$ equals $\bar{d}_{t+\ell+1}-\bar{d}_{t+\ell}-p_{t+\ell+1}=B$, implying a solution to the Exact Bin Packing instance.

- Lemma 4.1. The $t$ items can be packed into $K$ bins iff the $t+K+1$ jobs constructed have a feasible schedule with at most $b$ total weighted completion time.

Proof. $(\Longrightarrow)$ : Assume that there is a solution to the Exact Bin Packing instance and that the set of items contained in $\ell$-th bin is $A_{\ell}$. We denote the set of jobs corresponding to the items from $A_{\ell}$ by $J_{\ell}$, i.e. $J_{\ell}:=\left\{j: a_{j} \in A_{\ell}\right\}$. We construct a schedule $\sigma$ as follows: We start with the jobs from $J_{1}$ in arbitrary order, followed by job $t+1$. Afterwards, we schedule the jobs from $J_{2}$ followed by $t+2$. We continue scheduling $J_{\ell}$ followed by job $t+\ell$ until we schedule job $t+K-1$. Finally, we schedule all jobs from $J_{K}$ in arbitrary order. This finishes the construction of $\sigma$. It remains to show that $\sigma$ is feasible and has total weighted completion time at most $b$.

We start with the feasibility of $\sigma$. The only jobs with nontrivial deadline are $t+\ell$ for $\ell \in[K-1]$. Job $t+\ell$ is completed after the jobs from $A_{1} \cup A_{2} \cup \ldots \cup A_{\ell}$ and jobs $t+1, \ldots, t+\ell$. The processing time of jobs $t+1, \ldots, t+\ell$ is $\ell$. Since $\sum_{a \in A_{i}} a=B$, the processing time of jobs from $A_{1} \cup \ldots A_{\ell}$ is $\ell \cdot B$. Thus, $t+\ell$ is completed at time $\ell+\ell \cdot B=\bar{d}_{t+\ell}$. Consequently, $\sigma$ is feasible.

We continue by showing that the weighted completion time of $\sigma$ is at most $b$. In order to analyze the total completion time, we split it into three parts: First, jobs $t_{1}, \ldots, t+K-1$ have weight 0 and thus their weighted completion time is 0 . Second, we consider the weighted completion time caused by some job $j$ being scheduled after some job $t+\ell$ for $j \in[t]$ and $\ell \in[K-1]$. The jobs scheduled after $t+\ell$ are $J_{\ell+1} \cup J_{\ell+2} \cup \ldots \cup J_{K}$ as well as $t+\ell+1, \ldots, t+K-1$. Thus, the weight of all jobs scheduled after $t+\ell$ is

$$
\sum_{i=\ell+1}^{K} \sum_{j \in J_{i}} w_{j}=\sum_{i=\ell+1}^{K} \sum_{a \in A_{i}} a=\sum_{i=\ell+1}^{K} B=(K-\ell) \cdot B .
$$

Finally, we consider the weighted completion time caused by some job $j_{1}$ being scheduled before some job $j_{2}$ for $j_{1}, j_{2} \in[t]$. For each $j_{1}, j_{2} \in[t]$, job $j_{1}$ is either scheduled before $j_{2}$,
job $j_{2}$ is scheduled before $j_{1}$, or $j_{1}=j_{2}$. In all cases, this contributes $a_{j_{1}} \cdot a_{j_{2}}=w_{j_{1}} \cdot p_{j_{2}}=$ $w_{j_{2}} \cdot p_{j_{1}}$ to the total weighted completion time. Summing all three parts together, the total weighted completion time is

$$
\sum_{\ell=1}^{K-1}(K-\ell) \cdot B+\sum_{j_{1}, j_{2} \in[t]} a_{j_{1}} a_{j_{2}}=b .
$$

$(\Longleftarrow)$ : In the converse direction, assume that there is a feasible schedule $\sigma$ with total weighted completion time at most $b$. As argued in the forward direction, for each $j_{1}, j_{2} \in[t]$ there is a contribution of $a_{j_{1}} \cdot a_{j_{2}}$ to the total weighted completion time. We may assume without loss of generality that $\sigma$ schedules job $t+\ell$ before job $t+\ell^{\prime}$ for all $\ell<\ell^{\prime}$ as jobs $t+\ell$ and $t+\ell^{\prime}$ have the same weight and processing time, but $\bar{d}_{t+\ell}<\bar{d}_{t+\ell^{\prime}}$.

Job $t+\ell$ contributes 1 to the completion time of all jobs scheduled after $t+\ell$. Let $J^{>t+\ell}$ be the set of jobs from $[t]$ which are scheduled after $t+\ell$, and let $J^{t+\ell}$ be the jobs from $[t]$ which are scheduled before $t+\ell$. The total processing time of $J^{t+\ell}$ cannot exceed $\ell \cdot B$ as $\bar{d}_{t+\ell}=\ell \cdot(B+1)$, and jobs $t+1, \ldots, t+\ell-1$ are scheduled before $t+\ell$. Consequently, we have

$$
\sum_{j \in J>t+\ell} w_{j}=\sum_{j \in J>t+\ell} a_{j}=\sum_{j \in[t]} a_{j}-\sum_{j \in[t] \backslash J>t+\ell} a_{j}=K \cdot B-\sum_{j \in J<t+\ell} p_{j} \geq K \cdot B-\ell \cdot B
$$

where equality holds if and only if job $t+\ell$ is completed precisely at time $\bar{d}_{t+\ell}$. Because $b=\sum_{i_{1}, i_{2} \in[t]} a_{i_{1}} a_{i_{2}}+\sum_{i=\ell}^{K-1}(K-\ell) \cdot B$, this implies that each job $t+\ell$ is completed precisely at time $\bar{d}_{t+\ell}$. Thus, between jobs $t+\ell$ and $t+\ell+1$, jobs of processing time exactly $B$ are scheduled.

Consequently, we construct a solution to the Bin Packing instance as follows: If job $j$ is scheduled after $t+\ell-1$ but before $t+\ell$ for some $\ell \in\{2,3, \ldots, K-1\}$, then we assign $a_{j}$ to the $\ell$-th bin. If $j$ is scheduled before $t+1$, then we assign $a_{j}$ to the first bin. If $j$ is scheduled after $t+K-1$, then we assign $a_{j}$ to the $K$-th bin. Thus, the $t$ items can all be packed into $K$ bins of size $B$ each.

Recall that Exact Bin Packing is strongly NP-hard, W[1]-hard when parameterized by $K$, and does not admit an $f(K) \cdot n^{o(K / \log K)}$-time algorithm assuming ETH even if all numbers are encoded in unary [13]. Thus, as the construction above constructs $K-1$ jobs with nontrivial deadlines, we get the following Theorem directly from Lemma 4.1:

- Theorem 4.2. Let $k$ denote the number of jobs with nontrivial deadline in a $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ instance. Then the $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ problem

1. is strongly NP-hard,
2. is W[1]-hard parameterized by $k$ even when all numbers are encoded in unary, and
3. admits no $f(k) \cdot P^{o(k / \log k)}$-time algorithm assuming ETH.

### 4.2 Constant number of deadlines

We complement the W[1]-hardness in case of unary encoding shown in the previous subsection by presenting a pseudo-polynomial time algorithm for a constant number of different deadlines. Similar to Section 3.2, the first step of the dynamic program consists of sorting the jobs in a favorable manner. Further, the dynamic program contains a table $\tau_{j}$ for each $j \in[n]$, and these tables contain entries $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ where $x_{i}$ encodes the total processing time of the jobs scheduled between $\bar{d}_{i-1}$ and $\bar{d}_{i}$ (where $\bar{d}_{0}:=0$ ). However, in contrast to Section 3.2,
a schedule corresponding to $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ now only schedules jobs $1, \ldots, j$ instead of all jobs, and it may be that the schedule cannot be extended to a feasible schedule for all jobs. Furthermore, the $x_{i}$ now measure the processing times of jobs scheduled between the $(i-1)$ th and $i$ th deadline. Another difference is that we "guess" certain characteristics of an optimal schedule and adapt the instance to these characteristics before starting the dynamic program.

Our dynamic programming processes the jobs from $1, \ldots, n$, and computes a table $\tau_{j}$ for each $j \in[n]$. This table has an entry $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ which stores the minimum weighted completion time of a schedule of jobs $\{1, \ldots, j\}$ such that

1. the schedule is feasible for $1, \ldots, j$, i.e. each job from $1, \ldots, j$ is completed not after its deadline, and
2. the total processing time of jobs being completed between $\bar{d}^{(i-1)}$ and $\bar{d}^{(i)}$ equals $x_{i}$, for every $i \in[k]$ (where we set $\bar{d}^{(0)}:=0$ ).
We call a schedule fulfilling these two conditions $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying ( $\left(j ; x_{1}, \ldots, x_{k}\right)$ obeying is the counterpart to $\left(j ; x_{1}, \ldots, x_{k}\right)$-compatible from Section 3.2 in the sense that it determines whether a schedule fulfills the conditions for $\left.\tau_{j}\left[x_{1}, \ldots, x_{k}\right]\right)$.

To compute the above dynamic program, we need to be able to, given an oracle which tells us the set $S^{i}$ of jobs being completed between $\bar{d}^{(i-1)}$ and $\bar{d}^{(i)}$ for each $i \in[k]$, find an optimal schedule. This can be done easily: As the relative order of the jobs from $S^{i}$ does not influence the completion times of jobs from $S^{\ell}$ for $i \neq \ell$, we can schedule the jobs from $S^{i}$ independently from the rest. In this subinstance consisting of the jobs from $S^{i}$, the deadlines of jobs from $S^{i}$ are trivial, and so we can use the structure of an optimal schedule for $1 \| \sum w_{j} C_{j}$ : An optimal schedule for $1 \| \sum w_{j} C_{j}$ schedules the jobs according to WSPT [22], that is, according to non-decreasing ratio $p_{j} / w_{j}$. Thus, we want to schedule each set $S^{i}$ according to WSPT. We formalize this argument in the following lemma:

- Lemma 4.3. Let $\sigma$ be an optimal schedule for a $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ instance. For $i \in[k]$, let $S^{i}$ be the set of jobs which are completed after $\bar{d}^{(i-1)}$ but not later than $\bar{d}^{(i)}$ (using $\left.\bar{d}^{(0)}:=0\right)$. Then the jobs from $S^{i}$ are ordered according to WSPT in $\sigma$.

Proof. Assume towards a contradiction that they are not ordered according to WSPT. Then there is a job $j_{1} \in S^{i}$ directly followed (in $\sigma$ ) by a job $j_{2} \in S^{i}$ with $p_{j_{1}} / w_{j_{1}}>p_{j_{2}} / w_{j_{2}}$. We claim that the schedule $\sigma_{2,1}$ arising from $\sigma$ by exchanging jobs $j_{1}$ and $j_{2}$ is a feasible schedule with smaller total weighted completion time, contradicting the optimality of $\sigma$. First, we show the feasibility of $\sigma_{2,1}$. All jobs but $j_{1}$ and $j_{2}$ are completed at the same time and thus are completed by their deadline by the feasibility of $\sigma$. For jobs $j_{1}$ and $j_{2}$, we have $\min \left\{\bar{d}_{j_{1}}, \bar{d}_{j_{2}}\right\} \geq \bar{d}^{(i)}$ as $\sigma$ was a feasible schedule. Further, as $j_{1}$ and $j_{2}$ are contained in $S^{i}$, both jobs are completed not later than $\bar{d}^{(i)}$ in both $\sigma$ and $\sigma_{2,1}$. Thus, $\sigma_{2,1}$ is feasible. It remains to consider the total weighted completion time of $\sigma_{2,1}$. All jobs except for $j_{1}$ and $j_{2}$ are completed at the same time and therefore have the same contribution to the weighted completion time. Let $t$ be the starting time of job $j_{1}$ in $\sigma$. The weighted completion time of $j_{1}$ and $j_{2}$ in $\sigma$ is $C:=w_{j_{1}} \cdot\left(t+p_{j_{1}}\right)+w_{j_{2}}\left(t+p_{j_{1}}+p_{j_{2}}\right)$, while the weighted completion time of $j_{1}$ and $j_{2}$ in $\sigma_{2,1}$ is $C_{2,1}:=w_{j_{2}} \cdot\left(t+p_{j_{2}}\right)+w_{j_{1}}\left(t+p_{j_{2}}+p_{j_{1}}\right)$. Thus, we have $C-C_{2,1}=w_{j_{2}} p_{j_{1}}-w_{j_{1}} p_{j_{2}}>0$ using $w_{j_{1}} / p_{j_{1}}<w_{j_{2}} / p_{j_{2}}$ for the inequality. Therefore, $\sigma_{2,1}$ has a smaller total weighted completion time than $\sigma$, contradicting the optimality of $\sigma$.

Using Lemma 4.3, the basic idea of the dynamic program is the following: We order the jobs according to WSPT, i.e. $p_{j} / w_{j} \leq p_{j+1} / w_{j+1}$ for all $j \in\{1, \ldots, n-1\}$. For each $i \in[k-1]$, we guess when the first job which is completed after $\bar{d}^{(i)}$ starts (there are only $P^{k-1}$ possible guesses). For the sake of simplicity, assume that for each $i \in[k-1]$ the guess
is $\bar{d}^{(i)}$, i.e. for each $i \in[k-1]$ there is one job starting at time $\bar{d}^{(i)}$. Recall that the dynamic program $\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]$ contains a $\left(j-1 ; x_{1}, \ldots, x_{k}\right)$-obeying schedule of $1, \ldots, j-1$ of minimum weighted processing time. There are now up to $k$ possibilities how $j$ is scheduled, namely between $\bar{d}^{(i-1)}$ and $\bar{d}^{(i)}$ for every $i \in[k]$ such that $\bar{d}_{j} \leq \bar{d}^{(i)}$. Assuming that $j$ is completed between $\bar{d}^{(i-1)}$ and $\bar{d}^{(i)}$, we know how job $j$ is scheduled: As we ordered the jobs according to WSPT, Lemma 4.3 implies that $j$ will be the last job from $1, \ldots, j$ which is completed $\bar{d}^{(i-1)}$ and $\bar{d}^{(i)}$. Thus, it is completed at time $\bar{d}^{(i-1)}+x_{i}+p_{j}$. Consequently, this results in a $\left(j ; x_{1}, \ldots, x_{i-1}, x_{i}+p_{j}, x_{i+1}, \ldots, x_{k}\right)$-obeying schedule with weighted completion time $\tau_{j-1}\left[x_{1}, \ldots, x_{k}\right]+w_{j} \cdot\left(\bar{d}^{(i-1)}+x_{i}+w_{j}\right)$ if $x_{i}+p_{j} \leq \bar{d}^{(i)}-\bar{d}^{(i-1)}$. Therefore, we set $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]:=\min _{i \in[k]: \bar{d}_{j} \leq \bar{d}^{(i)}} \tau_{j-1}\left[x_{1}, \ldots, x_{i-1}, x_{i}-p_{j}, x_{i+1}, \ldots, x_{k}\right]+w_{j} \cdot\left(\bar{d}^{(i-1)}+x_{i}\right)$.

- Theorem 4.4. $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ can be solved in $O\left(P^{2 k-2} \cdot k \cdot n\right)$ time, where $k$ is the number of different deadlines.

Proof. First, we guess for each $i \in[k-1]$ the time $t_{i}$ when the first job which is completed after $\bar{d}^{(i)}$ starts. Afterwards, we reduce the deadline $\bar{d}^{(i)}$ to $t_{i}$. This ensures that there will be no job starting before $\bar{d}^{(i)}$ and being completed after $\bar{d}^{(i)}$.

We order the jobs according to WSPT. The dynamic program contains a table $\tau_{j}$ for each $j \in\{0, \ldots, n\}$. Each such table contains an entry $\tau_{j}\left[x_{1}, \ldots, x_{n}\right]$ for $x_{i} \in\left\{0,1, \ldots, \bar{d}^{(i)}-\right.$ $\left.\bar{d}^{(i-1)}\right\}$ (where $\bar{d}^{(0)}:=0$ ). This entry contains the minimum weighted completion time of a $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying schedule. We now formally describe how these values can be computed.

Initialization. We set $\tau_{0}[0, \ldots, 0]:=0$ and $\tau_{0}\left[x_{1}, \ldots, x_{k}\right]:=\infty$ otherwise.
Update. Let $j \in[n]$ and assume that job $j$ has deadline $\bar{d}^{(i)}$. Then

$$
\tau_{j}\left[x_{1}, \ldots, x_{k}\right]:=\min _{\ell \in[i]}\left\{\tau_{j-1}\left[x_{1}, \ldots, x_{\ell-1}, x_{\ell}-p_{j}, x_{\ell+1}, \ldots, x_{k}\right]+w_{j} \cdot\left(\bar{d}^{(\ell-1)}+x_{\ell}\right)\right\}
$$

Optimal Solution. The optimal solution value is $\tau_{n}\left[\bar{d}^{(1)}, \bar{d}^{(2)}-\bar{d}^{(1)}, \bar{d}^{(3)}-\bar{d}^{(2)}, \bar{d}^{(4)}-\right.$ $\left.\bar{d}^{(3)}, \ldots, \bar{d}^{(k)}-\bar{d}^{(k-1)}\right]$. An optimal schedule can be found using backtracking.

Correctness. Clearly, $\tau_{0}\left[x_{1}, \ldots, x_{k}\right]$ equals the minimum weighted processing time of a $\left(0 ; x_{1}, \ldots, x_{k}\right)$-feasible schedule. Recall that we assume $\bar{d}^{(k)}=P$, so we have $\sum_{i=1}^{k}\left(\bar{d}^{(i)}-\right.$ $\left.\bar{d}^{(i-1)}\right)=P$. Because an optimal schedule has no idle time, the total processing time of jobs between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$ is precisely $\bar{d}^{(\ell)}-\bar{d}^{(\ell-1)}$. Thus, $\tau_{n}\left[\bar{d}^{(1)}, \bar{d}^{(2)}-\bar{d}^{(1)}, \bar{d}^{(3)}-\bar{d}^{(2)}, \bar{d}^{(4)}-\right.$ $\left.\bar{d}^{(3)}, \ldots, \bar{d}^{(k)}-\bar{d}^{(k-1)}\right]$ contains the value of an optimal solution (assuming correctness of the update step).

It remains to show that the update step is correct. Let $\sigma$ be a $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying schedule of minimum weighted processing time. Because no job starts before $\bar{d}^{(i)}$ and is completed after $\bar{d}^{(i)}$ as we adapted the deadlines to our initial guess, each job which is completed between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$ also starts between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$. Fix $\ell \in[k]$ such that job $j$ is completed in $\sigma$ between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$. Note that $\ell \leq i$ as $\sigma$ is feasible. As we process the jobs in WSPT order, we may assume by Lemma 4.3 that $j$ is the last job from $[j]$ which starts between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$. Then removing job $j$ results in a schedule
of jobs $1, \ldots, j-1$ where the processing time of jobs starting between $\bar{d}^{\left(\ell^{\prime}-1\right)}$ and $\bar{d}^{\left(\ell^{\prime}\right)}$ is exactly $x_{\ell^{\prime}}$ for $\ell^{\prime} \neq \ell$ and $x_{\ell}-p_{j}$ for $\ell^{\prime}=\ell$. Scheduling $j$ after all other jobs starting between $\bar{d}^{(\ell-1)}$ and $\bar{d}^{(\ell)}$ then results in a completion time of $\bar{d}^{(\ell)}+x_{\ell}$ for job $j$. The total weighted completion time of jobs $1, \ldots, j-1$ is at least $\tau_{j-1}\left[x_{1}, \ldots, x_{\ell-1}, x_{\ell}-p_{j}, x_{\ell+1}, \ldots, x_{k}\right]$. Consequently, a $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying schedule has weighted completion time at least $w_{j}\left(\bar{d}^{(\ell)}+x_{\ell}\right)+\tau_{j-1}\left[x_{1}, \ldots, x_{\ell-1}, x_{\ell}-p_{j}, x_{\ell+1}, \ldots, x_{k}\right] \geq \tau_{j}\left[x_{1}, \ldots, x_{k}\right]$.

It remains to show that an $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying schedule has weighted completion time at most $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$. For each $\ell \leq i$, combining the schedule from $\tau_{j}\left[x_{1}, \ldots, x_{\ell-1}, x_{\ell}-\right.$ $\left.p_{j}, x_{\ell+1}, x_{k}\right]$ with job $j$ scheduled at time $\bar{d}^{(\ell-1)}+x_{\ell}$ results in a schedule $\sigma_{\ell}$ with total weighted completion time $\tau_{j}\left[x_{1}, \ldots, x_{\ell-1}, x_{\ell}-p_{j}, x_{\ell+1}, x_{k}\right]+w_{j} \cdot\left(\bar{d}^{(\ell-1)}+x_{\ell}\right)$. Schedule $\sigma_{\ell}$ completes $j$ before its deadline as $\ell \leq i$ and $x_{\ell} \leq \bar{d}^{(\ell)}-\bar{d}^{(\ell-1)}$. Thus, $\sigma_{\ell}$ is $\left(j ; x_{1}, \ldots, x_{k}\right)$ obeying. Therefore, there is a $\left(j ; x_{1}, \ldots, x_{k}\right)$-obeying schedule with weighted completion time at most $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$.

Running Time. There are $O\left(P^{k-1}\right)$ many different guesses (for each $i \in[k-1]$, we guess one time $t_{i}$ ). For each guess, the dynamic programming table as described above contains $O\left(n \cdot P^{k}\right)$ many entries, each of which can be computed in $O(k)$ time. However, note that we only need to consider entries $\tau_{j}\left[x_{1}, \ldots, x_{k}\right]$ with $\sum_{\ell=1}^{k} x_{\ell}=\sum_{j^{\prime}=1}^{j} p_{j^{\prime}}$. Thus, for each combination of $j$ and $x_{1}, \ldots, x_{k-1}$, there is only one value of $x_{k}$ which we need to consider. This implies that it suffices to compute $O\left(n \cdot P^{k-1}\right)$ many entries of the dynamic programming table. Thus, the total running time is $O\left(k \cdot n \cdot P^{2 k-2}\right)$.

We remark that the ETH-based lower bound from Theorem 4.2 implies that the exponent is optimal up to a factor of $O(\log k)$.

## 5 Conclusion

We initiated the study of the parameterized complexity of scheduling problems with deadlines. While we arrived at a complete FPT-vs.-W[1]-hardness-vs.-XP-classification of $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ and $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ with respect to the number of different deadlines and the number of jobs with nontrivial deadline, there is still ample room for future work: For example, one might study other parameterizations not focusing on the deadlines such as the number of different processing times. Another direction would be to extend our study to further problems such as $1\left|\bar{d}_{j}\right| \sum T_{j}$. For this problem, one likely gets similar in Theorem 3.1 by modifying the reduction from [3] similar to Theorem 3.1, but it is unclear on whether a pseudopolynomialtime algorithm for a constant number of different deadlines exists. Lastly, we left open the approximability of both $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ and $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$ (note that $1\left|\mid \sum w_{j} U_{j}\right.$ admits an FPTAS [20]). Due to the strong NP-hardness of $1\left|\bar{d}_{j}\right| \sum w_{j} C_{j}$ and $1\left|\bar{d}_{j}\right| \sum w_{j} U_{j}$, both problems do not admit an FPTAS unless $\mathrm{P}=\mathrm{NP}$. However, the existence of a PTAS or a constant-factor approximation algorithm is open.
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#### Abstract

The twin-width of a graph measures its distance to co-graphs and generalizes classical width concepts such as tree-width or rank-width. Since its introduction in 2020 [13, 12], a mass of new results has appeared relating twin width to group theory, model theory, combinatorial optimization, and structural graph theory.

We take a detailed look at the interplay between the twin-width of a graph and the twin-width of its components under tree-structured decompositions: We prove that the twin-width of a graph is at most twice its strong tree-width, contrasting nicely with the result of [7, 6], which states that twin-width can be exponential in tree-width. Further, we employ the fundamental concept from structural graph theory of decomposing a graph into highly connected components, in order to obtain optimal linear bounds on the twin-width of a graph given the widths of its biconnected components. For triconnected components we obtain a linear upper bound if we add red edges to the components indicating the splits which led to the components. Extending this approach to quasi-4-connectivity, we obtain a quadratic upper bound. Finally, we investigate how the adhesion of a tree decomposition influences the twin-width of the decomposed graph.
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## 1 Introduction

Twin-width is a new graph parameter introduced in [13, 12]. Since its introduction it has gained considerable attention. The twin-width ${ }^{1}$ of a graph $G$, denoted by $\operatorname{tww}(G)$, is the minimum width over all contraction sequences of $G$ and a contraction sequence of $G$ is roughly defined as follows: we start with a discrete partition of the vertex set of $G$ into $n$ singletons where $n$ is the order of $G$. Now we perform a sequence of $n-1$ merges, where in each step of the sequence precisely two parts are merged causing the partition to become coarser, until eventually, we end up with just one part - the vertex set of $G$. Two parts of a partition of $V(G)$ are homogeneously connected if either all or none of the possible cross
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edges between the two parts are present in $G$. The red degree of a part is the number of other parts to which it is not homogeneously connected. Finally, the width of a contraction sequence is the maximum red degree amongst all parts of partitions arising when performing the sequence.

In $[13,12]$ the authors show that twin-width generalizes other width parameters such as rank-width, and, hence also clique-width and tree-width. Furthermore, given a graph $H$, the class of H -minor free graphs has bounded twin-width and FO-model checking is FPT on classes of bounded twin-width, see [13, 12]. Many combinatorial problems which are NP-hard in general allow for improved algorithms if the twin-width of the input graph is bounded from above and the graph is given together with a width-minimal contraction sequence $[9,8]$.

Motivation. To decompose a graph into smaller components and estimate a certain parameter of the original graph from the parameters of its components is an indispensable approach of structural graph theory, which serves in taming branch-and-bound trees as well as for theoretical considerations because it allows for stronger assumptions (i.e., high connectivity) on the considered graphs. There are various ways to decompose a graph, e.g., bi-, tri-, or quasi-4-connected components, tree decompositions of small adhesion (the maximum cardinality of the intersection of to adjacent bags), modular decomposition, or decomposition into the factors of a graph product.

So far there is no detailed analysis of the relation between the twin-width of a graph and the twin-width of its biconnected, triconnected, or quasi-4-connected components. The only result towards ( $k$-)connected components is the basic observation that the twin-width of a graph is obviously the maximum over the twin-width over its (1-connected) components. While there already exists a strong analysis of the interplay of tree-width and twin-width (cf. $[19,20]$ ), it is still open how twin-width behaves with respect to the adhesion of a given tree decomposition, which can be significantly smaller than the tree-width of a graph (as an example, consider a graph whose biconnected components are large cliques - the adhesion is 1 whereas the tree-width is the maximum clique size). Further, there exist many variants of tree-width, for example, strong tree-width $[23,16]$ for which the interplay with twin-width has not yet been discussed in the literature.

Our results. We prove the following bound on the twin-width of a graph:

- Theorem 1. If $G$ is a graph of strong tree-width $k$, then

$$
\operatorname{tww}(G) \leq \frac{3}{2} k+1+\frac{1}{2}(\sqrt{k+\ln k}+\sqrt{k}+2 \ln k)
$$

This is a strong contrast to the result of $[7,6]$ that twin-width can be exponential in tree-width. We further provide a class of graphs which asymptotically satisfies that the twin-width equals the strong tree-width. Further, we investigate how to bound the twin-width of a graph in terms of the twin-width of its highly connected components starting with biconnected components.

- Theorem 2. If $G$ is a graph with biconnected components $C_{1}, C_{2} \ldots, C_{\ell}$, then
$\max _{i \in[\ell]} \operatorname{tww}\left(C_{i}\right) \leq \operatorname{tww}(G) \leq \max _{i \in[\ell]} \operatorname{tww}\left(C_{i}\right)+2$.
Next, we consider decompositions into triconnected components:
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- Theorem 3. Let $C_{1}, C_{2}, \ldots, C_{\ell}$ be the triconnected components of a biconnected graph $G$. For $i \in[\ell]$ we construct a trigraph $\bar{C}_{i}$ from $C_{i}$ as follows: all virtual edges ${ }^{2}$ of $C_{i}$ are colored red and all other edges remain black. If $C_{i}$ contains parallel edges, then we remove all but one of the parallel edges such that the remaining edge is red whenever one of the parallel edges was red. Then

$$
\operatorname{tww}(G) \leq \max \left(8 \max _{i \in[\ell]} \operatorname{tww}\left(\bar{C}_{i}\right)+6,18\right)
$$

Similarly clean decompositions into $k$-connected graphs with $k>3$ cannot exist [14, 15]; but we move on one more step and consider the twin-width of a graph with respect to its quasi- 4 connected components, introduced by [14, 15].

- Theorem 4. Let $G$ be a triconnected graph with quasi-4-connected components $C_{1}, C_{2}, \ldots, C_{\ell}$.

1. For $i \in[\ell]$ we construct a trigraph $\widehat{C}_{i}$ by adding for every 3-separator $S$ in $C_{i}$ along which $G$ was split a vertex $v_{S}$ which we connect via red edges to all vertices in $S$. Then

$$
\operatorname{tww}(G) \leq \max \left(8 \max _{i \in[\ell]} \operatorname{tww}\left(\widehat{C}_{i}\right)+14,70\right)
$$

2. For $i \in[\ell]$, we construct a trigraph $\bar{C}_{i}$ by coloring all edges in 3-separators in $C_{i}$ along which $G$ was split red. Then

$$
\operatorname{tww}(G) \leq \max \left(4 \max _{i \in[\ell]}\left(\operatorname{tww}\left(\bar{C}_{i}\right)^{2}+\operatorname{tww}\left(\bar{C}_{i}\right)\right)+14,70\right)
$$

For the general case of tree decompositions of bounded adhesion, we get the following:

- Theorem 5. For every $k \in \mathbb{N}$ there exist explicit constants $D_{k}$ and $D_{k}^{\prime}$ such that for every graph $G$ with a tree decomposition of adhesion $k$ and parts $P_{1}, P_{2}, \ldots, P_{\ell}$, the following statements are satisfied:

1. For each $P_{i}$, we construct a trigraph $\widehat{P}_{i}$ by adding for each adhesion set $S$ in $P_{i}$ a new vertex $v_{S}$ which we connect via red edges to all vertices in $S$. Then

$$
\operatorname{tww}(G) \leq 2^{k} \max _{i \in[\ell]} \operatorname{tww}\left(\widehat{P}_{i}\right)+D_{k}
$$

2. Assume $k \geq 3$. For each $P_{i}$, we construct the torso $\bar{P}_{i}$ by completing every adhesion set in $P_{i}$ to a red clique. Then

$$
\operatorname{tww}(G) \leq \frac{2^{k}}{(k-1)!} \max _{i \in[\ell]} \operatorname{tww}\left(\bar{P}_{i}\right)^{k-1}+D_{k}^{\prime} .
$$

Finally, we refine the result of $[19,20]$, where the authors bound the twin-width of a graph given its tree-width.

- Theorem 6. Let $G$ be a graph with a tree decomposition of width $w$ and adhesion $k$. Then $\operatorname{tww}(G) \leq 3 \cdot 2^{k-1}+\max (w-k-2,0)$.

[^37]Bounding the red degree of decomposition trees. The underlying structure of all the decompositions that we consider in this paper is a tree. We generalize the optimal contraction sequence (cf. [3, 2]) for trees which works as follows: choose a root for the tree. If possible, choose two sibling leaves and contract them (which implies a red edge from the new vertex to its parent). Whenever a parent is joined to two of its leaf-children via red edges, these two children are merged. This ensures that the red degree of any parent throughout the whole sequence never exceeds 2 . If there are no sibling leaves, then choose a leaf of highest distance to the root and contract it with its parent. This yields a red edge between the new merged vertex and the former grandparent. Repeat this until we end up with a singleton. We preserve this idea in our proofs to ensure that at no point in time three distinct bag-siblings contribute to the red degree of the vertices in their parent bag.

Further related work. A standard reference on tree-width is [5]. For the basics on graph connectivity and decomposition we refer text books on graph theory such as [24]. The twin-width of a graph given the twin-width of its modular decomposition factors (and in particular, also the twin-width given the width of the factors of a lexicographical product) already has been investigated in [11, 10]. In contrast to the linear-time solvable tree-width decision problem [4] (for a fixed $k$ : is the tree-width of the input graph at most $k$ ?), deciding whether the twin-width of a graph is at most 4 is already NP-complete [3, 2]. The twin-width of a graph in terms of its biconnected components has already been considered in [21], where the author obtains a slightly weaker upper bound than Theorem 2.

Organization of the paper. We provide the preliminaries in Section 2. Our results on strong tree-width can be found in Section 3. In Section 4 we prove new bounds on the twin-width of a graph given the twin-widths of its highly connected components, and, we generalize our approach to graphs which allow for a tree-decomposition of small adhesion. Due to space limitations, some of the proofs are omitted. We refer to [17] for the full version of this paper.

## 2 Preliminaries

For a natural number $n$, we denote by $[n]$ the $n$-element set $\{1, \ldots, n\}$. For a set $A$, we write $\mathcal{P}(A)$ for the power set of $A$. For a natural number $k \leq|A|$, we write $\binom{A}{k}$ for the set of $k$-element subsets of $A$.

Graphs and trigraphs. All graphs in this paper are finite, undirected and contain no loops. For a graph $G$, we denote its vertex set by $V(G)$ and its edge set by $E(G)$. We write $|G|:=|V(G)|$ for the order of $G$.

A trigraph is an undirected, edge-colored graph $G$ with disjoint sets $E(G)$ of black edges and $R(G)$ of red edges. We can interpret every graph as a trigraph by setting $R(G)=\emptyset$. For a vertex subset $A$ of a trigraph $G$, we denote by $G[A]$ the subgraph induced on $A$ and by $G-A$ the subgraph induced on $V(G) \backslash A$. For a vertex $v \in V(G)$, we also write $G-v$ instead of $G-\{v\}$. If $G$ is a graph, then the degree of a vertex $v \in V(G)$ is denoted by $d_{G}(v)$ (or $d(v)$ if $G$ is clear from context). For trigraphs, we write red-deg ${ }_{G}(v)$ for the red degree of $v$, i.e., the degree of $v$ in the graph $(V(G), R(G))$. We write $\Delta(G)$ or $\Delta_{\text {red }}(G)$ for the maximum (red) degree of a (tri-)graph $G$.

A multigraph is a graph where we allow multiple edges between each pair of vertices.

Twin-width. Let $G$ be a trigraph and $x, y \in V(G)$ two distinct, not necessarily adjacent vertices of $G$. We contract $x$ and $y$ by merging the two vertices to a common vertex $z$, leaving all edges not incident to $x$ or $y$ unchanged, connecting $z$ via a black edge to all common black neighbors of $x$ and $y$, and via a red edge to all red neighbors of $x$ or $y$ and to all vertices which are connected to precisely one of $x$ and $y$. We denote the resulting trigraph by $G / x y$. A partial contraction sequence of $G$ is a sequence of trigraphs $\left(G_{i}\right)_{i \in[k]}$ where $G_{1}=G$ and $G_{i+1}$ can be obtained from $G_{i}$ by contracting two distinct vertices $x_{i}, y_{i} \in V\left(G_{i}\right)$. By abuse of notation, we also call the sequence $\left(x_{i} y_{i}\right)_{i<|G|}$ of contraction pairs a partial contraction sequence. The width of a partial contraction sequence is the maximal red degree of all graphs $G_{1}, \ldots, G_{k}$. If the width of a sequence is at most $d$, we call it a $d$-contraction sequence. A (complete) contraction sequence is a partial contraction sequence whose final trigraph is the singleton graph on one vertex. The minimum width over all complete contraction sequences of $G$ is called the twin-width of $G$ and is denoted by tww $(G)$. We often identify a vertex $v \in V(G)$ with the vertices in the graphs $G_{i}$ that $v$ gets contracted to and sets of vertices with the sets of vertices they get contracted to.

Twin-width has many nice structural properties. For example, it is monotone with respect to induced subgraphs: for every induced subgraph $H \subseteq G$ it holds that $\operatorname{tww}(H) \leq \operatorname{tww}(G)$. Moreover, the twin-width of a disconnected graph is just the maximum twin-width of its connected components.

Tree decompositions and tree-width. Let $G$ be a graph. A tree decomposition of $G$ is a pair $\mathcal{T}=\left(T,\left\{B_{i}: i \in V(T)\right\}\right)$ consisting of a tree $T$ and a family $\left(B_{i}\right)_{i \in V(T)}$ of subsets of $V(G)$, called bags satisfying the following conditions

1. every vertex of $G$ is contained in some bag,
2. for every vertex $v \in V(G)$, the set of tree vertices $i \in V(T)$ such that $v \in B_{i}$ forms a subtree of $T$,
3. for every edge $e \in E(G)$, there exists some bag which contains both endpoints of $e$.

The subgraphs $G\left[B_{i}\right]$ are called the parts of the tree decomposition. The width of a treedecomposition is $\max _{i \in V(T)}\left|B_{i}\right|-1$ and the minimum width over all tree decompositions of $G$ is the tree-width of $G$ and is denoted by $\operatorname{tw}(G)$.

For an edge $i j \in E(T)$, the sets $B_{i} \cap B_{j}$ are the adhesion sets or separators of $\mathcal{T}$ and the maximal size of an adhesion set is the adhesion of $\mathcal{T}$. The graphs obtained from a part $G\left[B_{i}\right]$ by completing all adhesion sets $B_{i} \cap B_{j}$ to cliques is called the torso of $G\left[B_{i}\right]$.

Strong tree-width. Strong tree-width, which is also called tree-partition width, is a graph parameter independently introduced by [23] and [16]. A strong tree decomposition of a graph $G$ is a tuple $\left(T,\left\{B_{i}: i \in V(T)\right\}\right)$ where $T$ is a tree and $\left\{B_{i}: i \in V(T)\right\}$ is a set of pairwise disjoint subsets of $V(G)$, one for each node of $T$ such that

1. $V(G)=\bigcup_{i \in V(T)} B_{i}$ and
2. for every edge $u v$ of $G$ there either exists a node $i \in V(T)$ such that $\{u, v\} \subseteq B_{i}$ or there exist two adjacent nodes $i$ and $j$ in $T$ with $u \in B_{i}$ and $v \in B_{j}$.
The sets $B_{i}$ are called bags and $\max _{i \in V(T)}\left|B_{i}\right|$ is the width of the decomposition. The minimum width over all strong tree decompositions of $G$ is the strong tree-width $\operatorname{stw}(G)$ of $G$.

The strong tree-width of a graph is bounded in its tree-width via $\operatorname{tw}(G) \leq 2 \operatorname{stw}(G)-1$, see [25]. In the other direction, there is no bound: the strong-tree width of a graph is unbounded in its tree-width [25]. However, it holds that $\operatorname{stw}(G) \in O(\Delta(G) \cdot \operatorname{tw}(G))$, see [25]. Thus, for graphs of bounded degree, the two width notions are linearly equivalent.

- Remark 7. In general, the strong tree-width is unbounded in the twin-width of a graph. For example, consider a complete graph on $2 n$ vertices. A width-minimal strong tree decomposition of this graph has two bags, each containing $n$ vertices. However the twinwidth of a complete graph is 0 .

Highly connected components. A cut vertex of a graph $G$ is a vertex $v \in V(G)$ such that $G-v$ contains more connected components that $G$. A maximal connected subgraph of $G$ that has no cut vertex is a biconnected components of $G$. The block-cut-tree of $G$ is a bipartite graph where one part is the set of biconnected components of $G$ and the other part is the set of cut vertices of $G$ and a biconnected component is joined to a cut vertex precisely if the vertex is contained in the" component. This graph is a forest, and even a tree if $G$ is connected [24]. If we choose a biconnected component as a root of this tree, we can restrict this tree structure to a tree structure on the biconnected components of $G$. Thus, the decomposition of a graph into biconnected components can also be phrased as follows:

- Theorem 8 (see [24]). For every connected graph $G$, there exists a tree decomposition $\mathcal{T}$ of $G$ such that $\mathcal{T}$ has adhesion at most 1 , and every part is either 2 -connected or a complete graph of order 2. Moreover, the set of bags of this tree decomposition is isomorphism-invariant.

Similarly, by splitting a graph at certain separators of size at most 2, we obtain the following:

- Theorem 9 ([18]). For every 2-connected graph, there exists a tree decomposition $\mathcal{T}$ of $G$ such that $\mathcal{T}$ has adhesion at most 2 , and the torso of every bag is either 3-connected, a cycle, or a complete graph of order 2. Moreover, the set of bags of this tree decomposition is isomorphism-invariant.

The triconnected components of $G$ are multigraphs constructed from the torsos of this tree decomposition. In this work, these multigraphs are not important and we also call the torsos themselves triconnected components.

A similarly clean decomposition into 4-connected components arranged in a tree-like fashion does not exist $[14,15]$. This motivated Grohe to introduce the notion of quasi4 -connectivity [14, 15]: A graph $G$ is called quasi-4-connected if it is 3 -connected and all 3 -separators split off at most a single vertex. That is, for every separator $S$ of size 3 , the graph $G-S$ splits into exactly two connected components, at least one of which consists of a single vertex. The prime example of quasi-4-connected graphs which are not 4-connected are hexagonal grids. For quasi-4-connectivity, we once again get a tree-like decomposition into components:

- Theorem 10 ([14, 15]). For every 3 -connected graph $G$, there exists a tree decomposition $\mathcal{T}$ of $G$ such that $\mathcal{T}$ has adhesion at most 3 , and the torso of every bag is either quasi-4-connected or of size at most 4 .

The torsos of this tree decomposition are called quasi-4-connected components of $G$.

## 3 Twin-width of graphs of bounded strong tree-width

- Theorem 1. If $G$ is a graph of strong tree-width $k$, then

$$
\operatorname{tww}(G) \leq \frac{3}{2} k+1+\frac{1}{2}(\sqrt{k+\ln k}+\sqrt{k}+2 \ln k)
$$

Proof. For a graph $H$ and a vertex subset $U \subseteq V(H)$ a partial contraction sequence $s$ of $H$ is a $U$-contraction sequence if only vertices of $U$ are involved in the contractions in $s$ and $s$ is of length $|U|$, that is, performing all contractions of $s$ yields a partition of $V(H)$ where $U$ forms one part and the rest of the parts are singletons. We denote the minimum width over all $U$-contraction sequences of $H$ by $\operatorname{tww}_{U}(H)$.

Let $\mathcal{T}=\left(T,\left\{B_{i}: i \in V(T)\right\}\right)$ be a strong tree decomposition of $G$ of width $k$. Fix $r \in V(T)$ and consider $T$ to be a rooted tree with root $r$ from now on. If a bag $B_{i}$ contains only one vertex $v$, then we set $v_{i}:=v$. We label all nodes $i$ of $T$ with $\left|B_{i}\right|=1$ as merged. All other nodes of $T$ are labeled as unmerged. A node $p$ of $T$ is a leaf-parent if all of its children are leaves. If $B_{i}$ is a bag of $\mathcal{T}$, then contracting $B_{i}$ means to apply a width-minimal $B_{i}$-contraction sequence and then relabel $i$ as merged. After a contraction of two vertices $u$ and $v$ to a new vertex $x$ we update the strong tree decomposition $\mathcal{T}$, that is, if $u$ and $v$ were contained in the same bag, then we simply replace $u$ and $v$ by $x$. If, otherwise, $u$ and $v$ are

Algorithm $1 \operatorname{Contract}\left(G, \mathcal{T}=\left(T,\left\{B_{i}, i \in V(T)\right\}\right)\right)$.

## while $|V(T)| \geq 2$ do

Choose a leaf $\ell$ which maximizes the distance to $r$ if the parent $p$ of $\ell$ has two merged children $\ell_{1}, \ell_{2}$, then contract $v_{\ell_{1}}$ with $v_{\ell_{2}}$, update $\mathcal{T}$ if $\ell$ is the only child of its parent $p$ and $\ell$ is merged, then contract $B_{p}$ and denote the resulting vertex $b_{p}$, contract $b_{p}$ with $v_{\ell}$, update $\mathcal{T}$ if amongst $\ell$ and its siblings there is an unmerged leaf $\ell^{\prime}$ and at most one merged leaf, then contract $B_{\ell^{\prime}}$, update $\mathcal{T}$

Apply a width-minimal contraction sequence to the remaining graph.
contained in adjacent bags, then we remove $u$ and $v$ from its bags and insert $x$ to the bag which is closer to the root. If this causes an empty bag, we remove the bag as well as the corresponding tree-vertex. Observe that updating preserves the strong tree-width. We claim that the algorithm Contract merges $G$ into a single vertex via a contraction sequence of the required width.

First, we check that that the algorithm terminates. Observe that the root $r$ is not part of any of the contractions in the while-loop. In particular, as long as the loop is executed, there exists at least one leaf-parent. In every iteration of the loop at least one of the if-conditions is satisfied and hence, $|V(G)|$ shrinks with every iteration, which proves that the algorithm terminates with a singleton graph, that is, it provides a contraction sequence.

It remains to bound the width of the sequence. For $a \in \mathbb{N}$ we set $f(a):=(a+\sqrt{a+\ln a}+$ $\sqrt{a}+2 \ln a) / 2$. We will exploit the result of $[19,20]$ that an $a$-vertex graph has twin-width at most $f(a)$.

Let $\left(G_{i}\right)_{i \leq|G|}$ be the contraction obtained by the algorithm. Fix $i \in[|G|]$ and $v \in G_{i}$ and let $\mathcal{T}_{i}=\left(T_{i}, \mathcal{B}_{i}\right)$ be the strong tree decomposition corresponding to $G_{i}$ and $B_{j}$ the bag containing $v$ in $\mathcal{T}$.

If $j$ is neither a leaf, nor in a leaf-parent, nor the parent of a leaf-parent in $T_{i}$, then red-deg $(v)=0$.

Assume that $j$ is a leaf of $T_{i}$, then all red edges incident to $v$ are either internal edges of $B_{j}$ or joining $v$ with a vertex of $B_{p}$ where $p$ is the parent of $j$ in $T_{i}$. Since $\operatorname{stw}(G) \leq k$ there are at most $k$ red edges of the latter form. Internal red edges of a bag may only arise during a the contraction of this leaf-bag in Line 10. Since the corresponding partial contraction sequence is chosen to be width-minimal and by the bound of [19, 20] we obtain that red-deg $G_{G_{i}}(v) \leq k+f(k)$.

Now assume that $j$ is a leaf-parent in $T_{i}$. If the bag $B_{j}$ of $\mathcal{T}_{i}$ was already contained in $\mathcal{T}$, then there are no internal red edges in $B_{j}$ and the only red edges incident to $v$ are incident to the vertices of precisely one leaf-bag, or, to the vertices of precisely two leaf-bags one of which is merged. In each of the two cases, the red degree of $v$ in $G_{i}$ is bounded by $k+1$. Otherwise $B_{j}$ is obtained during the contraction in Line 6 . In this case, $j$ has precisely one child $\ell$ in $T_{i}$ and $\ell$ is merged. Hence, $j$ has at most $k+f(k)+1$ red neighbors.

Finally, assume that $j$ is neither a leaf nor a leaf-parent but parent of a leaf-parent in $T_{i}$. Let $j_{1}, \ldots, j_{h}$ be the children of $j$ in $T_{i}$. Observe that there are at most two children of $j$, say, $j_{1}$ and $j_{2}$ such that $v$ is joined to vertices of the corresponding bags and there are no internal red edges in $B_{j}$. The only red edges incident to $v$ are arsing during the contraction of $B_{j_{1}}$ or $B_{j_{2}}$ in Line 6 . Since first, one of the two children is contracted to one vertex before any contraction in the other bag happens, the red degree of $v$ is bounded by $k+1$.

- Lemma 11. There exists a family of graphs $\left(H_{n}\right)_{n \in \mathbb{N}}$ such that $\lim _{n \rightarrow \infty} \frac{\operatorname{tww}\left(H_{n}\right)}{\operatorname{stw}\left(H_{n}\right)} \geq 1$.

Proof. For each $n \in \mathbb{N}$ let $H_{n}$ be the $n$-th Paley graph. Fix $n \in \mathbb{N}$. It is known that $\operatorname{tww}\left(H_{n}\right)=\frac{\left|V\left(H_{n}\right)\right|-1}{2}$, see [19, 20]. By distributing the vertices of $H_{n}$ to two bags, one of cardinality $\frac{\left|V\left(H_{n}\right)\right|+1}{2}$, the other one of cardinality $\frac{\left|V\left(H_{n}\right)\right|-1}{2}$, we obtain a strong tree decomposition of $H_{n}$ of width $\frac{\left|V\left(H_{n}\right)\right|+1}{2}$.

## 4 Twin-width of graphs with small separators

### 4.1 Biconnected components

We start our investigation of graphs of small adhesion by proving a bound on the twin-width of graphs in terms of the twin-width of their biconnected components. This proof contains many of the ideas we will generalize later to deal with tri- and quasi-4-connected components as well as general graphs with a tree decomposition of bounded adhesion.

The main obstacle to constructing contraction sequences of a graph from contraction sequences of its biconnected components is that naively contracting one component might increase the red degree of the incident cut vertices in the neighboring components arbitrarily. Thus, we need to find contraction sequences of the biconnected components not involving the incident cut vertices.

Let $G$ be a trigraph and $\mathcal{P}$ be a partition of $G$. Denote by $G / \mathcal{P}$ the trigraph obtained from $G$ by contracting each part of $\mathcal{P}$ into a single vertex. For a vertex $v \in V(G)$ we denote by $\mathcal{P}(v)$ the part of $\mathcal{P}$ that contains $v$. If $\mathcal{P}(v) \neq\{v\}$, then we obtain a refined partition $\mathcal{P}_{v}$ by replacing $\mathcal{P}(v)$ in $\mathcal{P}$ by the two parts $\mathcal{P}(v)$ and $\{v\}$. Otherwise, we set $\mathcal{P}_{v}=\mathcal{P}$. Since $G / \mathcal{P}$ can be obtained from $G / \mathcal{P}_{v}$ by at most one contraction, and one contraction of a trigraph reduces the maximum red degree by at most 1 we have

$$
\begin{equation*}
\Delta_{\mathrm{red}}\left(G / \mathcal{P}_{v}\right) \leq \Delta_{\mathrm{red}}(G / \mathcal{P})+1 \tag{1}
\end{equation*}
$$

- Lemma 12. For every trigraph $G$ and every vertex $v \in V(G)$,

$$
\operatorname{tww}_{V(G-v)}(G) \leq \operatorname{tww}(G)+1
$$

Proof. Let $\left(\mathcal{P}^{(i)}\right)_{i \in[|G|]}$ be a sequence of partitions corresponding to a width-minimal contraction sequence of $G$. Further, let $j$ be the maximal index with $\{v\} \in \mathcal{P}^{(j)}$. Then $\left(\mathcal{P}^{(i)}\right)_{i \in[j]}$ is a partial tww $(G)$-contraction sequence which does not involve $v$, and by (1) the sequence $\left(\mathcal{P}_{v}^{(i)}\right)_{i \in[|G|] \backslash[j+1]}$ is a partial $(\operatorname{tww}(G)+1)$-contraction sequence which contracts the resulting trigraph until $v$ and one further vertex remain. Combining these two sequences yields the claim.

- Theorem 2. If $G$ is a graph with biconnected components $C_{1}, C_{2} \ldots, C_{\ell}$, then

$$
\max _{i \in[\ell]} \operatorname{tww}\left(C_{i}\right) \leq \operatorname{tww}(G) \leq \max _{i \in[\ell]} \operatorname{tww}\left(C_{i}\right)+2
$$

Proof. The lower bound follows from the fact that all biconnected components are induced subgraphs of $G$ together with the monotonicity of twin-width.

For the upper bound we may assume that $G$ is connected since the twin-width of a disconnected graph is the maximum twin-width of its connected components [13, 12]. Consider the block-cut-tree of $G$, i.e., the tree $T$ whose vertex set is the union of the biconnected components of $G$ and the cut vertices of $G$, where every cut vertex joined to precisely those biconnected components containing it. In particular, the biconnected components and the cut vertices form a bipartition of $T$.

We choose a cut vertex $r$ as a root of $T$. For every biconnected components $C \in V(T)$, we let $v_{C}$ be the parent of $C$ in $T$.

To make our argument simpler, let $\widehat{G}$ be the graph obtained from $G$ by joining a new vertex $r_{v}$ to every vertex $v \in V(G)$ via a red edge. Similarly, for a biconnected component $C$, we let $\widehat{C}$ be the graph obtained from $C$ by attaching a new vertex $r_{v}$ to every vertex $v$ of $C$. For each cut vertex $c$, we let $\widehat{G}_{c}$ be the graph induced by $\widehat{G}$ on the union of all blocks in the subtree $T_{c}$ of $T$ rooted at $c$ together with all vertices $r_{v}$ adjacent to these blocks.

We show that $\operatorname{tww}(\widehat{G}) \leq \max _{i \in[\ell]} \operatorname{tww}\left(C_{i}\right)+2$. The claim then follows since $G$ is an induced subgraph of $\widehat{G}$.
$\triangleright$ Claim 13. For every biconnected component $C$ of $G$,

$$
\operatorname{tww}_{V\left(\widehat{C}-v_{C}\right)}(\widehat{C}) \leq \operatorname{tww}(C)+2
$$

Proof of the Claim. By applying Lemma 12 to $C$ and $v_{C}$, we find a $V\left(C-v_{C}\right)$-contraction sequence $S$ of $C$ of width at most $\operatorname{tww}(C)+1$. We show how this contraction sequence can be adapted to also contract the vertices $r_{v}$ for all cut vertices $v$ incident to $C$. Indeed, before every contraction $v w$ of $S$, we insert the contraction of $r_{v}$ and $r_{w}$. This keeps the invariant that we never contract a vertex from $C$ with a vertex $r_{v}$, and further, every vertex of $C$ is incident to at most one vertex $r_{v}$ (or a contraction of those vertices). Moreover, the red degree among the vertices $r_{v}$ also stays bounded by 2 . The entire partial contraction sequence constructed so far thus has width at most tww $(C)+2$.

After applying this sequence, we end up with at most four vertices: $v_{C}, r_{v_{C}}$, the contraction of $C-v_{C}$ and the contraction of all vertices $r_{v}$ for vertices $v \neq v_{C}$. As $r_{v_{C}}$ is only connected to $v_{C}$ and the contraction of all other vertices $r_{v}$ is not connected to $v_{C}$, these four vertices form a path of length four. Thus, the contraction sequence can be completed with trigraphs of width at most 2 .

Now, consider again the whole graph $\widehat{G}$ and choose a leaf block $C$ of $T$. We can apply the partial contraction sequence given by the previous claim to $\hat{C}$ in $\hat{G}$. Because we never contract $v_{C}$ with any other vertex, this does not create red edges anywhere besides inside $\hat{C}$. Thus, it is still a partial $(\operatorname{tww}(C)+2)$-contraction sequence of $\widehat{G}$. Moreover, the resulting trigraph is isomorphic to $\widehat{G}-V\left(\widehat{C}-v_{C}\right)$, i.e., the graph obtained from $\widehat{G}$ by just removing the biconnected component $C$ (but leaving the cut vertex $v_{C}$ ). By iterating this, we can remove all biconnected components one after the other using width at most max $\operatorname{male[\ell ]}^{\operatorname{tww}}\left(C_{i}\right)+2$. Finally, we end up with just two vertices: The root cut vertex $r$, together with its red neighbor $r_{r}$, which we can simply contract.

Note that the bounds in Theorem 2 are sharp even on the class of trees: the biconnected components of a tree are just its edges which have twin-width 0 . As there are trees both of twin-width 0 and of twin-width 2 , both the upper and the lower bound can be obtained.

- Corollary 14. Let $\mathcal{C}$ be a graph class closed under taking biconnected components. Then $\mathcal{C}$ has bounded twin-width if and only if the subclass of 2-connected graphs in $\mathcal{C}$ has.

Moreover, Theorem 2 also reduces the algorithmic problem of computing or approximating the twin-width of a graph to within some factor to the corresponding problem on biconnected graphs.

### 4.2 Apices and contractions respecting subsets

To deal with adhesion sets of size at least 2, it no longer suffices to find contraction sequences of the parts that just don't contract vertices in the adhesion sets. Indeed, as those vertices can appear parts corresponding to a subtree of unbounded depth, this could create an unbounded number of red edges incident to vertices in adhesion sets. Instead, we want contraction sequences that create no red edges incident to any vertices of adhesion sets.

For a trigraph $G$ and a set of vertices $A \subseteq V(G)$ of red degree 0 , we say that a partial sequence of $d$-contractions $G=G_{0}, G_{1}, \ldots, G_{\ell}$ respects $A$ if $G_{i}[A]=G[A]$ and $\operatorname{red}-\operatorname{deg}_{G_{i}}(a)=0$ for all $i \leq \ell$ and $a \in A$. Thus, for every contraction $x y$ in the sequence, we have $x, y \notin A$ and $N(x) \cap A=N(y) \cap A$, which implies that the vertices in $A$ are not incident to any red edges all along the sequence.

A complete $d$-contraction sequence respecting $A$ is a sequence of $d$-contractions that respects $A$ of maximal length, i.e., one whose resulting trigraph $G_{\ell}$ does not allow a further contraction respecting $A$. This is equivalent to no two vertices in $V\left(G_{\ell}\right) \backslash A$ having the same neighborhood in $A$. In particular, a complete contraction sequence respecting $A$ leaves at most $2^{|A|}$ vertices besides $A$.

We write $\operatorname{tww}(G, A)$ for the minimal $d$ such that there exists a complete $d$-contraction sequence respecting $A$. For a single vertex $v \in V(G)$, we also write $\operatorname{tww}(G, v)$ for $\operatorname{tww}(G,\{v\})$. Note that $\operatorname{tww}(G)=\operatorname{tww}(G, \emptyset)$.

It was proven in $[13,12$, Theorem 2] that adding a single apex to a graph of twin-width $d$ raises the twin-width to at most $2 d+2$. The proof given there readily works in our setting without any modifications.

- Theorem 15. Let $G$ be a trigraph, $v \in V(G)$ a vertex not incident to any red edges and $A \subseteq V(G) \backslash\{v\}$ a set of vertices. Then

$$
\operatorname{tww}(G, A \cup\{v\}) \leq 2 \operatorname{tww}(G-v, A)+2
$$

- Corollary 16. Let $G$ be a trigraph and $A \subseteq V(G)$ a subset of vertices with red-deg $(a)=0$ for all vertices $a \in A$. Then

$$
\operatorname{tww}(G, A) \leq 2^{|A|} \operatorname{tww}(G)+2^{|A|+1}-2
$$

### 4.3 Tree decompositions of small adhesion

We are now ready to generalize the linear bound on the twin-width of a graph in terms of its biconnected components to allow for larger separators of bounded size. This is most easily expressed in terms of tree decompositions of bounded adhesion.

In all of the following two sections, let $G$ be a graph, $\mathcal{T}=\left((T, r),\left\{B_{t}: t \in V(T)\right\}\right)$ a rooted tree decomposition with adhesion $k \geq 1$.

For a vertex $t \in V(T)$, we write $P_{t}:=G\left[B_{t}\right]$ for the part associated to $t$. For a vertex $t \in V(T)$ with parent $s \in V(T)$ we write $S_{t}:=B_{t} \cap B_{s}$ and call $S_{t}$ the parent separator of $P_{t}$ or a child separator of $P_{s}$. Moreover, we set $S_{r}:=\emptyset$ to be the root separator. For a tree vertex $t \in V(T)$, we write $T_{t}$ for the subtree of $T$ with root $t, G_{t}:=G\left[\bigcup_{s \in V\left(T_{t}\right)} B_{s}\right]$ for the corresponding subgraph and $\mathcal{T}_{t}$ for the corresponding tree decomposition of $G_{t}$.

We can assume w.l.o.g. that every two vertices $s, t \in V(T)$ with $S_{s}=S_{t}$ are siblings. Indeed, if they are not, let $s^{\prime}$ be a highest vertex in the tree with parent separator $S_{s}$ and construct another tree decomposition by attaching all vertices $t$ with $S_{t}=S_{s}$ directly to the parent of $s^{\prime}$ instead of their old parent. By repeating this procedure if necessary, we obtain the required property.

For a vertex $t \in T$ with children $c_{1}, \ldots, c_{\ell}$, we set $N_{c_{i}}:=\left\{N(v) \cap S_{c_{i}}: v \in V\left(G_{c_{i}}\right) \backslash S_{c_{i}}\right\}$ to be the set of (possibly empty) neighborhoods that vertices in $G_{c_{i}}-S_{c_{i}}$ have in the separator $S_{c_{i}}$ (and thus in $P_{t}$ ). We now define a trigraph $\widetilde{P}_{t}$ with vertex set

$$
V\left(\widetilde{P}_{t}\right):=V\left(P_{t}\right) \dot{\cup}\left\{s_{M}^{c_{i}}: i \in[\ell], M \in N_{c_{i}}\right\} .
$$

We will often abuse notation and also denote the set $\left\{s_{M}^{c_{i}}: M \in N_{c_{i}}\right\}$ by $N_{c_{i}}$.
We define the edge set of $\widetilde{P}_{t}$ such that

1. $\widetilde{P}_{t}\left[V\left(P_{t}\right)\right]=P_{t}$,
2. $\widetilde{P}_{t}\left[N_{c_{i}}\right]$ is a red clique for every $i$,
3. $s_{M}^{c_{i}}$ is connected via black edges to all vertices in $M$,
and there are no further red or black edges. Note that in $\widetilde{P}_{t}$, there are no red edges incident to any vertices in $P_{t}$ and thus in particular not to any vertices in $S_{t}$. A drawing of the gadget attached to $S_{c_{i}}$ in $\widetilde{P}_{t}$ in comparison with the simpler gadgets we will reduce to later can be seen in Figure 1.

- Lemma 17. Let $G$ and $\mathcal{T}$ be as above. For every $t \in V(T)$, it holds that

$$
\operatorname{tww}\left(G_{t}, S_{t}\right) \leq \max _{s \in V\left(T_{t}\right)} \operatorname{tww}\left(\widetilde{P}_{s}, S_{s}\right)
$$

In particular, $\operatorname{tww}(G) \leq \max _{s \in V(T)} \operatorname{tww}\left(\widetilde{P}_{s}, S_{s}\right) \leq 2^{k} \max _{s \in V(T)} \operatorname{tww}\left(\widetilde{P}_{s}\right)+2^{k+1}-2$.
Proof sketch. We proceed inductively, starting by contracting the leaf bags and then moving up the tree. The graphs $\widetilde{P}_{t}$ are defined precisely so that contracting all child bags of some bag yields $\widetilde{P}_{t}$.

If $\mathcal{T}$ has bounded width, we can proceed as in [19, 20, Lemma 3.1] to bound the twin-width of the graphs $\widetilde{P}_{t}$ and thus the twin-width of $G$ :


Figure 1 A separator $S_{t^{\prime}}$ on three (square) vertices together with the three versions of gadgets we attach to it. Dashed edges represent either edges or non-edges. In $\widetilde{P}_{t}$, we add a red clique consisting of one vertex for every neighborhood of vertices in $G_{t^{\prime}}-S_{t^{\prime}}$ in $S_{t^{\prime}}$. In $\widehat{P}_{t}$, we only add a single vertex with red edges to all vertices in $S_{t^{\prime}}$. In $\bar{P}_{t}$, we add no new vertices but complete all child separators to red cliques.

- Lemma 18. Let $G$ and $\mathcal{T}$ be as above and additionally assume that $\mathcal{T}$ has width at most $w$. For every $t \in V(T)$, it holds that

$$
\operatorname{tww}\left(\widetilde{P}_{t}, S_{t}\right) \leq 3 \cdot 2^{k-1}+\max (w-k-2,0)
$$

Proof. We first note that the red degree of $\widetilde{P}$ itself is bounded by $2^{k}-1$.
Now, let $c_{1}, \ldots, c_{\ell}$ be the (possibly empty) list of children of $t$ in $T$. We first find a contraction sequence of $\bigcup_{i=1}^{\ell} N_{c_{i}}$ respecting $S_{t}$. For this, we argue by induction that $\bigcup_{i=1}^{j-1} N_{c_{i}}$ can be contracted while preserving the required width. This claim is trivial for $j=1$. Hence assume we have already contracted $\bigcup_{i=1}^{j-1} N_{c_{i}}$ to a set $B_{j-1}$ of size at most $2^{\left|S_{P}\right|}$. The vertices of $B_{j-1}$ may be connected via red edges to vertices in $B_{j-1}$ itself and in $P_{t} \backslash S_{t}$. Thus, the red degree of vertices in $B_{j-1}$ is bounded by

$$
\left|B_{j-1}\right|-1+\left|P_{t}\right|-\left|S_{t}\right| \leq 2^{\left|S_{t}\right|}+\left|P_{t}\right|-\left|S_{t}\right|-1 \leq 2^{k}+w-k-1,
$$

while the red degree of vertices in $P_{t} \backslash S_{t}$ is bounded by $\left|B_{j}\right| \leq 2^{\left|S_{t}\right|} \leq 2^{k}$.
Now, we first apply a maximal contraction sequence of $N_{c_{j}}$ respecting $S_{t}$ resulting in a quotient $\bar{N}_{c_{j}}$. Because of our assumption on the tree decomposition $\mathcal{T}$, we know that $S_{t} \neq S_{c_{j}}$ for all $j \in[\ell]$. In particular, this implies that $\left|S_{c_{j}} \cap S_{t}\right|<k$. and thus $\left|\bar{N}_{c_{j}}\right| \leq 2^{k-1}$. During this contraction sequence, there can appear red edges between the contracted vertices of $N_{c_{j}}$ and vertices in $P_{t} \backslash S_{t}$. The vertices of $N_{c_{j}}$ thus have red degree bounded by $\left|N_{c_{j}}\right|-1+\left|P_{t}\right|-\left|S_{t}\right| \leq 2^{k}+w-k-1$. Every red neighbor of vertices in $P_{t} \backslash S_{t}$ in a quotient of $N_{c_{j}}$ must be the contraction of at least two vertices of $N_{c_{j}}$. Thus, the red degree of these vertices is bounded by

$$
\left|B_{j-1}\right|+\left|N_{c_{j}}\right| / 2 \leq 2^{k}+2^{k-1}=3 \cdot 2^{k-1}
$$

Next, we contract vertices from $B_{j-1}$ and $\bar{N}_{c_{j}}$ which have equal neighborhoods in $S_{t}$. As our bounds already allow every vertex in $P_{t} \backslash S_{t}$ to be connected via red edges to all of $B_{j-1} \cup \bar{N}_{c_{j}}$, it suffices to argue that this keeps the red degree of vertices in $B_{j-1} \cup \bar{N}_{c_{j}}$ within our bounds. But this set has size at most $3 \cdot 2^{k-1}$. Hence, after one contraction, the red degree is bounded by

$$
\left|B_{j-1}\right|+\left|\bar{N}_{c_{j}}\right|-2+\left|P_{t}\right|-\left|S_{t}\right| \leq 3 \cdot 2^{k-1}+w-k-2
$$

We have now successfully contracted $N_{c_{j}}$ into $B_{j-1}$ while keeping the red degree bounded by

$$
\max \left(2^{k}+w-k-1,2^{k}, 3 \cdot 2^{k-1}, 3 \cdot 2^{k-1}+w-k-2\right)=3 \cdot 2^{k-1}+\max (w-k-2,0)
$$

## I. Heinrich and S. Raßmann

By repeating this procedure for all $j \in[\ell]$, we find a contraction sequence of $\bigcup_{i=1}^{\ell} N_{c_{i}}$ respecting $S_{t}$ within this width. The resulting graph thus consists of $S_{t}$, the vertices of $P_{t} \backslash S_{t}$ and the vertices from $B_{\ell}$. In total, these are at most $2^{\left|S_{t}\right|}+\left|P_{t}\right|-\left|S_{t}\right| \leq 2^{k}+w-k$ vertices besides those in $S_{t}$. These can further be contracted while keeping the red degree bounded by

$$
2^{k}+w-k-1 \leq 3 \cdot 2^{k-1}+w-k-2
$$

In total, our contraction sequence thus has width at most $3 \cdot 2^{k-1}+\max (w-k-2,0)$, proving the claim.

By combining Lemma 18 with Lemma 17, we obtain a general bound on the twin-width of graphs admitting a tree decomposition of bounded width and adhesion:

- Theorem 6. Let $G$ be a graph with a tree decomposition of width $w$ and adhesion $k$. Then

$$
\operatorname{tww}(G) \leq 3 \cdot 2^{k-1}+\max (w-k-2,0)
$$

This upper bounds sharpens the bound given in [19, 20] by making explicit the dependence on the adhesion of the tree decomposition. Our bound shows that, while the twin-width in general can be exponential in the tree-width [7, 6], the exponential dependence comes from the adhesion of the tree decomposition and not from the width itself.

Moreover, our bound is asymptotically sharp. As already mentioned, it is known that there are graphs whose twin-width is exponential in the adhesion of some tree decomposition $[7,6]$. By adding into some bag a Paley graph whose twin-width is linear in its size [1], we also achieve asymptotic sharpness in the linear width term.

### 4.4 Simplifying the parts

Before we apply this general lemma to the special case of the tree of bi-, tri- or quasi-4connected components, we show that we can simplify the gadgets attached in the graphs $\widetilde{P}$ to all separators while raising the twin-width by at most a constant factor.

In a first step, we replace the sets $N_{c_{i}}$ from the definition of the parts $\widetilde{P}_{t}$ by a single common red neighbor for every separator. For every vertex $t \in V(T)$ with children $c_{1}, \ldots, c_{\ell}$, we define the trigraph $\widehat{P}_{t}$ as follows: we set $\mathcal{S}(t):=\left\{S_{c_{i}}: i \in[\ell], S_{c_{i}} \nsubseteq S_{c_{j}}\right.$ for all $\left.j \in[\ell]\right\}$ to be the set of subset-maximal child separators of $P_{t}$. Now, we take a collection of fresh vertices $V_{S}:=\left\{v_{S}: S \in \mathcal{S}(t)\right\}$ and set

$$
V\left(\widehat{P}_{t}\right):=V\left(P_{t}\right) \dot{\cup} V_{S} .
$$

The subgraph induced by $\widehat{P}_{t}$ on $V\left(P_{t}\right)$ is just $P_{t}$ itself. The vertex $v_{S}$ is connected via red edges to all vertices in $S$ and has no further neighbors. A drawing of the gadget attached to $S_{c_{i}}$ in $\widehat{P}_{t}$ can be found in Figure 1.

Lemma 19. Let $G$ and $\mathcal{T}$ be as before. Then for every $t \in V(T)$, it holds that

$$
\operatorname{tww}\left(\widetilde{P}_{t}, S_{t}\right) \leq \max \left(2^{k} \operatorname{tww}\left(\widehat{P}_{t}\right)+2^{k+1}-2,4^{k}+2^{k}-2\right)
$$

In particular, $\mathrm{tww}(G) \leq \max \left(2^{k} \max _{t \in V(T)} \operatorname{tww}\left(\widehat{P}_{t}\right)+2^{k+1}-2,4^{k}+2^{k}-2\right)$.
Proof sketch. If no two child separators of $P_{t}$ are contained in each other, the claim can be proven by first applying Corollary 16 and then carefully contracting $\widetilde{P}_{t}$ to $\widehat{P}_{t}$. The general case can be reduced to this special case.

Next, we want to define a version $\bar{P}_{t}$ of the parts which does not need extra vertices in $P_{t}$ but instead marks the separators via red cliques. Indeed, let $\bar{P}_{t}$ be the trigraph obtained from $P_{t}$ by completing each of the sets $S \in \mathcal{S}_{t}$ to a red clique. Thus, the underlying graphs of the trigraphs $\bar{P}_{t}$ are just the torsos of the tree decomposition. We thus call the graphs $\bar{P}_{t}$ the red torsos of the tree decomposition $\mathcal{T}$.

- Lemma 20. For every $t \in V(T)$, it holds that

$$
\operatorname{tww}\left(\widehat{P}_{t}\right) \leq \max \left(k+1, \operatorname{tww}\left(\bar{P}_{t}\right)+\binom{\operatorname{tww}\left(\bar{P}_{t}\right)}{k-1}, \operatorname{tww}\left(\bar{P}_{t}\right)+\binom{2 k-3}{k-1}\right)
$$

In particular,

$$
\operatorname{tww}(G) \leq \max \left(\begin{array}{l}
2^{k} \max _{t \in V(T)}\left(\operatorname{tww}\left(\bar{P}_{t}\right)+\binom{\operatorname{tww}\left(\bar{P}_{t}\right)}{k-1}\right)+2^{k+1}-2, \\
2^{k} \max _{t \in V(T)} \operatorname{tww}\left(\bar{P}_{t}\right)+2^{k}\binom{k-3}{k-1}+2^{k+1}-2 \\
4^{k}+2^{k}-2
\end{array}\right)
$$

Proof sketch. We extend a contraction sequence of $\bar{P}_{t}$ to a contraction sequence of $\widehat{P}_{t}$ while ensuring that the neighborhoods of vertices $v_{S}$ are not contained in each other. Then, the bound on the red degree of vertices can be proven via a variant of Sperner's theorem [22].

Combining Lemma 19 and Lemma 20, we get the following two asymptotic bounds on the twin-width of a graph admitting a tree decomposition of small adhesion.

- Theorem 5. For every $k \in \mathbb{N}$ there exist explicit constants $D_{k}$ and $D_{k}^{\prime}$ such that for every graph $G$ with a tree decomposition of adhesion $k$ and parts $P_{1}, P_{2}, \ldots, P_{\ell}$, the following statements are satisfied:

1. $\operatorname{tww}(G) \leq 2^{k} \max _{i \in[\ell]} \operatorname{tww}\left(\widehat{P}_{i}\right)+D_{k}$,
2. if $k \geq 3$, then $\operatorname{tww}(G) \leq \frac{2^{k}}{(k-1)!} \max _{i \in[\ell]} \operatorname{tww}\left(\bar{P}_{i}\right)^{k-1}+D_{k}^{\prime}$.

### 4.5 Tri- and quasi-4-connected components

We now want to apply these general results on the interplay between twin-width and tree decompositions of small adhesion to obtain bounds on the twin-width of graphs in terms of the twin-width of their tri- and quasi-4-connected components.

- Theorem 3. Let $C_{1}, C_{2}, \ldots, C_{\ell}$ be the triconnected components of a biconnected graph $G$. If we write $\bar{C}_{i}$ for the red torsos of the triconnected components $C_{i}$, then

$$
\operatorname{tww}(G) \leq \max \left(8 \max _{i \in[\ell]} \operatorname{tww}\left(\bar{C}_{i}\right)+6,18\right)
$$

Proof. This follows from Lemma 20 applied to the tree of triconnected components of $G$ together with the observation that for $k=2$, the second term in the maximum in Lemma 20 is always bounded by the maximum of the first and third term.

Note that in Theorem 3 we cannot hope for a lower bound similar to the lower bound in Theorem 2 without dropping the virtual edges. Indeed, consider a 3-connected graph $G$ of large twin-width (e.g. Paley graphs or Rook's graphs). By [3, 2], a (2 $\lceil\log (|G|)\rceil-1)$ subdivision $H$ of $G$ has twin-width at most 4, but its triconnected components are $G$ and multiple long cycles. Thus, there exist graphs of twin-width at most 4 with triconnected components of arbitrarily large twin-width.

Moreover, the red virtual edges in each separator can also not be replaced by black edges.

- Lemma 21. There exists a family of graphs $\left(G_{n}\right)_{n \in \mathbb{N}}$ with unbounded twin-width such that the twin-width of the class of triconnected components of $G_{n}$ with black virtual edges is bounded.

Proof. Let $G_{n}$ be the graph obtained from a clique $K_{n}$ by subdividing every edge once. The triconnected components of this graph are the $K_{n}$ and a $K_{3}$ for every edge of the $K_{n}$, which all have twin-width 0 .

In order to show that the twin-width of the family $\left(G_{n}\right)_{n \in \mathbb{N}}$ is unbounded, we show that for every $d \geq 2$ and $n \geq n_{d}:=(d+1)\binom{d}{2}+1$, we have $\operatorname{tww}\left(G_{n}\right)>d$. For this, consider any $d$-contraction sequence of $G_{n}$ for $n \geq n_{d}$ and let $\mathcal{P}$ be the partition of $V\left(G_{n}\right)$ right before the first contraction in the sequence that does not contract two subdivision vertices. We show that every partition class $P \in \mathcal{P}$ has size at most $\binom{d}{2}$. As no subdivision vertices were contracted so far, we only need to consider classes of subdivision vertices. Thus, let $P=\left\{v_{e_{1}}, \ldots, v_{e_{\ell}}\right\}$ be such a class, where $e_{1}, \ldots, e_{\ell} \in\binom{V\left(K_{n}\right)}{2}$ are edges of the original $K_{n}$. If the edges $e_{i}$ all have a common endpoint, then $P$ has red edges to all $\ell$ other endpoints of these edges, meaning that $\ell \leq d \leq\binom{ d}{2}$. Otherwise, $P$ has red edges to all endpoints of all $e_{i}$. If $\ell>\binom{d}{2}$, these have to be more that $d$, which is a contraction. Thus, $|P|=\ell \leq\binom{ d}{2}$.

Now, let $x y$ be the next contraction in the sequence. If neither $x$ nor $y$ is a subdivision vertex, then $G_{n}$ contains precisely $2(n-2)$-many vertices which are connected to either $x$ or $y$ but not both. In the contracted graph, the contraction would thus create at least $\frac{2(n-2)}{\binom{d}{2}} \geq 2 d+2$ red edges incident to the contracted vertex. If, on the other hand, either $x$ or $y$ is a subdivision vertex but the other is not, then $x$ and $y$ have no common neighbors. But as non-subdivision vertices have degree $n-1$ in $G_{n}$, contracting these two would create at least $\frac{n-1}{\binom{d}{2}} \geq d+1$ red edges incident to the contracted vertex. Thus, no further contraction keeps the red degree of the sequence bounded by $d$, which implies $\operatorname{tww}\left(G_{n}\right)>d$.

In the case of separators of size 3, we get two bounds on the twin-width of a graph in terms of its quasi-4-connected components: one linear bound in terms of the subgraphs induced on the quasi-4-connected components together with a common red neighbor for every 3 -separator along which the graph was split, and one quadratic bound in terms of the (red) torsos of the quasi-4-connected components.

- Theorem 4. Let $G$ be a triconnected graph with quasi-4-connected components $C_{1}, C_{2}, \ldots, C_{\ell}$.

1. For $i \in[\ell]$ we construct a trigraph $\widehat{C}_{i}$ by adding for every 3-separator $S$ in $C_{i}$ along which $G$ was split a vertex $v_{S}$ which we connect via red edges to all vertices in $S$. Then

$$
\operatorname{tww}(G) \leq \max \left(8 \max _{i \in[\ell]} \operatorname{tww}\left(\widehat{C}_{i}\right)+14,70\right)
$$

2. For $i \in[\ell]$, denote by $\bar{C}_{i}$ the red torso of the quasi-4-connected component $C_{i}$. Then

$$
\operatorname{tww}(G) \leq \max \left(4 \max _{i \in[\ell]}\left(\operatorname{tww}\left(\bar{C}_{i}\right)^{2}+\operatorname{tww}\left(\bar{C}_{i}\right)\right)+14,70\right)
$$

Proof. The two claims follow from Lemma 19 and Lemma 20 applied to the tree of quasi-4connected components of $G[14,15]$ together with the observation that also for $k=3$, the second term in the maximum in Lemma 20 is always bounded by the maximum of the first and third term.

## 5 Conclusion and further research

We proved that $\operatorname{tww}(G) \leq \frac{3}{2} k+1+\frac{1}{2}(\sqrt{k+\ln k}+\sqrt{k}+2 \ln k)$ if $G$ is a graph of strong tree-width at most $k$ (Theorem 1). Moreover, we demonstrated that asymptotically the twin-width of a Paley graph agrees with its strong tree-width (Lemma 11).

We provided a detailed analysis of the relation between the twin-width of a graph and the twin-width of its highly connected components. Concerning 2-connected graphs, the twin-width of a graph is linear in the twin-width of its biconnected components (Theorem 2). There is a linear upper bound for a slightly modified version of triconnected components (Theorem 3). By further providing a quadratic upper bound on the twin-width of graph given the twin-widths of its modified quasi-4-connected components (Theorem 4) we took one important step further to complete the picture of the interplay of the twin-width of a graph with the twin-width of its highly connected components. As a natural generalization of the above decompositions we considered graphs allowing for a tree decomposition of small adhesion (Theorem 5 and Theorem 6).

It seems worthwhile to integrate our new bounds for practical twin-width computations, for example, with a branch-and-bound approach.
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#### Abstract

We revisit a graph width parameter that we dub bipartite treewidth, along with its associated graph decomposition that we call bipartite tree decomposition. Bipartite treewidth can be seen as a common generalization of treewidth and the odd cycle transversal number. Intuitively, a bipartite tree decomposition is a tree decomposition whose bags induce almost bipartite graphs and whose adhesions contain at most one vertex from the bipartite part of any other bag, while the width of such decomposition measures how far the bags are from being bipartite. Adapted from a tree decomposition originally defined by Demaine, Hajiaghayi, and Kawarabayashi [SODA 2010] and explicitly defined by Tazari [Theor. Comput. Sci. 2012], bipartite treewidth appears to play a crucial role for solving problems related to odd-minors, which have recently attracted considerable attention. As a first step toward a theory for solving these problems efficiently, the main goal of this paper is to develop dynamic programming techniques to solve problems on graphs of small bipartite treewidth. For such graphs, we provide a number of para-NP-completeness results, FPT-algorithms, and XP-algorithms, as well as several open problems. In particular, we show that $K_{t}$-Subgraph-Cover, Weighted Vertex Cover/Independent Set, Odd Cycle Transversal, and Maximum Weighted Cut are FPT parameterized by bipartite treewidth. We also provide the following complexity dichotomy when $H$ is a 2-connected graph, for each of the $H$-SubgraphPacking, $H$-Induced-Packing, $H$-Scattered-Packing, and $H$-Odd-Minor-Packing problems: if $H$ is bipartite, then the problem is para-NP-complete parameterized by bipartite treewidth while, if $H$ is non-bipartite, then the problem is solvable in XP-time. Beyond bipartite treewidth, we define 1 - $\mathcal{H}$-treewidth by replacing the bipartite graph class by any graph class $\mathcal{H}$. Most of the technology developed here also works for this more general parameter.
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## 1 Introduction

A graph $H$ is said to be an odd-minor of a graph $G$ if it can be obtained from $G$ by iteratively removing vertices, edges, and contracting edge cuts. Hadwiger's conjecture [15], which is open since 1943, states that if a graph excludes $K_{t}$ as a minor, then its chromatic number is at most $t-1$. In 1993, Gerards and Seymour [19] generalized this conjecture to odd-minors, hence drawing attention to odd-minors: the Odd Hadwiger's conjecture states that if a graph excludes $K_{t}$ as an odd-minor, then its chromatic number is at most $t-1$. Since then, a number of papers regarding odd-minors appeared. Most of them focused to the resolution of the Odd Hadwiger's conjecture (see for instance [11], and [30] for a nice overview of the results), while some others aimed at extending the results of graph minor theory to odd-minors (see for instance $[6,16,22]$ ). In particular, Demaine, Hajiaghayi, and Kawarabayashi [6] provided a structure theorem which essentially states that graphs excluding an odd-minor can be obtained by clique-sums of almost-embeddable graphs and almost bipartite graphs. To prove this, they implicitly proved the following, which is described more explicitly by Tazari [31].

- Proposition 1 ([31], adapted from [6]). Let $H$ be a fixed graph and let $G$ be a given $H$-odd-minor-free graph. There exists a fixed graph $H^{\prime}, \kappa, \mu \in \mathbb{N}$ depending only on $H$, and an explicit uniform algorithm that computes a rooted tree decomposition of $G$ such that:
- the adhesion of two nodes has size at most $\kappa$, and
- the torso of each bag $B$ either consists of a bipartite graph $W_{B}$ together with $\mu$ additional vertices (bags of Type 1) or is $H^{\prime}$-minor-free (bags of Type 2).

Furthermore, the following properties hold:

1. Bags of Type 2 appear only in the leaves of the tree decomposition,
2. if $B_{2}$ is a bag that is a child of a bag $B_{1}$ in the tree decomposition, then $\left|B_{2} \cap V\left(W_{B_{1}}\right)\right| \leq 1$; and if $B_{2}$ is of Type 1, then $\left|B_{1} \cap V\left(W_{B_{2}}\right)\right| \leq 1$ as well,
3. the algorithm runs in time $\mathcal{O}_{H}\left(|V(G)|^{4}\right)$, and
4. the $\mu$ additional vertices of the bags of Type 1, called apex vertices, can be computed within the same running time.

It is worth mentioning that Condition 2 of Proposition 1 is slightly stronger than what is stated in [31], but it follows from the proof of [6, Theorem 4.1].

The tree decomposition described in Proposition 1 seems hence adapted to study problems related to odd-minors. As a first step toward building a theory for solving such problems, we study in this paper a new type of tree decomposition, which we call bipartite tree decomposition, corresponding to the tree decompositions of Proposition 1, but where all bags are only of Type 1. We also stress that this decomposition has also been implicitly used in [21] and is also introduced, under the same name, in [4].

Bipartite treewidth. Let $\mathcal{B}$ denotes the class of bipartite graphs. A bipartite tree decomposition of a graph $G$ is a triple $(T, \alpha, \beta)$, where $T$ is a tree and $\alpha, \beta: V(T) \rightarrow 2^{V(G)}$, such that

- $(T, \alpha \cup \beta)$ is a tree decomposition of $G$,
- for every $t \in V(T), \alpha(t) \cap \beta(t)=\emptyset$,
- for every $t \in V(T), G[\beta(t)] \in \mathcal{B}$, and
- for every $t t^{\prime} \in E(T),\left|(\alpha \cup \beta)\left(t^{\prime}\right) \cap \beta(t)\right| \leq 1$.

The width of $(T, \alpha, \beta)$ is equal to $\max \{|\alpha(t)| \mid t \in V(T)\}$. The bipartite treewidth of $G$, denoted by $\operatorname{btw}(G)$, is the minimum width over all bipartite tree decompositions of $G$.

It follows easily from the definition that $\operatorname{btw}(G)=0$ if and only if $G$ is bipartite (indeed, to prove the sufficiency, just take a single bag containing the whole bipartite graph, with no apex vertices). More generally, for every graph $G$ it holds that $\operatorname{btw}(G) \leq \operatorname{oct}(G)$, where oct denotes the size of a minimum odd cycle transversal, that is, a vertex set intersecting every odd cycle. On the other hand, since a bipartite tree decomposition is a tree decomposition whose width is not larger than the maximum size of a bag (in each bag, just declare all vertices as apices), for every graph $G$ it holds that $\operatorname{btw}(G) \leq \operatorname{tw}(G)+1$, where tw denotes treewidth. Thus, bipartite treewidth can be seen as a common generalization of treewidth and the odd cycle transversal number. Hence, an FPT-algorithm parameterized by btw should generalize both FPT-algorithms parameterized by tw and by oct. Since our goal is to develop a theory for solving problems related to odd-minors, the first prerequisite is that bipartite treewidth is closed under odd-minors. Fortunately, this is indeed the case (cf. [17, Lemma 3.2]). Interestingly, this would not be true anymore if, in Condition 2 of Proposition 1, the considered intersections were required to be upper-bounded by some integer larger than one (cf. [17, Lemma 3.3]).

This type of tree decomposition has been already used implicitly by Kawarabayashi and Reed [21] in order to solve Odd Cycle Transversal parameterized by the solution size. Independently of our work, Campbell, Gollin, Hendrey, and Wiederrecht [4] are also currently studying bipartite tree decompositions. In particular, they provide universal obstructions characterizing bounded btw in the form of a "grid theorem" (actually the result of [4] apply in the much more general setting of undirected group labeled graphs). They also designed an FPT-approximation algorithm that can construct a bipartite tree decomposition in time $g(k) \cdot n^{4} \log n$. This FPT-approximation is an important prerequisite for our algorithmic results as it permits us to assume that, for the implementation of our algorithms, some (approximate) bipartite tree decomposition is provided in advance.

Our aim is to provide a general framework for the design of dynamic programming algorithms on bipartite tree decompositions and, more generally, on a broader type of decompositions that we call $1-\mathcal{H}$-tree decompositions. These decompositions generalize bipartite tree decompositions, in the sense that the role of bipartite graphs is replaced by a general graph class $\mathcal{H}$.

Our results. In this article we formally introduce bipartite treewidth and bipartite tree decompositions (noticing that they were implicitly already used before, as discussed above). We then focus on the complexity of various problems when the bipartite treewidth of the input graph is taken as a parameter. In particular, we show the following (cf. Table 1):

- While a graph with btw at most $k$ is $(k+2)$-colorable (cf. [17, Lemma 6.1]), 3-Coloring is NP-complete even on graphs of oct of size three (cf. [17, Lemma 6.2]), and thus btw at most three.
- $K_{t}$-Subgraph-Cover, Weighted Vertex Cover/Independent Set, Odd Cycle Transversal, and Maximum Weighted Cut are FPT parameterized by btw (cf. [17, Corollaries 4.3, 4.5, 4.6, 4.7]). In particular, our FPT-algorithms extend the domain where these well-studied problems can be solved in polynomial time to graphs that are "locally close to being bipartite". Furthermore, as $\operatorname{btw}(G) \leq \operatorname{oct}(G)$ for any graph $G$, we think that the fact that Odd Cycle Transversal is FPT parameterized by btw is relevant by itself, as it generalizes the well-known FPT-algorithms parameterized by the solution size [25, 28]. We would like to mention that combining in a win-win manner our dynamic programming algorithm with the FPT-approximation and the Grid Exclusion Theorem
of [4] we may derive an FPT-algorithm for Odd Cycle Transversal parameterized by the solution size, whose running time is considerably better than the one in [4], which has been obtained independently by using the irrelevant vertex technique (see also [21]).
- Let $H$ be a 2 -connected graph. We prove that $H$-Minor-Packing is para-NP-complete parameterized by btw. For each of the $H$-Subgraph-Packing, $H$-Induced-SubgraphPacking, $H$-Scattered-Packing, and $H$-Odd-Minor-Packing problems (cf. Appendix B for the definitions), we obtain the following complexity dichotomy: if $H$ is bipartite, then the problem is para-NP-complete parameterized by btw (in fact, even for $b t w=0$ ), and if $H$ is non-bipartite, then the problem is solvable in XP-time. The definition of the problems and the XP-algorithms are presented in [17, Section 5] and the hardness results in [17, Lemma 6].
- In view of the definition of bipartite tree decompositions, it seems natural to consider, instead of bipartite graphs as the "free part" of the bags, any graph class $\mathcal{H}$. This leads to the more general definition of $1-\mathcal{H}$-tree decomposition and 1 - $\mathcal{H}$-treewidth (cf. [17, Section 3]), with 1-\{ $\{\emptyset$-treewidth being equivalent to the usual treewidth and 1 - $\mathcal{B}$-treewidth being the bipartite treewidth if $\mathcal{B}$ is the class of bipartite graphs. We introduce these more general definitions because our dynamic programming technologies easily extend to 1 - $\mathcal{H}$-treewidth. It also seems natural to consider, instead of allowing at most one "bipartite vertex" in each adhesion, allowing any number $q$ of them. For $q=0$, this corresponds to the $\mathcal{H}$-treewidth defined in [8] (see also $[1,18]$ on the study of $\mathcal{H}$-treewidth for several instantiations of $\mathcal{H})$. However, as mentioned above, while 1 - $\mathcal{B}$-treewidth is closed under odd-minors (cf. [17, Lemma 3.2]), this is not the case anymore for $q \geq 2$ (cf. [17, Lemma 3.3]). For $q \geq 2$, some problems remain intractable even when $H$ is not bipartite. As an illustration of this phenomenon, we prove that $H$-ScatteredPacking (where there cannot be an edge in $G$ among the copies of $H$ to be packed) is para-NP-complete parameterized by $q$ - $\mathcal{B}$-treewidth for $q \geq 2$ even if $H$ is not bipartite (cf. [17, Lemma 6.7]).

In the statements of the running time of our algorithms, we always let $n$ (resp. $m$ ) be the number of vertices (resp. edges) of the input graph of the considered problem.

Table 1 Summary of the results obtained in this article.

| Problem | Complexity | Constraints on $H$ /Running time |
| :---: | :---: | :---: |
|  | para-NP-complete, $k=0$ | $H$ bipartite containing $P_{3}$ as a subgraph <br> $H$ containing $P_{3}$ as a subgraph <br> $H$ bipartite containing $P_{3}$ as a subgraph <br> $H$ 2-connected with $\|V(H)\| \geq 3$ <br> $H$ 2-connected bipartite with $\|V(H)\| \geq 3$ <br> $H$ 2-connected bipartite with $\|V(H)\| \geq 2$ |
| 3-Coloring | para-NP-complete, $k=3$ |  |
| $K_{t}$-Subgraph-Cover Independent Set <br> Weighted Independent Set Odd Cycle Transversal Maximum Weighted Cut | FPT | $\begin{gathered} \mathcal{O}\left(2^{k} \cdot\left(k^{t} \cdot(n+m)+m \sqrt{n}\right)\right) \\ \mathcal{O}\left(2^{k} \cdot(k \cdot(k+n)+m \sqrt{n})\right) \\ \mathcal{O}\left(2^{k} \cdot(k \cdot(k+n)+n \cdot m)\right) \\ \mathcal{O}\left(3^{k} \cdot k \cdot n \cdot\left(m+k^{2}\right)\right) \\ \mathcal{O}\left(2^{k} \cdot\left(k \cdot(k+n)+n^{\mathcal{O}(1)}\right)\right) \end{gathered}$ |
| $H$-Subgraph-Packing $H$-Induced-Subgraph-Packing H-Scattered-Packing H-Odd-Minor-Packing | XP | $H$ non-bipartite 2-connected $n^{\mathcal{O}(k)}$ |

Related results. Other types of tree decompositions integrating some "free bipartite parts" have been defined recently. As we already mentioned, Eiben, Ganian, Hamm, and Kwon [8] defined $\mathcal{H}$-treewidth for a fixed graph class $\mathcal{H}$. The $\mathcal{H}$-treewidth of a graph $G$ is essentially the minimum treewidth of the graph induced by some set $X \subseteq V(G)$ such that the connected components of $G \backslash X$ belong to $\mathcal{H}$, and is equal to 0 - $\mathcal{H}$-treewidth minus one (cf. [17, Section 3]). In particular, when $\mathcal{H}$ is the class of bipartite graphs $\mathcal{B}$, Jansen and de Kroon [18] provided an FPT-algorithm to test whether the $\mathcal{B}$-treewidth of a graph is at most $k$.

Recently, as a first step to provide a systematic theory for odd-minors, Gollin and Wiederrecht [12] defined the $\mathcal{H}$-blind-treewidth of a graph $G$, where $\mathcal{H}$ is a property of annotated graphs. Then the $\mathcal{H}$-blind-treewidth is the smallest $k$ such that $G$ has a tree decomposition where every bag $\beta(t)$ such that $(G, \beta(t)) \notin \mathcal{H}$ has size at most $k$. For the case where $\mathcal{C}$ consists of every $(G, X)$ where every odd cycle in $H$ as at most one vertex in $X$, we obtain the $\mathcal{C}$-blind-treewidth, for which [12] gives an analogue of the Grid Exclusion Theorem [5, 29] under the odd-minor relation. Moreover, [12] provides an FPT-algorithm for Independent Set parameterized by $\mathcal{C}$-blind-treewidth. According to [12], the bipartite-blind treewidth of a graph $G$ is lower-bounded by a function of the maximum treewidth over all non-bipartite blocks of $G$. This immediately implies that bipartite-blind treewidth is lower-bounded by bipartite treewidth. Hence, our FPT-algorithm for Independent Set is more general than the one of [12]. Independently of our work, [4] presents an FPT-algorithm to solve Odd Cycle Transversal parameterized by btw in time $f$ (btw) $\cdot n^{4} \log n$ (in fact, they solve a more general group labeled problem). Our algorithm for Odd Cycle Transversal (cf. [17, Corollary 4.6]) is considerably faster.

Organization of the paper. Due to space restrictions, many definitions, results and proofs cannot be provided here, but are available in the full version of the paper [17]. In Section 2 we provide an overview of our techniques. In Section 3 we give a general dynamic programming algorithm to obtain FPT-algorithms, and apply it to Maximum Weighted Cut. Finally, we present several questions for further research in Section 4. Additional necessary definitions are provided in Appendix A.

## 2 Overview of our techniques

In this section we present an overview of the techniques that we use to obtain our results.

### 2.1 Dynamic programming algorithms

Compared to dynamic programming on classical tree decompositions, there are two main difficulties for doing dynamic programming on (rooted) bipartite tree decompositions. The first one is that the bags in a bipartite tree decomposition may be arbitrarily large, which prevents us from applying typical brute-force approaches to define table entries. The second one, and apparently more important, is the lack of an upper bound on the number of children of each node of the decomposition. Indeed, unfortunately, a notion of "nice bipartite tree decomposition" preserving the width (even approximately) does not exist (cf. [17, Lemma 3.4]). We discuss separately the main challenges involved in our FPT-algorithms and in our XPalgorithms.

### 2.1.1 FPT-algorithms

In fact, for most of the considered problems, in order to obtain FPT-algorithms parameterized by btw, it would be enough to bound the number of children as a function of btw, but we were not able to come up with a general technique that achieves this property (cf. [17, Lemma 3.4]). For particular problems, however, we can devise ad-hoc solutions. Namely, for $K_{t}$-SubgraphCover, Weighted Vertex Cover/Independent Set, Odd Cycle Transversal, and Maximum Weighted Cut parameterized by btw, we overcome the above issue by managing to replace the children by constant-sized bipartite gadgets. More specifically, we guess an annotation of the "apex" vertices of each bag $t$, whose number is bounded by btw, that essentially tells which of these vertices go to the solution or not (with some extra information depending on each particular problem; for instance, for Odd Cycle Transversal, we also guess the side of the bipartition of the non-solution vertices). Having this annotation, each adhesion of the considered node $t$ with a child contains, by the definition of bipartite tree decompositions, at most one vertex $v$ that is not annotated. At this point, we crucially observe that, for the considered problems, we can make local computation for each child, independent from the computations at other children, depending only on the values of the optimum solutions at that child that are required to contain or to exclude $v$ (note that we need to be able to keep this extra information at the tables of the children). Using the information given by these local computations, we can replace the children of $t$ by constant-sized bipartite gadgets (sometimes empty) so that the newly built graph, which we call a nice reduction, is an equivalent instance modulo some constant. If a nice reduction can be efficiently computed for a problem $\Pi$, then we say that $\Pi$ is a nice problem (cf. Appendix A, and [17, Section 4] for additional intuition). The newly modified bag has bounded oct, so we can then use an FPT-algorithm parameterized by oct to find the optimal solution with respect to the guessed annotation.

An illustrative example. Before entering into some more technical details and general definitions, let us illustrate this idea with the Weighted Vertex Cover problem. We want to compute the dynamic programming tables at a bag associated with a node $t$ of the rooted tree given by the bipartite tree decomposition. Remember that the vertices of the bag at $t$ are partitioned into two sets: $\beta(t)$ induces a bipartite graph and its complement, denoted by $\alpha(t)$, corresponds to the apex vertices, whose size is bounded by the parameter, namely btw. The first step is to guess, in time at most $2^{\text {btw }}$, which vertices in $\alpha(t)$ belong to the desired minimum vertex cover. After such a guess, all the vertices in $\alpha(t)$ can be removed from the graph, by also removing the neighborhood of those that were not taken into the solution. The definition of bipartite tree decomposition implies that, in each adhesion with a child of the current bag, there is at most one "surviving" vertex. Let $v$ be such a vertex belonging to the adhesion with a child $t^{\prime}$ of $t$. Suppose that, inductively, we have computed in the tables for $t^{\prime}$ the following two values, subject to the choice that we made for $\alpha(t)$ : the minimum weight $w_{v}$ of a vertex cover in the graph below $t^{\prime}$ that contains $v$, and the minimum weight $w_{\bar{v}}$ of a vertex cover in the graph below $t^{\prime}$ that does not contain $v$. Then, the trick is to observe that, having these two values at hand, we can totally forget the graph below $t^{\prime}$ : it is enough to delete this whole graph, except for $v$, and attach a new pendant edge $v u$, where $u$ is a new vertex, such that $v$ is given weight $w_{v}$ and $u$ is given weight $w_{\bar{v}}$. It is easy to verify that this gadget mimics, with respect to the current bag, the behavior of including vertex $v$ or not in the solution for the child $t^{\prime}$. Adding this gadget for every child results in a bipartite graph, where we can just solve Weighted Vertex Cover in
polynomial time using a classic algorithm [23, 27], and add the returned weight to our tables. The running time of this whole procedure, from the leaves to the root of the decomposition, is clearly FPT parameterized by the bipartite treewidth of the input graph.

Extensions and limitations. Note that the algorithm sketched above for Weighted Vertex Cover is problem-dependent, in particular the choice of the gadgets for the children, and the fact of deleting the neighborhood of the vertices chosen in the solution. Which type of replacements and reductions can be afforded in order to obtain an FPT-algorithm for bipartite treewidth? For instance, concerning the gadgets for the children, as far as the considered problem can be solved in polynomial time on bipartite graphs, we could attach to the "surviving" vertices an arbitrary bipartite graph instead of just an edge. If we assume that the considered problem is FPT parameterized by oct (which is a reasonable assumption, as btw generalizes oct), then one could think that it may be sufficient to devise gadgets with bounded oct. Unfortunately, this will not work in general: even if each of the gadgets has bounded oct (take, for instance, a triangle), since we do not have any upper bound, in terms of btw, on the number of children (hence, the number of different adhesions), the resulting graph after the gadget replacement may have unbounded oct. In order to formalize the type of replacements and reductions that can be allowed, we introduce in Appendix A the notions of nice reduction and nice problem, along with an illustration (cf. Figure 1). Additional insights into these definitions, which are quite lengthy, are provided in [17, Section 4.1].

Another sensitive issue is that of "guessing the vertices into the solution". While this is quite simple for Weighted Vertex Cover (either a vertex is in the solution, or it is not), for some other problems we may have to guess a richer structure in order to have enough information to combine the tables of the children into the tables of the current bag. This is the reason for which, in the general dynamic programming scheme that we present in Section 3, we deal with annotated problems, i.e., problems that receive as input, apart from a graph, a collection of annotated sets in the form of a partition $\mathcal{X}$ of some $X \subseteq V(G)$. For instance, for Weighted Vertex Cover, we define its annotated extension, which we call Annotated Weighted Vertex Cover, that takes as an input a graph $G$ and two disjoint sets $R$ and $S$ of vertices of $G$, and asks for a minimum vertex cover $S^{\star}$ such that $S \subseteq S^{\star}$ and $S^{\star} \cap R=\emptyset$.

General dynamic programming scheme. Our general scheme essentially says that if a problem $\Pi$ has an annotated extension $\Pi^{\prime}$ that is

- a nice problem and
- solvable in FPT-time parameterized by oct,
then $\Pi$ is solvable in FPT-time parameterized by btw. More specifically, it is enough to prove that $\Pi^{\prime}$ is solvable in time $f(|X|) \cdot n^{\mathcal{O}(1)}$ on an instance $(G, \mathcal{X})$ such that $G \backslash X$ is bipartite, where $\mathcal{X}$ is a partition of $X$ corresponding to the annotation. This general dynamic programming algorithm works in a wider setting, namely for a general graph class $\mathcal{H}$ that plays the role of bipartite graphs, as far as the annotated extension $\Pi^{\prime}$ is what we call $\mathcal{H}$-nice; cf. Lemma 2 for the details.

Applications. We then apply this general framework to give FPT-algorithms for several problems parameterized by bipartite treewidth. For each of Maximum Weighted Cut (Subsection 3.4), $K_{t}$-Subgraph-Cover (cf. [17, Section 4.4.1]), Weighted Vertex Cover/Independent Set (cf. [17, Section 4.4.2]), and Odd Cycle Transversal (cf. [17, Section 4.4.3]), we prove that the problem has an annotated extension that is 1) nice and 2) solvable in FPT-time parameterized by oct, as discussed above.

To prove that an annotated problem has a nice reduction, we essentially use two ingredients. Given two compatible boundaried graphs $\mathbf{F}$ and $\mathbf{G}$ with boundary $X$ (a boundaried graph is essentially a graph along with some labeled vertices that form a boundary, see the formal definition in Appendix A), an annotated problem is usually nice if the following hold:

- (Gluing property) Given that we have guessed the annotation $\mathcal{X}$ in the boundary $X$, a solution compatible with the annotation is optimal in the graph $\mathbf{F} \oplus \mathbf{G}$ obtained by gluing $\mathbf{F}$ and $\mathbf{G}$ if and only if it is optimal in each of the two glued graphs. In this case, it means that the optimum on $(\mathbf{F} \oplus \mathbf{G}, \mathcal{X})$ is equal to the optimum on $(F, \mathcal{X})$ modulo some constant depending only on $G$ and $\mathcal{X}$.
- (Gadgetization) Given that we have guessed the annotation in the boundary $X \backslash\{v\}$ for some vertex $v$ in $X$, there is a small boundaried graph $G^{\prime}$, that is bipartite (maybe empty), such that the optimum on $(\mathbf{F} \oplus \mathbf{G}, \mathcal{X})$ is equal to the optimum on $\left(\mathbf{F} \oplus \mathbf{G}^{\prime}, \mathcal{X}\right)$ modulo some constant depending only on $G$ and $\mathcal{X}$.

The gluing property seems critical to show that a problem is nice. This explains why we solve $H$-Subgraph-Cover only when $H$ is a clique. For any graph $H$, Annotated $H$-Subgraph-Cover is defined similarly to Annotated Weighted Vertex Cover by specifying vertices that must or must not be taken in the solution. If $H$ is a clique, then we crucially use the fact that $H$ is a subgraph of $\mathbf{F} \oplus \mathbf{G}$ if and only if it is a subgraph of either $F$ or $G$ to prove that Annotated $H$-Subgraph-Cover has the gluing property. However, we observe that if $H$ is not a clique, then Annotated $H$-Subgraph-Cover does not have the gluing property (cf. [17, Lemma 4.3]). This is the main difficulty that we face to solve $H$-Subgraph-Cover in the general case.

Note also that if we define the annotated extension of Odd Cycle Transversal in a similar fashion (that is, a set $S$ of vertices contained in the solution and a set $R$ of vertices that do not belong to the solution), then we can prove that this annotated extension does not have the gluing property. However, if we define Annotated Odd Cycle Transversal as the problem that takes as an input a graph $G$ and three disjoint sets $S, X_{1}, X_{2}$ of vertices of $G$ and aims at finding an odd cycle transversal $S^{\star}$ of minimum size such that $S \subseteq S^{\star}$ and $X_{1}$ and $X_{2}$ are on different sides of the bipartition obtained after removing $S^{\star}$, then Annotated Odd Cycle Transversal does have the gluing property (cf. [17, Lemma 4.9]).

For Maximum Weighted Cut, the annotation is pretty straightforward: we use two annotation sets $X_{1}$ and $X_{2}$, corresponding to the vertices that will be on each side of the cut. It is easy to see that this annotated extension has the gluing property (cf. Lemma 3).

Finding the right gadgets is the main difficulty to prove that a problem is nice. As explained above, for Annotated Weighted Vertex Cover, we replace the boundaried graph $\mathbf{G}$ by an edge that simulates the behavior of $G$ with respect to $v$, which is the only vertex that interest us (cf. [17, Lemma 4.7]). For Annotated Maximum Weighted Cut, if $\mathcal{X}=\left(X_{1}, X_{2}\right)$, the behavior of $G$ can be simulated by an edge between $v$ and a vertex in $X_{1}$ of weight equal to the optimum on $\left(G,\left(X_{1}, X_{2} \cup\{v\}\right)\right)$ and an edge between $v$ and a vertex in $X_{2}$ of weight equal to the optimum on $\left(G,\left(X_{1} \cup\{v\}, X_{2}\right)\right)$ (see Lemma 4). For Annotated $K_{t}$-Subgraph-Cover, if $\mathcal{X}=(R, S)$, depending on the optimum on $(G,(R \cup\{v\}, S))$ and the one on $(G,(R, S \cup\{v\}))$, we can show that the optimum on $(\mathbf{F} \oplus \mathbf{G}, \mathcal{X})$ is equal to the optimum on $(F, \mathcal{X})$ or $(F \backslash\{v\}, \mathcal{X})$ modulo some constant (cf. [17, Lemma 4.4]). For Annotated Odd Cycle Transversal, if $\mathcal{X}=\left(S, X_{1}, X_{2}\right)$, we can show that the optimum on $(\mathbf{F} \oplus \mathbf{G}, \mathcal{X})$ is equal modulo some constant to the optimum on either $(F, \mathcal{X})$, or $(F \backslash\{v\}, \mathcal{X})$, or $\left(F^{\prime}, \mathcal{X}\right)$, where $F^{\prime}$ is obtained from $F$ by adding an edge between $v$ and either a vertex of $X_{1}$ or a vertex of $X_{2}$ (cf. [17, Lemma 4.10]).

Finally, let us now mention some particular ingredients used to prove that the considered annotated problems are solvable in time $f(|X|) \cdot n^{\mathcal{O}(1)}$ on an instance $(G, \mathcal{X})$ such that $G \backslash X$ is bipartite, where $\mathcal{X}$ is a partition of a vertex set $X$ corresponding to the annotation. For Annotated $K_{t}$-Subgraph-Cover and Annotated Weighted Vertex Cover, this is simply a reduction to (Weighted Vertex) Cover on bipartite graphs. For Odd Cycle Transversal, we adapt the algorithm of Reed, Smith, and Vetta [28] that uses iterative compression to solve Annotated Odd Cycle Transversal in FPT-time parameterized by oct, so that it takes annotations into account (cf. [17, Lemma 4.12]). As for Maximum Weighted Cut parameterized by oct, the most important trick is to reduce to a $K_{5^{-}}$ odd-minor-free graph, and then use known results of Grötschel and Pulleyblank [13] and Guenin [14] to solve the problem in polynomial time (Proposition 6).

### 2.1.2 XP-algorithms

We now sketch some of the basic ingredients of the XP-algorithms that we present in [17, Section 5] for $H$ (-Induced)-Subgraph/Scattered/Odd-Minor-Packing. The main observation is that, if $H$ is 2-connected and non-bipartite, since the "non-apex" part of each bag is bipartite and $H$ is non-bipartite, in any $H$-subgraph/induced/scattered/odd-minorpacking and every bag of the decomposition, there are at most btw occurrences of $H$ that intersect that bag. We thus guess these occurrences, and how they intersect the children, which allow us to reduce the number of children by just deleting those not involved in the packing. The guess of these occurrences is the dominant term in the running time of the resulting XP-algorithm using this method. Note that for $H$ (-Induced)-Subgraph/ScatteredPacking, we can indeed easily guess those occurrences in XP-time parameterized by btw, as the total size of the elements of the packing intersecting a given bag is bounded by a function of btw and $H$. However, for $H$-Odd-Minor-Packing, this is not the case anymore, as an element of the packing may contain an arbitrary number of vertices in the bipartite part of a bag. We overcome this issue as follows. As stated in [17, Lemma 3.1], the existence of an $H$-odd-minor is equivalent to the existence of a so-called odd $H$-expansion, which is essentially a collection of trees connected by edges preserving the appropriate parities of the resulting cycles. In an odd $H$-expansion, the branch vertices are those that have degree at least three, or that are incident to edges among different trees. Note that, in an odd $H$-expansion, the number of branch vertices depends only on $H$ (cf. [17, Lemma 5.2]). Equipped with this property, we first guess, at a given bag, the branch vertices of the packing that intersect that bag. Note that this indeed yields an XP number of choices, as required. Finally, for each such a choice, we use an FPT-algorithm of Kawarabayashi, Reed, and Wollan [22] solving the Parity $k$-Disjoint Paths to check whether the guessed packing exists or not. This approach is formalized in [17, Lemma 5.3].

It is worth mentioning that, as discussed in Section 4, we leave as an open problem the existence of FPT-algorithms for the above packing problems parameterized by btw.

### 2.2 Hardness results

Finally, we discuss some of the tools that we use to obtain the para-NP-completeness results summarized in Table 1, which can be found in [17, Section 6]. We present a number of different reductions, some of them consisting of direct simple reductions, such as the one we provide for 3-Coloring in [17, Lemma 6.2].

Except for 3-Coloring, all the considered problems fall into two categories: covering or packing problems. For the first family (cf. [17, Section 6.2]), the para-NP-completeness is an immediate consequence of a result of Yannakakis [32] that characterizes hereditary graph classes $\mathcal{G}$ for which Vertex Deletion to $\mathcal{G}$ on bipartite graphs is polynomial-time solvable and those for which Vertex Deletion to $\mathcal{G}$ remains NP-complete.

For the packing problems (cf. [17, Section 6.2]), we do not have such a general result as for the covering problems, and we provide several reductions for different problems. For instance, we prove in [17, Lemma 6.3] that if $H$ is a bipartite graph containing $P_{3}$ as a subgraph, then $H$-Subgraph-Packing and $H$-Induced-Subgraph-Packing are NP-complete on bipartite graphs. The proof consists in a careful analysis and a slight modification of a reduction of Kirkpatrick and Hell [24] for the problem of partitioning the vertex set of an input graph $G$ into subgraphs isomorphic to a fixed graph $H$. The hypothesis about containing $P_{3}$ is easily seen to be tight.

For the minor version, we prove in [17, Lemma 6.4] that if $H$ is a 2-connected graph with at least three vertices, then $H$-Minor-Packing is NP-complete on bipartite graphs. The proof uses a reduction from $P_{3}$-SUBGRAPH-PACKING on bipartite graphs, which was proved to be NP-complete by Monnot and Toulouse [26]. The 2-connectivity of $H$ is crucially used in the proof. Given that odd-minors preserve cycle parity (cf. [17, Lemma 3.1]), when $H$ is bipartite, $H$-Odd-Minor-Packing and $H$-Minor-Packing are the same problem on bipartite graphs. Hence, the same hardness result holds for $H$-Odd-Minor-Packing when $H$ is 2-connected and bipartite (cf. [17, Lemma 6.5]).

In [17, Lemma 6.6] we prove that, if $H$ is a 2 -connected bipartite graph with at least one edge, then $H$-Scattered-Packing is NP-complete on bipartite graphs, by a simple reduction from the Induced Matching on bipartite graphs, which is known to be NP-complete [3].

Finally, in [17, Lemma 6.7] we prove that if $H$ is a (non-necessarily bipartite) 2-connected graph containing an edge and $q \in \mathbb{N}_{\geq 2}$, then $H$-Scattered-Packing is para-NP-complete parameterized by $q$ - $\mathcal{B}$-treewidth. In fact, this reduction is exactly the same as the one when $q=1$, with the extra observation that, if $G^{\prime}$ is the graph constructed in the reduction, then the "bipartite" treewidth of $G^{\prime}$ is at most the one of $H$ for $q \geq 2$.

## 3 General dynamic programming to obtain FPT-algorithms

In this section, we give introduce a framework for giving FPT-algorithms for problems parameterized by the width of a given bipartite tree decomposition of the input graph. In Subsection 3.1 we provide some preliminary definitions and notations, especially concerning annotated problems. Due to space constraints treewidth, boundaried graphs, and nice problems are defined in Appendix A. In Subsection 3.2 we provide a dynamic programming scheme for nice problems, along with some generalizations of this scheme in Subsection 3.3. Finally, we give an application to Maximum Weighted Cut in Subsection 3.4. Applications to $K_{t}$-Vertex Cover, Weighted Vertex Cover, and Odd Cycle Transversal are additionally given in [17].

### 3.1 Preliminaries

Partitions. Given $p \in \mathbb{N}$, a $p$-partition of a set $X$ is a tuple $\left(X_{1}, \ldots, X_{p}\right)$ of pairwise disjoint subsets of $X$ such that $X=\bigcup_{i \in[p]} X_{i}$. We denote by $\mathcal{P}_{p}(X)$ the set of all $p$-partitions of $X$. Given a partition $\mathcal{X} \in P_{p}(X)$, its domain $X$ is also denoted as $\cup \mathcal{X}$. A partition is a $p$-partition for some $p \in \mathbb{N}$. Note that this corresponds to the usual definition of an ordered near-partition, since we allow empty sets in a $p$-partition and since the order
matters. Given $Y \subseteq X, \mathcal{X}=\left(X_{1}, \ldots, X_{p}\right) \in \mathcal{P}_{p}(X)$, and $\mathcal{Y}=\left(Y_{1}, \ldots, Y_{p}\right) \in \mathcal{P}_{p}(Y)$, we say that $\mathcal{Y} \subseteq \mathcal{X}$ if $Y_{i} \subseteq X_{i}$ for each $i \in[p]$. Given a set $U$, two subsets $X, A \subseteq U$, and $\mathcal{X}=\left(X_{1}, \ldots, X_{p}\right) \in \mathcal{P}_{p}(X), \mathcal{X} \cap A$ denotes the partition $\left(X_{1} \cap A, \ldots, X_{p} \cap A\right)$ of $X \cap A$.

Optimization problems. A p-partition-evaluation function on graphs is a function $f$ that receives as input a graph $G$ along with a $p$-partition $\mathcal{P}$ of its vertices and outputs a nonnegative integer. Given such a function $f$ and some choice opt $\in\{\max , \min \}$ we define the associated graph parameter $\mathrm{p}_{f, \text { opt }}$ where, for every graph $G$,

$$
\mathrm{p}_{f, \text { opt }}(G)=\operatorname{opt}\{f(G, \mathcal{P}) \mid \mathcal{P} \text { is a } p \text {-partition of } V(G)\}
$$

An optimization problem is a problem that can be expressed as follows.

> Input: A graph $G$.
> Objective: Compute $\mathrm{p}_{f, \text { opt }}(G)$.

The annotated extension of $\mathrm{p}_{f, \text { opt }}$ is the parameter $\hat{\mathrm{p}}_{f, \text { opt }}$ such that

$$
\hat{\mathrm{p}}_{f, \mathrm{opt}}(G, \mathcal{X})=\operatorname{opt}\{f(G, \mathcal{P}) \mid \mathcal{P} \text { is a } p \text {-partition of } V(G) \text { with } \mathcal{X} \subseteq \mathcal{P}\}
$$

Observe that $\mathrm{p}_{f, \mathrm{opt}}(G)=\hat{\mathrm{p}}_{f, \text { opt }}\left(G, \emptyset^{p}\right)$, for every graph $G$. The problem $\Pi^{\prime}$ is a $p$-annotated extension of the optimization problem $\Pi$ if $\Pi$ can be expressed by some $p$-partition-evaluation function $f$ and some choice opt $\in\{\max , \min \}$, and that $\Pi^{\prime}$ can be expressed as follows.

Input: A graph $G$ and $\mathcal{X} \in \mathcal{P}_{p}(X)$ for some $X \subseteq V(G)$.
Objective: Compute $\hat{\mathrm{p}}_{f, \text { opt }}(G, \mathcal{X})$.
We also say that $\Pi^{\prime}$ is a $p$-annotated problem.
While our goal in this article is to study bipartite treewidth, defined below, we define a more general parameter, namely $1-\mathcal{H}$-treewidth, with the hope of it finding some application in future work. We use the term 1-H-treewidth to signify that the "H-part" of each bag intersects each neighboring bag in at most one vertex. This also has the benefit of avoiding confusion with $\mathcal{H}$-treewidth defined in [8], which would be another natural name for this class of parameters.

1- $\mathcal{H}$-tree decompositions. Let $\mathcal{H}$ be a graph class. A 1-H-tree decomposition is defined exactly like a tree decomposition, but by replacing the class $\mathcal{B}$ of bipartite graphs by $\mathcal{H}$.

### 3.2 General dynamic programming scheme

We now have all the ingredients for our general scheme dynamic programming algorithm on bipartite tree decompositions. We essentially prove that if a problem $\Pi$ has an annotated extension that is $\mathcal{B}$-nice and solvable in FPT-time parameterized by oct, then $\Pi$ is solvable in FPT-time parameterized by btw. This actually holds for more general $\mathcal{H}$.

- Lemma 2. Let $p \in \mathbb{N}$. Let $\mathcal{H}$ be a graph class. Let $\Pi$ be an optimization problem. Let $\Pi^{\prime}$ be a problem that is:
- a p-annotated extension of $\Pi$ corresponding to some choice of $p$-partition-evaluation function $g$ and some opt $\in\{\max , \min \}$,
- $\mathcal{H}$-nice, and
- solvable on instances $(G, \mathcal{X})$ such that $G \backslash \cup \mathcal{X} \in \mathcal{H}$ in time $f(|\cup \mathcal{X}|) \cdot n^{c} \cdot m^{d}$, for some $c, d \in \mathbb{N}$.

Then, there is an algorithm that, given a graph $G$ and a 1-H-tree decomposition of $G$ of width $k$, computes $\mathrm{p}_{f, \text { opt }}(G)$ in time $\mathcal{O}\left(p^{k} \cdot f(k+\mathcal{O}(1)) \cdot(k \cdot n)^{c} \cdot m^{d}\right)\left(\operatorname{or} \mathcal{O}\left(p^{k} \cdot f(k+\mathcal{O}(1)) \cdot\left(m+k^{2} \cdot n\right)^{d}\right)\right.$ if $c=0$ ).

Proof. Let Alg be the algorithm that solves instances $(G, \mathcal{X})$ such that $G \backslash \cup \mathcal{X} \in \mathcal{H}$ in time $f(|\cup \mathcal{X}|) \cdot n^{c} \cdot m^{d}$.

Let $(T, \alpha, \beta, r)$ be a rooted 1 - $\mathcal{H}$-tree decomposition of $G$ of width at most $k$. Let $\sigma: V(G) \rightarrow \mathbb{N}$ be an injection. For $t \in V(T)$, let $\mathbf{G}_{t}=\left(G_{t}, \delta_{t}, \sigma_{\mid \delta_{t}}\right)$, let $X_{t}=\alpha(t) \cup$ $\delta_{t} \cup \bigcup_{t^{\prime} \in \operatorname{ch}_{r}(t)} \delta_{t^{\prime}}$, let $\mathbf{X}_{t}=\left(G\left[X_{t}\right], X_{t}, \sigma_{\mid X_{t}}\right)$, let $\mathbf{H}_{t}=\mathbf{X}_{t} \boxplus\left(\boxplus_{t^{\prime} \in \mathrm{ch}_{r}(t)} \mathbf{G}_{t^{\prime}}\right)$, let $\mathbf{F}_{t}$ be such that $G_{t}=\mathbf{F}_{t} \oplus \mathbf{H}_{t}$. let $A_{t}=\alpha(t) \cup \delta_{t}$, and let $B_{t}=X_{t} \backslash A_{t}=X_{t} \cap \beta(t) \backslash \delta_{t}$. Note that $\left|\operatorname{bd}\left(\mathbf{G}_{t^{\prime}}\right) \backslash A_{t}\right| \leq 1$ for $t^{\prime} \in \operatorname{ch}_{r}(t)$.

We proceed in a bottom-up manner to compute $s_{t}^{\mathcal{X}}:=\hat{\mathrm{p}}_{g, \text { opt }}\left(G_{t}, \mathcal{X}\right)$, for each $t \in V(T)$, for each $\mathcal{X} \in \mathcal{P}_{p}\left(\delta_{t}\right)$. Hence, given that $\delta_{r}=\emptyset, s_{r}^{\emptyset}=\mathrm{p}_{g, \text { opt }}(G)$.

Let $t \in V(T)$. By induction, for each $t^{\prime} \in \mathrm{ch}_{r}(t)$ and for each $\mathcal{X}_{t^{\prime}} \in \mathcal{P}_{p}\left(\delta_{t^{\prime}}\right)$, we compute the value $s_{t^{\prime}}^{\mathcal{X}}$. Let $\mathcal{X} \in \mathcal{P}_{p}\left(\delta_{t}\right)$. Let $\mathcal{Q}$ be the set of all $\mathcal{A} \in \mathcal{P}_{p}\left(A_{t}\right)$ such that $\mathcal{A} \cap \delta_{t}=\mathcal{X}$. Let $\mathcal{A} \in \mathcal{Q}$. Since $\Pi^{\prime}$ is $\mathcal{H}$-nice, there is an $\mathcal{H}$-nice reduction $\left(\mathbf{H}_{\mathcal{A}}, \mathcal{A}^{\prime}, s_{\mathcal{A}}\right)$ of $\left(\mathbf{H}_{t}, \mathcal{A}\right)$ with respect to $\Pi^{\prime}$. Hence, $\hat{\mathrm{p}}_{g, \text { opt }}\left(G_{t}, \mathcal{A}\right)=\hat{\mathrm{p}}_{g, \text { opt }}\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}_{t}, \mathcal{A}^{\prime}\right)+s_{\mathcal{A}}$. Let us compute $\hat{\mathrm{p}}_{g, \text { opt }}\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}_{t}, \mathcal{A}^{\prime}\right)$.

By definition of a $\mathcal{H}$-reduction, $\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}_{t}\right) \backslash\left(\cup \mathcal{A}^{\prime}\right) \in \mathcal{H}$. Hence, we can compute $\hat{\mathrm{p}}_{g, \text { opt }}\left(\mathbf{H}_{\mathcal{A}} \triangleright\right.$ $\left.\mathbf{F}_{t}, \mathcal{A}^{\prime}\right)$, and thus $\hat{\mathrm{p}}_{g, \text { opt }}\left(G_{t}, \mathcal{A}\right)$, using Alg on the instance $\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}_{t}, \mathcal{A}^{\prime}\right)$. Finally, $s_{t}^{\mathcal{X}}=$ opt $_{\mathcal{A} \in \mathcal{Q}} \hat{\mathrm{p}}_{g, \text { opt }}\left(G_{t}, \mathcal{A}\right)$.

It remains to calculate the complexity. Throughout, we make use of the fact that $p$ is a fixed constant. We can assume that $T$ has at most $n$ nodes: for any pair of nodes $t, t^{\prime}$ with $(\alpha \cup \beta)(t) \subseteq(\alpha \cup \beta)\left(t^{\prime}\right)$, we can contract the edge $t t^{\prime}$ of $T$ to a new vertex $t^{\prime \prime}$ with $\alpha\left(t^{\prime \prime}\right)=\alpha\left(t^{\prime}\right)$ and $\beta\left(t^{\prime \prime}\right)=\beta\left(t^{\prime}\right)$. This defines a valid 1-H-tree decomposition of same width. For any leaf $t$ of $T$, there is a vertex $u \in V(G)$ that only belongs to the bag of $t$. From this observation, we can inductively associate each node of $T$ to a distinct vertex of $G$. So this $\mathcal{H}$-tree decomposition has at most $n$ bags. Hence, if $c_{t}=\left|c h_{r}(t)\right|$, then we have $\sum_{t \in V(T)} c_{t} \leq n$. Let also $n_{t}=|(\alpha \cup \beta)(t)|$ and $m_{t}=|E(G[(\alpha \cup \beta)(t)])|$. Note that $\left|A_{t}\right|=|\alpha(t)|+\left|\delta_{t} \cap \beta(t)\right| \leq k+1$ and that $\left|B_{t}\right|=\left|\bigcup_{t^{\prime} \in V(T)} \delta_{t^{\prime}} \cap \beta(t)\right| \leq c_{t}$, so $\left|X_{t}\right| \leq k+1+c_{t}$. Moreover, the properties of the tree decompositions imply that the vertices in $\beta(t) \backslash X_{t}$ are only present in node $t$. Then, $\sum_{t \in V(T)} n_{t}=\sum_{t \in V(T)}\left(\left|X_{t}\right|+\left|\beta(t) \backslash X_{t}\right|\right)=\mathcal{O}(k \cdot n)$. Also, let $\bar{m}_{t}$ be the number of edges only present in the bag of node $t$. The edges that are present in several bags are those in the adhesion of $t$ and its neighbors. $t$ is adjacent to its $\left|c_{t}\right|$ children and its parent, and an adhesion has size at most $k+1$. Thus, $\sum_{t \in V(T)} m_{t} \leq \sum_{t \in V(T)}\left(\bar{m}_{t}+k^{2}\left(1+c_{t}\right)\right)=\mathcal{O}\left(m+k^{2} \cdot n\right)$.

There are $p^{\left|A_{t}\right|} \leq p^{k+1}=\mathcal{O}\left(p^{k}\right)$ partitions of $\mathcal{P}_{p}\left(A_{t}\right)$. For each of them, we compute in time $\mathcal{O}\left(k \cdot c_{t}\right)$ a $\mathcal{H}$-nice reduction $\left(\mathbf{H}_{\mathcal{A}}, \mathcal{A}^{\prime}, s_{\mathcal{A}}\right)$ with $\left|\cup \mathcal{A}^{\prime}\right|=\left|A_{t}\right|+\mathcal{O}(1)=k+\mathcal{O}(1)$ and with $\mathcal{O}\left(\left|B_{t}\right|\right)=\mathcal{O}\left(c_{t}\right)$ additional vertices and edges. We thus solve $\Pi^{\prime}$ on $\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}_{t}, \mathcal{A}^{\prime}\right)$ in time $f(k+\mathcal{O}(1)) \cdot \mathcal{O}\left(\left(n_{t}+c_{t}\right)^{c} \cdot\left(m_{t}+c_{t}\right)^{d}\right)$. Hence, the running time is $\mathcal{O}\left(p^{k} \cdot f(k+\mathcal{O}(1)) \cdot(k \cdot n)^{c} \cdot m^{d}\right)$ (or $\mathcal{O}\left(p^{k} \cdot f(k+\mathcal{O}(1)) \cdot\left(m+k^{2} \cdot n\right)^{d}\right)$ if $\left.c=0\right)$.

### 3.3 Generalizations

For the sake of simplicity, we assumed in Lemma 2 that the problem $\Pi$ under consideration takes as input just a graph. However, a similar statement still holds if we add labels/weights on the vertices/edges of the input graph. This is in particular the case for Maximum Weighted Cut (Subsection 3.4) and Weighted Independent Set where the vertices or edges are weighted.

Moreover, again for the sake of simplicity, we assumed that $\Pi^{\prime}$ is solvable in FPTtime, while other complexities such as XP-time could be considered. Similarly, in the definition of the nice reduction, the contraints $\left|A^{\prime}\right|=|A|+\mathcal{O}(1),\left|V\left(G^{\prime}\right)\right| \leq|X|+\mathcal{O}(|B|)$, $\left|E\left(G^{\prime}\right)\right| \leq|E(G[X])|+\mathcal{O}(|B|)$ can be modified. In both cases, the dynamic programming algorithm still holds, but the running time of Lemma 2 changes.

To give a precise running time for Maximum Weighted Cut (Subsection 3.4), $K_{t^{-}}$ Subgraph-Cover, and Weighted Independent Set, let us observe that, if $\Pi^{\prime}$ is solvable in time $f(|\cup \mathcal{X}|) \cdot n^{\prime c} \cdot m^{\prime d}$, where $G^{\prime}=G \backslash \cup \mathcal{X}, n^{\prime}=\left|V\left(G^{\prime}\right)\right|$, and $m^{\prime}=\left|E\left(G^{\prime}\right)\right|$, then the running time of Lemma 2 is better. Indeed, in the proof of the complexity of Lemma 2, we now solve $\Pi^{\prime}$ on $\left(\mathbf{H}_{\mathcal{A}} \triangleright \mathbf{F}, \mathcal{A}^{\prime}\right)$ in time $f(k+\mathcal{O}(1)) \cdot \mathcal{O}\left(\left(n_{t}^{\prime}+c_{t}\right)^{c} \cdot\left(m_{t}^{\prime}+c_{t}\right)^{d}\right)$, where $n_{t}^{\prime}=|\beta(t)|$ and $m_{t}^{\prime}=|E(G[\beta(t)])|$. We have $\sum_{t \in V(T)} n_{t}^{\prime}=\sum_{t \in V(T)}\left(|B|+\left|\beta(t) \cap \delta_{t}\right|+|\beta(t) \backslash X|\right)=\mathcal{O}(n)$ and $\sum_{t \in V(T)} m_{t}^{\prime} \leq m$. Hence, the total running time is $\mathcal{O}\left(p^{k} \cdot\left(k \cdot n+f(k+\mathcal{O}(1)) \cdot n^{c} \cdot m^{d}\right)\right)$.

### 3.4 Application to Maximum Cut

We now apply the above framework to give an FPT-algorithm for Maximum Weighted Cut parameterized by bipartite treewidth. Thanks to Lemma 2, this now reverts to showing that the problem under consideration has an $\mathcal{B}$-nice annotated extension that is solvable in FPT time when parameterized by oct, where $\mathcal{B}$ is the class of bipartite graphs.

The Maximum Weighted Cut problem is defined as follows.
Maximum Weighted Cut
Input: A graph $G$ and a weight function $w: E(G) \rightarrow \mathbb{N}$.
Objective: Find an edge cut of maximum weight.
Let $H$ be a graph. We define $f_{\text {cut }}$ as the 2-partition-evaluation function where, for every graph $G$ with edge weight $w$ and for every $\mathcal{P}=\left(X_{1}, X_{2}\right) \in \mathcal{P}_{2}(V(G))$,

$$
f_{\text {cut }}(G, \mathcal{P})=w(\mathcal{P})=w\left(E\left(X_{1}, X_{2}\right)\right)
$$

Hence, Maximum Weighted Cut is the problem of computing $\mathrm{p}_{f_{\text {cut }, \max }}(G)$. We call its annotated extension Annotated Maximum Weighted Cut. In other words, Annotated Maximum Weighted Cut is defined as follows.

Annotated Maximum Weighted Cut
Input: A graph $G$, a weight function $w: E(G) \rightarrow \mathbb{N}$, and two disjoint sets $X_{1}, X_{2} \subseteq$ $V(G)$.
Objective: Find an edge cut of maximum weight such that the vertices in $X_{1}$ belongs to one side of the cut, and the vertices in $X_{2}$ belong to the other side.

The following property seems critical to show that a problem is $\mathcal{H}$-nice.

Gluing property. Let $\Pi$ be a $p$-annotated problem corresponding to some choice of $p$ -partition-evaluation function $f$ and some opt $\in\{\max , \min \}$. We say that $\Pi$ has the gluing property if, given two compatible boundaried graphs $\mathbf{F}$ and $\mathbf{G}$ with boundary $X, \mathcal{X} \in \mathcal{P}_{p}(X)$, and $\mathcal{P} \in \mathcal{P}_{p}(V(\mathbf{F} \oplus \mathbf{G}))$ such that $\mathcal{X} \subseteq \mathcal{P}$, then $\hat{\mathrm{p}}_{f, \text { opt }}(\mathbf{F} \oplus \mathbf{G}, \mathcal{X})=f(\mathbf{F} \oplus \mathbf{G}, \mathcal{P})$ if and only if $\hat{\mathrm{p}}_{f, \mathrm{opt}}(F, \mathcal{X})=f(F, \mathcal{P} \cap V(F))$ and $\hat{\mathrm{p}}_{f, \mathrm{opt}}(G, \mathcal{X})=f(G, \mathcal{P} \cap V(G))$.

We first prove that Annotated Maximum Weighted Cut has the gluing property.

- Lemma 3 (Gluing property). Annotated Maximum Weighted Cut has the gluing property. More precisely, given two boundaried graphs $\mathbf{F}=\left(F, B_{F}, \rho_{F}\right)$ and $\mathbf{G}=\left(G, B_{G}, \rho_{G}\right)$, a weight function $w: E(\mathbf{F} \oplus \mathbf{G}) \rightarrow \mathbb{N}$, a set $X \subseteq V(\mathbf{F} \oplus \mathbf{G})$ such that $B_{F} \cap B_{G} \subseteq X$, and $\mathcal{X}=\left(X_{1}, X_{2}\right) \in \mathcal{P}_{2}(X)$, if we set $\bar{w}=w\left(\mathcal{X} \cap B_{F} \cap B_{G}\right)$, then we have

$$
\hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w)=\hat{\mathrm{p}}_{f_{\text {cut }, \max }}(F, \mathcal{X} \cap V(F), w)+\hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }(G, \mathcal{X} \cap V(G), w)-\bar{w} .
$$

Proof. Let $\mathcal{P} \in \mathcal{P}_{2}(V(\mathbf{F} \oplus \mathbf{G}))$ be such that $\mathcal{X} \subseteq \mathcal{P}$ and $\hat{\mathbf{p}}_{f_{\text {cut }, \max }}(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w)=f_{\text {cut }}(\mathbf{F} \oplus$ $\mathbf{G}, \mathcal{P}, w)$. Then,

$$
\begin{aligned}
\hat{\mathrm{p}}_{f_{\text {cut }, \max }(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w)} & =w(\mathcal{P}) \\
& =w(\mathcal{P} \cap V(F))+w(\mathcal{P} \cap V(G))-\bar{w} \\
& \leq \hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }(F, \mathcal{X} \cap V(F), w)+\hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }(G, \mathcal{X} \cap V(G), w)-\bar{w}
\end{aligned}
$$

Reciprocally, for $H \in\{F, G\}$, let $\mathcal{P}_{H}=\left(X_{1}^{H}, X_{2}^{H}\right) \in \mathcal{P}_{2}(V(H))$ be such that $\mathcal{X} \cap V(H) \subseteq$
 for $H \in\{F, G\}$, we have

$$
\begin{aligned}
\hat{\mathrm{p}}_{f_{\text {cut }, \max }(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w)} & \geq w\left(E\left(X_{1}^{F} \cup X_{1}^{G}, X_{2}^{F} \cup X_{2}^{G}\right)\right) \\
& =w\left(E\left(X_{1}^{F}, X_{2}^{F}\right)\right)+w\left(E\left(X_{1}^{G}, X_{2}^{G}\right)\right)-\bar{w} \\
& =\hat{\mathrm{p}}_{f_{\text {cut }, \max }}(F, \mathcal{X} \cap V(F), w)+\hat{\mathrm{p}}_{f_{\text {cut }}, \max }(G, \mathcal{X} \cap V(G), w)-\bar{w} .
\end{aligned}
$$

We now show how to reduce a graph $\mathbf{F} \oplus \mathbf{G}$ to a graph $F^{\prime}$ when the boundary of $\mathbf{F}$ and $\mathbf{G}$ has a single vertex $v$ that is not annotated.

- Lemma 4 (Gadgetization). Let $\mathbf{F}=\left(F, B_{F}, \rho_{F}\right)$ and $\mathbf{G}=\left(G, B_{G}, \rho_{G}\right)$ be two boundaried graphs, let $w: E(\mathbf{F} \oplus \mathbf{G}) \rightarrow \mathbb{N}$ be a weight function, let $X \subseteq V(\mathbf{F} \oplus \mathbf{G})$ be such that $B_{F} \cap B_{G} \subseteq X$, let $v \in B_{F} \cap B_{G}$, and let $\mathcal{X}=\left(X_{1}, X_{2}\right) \in \mathcal{P}_{2}(X \backslash\{v\})$. Suppose that there is $v_{1} \in X_{1}$ and $v_{2} \in X_{2}$ adjacent to $v$ with $w\left(v v_{1}\right)=w\left(v v_{2}\right)=0$. Let $\mathcal{X}^{1}=\left(X_{1} \cup\{v\}, X_{2}\right)$ and $\mathcal{X}^{2}=\left(X_{1}, X_{2} \cup\{v\}\right)$. For $a \in[2]$, let $g_{a}=\hat{\mathrm{p}}_{f_{\text {cut }} \max }\left(G, \mathcal{X}^{a} \cap V(G)\right.$, w). Let $\bar{w}=$ $w\left(\mathcal{X} \cap B_{F} \cap B_{G}\right)$. Let $w^{\prime}: E(F) \rightarrow \mathbb{N}$ be such that $w^{\prime}\left(v v_{1}\right)=g_{2}-\bar{w}, w^{\prime}\left(v v_{2}\right)=g_{1}-\bar{w}$, and $w^{\prime}(e)=w(e)$ otherwise. Then

$$
\hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w)=\hat{\mathrm{p}}_{f_{\mathrm{cut}}, \max }\left(F, \mathcal{X}, w^{\prime}\right)
$$

Proof. For $a \in[2]$, let $f_{a}=\hat{\mathrm{p}}_{f_{\text {cut }, \max }}\left(F, \mathcal{X}^{a} \cap V(F), w\right)$. Note that in $F$ with partition $\mathcal{X}$, if $v$ is on the same side as $X_{1}$, then we must count the weight of the edge $v v_{2}$, but not the weight of $v v_{1}$, and vice versa when exchanging 1 and 2 . Thus, using Lemma 3, we have

$$
\begin{aligned}
\hat{\mathrm{p}}_{f_{\text {cut }}, \max }(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}, w) & =\max \left\{\hat{\mathbf{p}}_{f_{\text {cut }}, \max }\left(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}^{1}, w\right), \hat{\mathrm{p}}_{f_{\text {cut }}, \max }\left(\mathbf{F} \oplus \mathbf{G}, \mathcal{X}^{2}, w\right)\right\} \\
& =\max \left\{f_{1}+g_{1}-\bar{w}, f_{2}+g_{2}-\bar{w}\right\} \\
& =\max \left\{f_{1}+w^{\prime}\left(v v_{2}\right), f_{2}+w^{\prime}\left(v v_{1}\right)\right\} \\
& =\max \left\{\hat{\mathbf{p}}_{f_{\text {cut }}, \max }\left(F^{\prime}, \mathcal{X}^{1}, w^{\prime}\right), \hat{\mathrm{p}}_{f_{\text {cut }, \max }}\left(F, \mathcal{X}^{2}, w^{\prime}\right)\right\} \\
& =\hat{\mathrm{p}}_{f_{\text {cut }}, \max }\left(F, \mathcal{X}, w^{\prime}\right) .
\end{aligned}
$$

Using Lemma 3 and Lemma 4, we can prove that Annotated Maximum Weighted Cut is $\mathcal{H}$-nice. Essentially, given an instance $\left(\mathbf{G}=\mathbf{X} \boxplus\left(\boxplus_{i \in[d]} \mathbf{G}_{i}\right),(A, B), \mathcal{A}, w\right)$, we reduce $\mathbf{G}$ to $\mathbf{X}$ where we add two new vertices in $\mathcal{A}$ and add every edges between this new vertices and the vertices in $B$. We then show that if the appropriate weight is given to each new edge, then the resulting boundaried graph is equivalent to $\mathbf{G}$ modulo some constant $s$.

Lemma 5 (Nice problem). Let $\mathcal{H}$ be a graph class. Annotated Maximum Weighted Cut is $\mathcal{H}$-nice.

Maximum Weighted Cut is a NP-hard problem [20]. However, there exists a polynomialtime algorithm when restricted to some graph classes. In particular, Grötschel and Pulleyblank [13] proved that Maximum Weighted Cut is solvable in polynomial-time on weakly bipartite graphs, and Guenin [14] proved that weakly bipartite graphs are exactly $K_{5}$-odd-minor-free graphs, which gives the following result.

- Proposition 6 ([13,14]). There is a constant $c \in \mathbb{N}$ and an algorithm that solves MAXIMUM Weighted Cut on $K_{5}$-odd-minor-free graphs in time $\mathcal{O}\left(n^{c}\right)$.

Moreover, we observe the following.

- Lemma 7. A graph $G$ such that $\operatorname{oct}(G) \leq 2$ does not contain $K_{5}$ as an odd-minor.

Proof. Let $u, v \in V(G)$ be such that $G^{\prime}=G \backslash\{u, v\}$ is bipartite. $G^{\prime}$ does not contain $K_{3}$ as an odd-minor, so $G$ does not contain $K_{5}$ as an odd-minor.

Combining Proposition 6 and Lemma 7 , we have that Annotated Maximum Weighted CuT is FPT parameterized by oct.

- Lemma 8. There is an algorithm that, given a graph $G$, a weight function $w: E(G) \rightarrow \mathbb{N}$, and two disjoint sets $X_{1}, X_{2} \subseteq V(G)$, such that $G^{\prime}=G \backslash\left(X_{1} \cup X_{2}\right)$ is bipartite, solves Annotated Maximum Weighted Cut on $\left(G, X_{1}, X_{2}, w\right)$ in time $\mathcal{O}\left(k \cdot n^{\prime}+n^{\prime c}\right)$, where $k=\left|X_{1} \cup X_{2}\right|$ and $n^{\prime}=\left|V\left(G^{\prime}\right)\right|$.

Proof. Let $G^{\prime \prime}$ be the graph obtained from $G$ by identifying all vertices in $X_{1}$ (resp. $X_{2}$ ) to a new vertex $x_{1}\left(\right.$ resp. $\left.x_{2}\right)$. Let $w^{\prime}: V\left(G^{\prime \prime}\right) \rightarrow \mathbb{N}$ be such that $w^{\prime}\left(x_{1} x_{2}\right)=\sum_{e \in E(G)} w(e)+1$, $w^{\prime}\left(x_{i} u\right)=\sum_{x \in X_{i}} w(x u)$ for $i \in[2]$ and $u \in N_{G}\left(X_{i}\right)$, and $w^{\prime}(e)=w(e)$ otherwise. Let $\left(X_{1}^{\star}, X_{2}^{\star}\right) \in \mathcal{P}_{2}(V(G))$ be such that $\left(X_{1}, X_{2}\right) \subseteq\left(X_{1}^{\star}, X_{2}^{\star}\right)$. For $i \in[2]$, let $X_{i}^{\prime}=X_{i}^{\star} \backslash X_{i}$. Then

$$
\begin{aligned}
w\left(X_{1}^{\star}, X_{2}^{\star}\right) & =w\left(X_{1}, X_{2}\right)+w\left(X_{1}^{\prime}, X_{2}^{\prime}\right)+\sum_{x y \in E\left(X_{1}, X_{2}^{\prime}\right)} w(x y)+\sum_{x y \in E\left(X_{1}^{\prime}, X_{2}\right)} w(x y) \\
& =w\left(X_{1}, X_{2}\right)+w^{\prime}\left(X_{1}^{\prime}, X_{2}^{\prime}\right)+\sum_{u \in X_{2} \cap N_{G}\left(X_{1}\right)} w^{\prime}\left(x_{1} u\right)+\sum_{u \in X_{1} \cap N_{G}\left(X_{2}\right)} w^{\prime}\left(x_{2} u\right) \\
& =w^{\prime}\left(X_{1}^{\prime} \cup\left\{x_{1}\right\}, X_{2}^{\prime} \cup\left\{x_{2}\right\}\right)+w\left(X_{1}, X_{2}\right)-w^{\prime}\left(x_{1} x_{2}\right)
\end{aligned}
$$

Let $\bar{w}$ be the contant $w\left(X_{1}, X_{2}\right)-w^{\prime}\left(x_{1} x_{2}\right)$. Hence, $f_{\text {cut }}\left(G,\left(X_{1}^{\star}, X_{2}^{\star}\right)\right)=f_{\text {cut }}\left(G^{\prime \prime},\left(X_{1}^{\prime} \cup\right.\right.$ $\left.\left.\left\{x_{1}\right\}, X_{2}^{\prime} \cup\left\{x_{2}\right\}\right)\right)+\bar{w}$, and so $\hat{p}_{\text {fut }, \max }\left(G,\left(X_{1}, X_{2}\right)\right)=\hat{p}_{f_{\text {cut }, \max }}\left(G^{\prime \prime},\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right)\right)+\bar{w}$. Furthermore, given that the weight of the edge $x_{1} x_{2}$ is larger than the sum of all other weights, $x_{1}$ and $x_{2}$ are never on the same side of a maximum cut in $G^{\prime \prime}$. Hence, $\hat{p}_{f_{\text {cut }}, \max }\left(G^{\prime \prime},\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right)\right)=$ $\mathrm{p}_{f_{\text {cut }}, \max }\left(G^{\prime \prime}\right)$, and therefore, $\hat{p}_{f_{\text {cut }}, \max }\left(G,\left(X_{1}, X_{2}\right)\right)=p_{f_{\text {cut }}, \max }\left(G^{\prime \prime}\right)+\bar{w}$.

Constructing $G^{\prime \prime}$ takes time $\mathcal{O}(k \cdot n)$ and computing $\bar{w}$ takes time $\mathcal{O}\left(k^{2}\right)$. Since oct $\left(G^{\prime \prime}\right)=2$, according to Proposition 6 and Lemma 7, an optimal solution to Maximum Weighted Cut on $G^{\prime \prime}$ can be found in time $\mathcal{O}\left(n^{\prime c}\right)$, and thus, an optimal solution to Annotated Maximum Weighted Cut on $\left(G, X_{1}, X_{2}\right)$ can be found in time $\mathcal{O}\left(k \cdot\left(k+n^{\prime}\right)+n^{\prime c}\right)$.

We apply Lemma 5 and Lemma 8 to the dynamic programming algorithm of Lemma 2 to obtain the following result.

Corollary 9. Given a graph $G$ and a bipartite tree decomposition of $G$ of width $k$, there is an algorithm that solves Maximum Weighted Cut on $G$ in time $\mathcal{O}\left(2^{k} \cdot\left(k \cdot(k+n)+n^{c}\right)\right)$.

## 4 Further research

In this paper we study the complexity of several problems parameterized by bipartite treewidth, denoted by btw. In particular, our results extend the graph classes for which Vertex Cover/Independent Set, Maximum Weighted Cut, and Odd Cycle TransVERSAL are polynomial-time solvable. A number of interesting questions remain open.

Except for 3-Coloring, all the problems we consider are covering and packing problems. We are still far from a full classification of the variants that are para-NP-complete, and those that are not (FPT or XP). For instance, concerning $H$-Subgraph-Cover, we provided an FPT-algorithms when $H$ is a clique. This case is particularly well-behaved because we know that in a tree decomposition every clique appears in some bag. On the other hand, as an immediate consequence of the result of Yannakakis [32], we know that $H$-Subgraph-Cover is para-NP-complete for every bipartite graph $H$ containing $P_{3}$. We do not know what happens when $H$ is not bipartite nor a clique. An apparently simple but challenging case is $C_{5}$-Subgraph-Cover. The main difficulty seems to be that $C_{5}$-Subgraph-Cover does not have the gluing property, which is the main ingredient in this paper to show that a problem is nice, and therefore to obtain an FPT-algorithm. We do not exclude the possibility that the problem is para-NP-complete, as we were not even able to obtain even an XP algorithm.

Concerning the packing problems, namely $H$-Subgraph/Induced/Scattered/Odd-Minor-Packing, we provide XP-algorithms for them when $H$ is non-bipartite. Unfortunately, we do not know whether any of them admits an FPT-algorithm, although we suspect that it is indeed the case. We would like to mention that it is possible to apply the framework of equivalence relations and representatives (see for instance $[2,9,10]$ ) to obtain an FPTalgorithm for $K_{t}$-SUbGRAPh-Packing parameterized by btw. However, since a number of definitions and technical details are required to present this algorithm, we decided not to include it in this paper (which is already quite long). However, when $H$ is not a clique, we do not know whether $H$-SUbGRaph-Packing admits an FPT-algorithm. A concrete case that we do not know how to solve is when $H$ is the paw, i.e., the 4 -vertex graph consisting of one triangle and one pendent edge.

Beyond bipartite tree decompositions, we introduce a more general type of decompositions that we call $q$ (-torso)- $\mathcal{H}$-tree decompositions. For $\mathcal{B}$ being the class of bipartite graphs, we prove that for every $q \geq 2$ and every 2 -connected graph $H$ with an edge, $H$-ScatteredPacking is para-NP-complete parameterized by $q$ (-torso)- $\mathcal{B}$-treewidth. It should be possible to prove similar results for other covering and packing problems considered in this article.

Most of our para-NP-completeness results consist just in proving NP-completeness on bipartite graph. There are two exceptions. On the one hand, the NP-completeness of 3Coloring on graphs with odd cycle transversal at most three and $H$-Scattered-Packing parameterized by $q$ - $\mathcal{B}$-treewidth for every integer $q \geq 2$. Interestingly, none of our hardness results really exploits the structure of bipartite tree decompositions (i.e., for $q=1$ ), beyond being bipartite or having bounded odd cycle transversal.

Finally, as mentioned in the introduction, the goal of this article is to make a first step toward efficient algorithms to solve problems related to odd-minors. We already show in this paper that bipartite treewidth can be useful in this direction, by providing an XP-algorithm for $H$-Odd-Minor-Packing. Bipartite treewidth, or strongly related notions, also plays a strong role in the recent series of papers about odd-minors by Campbell, Gollin, Hendrey, and Wiederrecht $[4,12]$. This looks like an emerging topic that is worth investigating.
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## A Graphs, treewidth, boundaried graphs, and nice problems

Functions. Given two sets $A$ and $B$, and two functions $f, g: A \rightarrow 2^{B}$, we denote by $f \cup g$ the function that maps $x \in A$ to $f(x) \cup g(x) \in 2^{B}$. Let $f: A \rightarrow B$ be an injection. Let $K \subseteq B$ be the image of $f$. By convention, if $f$ is referred to as a bijection, it means that we consider that $f$ maps $A$ to $K$. Given a function $w: A \rightarrow \mathbb{N}$, and $A^{\prime} \subseteq A, w\left(A^{\prime}\right)=\sum_{x \in A^{\prime}} w(x)$.

Basic concepts on graphs. All graphs considered in this paper are undirected, finite, and without loops or multiple edges. We use standard graph-theoretic notation and we refer the reader to [7] for any undefined terminology. For convenience, we use $u v$ instead of $\{u, v\}$ to denote an edge of a graph. Let $G$ be a graph. In the rest of this paper we always use $n$ for the cardinality of $V(G)$, and $m$ for the cardinality of $E(G)$, where $G$ is the input
graph of the problem under consideration. For $S \subseteq V(G)$, we set $G[S]=\left(S, E \cap\binom{S}{2}\right)$ and use the shortcut $G \backslash S$ to denote $G[V(G) \backslash S]$. Given a vertex $v \in V(G)$, we denote by $N_{G}(v)$ the set of vertices of $G$ that are adjacent to $v$ in $G$. Moreover, given a set $A \subseteq V(G)$, $N_{G}(A)=\bigcup_{v \in A} N_{G}(v) \backslash A$. For $k \in \mathbb{N}$, we denote by $P_{k}$ the path with $k$ vertices, and we say that $P_{k}$ has length $k-1$ (i.e., the length of a path is its number of edges). We denote by $\mathrm{cc}(G)$ the set of connected components of a graph $G$. For $A, B \subseteq V(G), E(A, B)$ denotes the set of edges of $G$ with one endpoint in $A$ and the other in $B$. We say that $E^{\prime} \subseteq E(G)$ is an edge cut of $G$ if there is a partition $(A, B)$ of $V(G)$ such that $E^{\prime}=E(A, B)$. We say that a pair $(L, R) \in 2^{V(G)} \times 2^{V(G)}$ is a separation of $G$ if $L \cup R=V(G)$ and $E(L \backslash R, R \backslash L)=\emptyset$. The order of $(L, R)$ is $|L \cap R| . L \cap G$ is called a $|L \cap R|$-separator of $G$. A graph $G$ is $k$-connected if, for any separation $(L, R)$ of $G$ of order at most $k-1$, either $L \subseteq R$ or $R \subseteq L$. A graph class $\mathcal{H}$ is hereditary if for any $G \in \mathcal{H}$ and $v \in V(G), G \backslash\{v\} \in \mathcal{H}$.

Treewidth. A tree decomposition of a graph $G$ is a pair $(T, \chi)$ where $T$ is a tree and $\chi: V(T) \rightarrow 2^{V(G)}$ such that

- $\bigcup_{t \in V(T)} \chi(t)=V(G)$,
- for every $e \in E(G)$, there is a $t \in V(T)$ such that $\chi(t)$ contains both endpoints of $e$, and - for every $v \in V(G)$, the subgraph of $T$ induced by $\{t \in V(T) \mid v \in \chi(t)\}$ is connected. The width of $(T, \chi)$ is equal to $\max \{|\chi(t)|-1 \mid t \in V(T)\}$ and the treewidth of $G$, denoted by $\operatorname{tw}(G)$, is the minimum width over all tree decompositions of $G$.

For every node $t \in V(T), \chi(t)$ is called bag of $t$. Given $t t^{\prime} \in E(T)$, the adhesion of $t$ and $t^{\prime}$, denoted by $\operatorname{adh}\left(t, t^{\prime}\right)$, is the set $\chi(t) \cap \chi\left(t^{\prime}\right)$.

A rooted tree decomposition is a triple $(T, \chi, r)$ where $(T, \chi)$ is a tree decomposition and $(T, r)$ is a rooted tree (i.e., $T$ is a tree and $r \in V(T))$. Given $t \in V(T)$, we denote by $\mathrm{ch}_{r}(t)$ the set of children of $t$ and by $\operatorname{par}_{r}(t)$ the parent of $t$ (if $t \neq r$ ). We set $\delta_{t}^{r}=\operatorname{adh}\left(t, \operatorname{par}_{r}(t)\right)$, with the convention that $\delta_{r}^{r}=\emptyset$. Moreover, we denote by $G_{t}^{r}$ the graph induced by $\bigcup_{t^{\prime} \in V\left(T_{t}\right)} \chi\left(t^{\prime}\right)$ where $\left(T_{t}, t\right)$ is the rooted subtree of $(T, r)$. We may use $\delta_{t}$ and $G_{t}$ instead of $\delta_{t}^{r}$ and $G_{t}^{r}$ when there is no risk of confusion.

Boundaried graphs. Let $t \in \mathbb{N}$. A $t$-boundaried graph is a triple $\mathbf{G}=(G, B, \rho)$ where $G$ is a graph, $B \subseteq V(G),|B|=t$, and $\rho: B \rightarrow \mathbb{N}$ is an injection. We say that $B$ is the boundary of $\mathbf{G}$ and we write $B=\operatorname{bd}(G)$. We call $\mathbf{G}$ trivial if all its vertices belong to the boundary. We say that two $t$-boundaried graphs $\mathbf{G}_{1}=\left(G_{1}, B_{1}, \rho_{1}\right)$ and $\mathbf{G}_{2}=\left(G_{2}, B_{2}, \rho_{2}\right)$ are isomorphic if $\rho_{1}\left(B_{1}\right)=\rho_{2}\left(B_{2}\right)$ and there is an isomorphism from $G_{1}$ to $G_{2}$ that extends the bijection $\rho_{2}^{-1} \circ \rho_{1}$. A triple $(G, B, \rho)$ is a boundaried graph if it is a $t$-boundaried graph for some $t \in \mathbb{N}$. We denote by $\mathcal{B}^{t}$ the set of all (pairwise non-isomorphic) $t$-boundaried graphs. A boundaried graph $\mathbf{F}$ is a boundaried induced subgraph (resp. boundaried subgraph) of $\mathbf{G}$ if $\mathbf{F}$ can be obtained from $\mathbf{G}$ by removing vertices (resp. and edges). A boundaried graph $\mathbf{F}$ is a boundaried odd-minor of $\mathbf{G}$ if $\mathbf{F}$ can be obtained from a bounderied subgraph $\mathbf{G}^{\prime}$ of $\mathbf{G}$ by contracting an edge cut such that every vertex in $\operatorname{bd}\left(\mathbf{G}^{\prime}\right)$ is on the same side of the cut. We say that two boundaried graphs $\mathbf{G}_{1}=\left(G_{1}, B_{1}, \rho_{1}\right)$ and $\mathbf{G}_{2}=\left(G_{2}, B_{2}, \rho_{2}\right)$ are compatible if $\rho_{1}\left(B_{1}\right)=\rho_{2}\left(B_{2}\right)$ and $\rho_{2}^{-1} \circ \rho_{1}$ is an isomorphism from $G_{1}\left[B_{1}\right]$ to $G_{2}\left[B_{2}\right]$. Given two boundaried graphs $\mathbf{G}_{1}=\left(G_{1}, B_{1}, \rho_{1}\right)$ and $\mathbf{G}_{2}=\left(G_{2}, B_{2}, \rho_{2}\right)$, we define $\mathbf{G}_{1} \oplus \mathbf{G}_{2}$ as the unboundaried graph obtained if we take the disjoint union of $G_{1}$ and $G_{2}$ and, for every $i \in \rho_{1}\left(B_{1}\right) \cap \rho_{2}\left(B_{2}\right)$, we identify vertices $\rho_{1}^{-1}(i)$ and $\rho_{2}^{-1}(i)$. If $v$ is the result of the identification of $v_{1}:=\rho_{1}^{-1}(i)$ and $v_{2}:=\rho_{2}^{-1}(i)$ then we say that $v$ is the heir of $v_{i}$ from $\mathbf{G}_{i}, i \in[2]$. If $v$ is either a vertex of $G_{1}$ where $\rho_{1}(v) \notin \rho_{1}\left(B_{1}\right) \cap \rho_{2}\left(B_{2}\right)$ (if $v \in B_{1}$ ) or a vertex of $G_{2}$ where $\rho_{2}(v) \notin \rho_{1}\left(B_{1}\right) \cap \rho_{2}\left(B_{2}\right)$ (if $v \in B_{2}$ ), then $v$ is also a (non-identified) vertex of


Figure 1 Illustration of the setting of the nice problem and reduction. The shaded area on the left is $\mathbf{G}$ where $X=X_{1} \cup X_{2} \cup X^{\star}$, and the shaded area on the right is $\mathbf{G}^{\prime}$ where $X^{\prime}=X_{1}^{\prime} \cup X_{2}^{\prime} \cup X^{\star \prime}$.
$\mathbf{G}_{1} \oplus \mathbf{G}_{2}$ and is a heir of itself (from $\mathbf{G}_{1}$ or $\mathbf{G}_{2}$ respectively). For $i \in[2]$, and given an edge $v u$ in $\mathbf{G}_{1} \oplus \mathbf{G}_{2}$, we say that $v u$ is the heir of an edge $v^{\prime} u^{\prime}$ from $\mathbf{G}_{i}$ if $v^{\prime}$ (resp. $u^{\prime}$ ) is the heir of $v$ (resp. $u$ ) from $\mathbf{G}_{\mathbf{i}}$ and $v^{\prime} u^{\prime}$ is an edge of $G_{i}$. If $x^{\prime}$ is an heir of $x$ from $\mathbf{G}=(G, B, \rho)$ in $\mathbf{G}^{\prime}$, then we write $x=\operatorname{heir}_{\mathbf{G}, \mathbf{G}^{\prime}}\left(x^{\prime}\right)$. If $B^{\prime} \subseteq B$, then heir $_{\mathbf{G}, \mathbf{G}^{\prime}}(B)=\bigcup_{v \in B^{\prime}}$ heir $_{\mathbf{G}, \mathbf{G}^{\prime}}\left(x^{\prime}\right)$. We also define $\mathbf{G}_{1} \boxplus \mathbf{G}_{2}$ as the boundaried graph $\left(\mathbf{G}_{1} \oplus \mathbf{G}_{2}, B, \rho\right)$, where $B$ is the sets of all heirs from $\mathbf{G}_{\mathbf{1}}$ and $\mathbf{G}_{\mathbf{2}}$ and $\rho: B \rightarrow \mathbb{N}$ is the union of $\rho_{1}$ and $\rho_{2}$ after identification. Note that in circumstances where $\boxplus$ is repetitively applied, the heir relation is maintained due to its transitivity. Moreover, we define $\mathbf{G}_{1} \triangleright \mathbf{G}_{2}$ as the unboundaried graph $G$ obtained from $\mathbf{G}_{1} \oplus \mathbf{G}_{2}$ by removing all heirs from $\mathbf{G}_{2}$ that are not heirs from $\mathbf{G}_{1}$ and all heirs of edges from $\mathbf{G}_{2}$ that are not heirs of edges from $\mathbf{G}_{1}$. Note that $\triangleright$ is not commutative. For the sake of simplicity, with a slight abuse of notation, we sometimes identify a vertex with its heir.

Nice problem and nice reduction. Let $p \in \mathbb{N}$, let $\mathcal{H}$ be a graph class, and let $\Pi$ be a $p$-annotated problem corresponding to some choice of $p$-partition-evaluation function $f$ and some opt $\in\{\max , \min \}$. We say that $\Pi$ is a $\mathcal{H}$-nice problem if there exists an algorithm that receives as input

- a boundaried graph $\mathbf{G}=(G, X, \rho)$,
- a trivial boundaried graph $\mathbf{X}=\left(G[X], X, \rho_{X}\right)$ and a collection $\left\{\mathbf{G}_{i}=\left(G_{i}, X_{i}, \rho_{i}\right) \mid i \in[d]\right\}$ of boundaried graphs, such that $d \in \mathbb{N}$ and $\mathbf{G}=\mathbf{X} \boxplus\left(\boxplus_{i \in[d]} \mathbf{G}_{i}\right)$,
- a partition $(A, B)$ of $X$ such that for all $i \in[d]$, $\left|\operatorname{heir}_{\mathbf{G}_{i}, \mathbf{G}}\left(X_{i}\right) \backslash A\right| \leq 1$,
- some $\mathcal{A} \in \mathcal{P}_{p}(A)$, and
- for every $i \in[d]$ and each $\mathcal{X}_{i} \in \mathcal{P}_{p}\left(X_{i}\right)$, the value $\hat{\mathrm{p}}_{f, \text { opt }}\left(G_{i}, \mathcal{X}_{i}\right)$,
and outputs, in time $\mathcal{O}(|A| \cdot d)$, a tuple ( $\left.\mathbf{G}^{\prime}=\left(G^{\prime}, X^{\prime}, \rho^{\prime}\right), \mathcal{A}^{\prime}, s^{\prime}\right)$, called $\mathcal{H}$-nice reduction of the pair $(\mathbf{G}, \mathcal{A})$ with respect to $\Pi$, such that the following hold.
- There is a set $A^{\prime} \subseteq V\left(G^{\prime}\right)$ such that $\left|A^{\prime}\right|=|A|+\mathcal{O}(1)$, and $\mathcal{A}^{\prime} \in \mathcal{P}_{p}\left(A^{\prime}\right)$.
- There is a trivial boundaried graph $\mathbf{X}^{\prime}=\left(G\left[X^{\prime}\right], X^{\prime}, \rho_{X^{\prime}}\right)$ and a collection $\left\{\mathbf{G}_{i}^{\prime}=\right.$ $\left.\left(G_{i}^{\prime}, X_{i}^{\prime}, \rho_{i}^{\prime}\right) \mid i \in\left[d^{\prime}\right]\right\}$, where $d^{\prime} \in \mathbb{N}$, of boundaried graphs such that $\mathbf{G}^{\prime}=\mathbf{X}^{\prime} \boxplus\left(\boxplus_{i \in\left[d^{\prime}\right]} \mathbf{G}_{i}^{\prime}\right)$ and $\left|V\left(G^{\prime}\right)\right| \leq|X|+\mathcal{O}(|B|),\left|E\left(G^{\prime}\right)\right| \leq|E(G[X])|+\mathcal{O}(|B|)$.
- For any boundaried graph $\mathbf{F}$ compatible with $\mathbf{G}$, it holds that

$$
\hat{\mathrm{p}}_{f, \text { opt }}(\mathbf{G} \oplus \mathbf{F}, \mathcal{A})=\hat{\mathrm{p}}_{f, \text { opt }}\left(\mathbf{G}^{\prime} \triangleright \mathbf{F}, \mathcal{A}^{\prime}\right)+s^{\prime} .
$$

- For any boundaried graph $\mathbf{F}=\left(F, X_{F}, \rho_{F}\right)$ compatible with $\mathbf{G}$, if $\bar{F} \backslash A_{F} \in \mathcal{H}$, where $\bar{F}=(\mathbf{F} \oplus \mathbf{G})\left[\operatorname{heir}_{\mathbf{F}, \mathbf{G} \oplus \mathbf{F}}(V(F))\right]$ and $A_{F}=\operatorname{heir}_{\mathbf{G}, \mathbf{G} \oplus \mathbf{F}}(A)$, then $\left(\mathbf{G}^{\prime} \triangleright \mathbf{F}\right) \backslash A^{\prime} \in \mathcal{H}$.
See Figure 1 for an illustration.


## B Definition of the problems and their annotated extensions

$\boldsymbol{K}_{\boldsymbol{t}}$-Subgraph-Cover. Let $\mathcal{G}$ be a graph class. We define the problem Vertex Deletion то $\mathcal{G}$ as follows.
(Weighted) Vertex Deletion to $\mathcal{G}$
Input: A graph $G$ (and a weight function $w: V(G) \rightarrow \mathbb{N}$ ).
Objective: Find the set $S \subseteq V(G)$ of minimum size (resp. weight) such that $G \backslash S \in \mathcal{G}$.
If $\mathcal{G}$ is the class of edgeless (resp. acyclic, planar, bipartite, (proper) interval, chordal) graphs, then we obtain the Vertex Cover (resp. Feedback Vertex Set, Vertex Planarization, Odd Cycle Transversal, (proper) Interval Vertex Deletion, Chordal Vertex Deletion) problem. Also, given a graph $H$, if $\mathcal{G}$ is the class of graphs that do not contain $H$ as a subgraph (resp. a minor/odd-minor/induced subgraph), then the corresponding problem is called $H$-Subgraph-Cover (resp. $H$-Minor-Cover/ $H$-Odd-Minor-Cover/ $H$-Induced-Subgraph-Cover).

Let $H$ be a graph and $w: V(G) \rightarrow \mathbb{N}$ be a weight function (constant equal to one in the unweighted case). We define $f_{H}$ as the 2-partition-evaluation function where, for every graph $G$, for every $(R, S) \in \mathcal{P}_{2}(V(G))$,

$$
f_{H}(G,(R, S))= \begin{cases}+\infty & \text { if } H \text { is a subgraph of } G \backslash S \\ w(S) & \text { otherwise }\end{cases}
$$

Seen as an optimization problem, (Weighted) $H$-Subgraph-Cover is the problem of computing $\mathrm{p}_{f_{H}, \min }(G)$. We call its annotated extension (Weighted) Annotated $H$ -Subgraph-Cover. In other words, (Weighted) Annotated $H$-Subgraph-Cover is defined as follows.
(Weighted) Annotated $H$-Subgraph-Cover
Input: A graph $G$, two disjoint sets $R, S \subseteq V(G)$ (and a weight function $w: V(G) \rightarrow \mathbb{N}$ ).
Objective: Find, if it exists, the minimum size (resp. weight) of a set $S^{\star} \subseteq V(G)$ such that $R \cap S^{\star}=\emptyset, S \subseteq S^{\star}$, and $G \backslash S^{\star}$ does not contain $H$ as a subgraph.

Odd Cycle Transversal. Let $H$ be a graph. We define $f_{\text {oct }}$ as the 3-partition-evaluation function where, for every graph $G$ and for every $\left(S, X_{1}, X_{2}\right) \in \mathcal{P}_{3}(V(G))$,

$$
f_{\text {oct }}\left(G,\left(S, X_{1}, X_{2}\right)\right)= \begin{cases}|S| & \text { if } G \backslash S \in \mathcal{B}, \text { witnessed by the bipartition }\left(X_{1}, X_{2}\right), \\ +\infty & \text { otherwise } .\end{cases}
$$

Hence, seen as an optimization problem, Odd Cycle Transversal is the problem of computing $\mathrm{p}_{f_{\text {oct }, \min }}(G)$. We call its annotated extension Annotated Odd Cycle Transversal. In other words, Annotated Odd Cycle Transversal is defined as follows.
(Weighted) Annotated Odd Cycle Transversal
Input: A graph $G$, three disjoint sets $S, X_{1}, X_{2} \subseteq V(G)$ (and a weight function $w: V(G) \rightarrow \mathbb{N})$.
Objective: Find, if it exists, a set $S^{\star}$ of minimum size (resp. weight) such that $S \subseteq S^{\star}$, $\left(X_{1} \cup X_{2}\right) \cap S^{\star}=\emptyset$, and $G \backslash S^{\star}$ is bipartite with $X_{1}$ and $X_{2}$ on different sides of the bipartition.

Packing. Let $\mathcal{G}$ be a graph class. We define the $\mathcal{G}$-Packing problem as follows.
$\mathcal{G}$-Packing
Input: A graph $G$.
Objective: Find the maximum number $k$ of pairwise-disjoint subgraphs $H_{1}, \ldots, H_{k}$ such that, for each $i \in[k], H_{i} \in \mathcal{G}$.

Let $H$ be a graph. If $\mathcal{G}=\{H\}$ (resp. $\mathcal{G}$ is the class of all graphs containing $H$ as a minor/odd-minor/induced subgraph), then we refer to the corresponding problem as $H$-Subgraph-Packing (resp. $H$-Minor-Packing/ $H$-Odd-Minor-Packing/ $H$-Induced-Subgraph-Packing). Note, in particular, that $K_{3}$-Odd-Minor-Packing is exactly Odd Cycle Packing.

If in the definition of $\mathcal{G}$-Packing we add the condition that there is no edge in the input graph between vertices of different $H_{i}$ 's, then we refer to the corresponding problem as $H$-Scattered-Packing, where we implicitly assume that we refer to the subgraph relation, and where we do not specify a degree of "scatteredness", as it is usual in the literature when dealing, for instance, with the scattered version of Independent Set. For instance, $K_{2}$-Scattered-Packing is exactly Induced Matching.
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#### Abstract

A kernelization for a parameterized decision problem $\mathcal{Q}$ is a polynomial-time preprocessing algorithm that reduces any parameterized instance $(x, k)$ into an instance $\left(x^{\prime}, k^{\prime}\right)$ whose size is bounded by a function of $k$ alone and which has the same yes/no answer for $\mathcal{Q}$. Such preprocessing algorithms cannot exist in the context of counting problems, when the answer to be preserved is the number of solutions, since this number can be arbitrarily large compared to $k$. However, we show that for counting minimum feedback vertex sets of size at most $k$, and for counting minimum dominating sets of size at most $k$ in a planar graph, there is a polynomial-time algorithm that either outputs the answer or reduces to an instance $\left(G^{\prime}, k^{\prime}\right)$ of size polynomial in $k$ with the same number of minimum solutions. This shows that a meaningful theory of kernelization for counting problems is possible and opens the door for future developments. Our algorithms exploit that if the number of solutions exceeds $2^{\text {poly }(k)}$, the size of the input is exponential in terms of $k$ so that the running time of a parameterized counting algorithm can be bounded by poly $(n)$. Otherwise, we can use gadgets that slightly increase $k$ to represent choices among $2^{\mathcal{O}(k)}$ options by only poly $(k)$ vertices.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Parameterized complexity and exact algorithms; Theory of computation $\rightarrow$ Graph algorithms analysis; Mathematics of computing $\rightarrow$ Graph algorithms

Keywords and phrases kernelization, counting problems, feedback vertex set, dominating set, protrusion decomposition

Digital Object Identifier 10.4230/LIPIcs.IPEC.2023.27
Related Version Full Version: http://arxiv.org/abs/2310.04303 [16]
Funding Bart M. P. Jansen: Funded by the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme (grant agreement No 803421, ReduceSearch).
Bart van der Steenhoven: Supported by Project No. ICT22-029 of the Vienna Science Foundation (WWTF).

## 1 Introduction

Background and motivation. Counting problems, whose answer is an integer giving the number of objects of a certain kind rather than merely YES or NO, have important applications in fields of research such as artificial intelligence [24, 25], statistical physics [17, 20, 31] and network science [22]. They have been studied extensively in classical complexity, underpinning fundamental results such as Toda's theorem [29] and the \#P-completeness of the permanent [30]. A substantial research effort has targeted the parameterized complexity of counting problems, leading to parametric complexity-notions like \#W[1]-hardness [7, 11, 21] and FPT algorithms to solve several counting problems. For example, FPT algorithms were developed to count the number of size- $k$ vertex covers [10], or the number of occurrences of a size- $k$ pattern graph $H$ in a host graph $G[8]$.

© Bart M. P. Jansen and Bart van der Steenhoven;
licensed under Creative Commons License CC-BY 4.0
18th International Symposium on Parameterized and Exact Computation (IPEC 2023).
Editors: Neeldhara Misra and Magnus Wahlström; Article No. 27; pp. 27:1-27:15
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

This paper is concerned with an aspect of parameterized algorithms which has been largely neglected for counting problems: that of efficient preprocessing with performance guarantees, i.e., kernelization. A kernelization for a parameterized decision problem $\mathcal{Q}$ is a polynomial-time preprocessing algorithm that reduces any parameterized instance $(x, k)$ into an instance $\left(x^{\prime}, k^{\prime}\right)$ whose size is bounded by a function of $k$ alone and which has the same YES/NO answer for $\mathcal{Q}$. Over the last decade, kernelization has developed into an important subfield of parameterized algorithms, as documented in a textbook dedicated to the topic [12]. Given the success of kernelization for decision problems, one may wonder: can a theory of provably-efficient preprocessing for counting problems be developed?

Consider a prototypical problem such as Feedback Vertex Set in undirected graphs, in which the goal is to find a small vertex set whose removal breaks all cycles. What could be an appropriate notion of counting kernelization for such a problem? The concept of efficient preprocessing towards a provably small instance with the same answer could be instantiated as follows: given a pair $(G, k)$, the preprocessing algorithm should output a pair $\left(G^{\prime}, k^{\prime}\right)$ whose size is bounded by a function of $k$ such that the number of size- $k$ feedback vertex sets in $G$ is equal to the number of size- $k^{\prime}$ feedback vertex sets in $G^{\prime}$. However, this task is clearly impossible. Given a graph consisting of a length- $n$ cycle with parameter $k=1$, the number of solutions is $n$ which can be arbitrarily large compared to $k$, while for any reduced instance $\left(G^{\prime}, k^{\prime}\right)$ of size bounded in $k$, the number of solutions can be at most $2^{\left|V\left(G^{\prime}\right)\right|} \leq f(k)$. Without allowing the size of the reduced instance to depend on $n$, it seems that preprocessing while preserving the answer to the counting problem is impossible.

Over the years, there have been two approaches to deal with this obstacle ${ }^{1}$. Thurley [28], inspired by concepts in earlier work [23], proposed a notion of counting kernelization which effectively reduces a counting problem to an enumeration problem. He considered problems such as Vertex Cover and $d$-Hitting Set. In his framework, the preprocessing algorithm has to output an instance of size bounded by a function of $k$, in such a way that for any solution to the reduced instance, we can efficiently determine to how many solutions of the original instance it corresponds. Hence by enumerating all solutions on the reduced instance, we can obtain the number of solutions to the original instance. A significant drawback of this approach therefore lies in the fact that to solve the counting problem on the original instance, we have to enumerate all solutions on the reduced instance. Since counting can potentially be done much faster than enumeration, it is not clear that this preprocessing step is always beneficial.

A second notion for counting kernelization was proposed by Kim, Selma, and Thilikos [18, 26]. Their framework (which also applies to Feedback Vertex Set) considers two types of algorithms: a condenser that maps an input instance $(G, k)$ to an instance $\left(G^{\prime}, k^{\prime}\right)$ of an auxiliary annotated problem involving weights on the vertices of $G^{\prime}$, and an extractor that recovers (typically not in polynomial time) the number of solutions to ( $G, k$ ) from the weighted instance $\left(G^{\prime}, k^{\prime}\right)$. The number of vertices of $G^{\prime}$ is required to be bounded in $k$, but the weights are allowed to be arbitrarily large, thereby sidestepping the issue described above. This means that in terms of the total encoding size, the weighted graph $\left(G^{\prime}, k^{\prime}\right)$ is not guaranteed to be smaller than $(G, k)$ and in general the total number of bits needed to encode the weighted graph cannot be bounded by a function of $k$ alone. The condenser-extractor

[^38]framework has the same drawback as the framework by Thurley: a standard counting problem is reduced to a more complicated type of problem, in this case one involving weights and annotations.

The goal of this paper is to show that there is an alternative way to overcome the obstacle for counting kernelization, which leads to a notion of preprocessing in which the problem to be solved on the reduced instance is of exactly the same nature as the original. Our solution is inspired by the typical behavior of kernelization algorithms for decision problems: we formalize the option of already finding the answer during the preprocessing phase. Note that many algorithms, such as the famous Buss [5] kernelization for Vertex Cover, work by applying reduction rules to arrive at the reduced instance, or discover the YES/NO answer to the decision problem during preprocessing. Our kernelization algorithms for counting problems will have the same behavior: they will either reduce to a poly $(k)$-sized instance of the same problem that has exactly the same answer to the counting problem, or they outright answer the counting problem during their polynomial-time computation. To our initial surprise, such preprocessing algorithms exist for several classic problems.

Our results. To begin the exploration of this new type of counting kernelization, we revisit two prominent graph problems: Feedback Vertex Set in general undirected graphs and Dominating Set in planar graphs. The decision versions of these problems (does graph $G$ have a solution of size at most $k$ ?) have kernels with $\mathcal{O}\left(k^{2}\right)[15,27]$ and $\mathcal{O}(k)$ vertices [1, 4, 14], respectively. We consider the problem of counting the number of minimum-size solutions, parameterized by the size $k$ of a minimum solution. (We discuss counting inclusion-minimal solutions in the conclusion.) For a graph $G$ and integer $k$, we denote by $\# \operatorname{minFVS}(G, k)$ the number of minimum feedback vertex sets in $G$ of size at most $k$ in $G$. Hence $\# \operatorname{minFVS}(G, k)$ is equal to 0 if the feedback vertex number of $G$ exceeds $k$, and otherwise is equal to the number of minimum solutions. The analogous concept for minimum dominating sets is denoted $\# \operatorname{minDS}(G, k)$. Our result for Feedback Vertex Set reads as follows.

- Theorem 1.1. There is a polynomial-time algorithm that, given a graph $G$ and integer $k$, either
- outputs $\# \operatorname{minFVS}(G, k)$, or
- outputs a graph $G^{\prime}$ and integer $k^{\prime}$ such that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$ and $\left|V\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{5}\right)$ and $k^{\prime}=\mathcal{O}\left(k^{5}\right)$.

For Dominating Set on planar graphs, we give an analogous algorithm that either outputs $\# \operatorname{minDS}(G, k)$ or reduces to a planar instance $\left(G^{\prime}, k^{\prime}\right)$ with $\left|V\left(G^{\prime}\right)\right|, k^{\prime}=\mathcal{O}\left(k^{3}\right)$ such that $\# \operatorname{minDS}(G, k)=\# \operatorname{minDS}\left(G^{\prime}, k^{\prime}\right)$. Hence if the parameter is small, the task of counting the number of minimum solutions can efficiently be reduced to the same counting task on a provably small instance.

- Theorem $1.2(\star)$. There is a polynomial-time algorithm that, given a planar graph $G$ and integer $k$, either
- outputs $\# \operatorname{minDS}(G, k)$, or
- outputs a planar graph $G^{\prime}$ and integer $k^{\prime}$ such that $\# \operatorname{minDS}(G, k)=\# \operatorname{minDS}\left(G^{\prime}, k^{\prime}\right)$ and $\left|V\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{3}\right)$ and $k^{\prime}=\mathcal{O}\left(k^{3}\right)$.

The high-level approach is the same for both problems. We use insights from existing kernels for the decision version of the problem to reduce an input instance $(G, k)$ into one $\left(G^{\prime}, k^{\prime}\right)$ with the same number of minimum solutions, such that $G^{\prime}$ can be decomposed into a "small" core together with poly $(k)$ "simply structured but potentially large" parts. For

Dominating Set, this takes the form of a protrusion decomposition; for Feedback Vertex SET the decomposition is more elementary. Then we consider two cases. If $|V(G)|>2^{k}$, we employ an FPT algorithm running in time $2^{\mathcal{O}(k)} \cdot \operatorname{poly}(n)$ to count the number of minimum solutions and output it. Since $n>2^{k}$, this step runs in polynomial time. If $|V(G)| \leq 2^{k}$, then we show that each of the poly $(k)$ simply structured parts can be replaced with a gadget of size $\operatorname{poly}(k)$ without affecting the number of minimum solutions. In this step, we typically increase the size of minimum solutions slightly to allow a small vertex set to encode exponentially many potential solutions. For example, an instance of Feedback Vertex SET consisting of a cycle of length $2^{10}$ (which has $2^{10}$ different optimal solutions), can be reduced to the graph consisting of 10 pairs $\left(a_{i}, b_{i}\right)$, each pair connected by two parallel edges. The latter graph also has $2^{10}$ minimum solutions, each of size 10 . To carry out this approach, the most technical part is to show how to decompose the input instance into parts in which it is easy to analyze how many different choices an optimal solution can make.

Organization. The remainder of the paper is structured as follows. After presenting preliminaries in Section 2, we illustrate our approach for Feedback Vertex Set in Section 3. The more technical application to Dominating Set on planar graphs is deferred to the full version [16] due to space limitations. We conclude in Section 4 with a reflection on the potential of this approach to counting kernelization.

## 2 Preliminaries

All graphs we consider are undirected; they may have parallel edges but no self-loops. A graph $G$ therefore consists of a set $V(G)$ of vertices and a multiset $E(G)$ of edges of the form $\{u, v\}$ for distinct $u, v \in V(G)$. For a vertex $v \in V(G)$, we refer to the open neighborhood of $v$ in $G$ as $N_{G}(v)$ and to the closed neighborhood of $v$ as $N_{G}[v]$. For a set of vertices $X \subseteq V(G)$, the open and closed neighborhoods are defined as $N_{G}(X)=\left(\bigcup_{v \in X} N_{G}(v)\right) \backslash X$ and $N_{G}[X]=\bigcup_{v \in X} N_{G}[v]$. The degree of vertex $v$ in graph $G$, denoted by $\operatorname{deg}_{G}(v)$, is equal to the number of edges incident to $v$ in $G$. We refer to the subgraph of $G$ induced by a vertex set $X \subseteq V(G)$ as $G[X]$. We use $G-X$ as a way to write $G[V(G) \backslash X]$ and $G-v$ as a shorthand for $G-\{v\}$. A graph $H$ is a minor of $G$ if $H$ can be formed by contracting edges of a subgraph of $G$.

A feedback vertex set of a graph $G$ is a set $S \subseteq V(G)$ such that $G-S$ is a forest, i.e., acyclic. The feedback vertex number of a graph is the size of a smallest feedback vertex set of that graph. A dominating set of a graph $G$ is a set $D \subseteq V(G)$ such that $N_{G}[D]=V(G)$. The domination number of a graph is the size of a smallest dominating set of that graph. We say that a set $X \subseteq V(G)$ dominates $U \subseteq V(G)$ if $U \subseteq N_{G}[X]$.

We define $V_{\neq 2}(G)$ to be the set of vertices of graph $G$ that do not have degree two. We refer to a chain $C$ of $G$ as a connected component of $G-V_{\neq 2}(G)$. We say that a chain $C$ is a proper chain if $N_{G}(C) \neq \emptyset$ and we then refer to $N_{G}(C)$ as the endpoints of $C$.

## 3 Counting feedback vertex sets

In this section, we explain the technique that allows us to either count the number of minimum feedback vertex sets of a graph $G$ in polynomial time, or reduce $G$ to a provably small instance with the same number of minimum solutions. We start by showing that, by using a few reduction rules, we can already reduce $G$ to an equivalent instance with a specific structure. This reduction is based on the $\mathcal{O}\left(k^{3}\right)$-vertex kernel for the decision

Feedback Vertex Set problem presented by Jansen [3]. We choose to use this kernel over the better-known and smaller-size kernels by Thomassé [27] and Iwata [15] because those rely on multiple reduction rules that are not safe for counting minimum solutions.

As is common for Feedback Vertex Set, we consider the graph we are working with to be undirected and we allow parallel edges. In this section, we make use of two reduction rules which are common for kernels of the decision variant of Feedback Vertex Set.
(R1) If there is an edge of multiplicity larger than two, reduce its multiplicity to two.
(R2) If there is a vertex $v$ with degree at most one, remove $v$.
It can easily be verified that if an instance $(G, k)$ is reduced to $\left(G^{\prime}, k^{\prime}\right)$ by one of the rules above, we have $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$. Hence, these rules are safe in the context of counting minimum feedback vertex sets. Observe that if (R2) has exhaustively been applied on a graph $G$, then all vertices in $V_{\neq 2}(G)$ have degree at least three. For our purposes, we will need one more method to reduce the graph. We first present a lemma that motivates this third reduction rule.

- Lemma 3.1. Let $X$ be a (not necessarily minimum) feedback vertex set of a graph $G$ that is reduced with respect to (R2) and let $\mathcal{C}$ be the set of connected components of $G-V_{\neq 2}(G)$. Then:
(a) $\left|V_{\neq 2}(G)\right| \leq|X|+\sum_{v \in X} \operatorname{deg}_{G}(v)$, and
(b) $|\mathcal{C}| \leq|X|+2 \sum_{v \in X} \operatorname{deg}_{G}(v)$.

Proof. Consider the forest $F:=G-X$. Partition the vertices of $V_{\neq 2}(G) \cap V(F)=V_{\neq 2}(G) \backslash X$ into sets $V_{\leq 1}^{\prime}, V_{2}^{\prime}$ and $V_{\geq 3}^{\prime}$ for vertices that have respectively degree at most one, degree two or degree at least three in $F$. Furthermore, let $V_{\ell}$ denote the leaf nodes of $F$ that have degree two in $G$. Since $G$ has no vertices of degree at most one by (R2), the leaves of $F$ are exactly the vertices $V_{\ell} \cup V_{\leq 1}^{\prime}$. In any tree, the number of vertices of degree at least three is less than the number of leaves, thus $\left|V_{\geq 3}^{\prime}\right| \leq\left|V_{\leq 1}^{\prime}\right|+\left|V_{\ell}\right|$. Each vertex in $V_{2}^{\prime}$ has at least one edge to $X$ since they have degree at least three in $G$ and degree exactly two in $F$. For a similar reason, each vertex in $V_{\leq 1}^{\prime}$ has at least two edges to $X$. Each vertex in $V_{\ell}$ has one edge to $X$. Putting this together gives the following inequality, from which (a) directly follows.

$$
\begin{equation*}
\sum_{v \in X} \operatorname{deg}_{G}(v) \geq\left|V_{2}^{\prime}\right|+2\left|V_{\leq 1}^{\prime}\right|+\left|V_{\ell}\right| \geq\left|V_{2}^{\prime}\right|+\left|V_{\leq 1}^{\prime}\right|+\left|V_{\geq 3}^{\prime}\right|=\left|V_{\neq 2}(G) \backslash X\right| \tag{1}
\end{equation*}
$$

To bound the size of the set $\mathcal{C}$ of connected components of $G-V_{\neq 2}(G)$, we instead bound the size of the set $\mathcal{C}^{\prime}$ of connected components of $G-V_{\neq 2}(G)-X$. Observe that $|\mathcal{C}| \leq\left|\mathcal{C}^{\prime}\right|+|X|$ since removing a vertex from a graph reduces the number of connected components by at most one. (Such a removal can increase the number of components by an arbitrary number, which is irrelevant for our argument.) Since $X$ is an FVS, the connected components in $\mathcal{C}^{\prime}$ can be seen as proper chains. Chains in $\mathcal{C}^{\prime}$ that have both endpoints in $F$ act as edges between those endpoints when it comes to the connectivity of $F$. This means that, since $F$ is a forest, there can be at most $\left|V_{\neq 2}(G) \cap V(F)\right| \leq \sum_{v \in X} \operatorname{deg}_{G}(v)$ of such chains by Equation 1. All other chains will have at least one endpoint in $X$, which means there can be at most $\sum_{v \in X} \operatorname{deg}_{G}(v)$ of them, implying (b).

Based on Lemma 3.1, the goal of the third reduction rule is to decrease the degree of the vertices of a feedback vertex set. This idea is captured in Lemma 3.2. After presenting this lemma, we combine these results in Lemma 3.3 to create an algorithm to reduce a graph $G$ to an, in context of counting minimum feedback vertex sets, equivalent graph with a bounded number of vertices of degree other than two and a bounded number of chains.

- Lemma 3.2. There exists a polynomial-time algorithm that, given a graph $G$ reduced with respect to (R1), an integer $k$, a vertex $v \in V(G)$ and a feedback vertex set $Y_{v} \subseteq V(G) \backslash\{v\}$ of $G$, outputs a graph $G^{\prime}$ obtained by removing edges from $G$ such that $\operatorname{deg}_{G^{\prime}}(v) \leq\left|Y_{v}\right| \cdot(k+4)$ and $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k\right)$.

Proof. Consider forest $F:=G-\left(Y_{v} \cup\{v\}\right)$. For each $u \in Y_{v}$, mark trees of $F$ that have an edge to both $v$ and $u$ until either all such trees are marked or at least $k+2$ of them are marked. Then, we construct a graph $G^{\prime}$ from $G$ by removing all edges between $v$ and trees of $F$ that were not marked.

We shall first prove the bound on the degree of $v$ in $G^{\prime}$. The vertex $v$ can have edges to vertices in $Y_{v}$ or in $F$. Since (R1) has been exhaustively applied, there can be at most $2\left|Y_{v}\right|$ edges between $v$ and $Y_{v}$. Each tree in $F$ has at most one edge to $v$, since otherwise $Y_{v}$ would not be an FVS of $G$. In $G^{\prime}$, only trees that were marked still have an edge to $v$, and since we mark at most $k+2$ trees per vertex in $Y_{v}$, we have at most $\left|Y_{v}\right| \cdot(k+2)$ of such trees. Combining this gives $\operatorname{deg}_{G^{\prime}}(v) \leq\left|Y_{v}\right| \cdot(k+4)$.

To show that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k\right)$, we prove that a vertex set $X \subseteq V(G)$ with $|X| \leq k$ is an FVS of $G$ if and only if it is an FVS of $G^{\prime}$. Clearly any FVS of $G$ is an FVS of $G^{\prime}$ since $G^{\prime}$ is constructed from $G$ by deleting edges. For the opposite direction, assume that $X$ is an FVS of $G^{\prime}$ and assume for a contradiction that $X$ is not an FVS of $G$. Then $G-X$ has a cycle $W$. This cycle must contain an edge $\{v, w\}$ of $E(G) \backslash E\left(G^{\prime}\right)$ since $G^{\prime}-X$ is acyclic. By construction of $G^{\prime}$, we know that $w$ is a vertex that belongs to an unmarked tree $T$. Since cycle $W$ intersects $T$ and since $T$ is a connected component of $G-\left(Y_{v} \cup\{v\}\right)$, there must be a vertex $u \in Y_{v}$ that has an edge to $T$. Since the edge between $v$ and $T$ is removed in $G^{\prime}$, there exist $k+2$ other trees that are marked and have an edge to both $v$ and $u$. Since $|X| \leq k$, at least two of these trees are not hit by $X$. Furthermore, since $v$ and $u$ are part of $W$, they are also not contained in $X$. Therefore, there is a cycle in $G^{\prime}-X$ through $v, u$ and two of the aforementioned trees, contradicting that $X$ is an FVS of $G^{\prime}$.

- Lemma 3.3. There is a polynomial-time algorithm that, given a graph $G$ and integer $k$, outputs a graph $G^{\prime}$ and integer $k^{\prime}$ such that the following properties are satisfied.
- $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$.
- $k^{\prime} \leq k$.
- $\left|V_{\neq 2}\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{3}\right)$.
- $G^{\prime}-V_{\neq 2}\left(G^{\prime}\right)$ has $\mathcal{O}\left(k^{3}\right)$ connected components.

Proof. In our approach, we make use of the linear-time 4-approximation algorithm by BarYehuda et al. [2] that can also approximate the more general problem of: for a given graph, find the smallest FVS that does not contain a given vertex. Our first step is to exhaustively apply (R1) on $G$ and compute a 4 -approximate FVS $X$ of the graph. If $|X|>4 k$ then the feedback vertex number of $G$ is larger than $k$, so we can return a trivial, constant size instance $G^{\prime}$ and $k^{\prime}$ such that $\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)=0$. Otherwise, let $G^{\prime}$ and $k^{\prime}$ be a copy of $G$ and $k$. For each vertex $v \in X$, compute a 4-approximate FVS $Y_{v}$ of $G^{\prime}$ that does not contain $v$. If $\left|Y_{v}\right|>4 k$, then there does not exist a solution of size at most $k$ that does not contain $v$, so remove $v$ from $G^{\prime}$ and reduce $k^{\prime}$ by one. Otherwise, use Lemma 3.2 to reduce the degree of $v$ in $G^{\prime}$. Finally, we exhaustively apply reduction rule (R2) on $G^{\prime}$.

Computing the 4 -approximations and applying the reduction rules can be done in polynomial time. Each rule can only be applied a polynomial number of times, thus the algorithm runs in polynomial time. The fact that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$
follows from safety of the reduction rules used in the algorithm and $k^{\prime} \leq k$ follows from the fact that $k^{\prime}$ is never increased. We know that $\left|V_{\neq 2}\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{3}\right)$ and that $G^{\prime}-V_{\neq 2}\left(G^{\prime}\right)$ has $\mathcal{O}\left(k^{3}\right)$ connected components due to Lemma 3.1 and the following bound:

$$
\sum_{v \in X} \operatorname{deg}_{G^{\prime}}(v) \leq \sum_{v \in X}\left|Y_{v}\right| \cdot(k+4) \leq \sum_{v \in X} 4 k \cdot(k+4)=|X| \cdot 4 k \cdot(k+4)=\mathcal{O}\left(k^{3}\right) .
$$

The result of Lemma 3.3 is in and of itself not a proper kernel yet, since the chains of the graph it produces can be of arbitrary length. Our strategy to address this is as follows. If these chains are large in terms of $k$, then we can run an FPT algorithm in poly $(n)$ time to count the number of minimum solutions. Otherwise, the chains can be replaced by structures of size poly $(k)$ that do not change the number of minimum feedback vertex sets the instance has. This approach is captured in the following two lemmas and combined in the proof of Theorem 1.1.

- Lemma 3.4. There exists a polynomial-time algorithm that, given a graph $G$ with a chain $C$ and an integer $k$, outputs a graph $G^{\prime}$ obtained from $G$ by replacing $C$ with a vertex set $C^{\prime}$, and an integer $k^{\prime}$, such that:
- $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$,
- $G-C=G^{\prime}-C^{\prime}$,
- $N_{G}(C)=N_{G^{\prime}}\left(C^{\prime}\right)$,
- $\left|C^{\prime}\right|=\mathcal{O}\left(\log (|C|)^{2}\right)$, and
- $k^{\prime}=k+\mathcal{O}\left(\log (|C|)^{2}\right)$.

Proof. In case $C$ is a proper chain, the endpoints are defined as $N_{G}(C)$. If $C$ is not a proper chain, which happens if $C$ is a cycle in $G$, we choose an arbitrary vertex of $C$ to act as its endpoint. For simplicity, we consider $C$ to have two endpoints, where in some cases these two endpoints might be the same vertex.

First, we assume that the number of vertices of the chain, not including its endpoints, is a power of two, i.e. $|C|=2^{p}$ for some integer $p$. Let $v, u \in V(G)$ be the endpoints of $C$ (possibly $v=u$ ) and let $C=\left\{c_{0}, c_{1}, \cdots, c_{2^{p}-1}\right\}$. Then we construct our graph $G^{\prime}$ by replacing $C$ by a gadget $C^{\prime}$, of which an example can be seen in Figure 1. It consists of the following elements.

- A vertex $w$ with edges to both $v$ and $u$.
- Pairs of vertices $a_{i}, b_{i}$ for $0 \leq i<p$ such that there is an edge of multiplicity two between $w$ and $a_{i}$ and between $a_{i}$ and $b_{i}$.
Additionally, we set $k^{\prime}=k+p$.
We shall now prove that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$. To this end, we define a mapping $f$ from the set of minimum feedback vertex sets of $G$ to those of $G^{\prime}$ and show that this is a bijection, which immediately implies that the two sets have the same cardinality. For a natural number $m$, define $\operatorname{bin}(m)$ to be the binary representation of $m$ on $p$ bits and define $\operatorname{bin}(m)_{i}$ to be the $i$ 'th least significant bit of $\operatorname{bin}(m)$.

$$
f(X)= \begin{cases}X \cup\left\{a_{i} \mid 0 \leq i<p\right\} & \text { if } X \cap C=\emptyset \\ (X \backslash C) \cup\{w\} \cup\left\{a_{i} \mid 0 \leq i<p \wedge \operatorname{bin}(m)_{i}=0\right\} & \\ \cup\left\{b_{i} \mid 0 \leq i<p \wedge \operatorname{bin}(m)_{i}=1\right\} & \text { if } X \cap C=\left\{c_{m}\right\}\end{cases}
$$

As a first observation, note that for any minimum feedback vertex set $X$ of $G$, we have $|X \cap C| \leq 1$ as picking any one vertex from $C$ will already break all cycles that go through the chain.


Figure 1 (a) A chain structure of size eight with two endpoints. (b) The replacement of the structure. An example of the mapping $f$ is also illustrated through the vertices with a thicker border.
$\triangleright$ Claim 3.5. If a set $X$ is a minimum FVS of $G$, then $f(X)$ is a minimum FVS of $G^{\prime}$.
Proof. We prove this in two parts. First we prove that $f(X)$ is an FVS of $G^{\prime}$ and then we prove that $f(X)$ is indeed an FVS of $G^{\prime}$ of minimum size.

To prove that $f(X)$ is an FVS of $G^{\prime}$, we use a proof by contradiction. Assume $f(X)$ is not an FVS of $G^{\prime}$, in which case a (simple) cycle $W$ exists in $G^{\prime}-f(X)$. This cycle must intersect $C^{\prime}$ as $X \backslash C=f(X) \backslash C^{\prime}$ and $G-C=G^{\prime}-C^{\prime}$ thus $G-C-X=G^{\prime}-C^{\prime}-f(X)$, which means $W$ would otherwise also exist in $G-X$, contradicting that $X$ is an FVS of $G$. The cycle $W$ cannot contain a $b_{j}$ vertex since by definition of $f$, for $0 \leq i<p$, either $a_{i}$ or $b_{i}$ is in $f(X)$, which would either mean $b_{j}$ is isolated in $G^{\prime}-f(X)$ or is removed. Also, $W$ can not contain any $a_{j}$ vertex as, by definition of $f$, if $a_{j}$ is not in $f(X)$, then both its neighbors $w$ and $b_{j}$ are in $f(X)$. This leaves only the option that $W$ intersects $C^{\prime}$ through only vertex $w$. This means that $W-\{w\}$ contains a path from $v$ to $u$ in $G^{\prime}-f(X)-\{w\}$. However, since as mentioned before $G-C-X=G^{\prime}-C^{\prime}-f(X)$, this same path also exists in $G-X$. Furthermore, since $w \notin f(X)$, that must mean that $X \cap C=\emptyset$ so $(W \backslash\{w\}) \cup C$ would form a cycle in $G-X$ contradicting that $X$ is an FVS of $G$.

Next we prove that $f(X)$ is a minimum FVS of $G^{\prime}$. Assume for sake of a contradiction that $f(X)$ is not a minimum FVS of $G^{\prime}$ due to the existence of a $Y \subseteq V\left(G^{\prime}\right)$ with $|Y|<|f(X)|$ such that $Y$ is an FVS of $G^{\prime}$. We first observe that any FVS of $G^{\prime}$ contains at least $p$ vertices from $C^{\prime}$ since all $p$ of the pairs $\left(a_{i}, b_{i}\right)$ form vertex disjoint cycles. Similarly so, if an FVS of $G^{\prime}$ contains $w$, then it contains at least $p+1$ vertices from $C^{\prime}$. We distinguish two cases.
Case $w \notin Y$ : Then $Y \backslash C^{\prime}$ is an FVS of $G$. If $G-\left(Y \backslash C^{\prime}\right)$ would contain a cycle, then there would also exist a cycle in $G^{\prime}-Y$ since $G-C=G^{\prime}-C^{\prime}$ and both graphs $G-\left(Y \backslash C^{\prime}\right)$ and $G^{\prime}-Y$ have a $v u$ path, the former through $C$ and the latter through $w$. Furthermore, $\left|Y \backslash C^{\prime}\right| \leq|Y|-p<|f(X)|-p=|X|+p-p=|X|$, contradicting that $X$ is a minimum FVS of $G$.
Case $w \in Y$ : Then $X^{\prime}:=\left(Y \backslash C^{\prime}\right) \cup\left\{c_{j}\right\}$ is an FVS of $G$ for any $0 \leq j<2^{p}$. If this were not the case, then, since $X^{\prime}$ contains a chain vertex, a cycle would need to exist completely in $G-C-X^{\prime}$ which is the same graph as $G^{\prime}-C^{\prime}-Y$. This would contradict $Y$ being an FVS of $G^{\prime}$. Furthermore, $\left|X^{\prime}\right| \leq|Y|-(p+1)+1<|f(X)|-p=|X|+p-p=|X|$, contradicting that $X$ is a minimum FVS of $G$.
As both cases lead to a contradiction, we conclude that $f(X)$ is a minimum FVS of $G^{\prime}$.
$\triangleright$ Claim 3.6. The function $f$ is bijective.
Proof. We first argue that $f$ is injective. Let $X$ and $X^{\prime}$ be two minimum feedback vertex sets of $G$ such that $X \neq X^{\prime}$. That means $X \backslash C \neq X^{\prime} \backslash C$ or $X \cap C \neq X^{\prime} \cap C$. The former immediately allows us to conclude that $f(X) \neq f\left(X^{\prime}\right)$ since $X \backslash C=f(X) \backslash C^{\prime}$ and $X^{\prime} \backslash C=f\left(X^{\prime}\right) \backslash C^{\prime}$. In the second case, we have two options. The first is that $X \cap C=\left\{c_{j}\right\}$ and $X^{\prime} \cap C=\left\{c_{m}\right\}$ for some $j \neq m$, and since binary representations are unique, they lead to different sets $f(X)$ and $f\left(X^{\prime}\right)$. The second option is that either $X$ or $X^{\prime}$ contains no vertex from $C$ while the other one does. Then only one of $f(X)$ or $f\left(X^{\prime}\right)$ contains $w$ and the other one does not, so $f(X) \neq f\left(X^{\prime}\right)$.

It remains to show that $f$ is surjective. To this end, we take an arbitrary minimum FVS $Y$ of $G^{\prime}$ and show that there exists a minimum FVS $X$ of $G$ such that $Y=f(X)$. We distinguish two cases:
Case $w \notin Y$ : For this case, first observe that $\left\{a_{i} \mid 0 \leq i<p\right\} \subseteq Y$ since otherwise $w$ would form a cycle with one of these $a_{i}$ vertices in $G-Y$. Furthermore, $b_{i} \notin Y$ for $0 \leq i<p$ since $Y$ already contains $a_{i}$, leaving $b_{i}$ isolated in $G-Y$ and thus a redundant choice for a minimum FVS. From this we can conclude that $Y \cap C^{\prime}=\left\{a_{i} \mid 0 \leq i<p\right\}$. Therefore, taking $X:=Y \backslash C^{\prime}$ would give $f(X)=Y$. We have already argued in case $w \notin Y$, that $Y \backslash C^{\prime}$ is an FVS of $G$. To show that it is a minimum FVS of $G$, note that if there was an $X^{\prime} \subseteq V(G),\left|X^{\prime}\right|<|X|$ such that $X^{\prime}$ is an FVS of $G$, then $f\left(X^{\prime}\right)$ is an FVS of $G^{\prime}$ and $\left|f\left(X^{\prime}\right)\right|=\left|X^{\prime}\right|+p<|X|+p=\left|Y \backslash C^{\prime}\right|+p=|Y|-p+p=|Y|$ which would contradict $Y$ being a minimum FVS of $G^{\prime}$.
Case $w \in Y$ : For this case, we instead observe that for each pair $\left\{a_{i}, b_{i}\right\}$, exactly one of $\left\{a_{i}, b_{i}\right\}$ is in $Y$, as otherwise $Y$ would not be an FVS of minimum size. Since there are $p$ of such pairs, there is a unique value $0 \leq j<2^{p}$ such that the binary representation of $j$ corresponds to the choice of $a$ and $b$ vertices in $Y$. We can then choose $X:=\left(Y \backslash C^{\prime}\right) \cup\left\{c_{j}\right\}$. We clearly have that $f(X)=Y$. Also, we have already shown before that $X$ is an FVS of $G$ and the argument that $X$ is a minimum FVS of $G$ is analogous to that in case $w \notin Y$. From this reasoning we can conclude that $f$ is a bijective function from the set of minimum feedback vertex sets of $G$ to the set of minimum feedback vertex sets of $G$.

In the argument above, we assumed that the length of the chain is a power of two. We can address this by noting that any natural number can be written as a sum of unique powers of two. Similarly, we can decompose the chain $C$ into a number of subpaths each having a number of vertices that is a unique power of two. We can then apply the replacement described above on each subpath individually to get multiple replacement structures in a chain between the endpoints of $C$. As seen before, the size of the replacement is linear in the exponent of the length of the chain. In the worst case, when expressing $|C|$ in binary as a sum of distinct powers of two, the exponents of these powers sum up to $\mathcal{O}\left(\log (|C|)^{2}\right)$, which is also the bound on the number of vertices used in our replacement and on the increase in the parameter value.

We remark for Lemma 3.4 that a similar chain replacement gadget without parallel edges can be constructed, at the expense of a linear increase in the size of the gadget.

By adapting the iterative compression algorithm by Cao et al. [6] for the decision Feedback Vertex Set problem, we can derive the following lemma. Its proof is given in Appendix A.

- Lemma 3.7. There is an algorithm that, given a graph $G$ and integer $k$, computes $\# \operatorname{minFVS}(G, k)$ in $2^{\mathcal{O}(k)} \cdot \operatorname{poly}(n)$ time.
- Theorem 1.1. There is a polynomial-time algorithm that, given a graph $G$ and integer $k$, either
- outputs $\# \operatorname{minFVS}(G, k)$, or
- outputs a graph $G^{\prime}$ and integer $k^{\prime}$ such that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)$ and $\left|V\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{5}\right)$ and $k^{\prime}=\mathcal{O}\left(k^{5}\right)$.

Proof. First we use the algorithm from Lemma 3.3 to find a graph $G^{*}$ and integer $k^{*} \leq k$ such that $\# \operatorname{minFVS}(G, k)=\# \operatorname{minFVS}\left(G^{*}, k^{*}\right),\left|V_{\neq 2}\left(G^{*}\right)\right|=\mathcal{O}\left(k^{3}\right)$ and $G^{*}-V_{\neq 2}\left(G^{*}\right)$ has $\mathcal{O}\left(k^{3}\right)$ connected components (chains). Then, if there is a chain of size larger than $2^{k}$, we can run the algorithm from Lemma 3.7 to compute $\# \operatorname{minFVS}\left(G^{*}, k^{*}\right)$ in poly $(n)$ time since $n>2^{k}$. Otherwise, all chains of $G^{*}$ have size at most $2^{k}$ and we can use Lemma 3.4 on $G^{*}$ to find a graph $G^{\prime}$ and integer $k^{\prime}$ such that:

- $\# \operatorname{minFVS}\left(G^{\prime}, k^{\prime}\right)=\# \operatorname{minFVS}\left(G^{*}, k^{*}\right)=\# \operatorname{minFVS}(G, k)$,
- $\left|V\left(G^{\prime}\right)\right|=\mathcal{O}\left(k^{3}\right)+\mathcal{O}\left(k^{3} \cdot \log \left(2^{k}\right)^{2}\right)=\mathcal{O}\left(k^{5}\right)$, and
- $k^{\prime}=\mathcal{O}\left(k+k^{3} \cdot \log \left(2^{k}\right)^{2}\right)=\mathcal{O}\left(k^{5}\right)$.


## 4 Conclusion

We introduced a new model of kernelization for counting problems: a polynomial-time preprocessing algorithm that either outputs the desired count, or reduces to a provably small instance with the same answer. We showed that for counting the number of minimum solutions of size at most $k$, a reduction to a graph of size $\operatorname{poly}(k)$ exists for two classic problems.

We believe that the new viewpoint on counting kernelization facilitates a general theory that can be explored for many problems beyond the ones considered here. By following the textbook proof [9, Lemma 2.2] that a decidable parameterized decision problem is fixed-parameter tractable if and only if it admits a kernel (of potentially exponential size), it is easy to show the following equivalence between fixed-parameter tractability of counting problems and our notion of counting kernelization.

- Lemma 4.1. Let $\mathcal{P}: \Sigma^{*} \times \mathbb{N} \rightarrow \mathbb{N}$ be a computable function for some finite alphabet $\Sigma$. Then the following two statements are equivalent:

1. There is a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ and an algorithm that, given an input $(x, k) \in$ $\Sigma^{*} \times \mathbb{N}$, outputs $\mathcal{P}(x, k)$ in time $f(k) \cdot|x|^{\mathcal{O}(1)}$.
2. There is a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ and a polynomial-time algorithm that, given $(x, k) \in \Sigma^{*} \times \mathbb{N}$, either:
a. outputs $\mathcal{P}(x, k)$, or
b. outputs $\left(x^{\prime}, k^{\prime}\right) \in \Sigma^{*} \times \mathbb{N}$ satisfying $\left|x^{\prime}\right|, k^{\prime} \leq f(k)$ and $\mathcal{P}(x, k)=\mathcal{P}\left(x^{\prime}, k^{\prime}\right)$.

Hence our view of counting kernelization is generic enough to capture all fixed-parameter tractable counting problems. Determining which counting problems have a polynomial-size kernel remains an interesting challenge.

In this work, we focused on counting minimum-size solutions (of size at most $k$ ). Apart from being of practical interest in several applications, this facilitates several steps in the design and analysis of our preprocessing algorithms. At present, we do not know whether the two considered problems have polynomial-size kernels when counting the number of inclusion-minimal solutions of size exactly $k$, or the number of (not necessarily minimal or minimum) solutions of size exactly $k$; we leave this investigation to future work. To see the importance of the distinction, observe that the number of minimum vertex covers of size
at most $k$ in a graph is bounded by $2^{k}$ (since the standard 2-way branching discovers all of them) and the Buss kernel preserves their count. But the total number of vertex covers of size at most $k$ cannot be bounded in terms of $k$ in general.

For both problems we investigated, our preprocessing step effectively consists of reducing to an equivalent instance composed of a small core along with poly $(k)$ simply structured parts, followed by replacing each such part by a small problem-specific gadget. In the world of decision problems, the theory of protrusion replacement [4, 13] gives a generic way of replacing such simply-structured parts by gadgets. Similarly, the condenser-extractor framework $[18,26]$ can be applied to generic problems as long as they can be captured in a certain type of logic. This leads to the question of whether, in our model of counting kernelization, the design of the gadgets can be automated. Can a notion of meta-kernelization be developed for counting problems?
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## A An FPT algorithm for \#minFVS

- Lemma 3.7. There is an algorithm that, given a graph $G$ and integer $k$, computes $\# \operatorname{minFVS}(G, k)$ in $2^{\mathcal{O}(k)} \cdot \operatorname{poly}(n)$ time.

Proof. The pseudocode of an algorithm to solve the disjoint minimum feedback vertex set counting problem is given in Algorithm 2 and is based on the algorithm by Cao et al [6]. In fact, our algorithm solves a slightly more general version of the problem, where the vertices of the graph $G$ are weighted by a function $w: V(G) \rightarrow \mathbb{N}$. In case $G$ has no FVS of size at most $k$ that is disjoint from $W$, then $\# \mathrm{DJ}-\mathrm{FVS}(G, w, W, k)$ will output a pair $(a, b)$ with $a=\infty$ and $b=0$. Otherwise, $a$ will be the size of a minimum FVS disjoint of $W$ and

$$
b=\sum_{\substack{|S|=a, S \in F V S(G), S \cap W=\emptyset}} \prod_{v \in S} w(v) .
$$

We refer to this value as the weighted disjoint minimum FVS sum of $G$. The weight of a vertex $v$ essentially models the number of distinct alternatives there are for a vertex $v$ that, in the context of choosing them for a minimum FVS of $G$, achieve the same result. When we assign a weight of one to each vertex of a graph $G$, then the weighted minimum FVS sum of $G$ is equal to the number of minimum feedback vertex sets of $G$.

In the pseudocode we make use of binary operator $\oplus$, which is defined to work on pairs as follows:

$$
\left(a_{1}, b_{1}\right) \oplus\left(a_{2}, b_{2}\right)= \begin{cases}\left(a_{1}, b_{1}\right) & \text { if } a_{1}<a_{2} \\ \left(a_{2}, b_{2}\right) & \text { if } a_{1}>a_{2} \\ \left(a_{1}, b_{1}+b_{2}\right) & \text { if } a_{1}=a_{2}\end{cases}
$$

For the operators + and $\cdot$ we assume element-wise functionality when applied to pairs, i.e. $\left(a_{1}, b_{1}\right)+\left(a_{2}, b_{2}\right)=\left(a_{1}+a_{2}, b_{1}+b_{2}\right)$. Furthermore, for a weight function $w$ of $G$ and $X \subseteq V(G)$, we use $\left.w\right|_{X}$ to denote the restriction of $w$ to $X$.

We shall now explain how the \#DJ-FVS algorithm works by going over the pseudocode in Algorithm 2. It makes use of a branching strategy with measure function $\ell+k$, where $\ell$ is the number of connected components of $G[W]$.

Lines 1-3 are the base cases of the algorithm. In lines 4-5 we remove vertices of degree at most one, which corresponds to (R2). In lines 6-7 we contract the chains of $G$ existing in $G-W$ one edge at a time. Note for line 8 that $H$ is a forest since $W$ is an FVS of $G$. For lines $9-10$, if a vertex $v$ would form a cycle with $W$ it should be contained in all solutions so we recurse on this choice. In lines 11-14, vertex $v$ has at least two neighbors in $W$, but since $G[W \cup\{v\}]$ does not form a cycle these neighbors must be in different connected components of $G[W]$. Thus we branch on $v$ not being in a solution, which corresponds with adding $v$ to $W$, and on $v$ being in a solution by removing it from the graph. In the former branch $\ell$ decreases, while in the latter $k$ decreases.

In line 15 , we choose a vertex $v \in V(H)$ that is not a leaf of tree $H$ such that at most one of its neighbors in $H$ is not a leaf of $H$. Note that such a vertex always exists for a tree that does not consist of only leaves. Furthermore, at this point of the algorithm no tree of $H$ can consist of only leaves. If a tree of $H$ consists of a single leaf, then either it has degree one in $G$, but then lines $4-5$ would have gotten rid of it, or it has degree at least two, in which case the if condition on line 9 or the if condition on line 11 would have been satisfied. If a
tree of $H$ consists of two leaves, then either both have degree two in which case the edge between them would have been contracted by lines $6-7$, or one of the if statements of line 9 or line 11 would have been applicable to one of the two leaves.

First consider the case where $v$ has one neighbor in $W$ (lines 16-22). In that case we pick $c$ in line 16 to be a child of $v$. For these two vertices, we branch over all possible combinations of whether or not they should be in a solution, while realizing that a minimum FVS that contains $v$ can never contain $c$. Note that if $G[W \cup\{v, c\}]$ does not form a cycle, both $v$ and $c$ must have a neighbor in a different connected component of $W$ so the branch in line 19 decreases $\ell$. The branches on line 20 and 21 decrease $k$ while not increasing $\ell$.

Finally, we have the case that $v$ has no neighbors in $W$ (lines 23-31). That must mean that $v$ has at least two children, which are all leaves by how we chose $v$. If $v$ would have had only one child, then the edge between $v$ and the child would have been contracted in lines 6-7. Thus we let $c_{1}$ and $c_{2}$ be two distinct children of $v$. Again, we branch over all viable combinations of how these three vertices can be part of solutions. The logic here is similar to that of the previous case. Here as well, in all branches, the measure $k+\ell$ decreases.

Since the algorithm branches in at most five directions and the time per iteration is polynomial in $n$, the runtime of the disjoint algorithm becomes $5^{k+\ell} \cdot n^{O(1)}$. We can use Algorithm 2 to compute $\# \operatorname{minFVS}(G, k)$ by taking an FVS $Z$ of $G$ and running the disjoint algorithm for all subsets of $Z$, simulating the ways an FVS can intersects $Z$. The pseudocode for this compression algorithm can be seen in Algorithm 1. To get an FVS of $G$ of size at most $k$, we can simply run one of the existing algorithms designed for this, for example the one by Cao et al. [6] which runs in time $\mathcal{O}\left(3.83^{k}\right) \cdot \operatorname{poly}(n)$. If this reports that no such FVS exists, we output $\# \operatorname{minFVS}(G, k)=0$. Otherwise, we use the found FVS for the compression algorithm. Using the fact that the FVS used by the compression algorithm is of size at most $k$, we can bound the runtime of the complete algorithm to compute $\# \operatorname{minFVS}(G, k)$ at $26^{k} \cdot n^{O(1)}$.

## Algorithm 1 \#FVS-compression $(G, k, Z)$.

```
Input: Graph \(G\), integer \(k\), FVS \(Z\) of \(G\) of size at most \(k\)
Output: A pair \((a, b)\) with \(a\) being the feedback vertex number of \(G\) and
\(b=\# \operatorname{minFVS}(G, k)\)
    \(s=(\infty, 0)\)
    for \(X_{Z} \subseteq Z\) do
        \(s^{\prime}=\left(\left|X_{Z}\right|, 0\right)+\# \mathrm{DJ}-\mathrm{FVS}\left(G-X_{Z}, w, Z \backslash X_{Z}, k-\left|X_{Z}\right|\right)\) with \(\forall v \in V\left(G-X_{Z}\right):\)
        \(w(v)=1\)
        \(s=s \oplus s^{\prime}\)
    return s
```

```
Algorithm 2 \#DJ-FVS( \(G, w, W, k)\).
    Input: Graph \(G\), weight function \(w: V(G) \rightarrow \mathbb{N}\), FVS \(W\) of \(G\), integer \(k\)
    Parameter: \(k+\ell\), with \(\ell=\#\) components of \(G[W]\)
    Output: A pair \((a, b)\) where \(a\) is the size of a minimum FVS \(S\) of \(G\) such that
    \(S \cap W=\emptyset\) and \(b\) is the weighted disjoint minimum FVS sum of \(G\). If no such FVS
    of size at most \(k\) exists, then \((a, b)=(\infty, 0)\).
    if \(k<0\) then return \((\infty, 0)\)
    if \(G[W]\) has a cycle then return \((\infty, 0)\)
    if \(G-W\) is empty then return \((0,1)\)
    if \(\exists v \in V(G-W): \operatorname{deg}_{G}(v) \leq 1\) then
    return \#DJ-FVS \(\left(G-v,\left.w\right|_{V(G) \backslash\{v\}}, W, k\right)\)
if \(\exists\{v, u\} \in E(G): \operatorname{deg}_{G}(v)=\operatorname{deg}_{G}(u)=2\) and \(v, u \notin W\) then
    return \#DJ-FVS \(\left(G^{\prime}, w^{\prime} W, k\right)\), where \(G^{\prime}\) is \(G\) with edge \(\{v, u\}\) contracted to a
    single vertex \(s\) and \(w^{\prime}\) is the weight function \(\left.w\right|_{V\left(G^{\prime}\right)}\) with \(w^{\prime}(s)=w(v)+w(u)\).
    Let \(H\) be forest \(G-W\).
    if \(\exists v \in V(H): G[W \cup\{v\}]\) has a cycle then
    return \((1,0)+(1, w(v)) \cdot \# \mathrm{DJ}-\operatorname{FVS}\left(G-v,\left.w\right|_{V(G) \backslash\{v\}}, W, k-1\right)\)
if \(\exists v \in V(H):\left|N_{G}(v) \cap W\right| \geq 2\) then
    \(X_{0}=\# \mathrm{DJ}-\mathrm{FVS}(G, w, W \cup\{v\}, k)\)
    \(X_{1}=(1,0)+(1, w(v)) \cdot \# \mathrm{DJ}-\mathrm{FVS}\left(G-v,\left.w\right|_{V(G) \backslash\{v\}}, W, k-1\right)\)
    return \(X_{0} \oplus X_{1}\)
    Let \(v \in V(H)\) be a vertex that is not a leaf of \(H\) such that at most one vertex in \(N_{H}(v)\)
    is not a leaf of \(H\).
if \(\left|N_{G}(v) \cap W\right|=1\) then
    Pick \(c \in V(H)\) such that \(N_{G}(c)=\{v, x\}\) for some \(x \in W\)
    if \(G[W \cup\{v, c\}]\) forms a cycle then \(X_{00}=(\infty, 0)\)
    else \(X_{00}=\# \mathrm{DJ}-\mathrm{FVS}(G, w, W \cup\{v, c\}, k)\)
    \(X_{10}=(1,0)+(1, w(v)) \cdot \# \mathrm{DJ}-\mathrm{FVS}\left(G-v,\left.w\right|_{V(G) \backslash\{v\}}, W, k-1\right)\)
    \(X_{01}=(1,0)+(1, w(c)) \cdot \# D J-F V S\left(G-c,\left.w\right|_{V(G) \backslash\{c\}}, W \cup\{v\}, k-1\right)\)
    return \(X_{00} \oplus X_{10} \oplus X_{01}\)
    if \(\left|N_{G}(v) \cap W\right|=0\) then
    Pick \(c_{1}, c_{2} \in V(H), c_{1} \neq c_{2}\) such that \(N_{G}\left(c_{1}\right)=\{v, x\}\) and \(N_{G}\left(c_{2}\right)=\{v, y\}\) for some
    \(x, y \in W\)
    if \(G\left[W \cup\left\{v, c_{1}, c_{2}\right\}\right]\) forms a cycle then \(X_{000}=(\infty, 0)\)
    else \(X_{000}=\# \operatorname{DJ}-\operatorname{FVS}\left(G, w, W \cup\left\{v, c_{1}, c_{2}\right\}, k\right)\)
    \(X_{100}=(1,0)+(1, w(v)) \cdot \#\) DJ-FVS \(\left(G-v,\left.w\right|_{V(G) \backslash\{v\}}, W, k-1\right)\)
    \(X_{010}=(1,0)+\left(1, w\left(c_{1}\right)\right) \cdot\) \#DJ-FVS \(\left(G-c_{1},\left.w\right|_{V(G) \backslash\left\{c_{1}\right\}}, W \cup\left\{v, c_{2}\right\}, k-1\right)\)
    \(X_{001}=(1,0)+\left(1, w\left(c_{2}\right)\right) \cdot \# D J-F V S\left(G-c_{2},\left.w\right|_{V(G) \backslash\left\{c_{2}\right\}}, W \cup\left\{v, c_{1}\right\}, k-1\right)\)
    \(X_{011}=(2,0)+\left(1, w\left(c_{1}\right) \cdot w\left(c_{2}\right)\right) \cdot \# \operatorname{DJ-FVS}\left(G-\left\{c_{1}, c_{2}\right\},\left.w\right|_{V(G) \backslash\left\{c_{1}, c_{2}\right\}}, W \cup\{v\}\right.\),
    \(k-2\) )
    return \(X_{000} \oplus X_{100} \oplus X_{010} \oplus X_{001} \oplus X_{011}\)
```
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#### Abstract

We study a new graph separation problem called Multiway Near-Separator. Given an undirected graph $G$, integer $k$, and terminal set $T \subseteq V(G)$, it asks whether there is a vertex set $S \subseteq V(G) \backslash T$ of size at most $k$ such that in graph $G-S$, no pair of distinct terminals can be connected by two pairwise internally vertex-disjoint paths. Hence each terminal pair can be separated in $G-S$ by removing at most one vertex. The problem is therefore a generalization of (Node) Multiway Cut, which asks for a vertex set for which each terminal is in a different component of $G-S$. We develop a fixed-parameter tractable algorithm for Multiway Near-Separator running in time $2^{\mathcal{O}(k \log k)} \cdot n^{\mathcal{O}(1)}$. Our algorithm is based on a new pushing lemma for solutions with respect to important separators, along with two problem-specific ingredients. The first is a polynomial-time subroutine to reduce the number of terminals in the instance to a polynomial in the solution size $k$ plus the size of a given suboptimal solution. The second is a polynomial-time algorithm that, given a graph $G$ and terminal set $T \subseteq V(G)$ along with a single vertex $x \in V(G)$ that forms a multiway near-separator, computes a 14 -approximation for the problem of finding a multiway near-separator not containing $x$.
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## 1 Introduction

Graph separation problems play an important role in the study of graph algorithms. While the problem of finding a minimum vertex set whose removal separates two terminals $s$ and $t$ can be solved in polynomial-time via the Ford-Fulkerson algorithm [13], many variations of the problem are NP-complete. They form a fruitful subject of investigation in the study of parameterized algorithmics, where a typical goal is to develop an algorithm that finds a suitable separator of size $k$ in an $n$-vertex input graph in time $f(k) \cdot n^{\mathcal{O}(1)}$, or concludes that no such solution exists. Landmark results in this area include the FPT algorithms for Multiway Cut $[5,8,15,20,27$ ] (in which the goal is to find a vertex set which separates any pair of terminals from a given set $T$ ) and Multicut [3, 22] (in which only a specified subset of the terminal pairs must be separated) in undirected graphs.
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After the parameterized complexity of the most fundamental separation problems in this area were settled, researchers started considering variations on the theme of graph separation, including Steiner Multicut [4] (given a sequence of subsets of terminals $T_{1}, \ldots, T_{\ell}$, find a vertex set separating at least one pair $\left\{t_{i} \in T_{i}, t_{j} \in T_{j}\right\}$ for each $i \neq j$ ), Multiway Cut-Uncut [6, 19] (given an equivalence relation $\mathcal{R}$ on a set of terminal vertices, find a vertex set whose removal leaves terminals $t_{i}, t_{j}$ in the same connected component if and only if $t_{i} \equiv_{\mathcal{R}} t_{j}$ ), and Stable Multiway cut [21] (find a multiway cut that is independent).

In this paper we start to explore a new variation of the separation theme from the parameterized perspective. Rather than asking for a vertex set which fully separates some given terminal pairs, we are interested in nearly separating terminals: in the remaining graph, there should not be two or more internally vertex-disjoint paths connecting a terminal pair. We therefore study the following problem, which we believe is a natural extension in the well-studied area of graph separation problems.

Multiway Near-Separator (mwns)

## Parameter: $k$

Input: An undirected graph $G$, terminal set $T \subseteq V(G)$, and a positive integer $k$.
Question: Is there a set $S \subseteq V(G) \backslash T$ with $|S| \leq k$ such that there does not exist a pair of distinct terminals $t_{i}, t_{j} \in T$ with two internally vertex-disjoint $t_{i}-t_{j}$ paths in $G-S$ ?

Note that, by Menger's theorem, the requirement on solutions $S$ to MWNS is equivalent to the requirement that in the graph $G-S$, any terminal pair can be separated by removing a non-terminal vertex. One could therefore imagine applications of this problem in the study of disrupting communications between nodes in a network. While the standard Multiway CuT problem captures the setting that all potential for communication between terminals has to be broken, the size of a solution to the near-separation problem can be arbitrarily much smaller while it still ensures the following property: the communication between each terminal pair is either broken by the solution, or there is at least one non-terminal vertex through which all communications of the pair must pass, so that it may be intercepted at that point. A related problem of reducing connectivity between nodes by removing edges or vertices was studied by Barman and Chawla [1], who presented various approximation algorithms.

Using the (perhaps non-standard) view that a direct edge between two vertices $t_{i}, t_{j}$ means there are two internally vertex-disjoint paths between them (the intersection of the set of interior vertices is empty), the requirement that in $G-S$ there do not exist two internally vertex-disjoint paths between any pair of distinct terminals, can alternatively be shown to be equivalent to demanding that $T$ is an independent set and there is no simple cycle containing at least two vertices from $T$ (see Proposition 2.7). Simple cycles containing two vertices from $T$, henceforth called $T$-cycles, therefore play an important role in our arguments. Based on this alternative characterization, the near-separator problem is related to the SUBSET Feedback Vertex Set problem, which asks for a minimum vertex set intersecting all cycles that contain at least one terminal [9], although there the solution is allowed to contain terminal vertices.

A simple reduction (Lemma B.1) shows that Multiway Near-Separator is NPcomplete. It forms a generalization of the (Node) Multiway Cut problem with undeletable terminals: an instance $\left(G, T=\left\{t_{1}, \ldots, t_{\ell}\right\}, k\right)$ of the latter problem can be reduced to an equivalent instance $\left(G^{\prime}, T, k\right)$ of mwns by inserting $|T|-1$ new non-terminal vertices $w_{1}, \ldots, w_{|T|-1}$ with $N\left(w_{i}\right)=\left\{t_{i}, t_{i+1}\right\}$.

The Multiway Near-Separator problem can be shown to be non-uniformly fixedparameter tractable parameterized by $k$ using the technique of recursive understanding [19], as the problem can be formulated in Monadic Second-Order Logic and can be shown to become
fixed-parameter tractable on $(s(k), k+1)$-unbreakable graphs for some function $s: \mathbb{N} \rightarrow \mathbb{N}$ by branching on small connected vertex sets with small neighborhoods. This only serves as a complexity classification, however, as the resulting algorithms are non-uniform and have a large (and unknown) parameter dependence $f(k)$. In this paper, our goal is to understand the structure of Multiway Near-Separator and develop an efficient (and uniform) parameterized FPT algorithm for the problem.

## Our results

The main result of our paper is the following theorem, showing that mwns has a uniform FPT algorithm with parameter dependence $2^{\mathcal{O}(k \log k)}$.

- Theorem 1.1 ( $\star$ ). Multiway Near-Separator can be solved in time $2^{\mathcal{O}(k \log k)} \cdot n^{\mathcal{O}(1)}$.

The starting point for the algorithm is the approach for solving Multiway Cut via important separators. The pushing lemma due to Marx [20] [7, Lemma 8.53] states that for any instance $(G, T, k)$ of Multiway Cut and any choice of terminal $t \in T$, there is an optimal solution which contains an important $(t, T \backslash\{t\})$-separator. As the number of important separators of size at most $k$ is bounded by $4^{k}$, we can construct a solution by picking an arbitrary terminal which is not yet fully separated from the remaining terminals and branching on all choices of including a $(t, T \backslash\{t\})$-separator in the solution.

Adapting this strategy directly for Multiway Near-Separator fails for several reasons. Most importantly, since terminal pairs are allowed to remain in the same connected component, it is possible that in an instance with a solution $S$ of size $k$, there exists a terminal $t \in T$ for which there are no $(t, T \backslash\{t\})$-separators of size $f(k)$ for any function $f$. This happens when such a terminal $t$ is located in a "central" block in the block-cut tree of $G-S$. However, there always exists a terminal $t^{\prime} \in T$ for which there does exist a $\left(t^{\prime}, T \backslash\left\{t^{\prime}\right\}\right)$-separator of size at most $k+1$, and for which furthermore a variation of the pushing lemma can be proven: there is an optimal solution which contains all-but-one vertex of an important $\left(t^{\prime}, T \backslash\left\{t^{\prime}\right\}\right)$-separator of size at most $k+1$. Intuitively, such a terminal $t^{\prime}$ can be found in a leaf block of the block-cut tree of $G-S$. Hence there exists a terminal for which branching on important separators can make progress in identifying the solution, but not all terminals have this property and a priori it is not clear which is the right one.

To resolve this issue, we will effectively have the algorithm try all choices for the terminal $t$ which is near-separated from all other terminals by an important separator. To ensure the branching factor of the resulting algorithm is bounded in terms of the parameter $k$, while the number of terminals $T$ may initially be arbitrarily large compared to $k$, we therefore have to reduce the number of terminals to $k^{\mathcal{O}(1)}$ in a preprocessing phase.

For the standard Multiway Cut problem, a preprocessing step based on the linearprogramming relaxation of the problem can be used to reduce the number of terminals to $2 k$ [8] (cf. [23]). For the near-separation variant we consider, it seems unlikely that the linear-programming relaxation has the same nice properties (such as half-integrality) as for the original problem, let alone that the resulting fractional solutions are useful for a reduction in the number of terminals. As one of our main technical ingredients, we therefore develop a combinatorial preprocessing algorithm to reduce the number of terminals to a polynomial in the solution size $k$ plus the size of a given (suboptimal) near-separator $S$, which will be available via the technique of iterative compression [24] [7, §4]. The preprocessing step is based on concrete reduction rules operating in the graph.

- Theorem $1.2(\star)$. There is a polynomial-time algorithm that, given an instance $(G, T, k)$ of MWNS and a multiway near-separator $\hat{S}$ for terminal set $T$ in $G$, outputs an equivalent instance $\left(G^{\prime}, T^{\prime}, k^{\prime}\right)$ such that:

1. $G^{\prime}$ is an induced subgraph of $G$,
2. $T^{\prime}$ is a subset of $T$ of size $\mathcal{O}\left(k^{5} \cdot|\hat{S}|^{4}\right)$, and
3. $k^{\prime} \leq k$.

Moreover, there is a polynomial-time algorithm that, given a solution $S^{\prime}$ for $\left(G^{\prime}, T^{\prime}, k^{\prime}\right)$, outputs a solution $S$ of $(G, T, k)$.

Note that the algorithm even runs in polynomial-time, and may therefore be a useful ingredient to build a polynomial kernelization for this problem or variations thereof. To obtain this terminal-reduction algorithm, it turns out to be useful to know whether the role of a vertex $x$ in a suboptimal near-separator $S$ can be taken over by $\mathcal{O}(k)$ alternative vertices. If not, then this immediately leads to the conclusion that such a vertex $x$ belongs to any optimal solution to the problem. On the other hand, knowing a small vertex set $S_{x}$ for which $(S \backslash\{x\}) \cup S_{x}$ is also a near-separator reveals a lot of structure in the instance which can be exploited by the reduction rule. This usage is similar as the use of the blocker [7, §9.1.3] in Thomassé's kernelization algorithm for Feedback Vertex Set [26].

Given a suboptimal near-separator $S$, we are therefore interested in determining, for a given $x \in S$, whether it is possible to obtain a near-separator $S^{\prime}$ by replacing $x$ by a set of $\mathcal{O}(k)$ vertices. This is equivalent to finding a near-separator of size $\mathcal{O}(k)$ which avoids the use of vertex $x$ in the graph $G^{\prime}:=G-(S \backslash\{x\})$. Hence this task effectively reduces to finding a solution not containing $x$ in the graph $G^{\prime}$ for which $\{x\}$ forms a near-separator. We give a polynomial-time 14-approximation for this problem.

- Theorem $1.3(\star)$. There is a polynomial-time algorithm that, given a graph $G$, terminal set $T \subseteq V(G)$, and a vertex $x \in V(G)$ such that $\{x\}$ is a multiway near-separator for terminal set $T$ in $G$, outputs a multiway near-separator $S_{x} \subseteq V(G) \backslash\{x\}$ for $T$ in $G$ such that $\left|S_{x}\right| \leq 14\left|S_{x}^{*}\right|$, where $S_{x}^{*} \not \supset x$ is a smallest multiway near-separator for $T$ in $G$ that avoids $x$.

Theorem 1.3 can be compared to a result for the Chordal Deletion problem, where the goal is to delete a minimum number of vertices to break all induced cycles of length at least four (holes). A key step in the polynomial kernelization algorithm for the problem due to Jansen and Pilipczuk is a subroutine ([16, Lemma 1.3]) which, given a graph $G$ and vertex $x$ for which $G-\{x\}$ is chordal, outputs a set of some $\ell \geq 0$ holes pairwise intersecting only in $x$, together with a vertex set $S$ of size at most $12 \ell$ not containing $x$ whose removal makes $G$ chordal. Hence $S$ is a 12-approximation for the problem of finding a chordal deletion set which avoids $x$.

## Related work

Apart from the aforementioned work on graph separation problems, the work of Golovach and Thilikos [14] is related to our setting. They consider the problem of removing at most $k$ edges from a graph to split it into exactly $t$ connected components $C_{1}, \ldots, C_{t}$ such that $C_{i}$ has edge-connectivity at least $\lambda_{i}$ for a given sequence $\left(\lambda_{1}, \ldots, \lambda_{t}\right)$. Besides recursive understanding, which only leads to non-uniform FPT classifications, another generic tool for deriving fixed-parameter tractability of separation problems is the treewidth reduction technique by Marx and Razgon [22]. To be able to apply the technique, the number of terminals must be bounded in terms of the parameter $k$, which is not the case in general.

Even if one uses Theorem 1.2 to bound the number of terminals first, it is not clear if the technique can be applied since the solutions to be preserved are not minimal separators in the graph. Furthermore, successful application of the technique would give double-exponential algorithms at best, due to having to perform dynamic programming on a tree decomposition of width $2^{\Omega(k)}$.

The problem of computing a near-separator avoiding a vertex $x$ is related to the problem of computing an $r$-fault tolerant solution to a vertex deletion problem, which is a solution from which any $r$ vertices may be omitted without invalidating the solution. The computation of $r$-fault tolerant solutions has been studied for the Feedback Vertex Set problem [2], which has a polynomial-time $\mathcal{O}(r)$-approximation.

The FPT algorithm for Subset Feedback Vertex Set in undirected graphs due to Cygan et al. [9] bears some similarity to ours, in that it also uses reduction rules to bound the number of terminals followed by an algorithm which is exponential in the solution size and the number of terminals. However, Subset Feedback Vertex Set behaves differently from the problem we consider, since in the latter the structures to be hit always involve pairs of terminals to be near-separated. On the other hand, a solution to Subset Feedback Vertex Set will reduce the connectivity in the graph to the extent that there will no longer be two internally vertex-disjoint paths between any terminal pair, but also has to ensure that there are no cycles through a single terminal. This leads to significant differences in the approach.

## Organization

We begin with short preliminaries with the crucial definitions. We prove our main Theorem 1.1 in Section 3 by assuming Theorem 1.2. Next, in Section 4, we prove Theorem 1.3 by giving a polynomial-time construction of a near-separator avoiding a specific vertex. The proof of Theorem 1.2 is given in Section 5. The proofs of statements marked with ( $\boldsymbol{\star}$ ) are located in the full version [17].

## 2 Preliminaries

Graphs. We use standard graph-theoretic notation, and we refer the reader to Diestel [11] for any undefined terms. We consider simple unweighted undirected graphs. A graph $G$ has vertex set $V(G)$ and edge set $E(G)$. We use shorthand $n=|V(G)|$ and $m=|E(G)|$. The set $\{1, \ldots, \ell\}$ is denoted by $[\ell]$. The open neighborhood of $v \in V(G)$ is $N_{G}(v):=\{u \mid$ $\{u, v\} \in E(G)\}$, where we omit the subscript $G$ if it is clear from context. For a vertex set $S \subseteq V(G)$ the open neighborhood of $S$, denoted $N_{G}(S)$, is defined as $S:=\bigcup_{v \in S} N_{G}(v) \backslash S$. For $S \subseteq V(G)$, the graph induced by $S$ is denoted by $G[S]$. For two vertices $x, y$ in a graph $G$, an $x-y$ path is a sequence $\left(x=v_{1}, \ldots, v_{k}=y\right)$ of vertices such that $\left\{v_{i}, v_{i+1}\right\} \in E(G)$ for all $i \in[k-1]$. Furthermore, the vertices $v_{2} \ldots, v_{k-1}$ are called the internal vertices of the $x-y$ path. Given a path $P=\left(v_{1}, \ldots, v_{k}\right)$ and indices $i, j \in[k]$, with $j \geq i$, we use $P\left[v_{i}, v_{j}\right]$ to denote the subpath of the path $P$ which starts from $v_{i}$ and ends at $v_{j}$. Moreover, we use shorthand $P\left(v_{i}, v_{j}\right]=P\left[v_{i}, v_{j}\right]-\left\{v_{i}\right\}, P\left[v_{i}, v_{j}\right)=P\left[v_{i}, v_{j}\right]-\left\{v_{j}\right\}$, and $P\left(v_{i}, v_{j}\right)=$ $P\left[v_{i}, v_{j}\right]-\left\{v_{i}, v_{j}\right\}$. Given a $p_{1}-p_{k}$ path $P=\left(p_{1}, \ldots, p_{k}\right)$ and a $q_{1}-q_{\ell}$ path $Q=\left(q_{1}, \ldots, q_{\ell}\right)$ with $p_{k}=q_{1}$ such that $P$ and $Q$ are internally vertex-disjoint, we use $P \cdot Q$ to denote the $p_{1}-q_{\ell}$ path $\left(p_{1}, \ldots, p_{k}, q_{2}, \ldots, q_{\ell}\right)$ obtained by first traversing $P$ and then $Q$. We say that a path $P$ in $G$ intersects a vertex $v_{i} \in V(G)$ if $v_{i} \in V(P)$, similarly, for a set $S \subseteq V(G)$, we say that path $P$ intersects $S$ if $V(P) \cap S \neq \emptyset$. For $S \subseteq V(G)$, an $x$ - $y$ path in $G$ is called an $S$-path if $x, y \in S$. For $S \subseteq V(G)$, cycles $C_{1}, C_{2}$ in $G$ are said to be $S$-disjoint if $V\left(C_{1}\right) \cap V\left(C_{2}\right) \subseteq S$.

We now define a few basic notations about block-cut graphs (for completeness we define the notion of block-cut graph in Definition A.2) that we will use henceforth. Given a graph $G$ with connected components $C_{1}, \ldots, C_{m}$, a rooted block-cut forest $\mathcal{F}$ of $G$ is a block-cut forest containing block-cut trees $\mathcal{T}_{1}, \ldots, \mathcal{T}_{m}$ such that for each $i \in[m]$, the tree $\mathcal{T}_{i}$ is a block-cut tree of $C_{i}$ that is rooted at an arbitrary block of $\mathcal{T}_{i}$. Given a rooted forest $\mathcal{F}$ and a vertex $v \in V(\mathcal{F})$, we use parent $\mathcal{F}(v)$ to denote the parent of $v$ (if $v$ is a root then parent $\mathcal{F}_{\mathcal{F}}(v)=\emptyset$ ) and $\operatorname{child}_{\mathcal{F}}(v)$ to denote the set containing all children of $v$ (if $v$ is a leaf then $\operatorname{child}_{\mathcal{F}}(v)=\emptyset$ ). Given a rooted block-cut forest $\mathcal{F}$ of $G$, and a node $d$ of $\mathcal{F}$, we use $V_{G}\left(\mathcal{F}_{d}\right)$ to denote the vertices of $G$ occurring in blocks of the subtree rooted at $d$. Furthermore, we use $G_{d}$ to denote the graph induced by the vertex set $V_{G}\left(\mathcal{F}_{d}\right)$, i.e., $G_{d}:=G\left[V_{G}\left(\mathcal{F}_{d}\right)\right]$. We also need the following observations.

- Observation 2.1. Let $G$ be a graph, and let $B_{1}, B_{2}$ be two distinct blocks of $G$ such that $V\left(B_{1}\right) \cap V\left(B_{2}\right)=\{v\}$. In the block-cut graph $G^{\prime}$ of $G$, it holds that the distance between blocks $B_{1}$ and $B_{2}$ is two with $v$ as an intermediate vertex.
- Observation 2.2. Consider a graph $G$, terminal set $T \subseteq V(G)$, and a MWNS $S \subseteq V(G)$ of $(G, T)$. Then each block $B$ of $G-S$ contains at most one terminal.

Two mwns instances $(G, T, k)$ and $\left(G^{\prime}, T^{\prime}, k^{\prime}\right)$ are said to be equivalent if it holds that $(G, T, k)$ is a YES-instance of mwns if and only if $\left(G^{\prime}, T^{\prime}, k^{\prime}\right)$ is a YES-instance of mwns. An instance $(G, T, k)$ of mwns is said to be non-trivial if $\emptyset$ is not a solution of $(G, T, k)$. A terminal $t \in T$ is said to be nearly-separated in $G$ if there does not exist another terminal $t^{\prime} \in$ $T \backslash\{t\}$ such that there are 2 internally vertex-disjoint $t-t^{\prime}$ paths in $G$.

Throughout this manuscript we use Multiway Near-Separator (mwns) to denote the parameterized version of the multiway near-separator problem, whereas given a graph $G$ and terminal set $T$ we use multiway near-separator (MWNS) to refer to the graph-theoretic concept of nearly-separating a terminal set $T$ in $G$. Formally, it is defined as follows.

- Definition 2.3 (Multiway near-separator (MWNS)). Given a graph $G$ and terminal set $T \subseteq$ $V(G)$, a set $S \subseteq V(G)$ is called a multiway near-separator (MWNS) of $(G, T)$ if $S \cap T=\emptyset$ and there does not exist a pair of distinct terminals $t_{i}, t_{j} \in T$ such that $G-S$ contains two internally vertex-disjoint $t_{i}-t_{j}$ paths.
- Definition 2.4 (r-redundant MWNS). Given a graph $G$ and terminal set $T \subseteq V(G)$, a set $S^{*} \subseteq V(G) \backslash T$ is an r-redundant MWNS of $(G, T)$ if for all $R \subseteq S^{*}$ with $|R| \leq r$, the set $S^{*} \backslash R$ is a MWNS of $(G, T)$.
- Definition 2.5 ( $x$-avoiding MWNS). Given a graph $G$, terminal set $T \subseteq V(G)$, and a vertex $x \in V(G)$, a set $S_{x} \subseteq V(G) \backslash T$ is called an $x$-avoiding $M W N S$ of $(G, T)$ if $x \notin S_{x}$ and $S_{x}$ is a MWNS of $(G, T)$. Among all x-avoiding MWNS of $(G, T)$, one with the minimum cardinality is called a minimum x-avoiding MWNS of $(G, T)$.

Next, we define $T$-cycle and give a characterization of MWNS in terms of hitting $T$-cycles.

- Definition 2.6 ( $T$-cycle and $T$-cycle on $x$ ). Given a graph $G$ and terminal set $T \subseteq V(G)$, a cycle $C$ in $G$ is called a $T$-cycle if $|V(C) \cap T| \geq 2$. Moreover, if $C$ also contains a vertex $x \in V(G)$, then $C$ is called a $T$-cycle on $x$.

We now show that several ways of looking at a near-separator are equivalent.

- Proposition 2.7 ( $\star$ ). Given a graph $G$, terminal set $T \subseteq V(G)$, and a non-empty set $S \subseteq V(G) \backslash T$, the following conditions are equivalent:

1. For each pair of distinct terminals $t_{i}, t_{j} \in T$, the graph $G-S$ does not contain $t_{i}-t_{j}$ paths $P_{1}, P_{2}$ which are pairwise internally vertex-disjoint. (Note that $P_{1}$ may be identical to $P_{2}$ if there are no internal vertices.)
2. For each pair of distinct terminals $t_{i}, t_{j} \in T$, there is a vertex $v \in V(G) \backslash T$ such that $t_{i}$ and $t_{j}$ belong to different connected components of $G-(S \cup\{v\})$.
3. The set $T$ is an independent set and $G-S$ does not contain a simple cycle $C$ containing at least two terminals (i.e., a T-cycle).

Due to space constraints we defer the remaining preliminaries about graphs (including block-cut graphs and important separators) and parameterized algorithms to Appendix A.

## 3 FPT algorithm for Multiway Near-Separator

In this section we prove Theorem 1.1 assuming Theorem 1.2, which we prove later in Section 5. We use the combination of bounded search trees and iterative compression [7, §3-4] to obtain the FPT algorithm. Towards this, we first present the following structural lemma for a MWNS $S \subseteq V(G)$ of $(G, T)$. It says that in $G-S$, there is a terminal that can simultaneously be separated from all other terminals by the removal of a single non-terminal $v$.

- Lemma 3.1 ( $\star$ ). Let $(G, T, k)$ be a non-trivial instance of mWNS, and let $S \subseteq V(G) \backslash T$ be a solution. Then there exists a terminal $t \in T$ and a non-terminal vertex $v \in V(G) \backslash T$ such that $S \cup\{v\}$ is a $(t, T \backslash\{t\})$-separator.

Marx [20] [7, Lemma 8.18] introduced a pushing lemma for Multiway Cut to prove that Multiway Cut is FPT. In the following lemma, we present a pushing lemma for mwns.

- Lemma 3.2 (Pushing lemma for mWns ( $\star$ )). Let $(G, T, k)$ be a non-trivial instance of mWNS and let $S \subseteq V(G) \backslash T$ be a solution. Then there exists a terminal $t \in T$ and $a$ solution $S^{*} \subseteq V(G) \backslash T$ with $\left|S^{*}\right| \leq|S|$ for which one of the following holds:

1. there is an important $(t, T \backslash\{t\})$-separator $S_{t}^{*}$ of size at most $k$ such that $S_{t}^{*} \subseteq S^{*}$, or
2. there is an important $(t, T \backslash\{t\})$-separator $S_{t}$ of size at most $(k+1)$, and there exists a vertex $v \in S_{t}$ such that $\left(S_{t} \backslash\{v\}\right) \subseteq S^{*}$.
The following lemma forms the heart of the FPT algorithm (Theorem 1.1). It says that there exists an FPT algorithm that can compress a $k+1$-sized MWNS of $(G, T)$ to a $k$-sized MWNS if $(G, T, k)$ is a YES-instance of MWNS. This is effectively the compression step of the iterative compression technique.

- Lemma 3.3 ( $\star$ ). There is an algorithm that, given an instance ( $G, T, k$ ) of MWNS and a set $S_{k+1} \subseteq V(G) \backslash T$ of size $k+1$ such that $S_{k+1}$ is a MWNS of $(G, T)$, runs in time $2^{\mathcal{O}(k \log k)} \cdot n^{\mathcal{O}(1)}$ and outputs a solution of $(G, T, k)$ (of size $k$ ) if it exists.

Given Lemma 3.3, the proof of Theorem 1.1 follows by applying the standard technique of iterative compression. The formal proof can be found in the full version [17].

## 4 Constructing a near-separator avoiding a specified vertex

In this section we prove Theorem 1.3. Throughout the algorithm, we use the perspective provided by Proposition 2.7 that a MWNS is a set intersecting all $T$-cycles. Note that since $\{x\}$ is a MWNS for $(G, T)$, the set $T$ must be an independent set. Before presenting the algorithm, we define some notations which we will use during the algorithm.

- Definition $4.1\left(\mathcal{C}(v)\right.$ and $\mathcal{C}_{\geq 1}(v)$ ). Given a graph $G$, terminal set $T \subseteq V(G)$, and a $M W N S\{x\} \subseteq V(G)$ of $(G, T)$, let $\mathcal{F}$ be a rooted block-cut forest of $G-\{x\}$. Let $v \in V(\mathcal{F})$ be a cutvertex. Then we use $\mathcal{C}(v)$ to denote all the grandchildren (cutvertices) of $v$ in the subtree $\mathcal{F}_{v}$, i.e., $\mathcal{C}(v):=\bigcup_{y \in \text { child }_{\mathcal{F}}(v)}$ child $_{\mathcal{F}}(y)$. If v does not have a grandchild then $\mathcal{C}(v):=\emptyset$. We use $\mathcal{C}_{\geq 1}(v) \subseteq \mathcal{C}(v)$ to denote the cutvertices of $\mathcal{C}(v)$ such that for each vertex $c \in \mathcal{C}_{\geq 1}(v)$, the graph $G_{c}=G\left[V_{G}\left(\mathcal{F}_{c}\right)\right]$ contains a vertex $p \in N_{G}(x)$ such that there is a c-p path $P$ in $G_{c}$ which contains at least one terminal, i.e., $|V(P) \cap T| \geq 1$.

During the construction of an approximate $x$-avoiding MWNS, we will often make use of Definition 4.1 to keep track of which cutvertices have a pending subgraph attached that can reach a neighbor of $x$ by a simple path containing a terminal. Such subpaths can be combined to form $T$-cycles. We often use the fact that, in an undirected graph $G$, it is possible to test in polynomial time whether there is a simple $p-q$ path through a specified vertex $t$; for example, by constructing a vertex-capacitated flow network in which $t$ has a capacity of 2 and all other vertices a capacity of 1 , and testing for a flow from $\{p, q\}$ to $\{t\}$.

Next, we prove some properties about the sets $\mathcal{C}(t)$ and $\mathcal{C}_{\geq 1}(t)$ defined above. We need these properties during the analysis phase (Section 4.2) of the blocker algorithm.

- Proposition 4.2. Given a graph $G$, terminal set $T \subseteq V(G)$, and a MWNS $\{x\} \subseteq V(G)$ of $(G, T)$, let $\mathcal{F}$ be a rooted block-cut forest of $G-\{x\}$. Let $t \in T$ be a cutvertex of $\mathcal{F}$ and let $\mathcal{C}(t)$ be the set of grandchildren of $t$ in the subtree $\mathcal{F}_{t}$ as defined in Definition 4.1. Then we have $\mathcal{C}(t) \cap T=\emptyset$.

Proof. Assume for a contradiction that there exists a vertex $t^{\prime} \in \mathcal{C}(t) \cap T$. First, note that $t^{\prime} \neq t$, as a cutvertex is present exactly once in a block-cut forest. Thus, we have $t^{\prime} \in$ $T \backslash\{t\}$. Let $B:=\operatorname{parent}_{\mathcal{F}}\left(t^{\prime}\right)$. Since $\left\{t^{\prime}, B\right\} \in E(\mathcal{F})$, we have $t^{\prime} \in V(B)$ by definition of block-cut forest. Moreover, as $B$ is the parent of $t^{\prime}$ and $t^{\prime}$ is a grandchild of $t$, we have $\{t, B\} \in E(\mathcal{F})$ and hence $t \in V(B)$. Note that $B$ is a block in $G-\{x\}$ which contains two distinct terminals $t, t^{\prime}$, a contradiction to Observation 2.2.

- Proposition 4.3. Given a graph $G$, terminal set $T \subseteq V(G)$, and a MWNS $\{x\} \subseteq V(G)$ of $(G, T)$, let $\mathcal{F}$ be a rooted block-cut forest of $G-\{x\}$. Let $t \in T$ be a cutvertex of $\mathcal{F}$ and let $\mathcal{C}_{\geq 1}(t)$ be the subset of grandchildren of $t$ in $\mathcal{F}_{t}$ defined in Definition 4.1. Let $B$ be a node of $\mathcal{F}_{t}$ such that the graph $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$ does not contain a $T$-cycle. Then the number of cutvertices below $B$ in $\mathcal{F}_{B}$ which also belong to the set $\mathcal{C}_{\geq 1}(t)$ is at most one, i.e., we have $\left|V_{G}\left(\mathcal{F}_{B}\right) \cap C_{\geq 1}(t)\right| \leq 1$.

Proof. First of all, note that if $B$ belongs to $\mathcal{C}(t)$ (see Definition 4.1 for the definition of $\mathcal{C}(t)$ ) or below in the subtree $\mathcal{F}_{t}$ then the claim trivially holds, because in that case we have $\left|V_{G}\left(\mathcal{F}_{B}\right) \cap C_{\geq 1}(t)\right| \leq 1$. Hence consider the case when either $B \in \operatorname{child}_{\mathcal{F}}(t)$ or $B=t$, and assume for a contradiction that $\left|V_{G}\left(\mathcal{F}_{B}\right) \cap C_{\geq 1}(t)\right| \geq 2$. Let $c_{1}, c_{2}$ be two distinct cutvertices in $V_{G}\left(\mathcal{F}_{B}\right) \cap C_{\geq 1}(t)$. By definition of the set $\mathcal{C}_{\geq 1}(t)$ and the fact that $c_{1}, c_{2} \in \mathcal{C}_{\geq 1}(t)$, we know that for each $i \in[2]$, the graph $G_{c_{i}}$ contains a vertex $p_{i} \in N_{G}(x)$ such that there is a $c_{i}-p_{i}$ path $P_{i}$ in $G_{c_{i}}$ containing a terminal $t_{i}$. Moreover, since $c_{1} \neq c_{2}$, the paths $P_{1}$ and $P_{2}$ are vertex disjoint. Next, we do a case distinction based on whether $B \in \operatorname{child}_{\mathcal{F}}(t)$ or $B=t$.

Case 1. When $B \in \operatorname{child}_{\mathcal{F}}(t)$. Since $B \in \operatorname{child}_{\mathcal{F}}(t)$ and by definition (of $\left.\mathcal{C}_{\geq 1}(t)\right) c_{1}, c_{2}$ are grandchildren of $t$, we have $c_{1}, c_{2} \in \operatorname{child}_{\mathcal{F}}(B)$. Hence, we have $c_{1}, c_{2} \in V_{G}(B)$. Next, we construct a cycle $C$ in $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$ as follows. Let $C:=\left\{x, p_{1}\right\} \cdot P_{1}\left[p_{1}, c_{1}\right]$. $R_{12}\left[c_{1}, c_{2}\right] \cdot P_{2}\left[c_{2}, p_{2}\right] \cdot\left\{p_{2}, x\right\}$, where $R_{12}$ is a path between cutvertices $c_{1}, c_{2} \in V_{G}(B)$ inside the block $B$. Note that the cycle $C$ in $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$ is simple and contains two distinct terminals $t_{1}, t_{2} \in T$, a contradiction to the fact that there is no $T$-cycle in $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$.

Case 2. When $B=t$. For $i \in[2]$, let $B_{i}$ be the parent of $c_{i}$. Note that if $B_{1}=B_{2}$ then similarly to Case 1, we can obtain a $T$-cycle in $G\left[V_{G}\left(\mathcal{F}_{B_{1}}\right) \cup\{x\}\right]$, which is also a $T$-cycle in the supergraph $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$, again a contradiction to the fact that there is no $T$-cycle in $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$. Hence assume that $B_{1} \neq B_{2}$. Next, we show that even in this case we can obtain a $T$-cycle $C$ in $G\left[V_{G}\left(\mathcal{F}_{B}\right) \cup\{x\}\right]$, yielding a contradiction. Indeed, we can use $C:=\left\{x, p_{1}\right\} \cdot P_{1}\left[p_{1}, c_{1}\right] \cdot R_{1}\left[c_{1}, B\right] \cdot R_{2}\left[B, c_{2}\right] \cdot P_{2}\left[c_{2}, p_{2}\right] \cdot\left\{p_{2}, x\right\}$, where for $i \in[2]$, the path $R_{i}$ is a path between vertices $c_{i}, B \in V_{G}\left(B_{i}\right)$ inside the block $B_{i}$.

Since both the above cases lead to a contradiction, this concludes the proof of Proposition 4.3.

### 4.1 Algorithm

In this section we present a recursive algorithm $\operatorname{Blocker}(G, T, x)$ to construct a set $S_{x} \subseteq V(G) \backslash$ $(T \cup\{x\})$ such that $S_{x}$ is a Mwns of $(G, T)$ and $\left|S_{x}\right| \leq 14 O P T_{x}(G, T)$, where $O P T_{x}(G, T)$ is the cardinality of a minimum $x$-avoiding mwns of $(G, T)$. The algorithm effectively takes a graph $G$, terminal set $T$, a vertex $x \in V(G) \backslash T$ (such that $\{x\}$ is a MWNS of $(G, T)$ ) as input, and computes a vertex set $Z \subseteq V(G) \backslash(T \cup\{x\})$ to hit certain types of $T$-cycles in $G$. It combines $Z$ with the result of recursively computing a solution for $\operatorname{Blocker}(G-Z, T, x)$. For ease of understanding, we present the algorithm step by step with interleaved comments in italic font, whenever required.

1. If the graph $G$ does not contain a $T$-cycle on $x$ then return $Z=\emptyset$.
2. Construct a rooted block-cut forest $\mathcal{F}$ of $G-\{x\}$.
3. Choose a deepest node $d$ in the block cut forest $\mathcal{F}$ such that the graph $G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right]$ contains a $T$-cycle.
Note that such a vertex d exists as there is a $T$-cycle on $x$ in the graph $G$ while a simple cycle in $G$ visits vertices from at most one tree $\mathcal{T} \in \mathcal{F}$.
4. Consider the following cases.
a. If $\boldsymbol{d}$ is a cutvertex and $\boldsymbol{d} \notin \boldsymbol{T}$. Let $Z:=\{d\}$. Then return $(Z \cup B \operatorname{locker}(G-Z, T, x))$. In this case, it is easy to observe that the set $Z=\{d\}$ is a MWNS of $\left(G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right], T\right)$ because $d$ is a deepest node satisfying the conditions of Step 3.
b. If $\boldsymbol{d}$ is a cutvertex and $\boldsymbol{d} \in \boldsymbol{T}$. Let $\mathcal{C}_{\geq 1}(d)$ be the subset of grandchildren of $d$ defined using Definition 4.1. Let $Z:=\mathcal{C}_{\geq 1}(d)$ and return $(Z \cup \operatorname{Blocker}(G-Z, T, x))$. The set $Z$ is a $M W N S$ of $\left(G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right], T\right)$ by our choice of $d$, definition of the set $\mathcal{C}_{\geq 1}(d)$, the fact that a $T$-cycle contains at least 2 terminals, and for each block $B \in$ child $_{\mathcal{F}}(d)$ we have $V(B) \cap(T \backslash\{d\})=\emptyset$ due to Observation 2.2.
c. If $\boldsymbol{d}$ is a block.

- Let $D_{T}:=d-T$, i.e., $D_{T}:=G[V(d) \backslash T]$. Note that the block $d$ of $G-\{x\}$ contains at most 1 terminal due to Observation 2.2. In the case when $V(d) \cap T=\emptyset$, we have $D_{T}=d=G[V(d)]$. Let $\mathcal{C}^{d}:=\operatorname{child}_{\mathcal{F}}(d) \backslash T$ and partition $\mathcal{C}^{d}$ as follows.
= Let $\mathcal{C}_{\geq 2}^{d} \subseteq \mathcal{C}^{d}$ be the set such that for each (cut)vertex $c \in \mathcal{C}_{\geq 2}^{d}$ the graph $G_{c}:=$ $G\left[V_{G}\left(\mathcal{F}_{c}\right)\right]$ contains a vertex $p \in N_{G}(x)$ such that there is a $c-p$ path $P$ in $G_{c}$ which contains at least 2 terminals, i.e., $|V(P) \cap T| \geq 2$.
= Let $\mathcal{C}_{1}^{d} \subseteq \mathcal{C}^{d} \backslash \mathcal{C}_{\geq 2}^{d}$ be the subset of remaining vertices of $\mathcal{C}^{d}$ such that for each vertex $c \in \mathcal{C}_{1}^{d}$ the graph $G_{c}$ contains a vertex $p \in N_{G}(x)$ such that there is a $c-p$ path $P$ in $G_{c}$ which contains 1 terminal, i.e., $|V(P) \cap T|=1$.
= Let $\mathcal{C}_{0}^{d} \subseteq \mathcal{C}^{d} \backslash\left(\mathcal{C}_{\geq 2}^{d} \cup \mathcal{C}_{1}^{d}\right)$ be the subset of remaining vertices of $\mathcal{C}^{d}$ such that for each vertex $c \in \mathcal{C}_{0}^{d}$ the graph $G_{c}$ contains a vertex $p \in N_{G}(x)$ such that there is a $c-p$ path $P$ in $G_{c}$.
$=$ Let $\mathcal{C}_{\emptyset}^{d}:=\mathcal{C}^{d} \backslash\left(\mathcal{C}_{\geq 2}^{d} \cup \mathcal{C}_{1}^{d} \cup \mathcal{C}_{0}^{d}\right)$ be the remaining elements of $\mathcal{C}^{d}$.
- Apply Gallai's theorem ([7, Thm 9.2, Lemma 9.3], cf. [25, Thm 73.1]) on the graph $D_{T}$ with $Q=\mathcal{C}_{\geq 2}^{d} \cup \mathcal{C}_{1}^{d}$ to obtain a maximum-cardinality family $\mathcal{P}_{Q}$ of pairwise vertex disjoint $Q$-paths in $D_{T}$, along with a vertex set $Z_{1} \subseteq V\left(D_{T}\right)$ of size at most $2\left|\mathcal{P}_{Q}\right|$ such that the graph $D_{T}-Z_{1}$ has no $Q$-path.
= Let $A:=\mathcal{C}_{\geq 2}^{d}$ and $B:=\mathcal{C}_{0}^{d} \cup\left(N_{G}(x) \cap V(d)\right)$. Next, compute a minimum $(A, B)$ separator in the graph $D_{T}$ using Edmonds-Karp algorithm [12] which outputs a vertex set $Z_{2} \subseteq V\left(D_{T}\right)$.
Next, we do a case distinction based on whether or not the block $d$ contains a terminal. Note that in the case when d does not contain a terminal then the set $\left(Z_{1} \cup Z_{2}\right)$ hits all $T$-cycles of $G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right]$. On the other hand, when d contains a terminal there could still be a $T$-cycle in the graph $G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right]-\left(Z_{1} \cup Z_{2}\right)$ (see the third figure of Figure 1). So our next steps are aimed at hitting those T-cycles (if any) that are not hit by the set $\left(Z_{1} \cup Z_{2}\right)$.
= If $V(d) \cap T=\emptyset$, then let $Z_{3}, Z_{4}:=\emptyset$.
= Otherwise, there is a unique terminal in block $d \subseteq G-x$ since $x$ is a MWNS for $(G, T)$. Let $t$ be the terminal that belongs to the block $d$.
$=$ Let $\mathcal{D}$ be the set containing connected components of $D_{T}-\left(Z_{1} \cup Z_{2}\right)$ that contain at least one neighbor of $t$, i.e., for each connected component $D \in \mathcal{D}$, we have $V(D) \cap N(t) \neq \emptyset$.
$=$ Let $\mathcal{D}^{*} \subseteq \mathcal{D}$ be the set such that for each $D^{*} \in \mathcal{D}^{*}$, the connected component $D^{*}$ contains a vertex from $Q=\left(\mathcal{C}_{\geq 2}^{d} \cup \mathcal{C}_{1}^{d}\right)$. More precisely, we have $\left|V\left(D^{*}\right) \cap Q\right|=1$ for each $D^{*}$ as the set $Z_{1}$ is hitting all $Q$-paths.
$=$ Let $V\left(\mathcal{D}^{*}\right):=\bigcup_{D^{*} \in \mathcal{D}^{*}} V\left(D^{*}\right)$ and define $Z_{3}:=\left(\mathcal{C}_{\geq 2}^{d} \cup \mathcal{C}_{1}^{d}\right) \cap V\left(\mathcal{D}^{*}\right)$.
Note that in the case when $d$ contains a terminal $t$ and $t \in \operatorname{child}_{\mathcal{F}}(d)$, the way we have defined $\mathcal{C}^{d}$, it does not contain $t$. Hence, when $t \in \operatorname{child}_{\mathcal{F}}(d)$ and the graph $G_{t}$ has a vertex $p \in N_{G}(x)$ such that there is a $t$-p path $P$ in $G_{t}$ that contains at least one terminal other than $t$, i.e, $|V(P) \cap(T \backslash\{t\})| \geq 1$, there could still be $T$-cycles in $G\left[V_{G}\left(\mathcal{F}_{d}\right)\right]-\bigcup_{i=1}^{3} Z_{i}$ (see the last figure of Figure 1). So our next step is to hit all T-cycles (if any) containing the t-p path P. Recall $\mathcal{C}_{\geq 1}(t)$ from Definition 4.1.
* If $t \in \operatorname{child}_{\mathcal{F}}(d)$ and the graph $G_{t}$ has a vertex $p \in N_{G}(x)$ such that there is a $t-p$ path $P$ in $G_{t}$ with $|V(P) \cap T| \geq 2$, then let $Z_{4}:=\mathcal{C}_{\geq 1}(t)$.
* Otherwise, define $Z_{4}:=\emptyset$.

Finally, we try to break any interaction between vertices of $V_{G}\left(\mathcal{F}_{d}\right)$ and vertices of $V_{G}(\mathcal{F}) \backslash V_{G}\left(\mathcal{F}_{d}\right)$ by adding the parent of $d$ into the hitting set. But note that in the case when $\operatorname{parent}_{\mathcal{F}}(d) \in T$, we can not add it to the hitting set $Z \subseteq V(G) \backslash(T \cup\{x\})$.
= If parent $\mathcal{F}_{\mathcal{F}}(d) \in T$, then let $Z_{5}:=\emptyset$.
= Otherwise, $Z_{5}:=\operatorname{parent}_{\mathcal{F}}(d)$.
Let $Z:=\bigcup_{i=1}^{5} Z_{i}$ and return $(Z \cup \operatorname{Blocker}(G-Z, T, x))$.
This concludes the description of the algorithm. Summarizing, its main structure is to define a vertex set $Z \subseteq V(G) \backslash(T \cup\{x\})$ to break $T$-cycles which are lowest in the block-cut tree, include that set $Z$ in the approximate solution, and complete the solution by recursively solving the problem on $G-Z$.

### 4.2 Analysis

The following lemma forms the heart of Theorem 1.3. It says that if the above procedure adds a set $Z$ during the construction of the approximate solution $S_{x}$, then the optimum value of the remaining instance decreases by at least $\frac{|Z|}{14}$.


Figure 1 Illustration of Step 4c. The leftmost figure shows the original graph $G$ where terminals are represented by red squares and the pink vertices of block $d$ represent the vertices of $Z_{1}$. The second figure shows the construction of the set $Z_{2}$ in the graph $G-\left(Z_{1} \cup\{t\}\right)$ where the green vertex represents the vertex of $Z_{2}$. It also shows a $T$-cycle represented by thick edges. The third figure shows a $T$-cycle (represented by thick edges) which appears after putting the terminal $t$ back and the blue vertices represent the vertices of $Z_{3}$. The last figure illustrates the construction of the set $Z_{4}$ and $Z_{5}$ where the cyan vertex and olive vertex represent the vertex of $Z_{4}$ and $Z_{5}$, respectively.

- Lemma 4.4. If a single iteration of the algorithm on input ( $G, T, x$ ) yields the set $Z$, then $\operatorname{OPT}_{x}(G-Z, T) \leq \operatorname{OPT}_{x}(G, T)-\frac{|Z|}{14}$, where $\operatorname{OPT}_{x}(G, T)$ and $\operatorname{OPT}_{x}(G-Z, T)$ are the cardinalities of a minimum x-avoiding $M W N S$ of $(G, T)$ and $(G-Z, T)$, respectively.

Proof. Let $S_{x}^{*} \subseteq V(G)$ be a minimum $x$-avoiding MWNS of $(G, T)$. If the algorithm stops before Step (3) then $Z=\emptyset$. Hence the inequality of the lemma trivially holds. Therefore assume that the algorithm reaches Step 4 . Let $d$ be the deepest node selected by the algorithm in Step (3) to compute $Z$. Let $\hat{S}:=S_{x}^{*} \backslash V_{G}\left(\mathcal{F}_{d}\right)$. Note that $\hat{S} \cap(T \cup\{x\})=\emptyset$. Next, we observe the following properties about the set $Z$ computed in Step 4.
$\triangleright$ Claim $4.5(\star)$. Suppose the algorithm reaches Step 4 and computes the set $Z \subseteq V_{G}\left(\mathcal{F}_{d}\right) \backslash T$. Then $Z$ is a MWNS of $\left(G_{d}+x, T\right)$, where $G_{d}+x=G\left[V_{G}\left(\mathcal{F}_{d}\right) \cup\{x\}\right]$.

Proof sketch. By choice of $d$, each $T$-cycle of $G_{d}+x$ contains a vertex from block $d$, or the cutvertex $d$ itself. Since $x$ is a MWNS for $(G, T)$, each $T$-cycle also contains $x$. The sets $Z_{1}, \ldots, Z_{4}$ added to $Z$ in the algorithm ensure different types of $T$-cycles of $G_{d}+x$ are broken: $Z_{1}$ covers all $T$-cycles consisting of two paths between $x$ and $d$, each containing at least one terminal; $Z_{2}$ covers $T$-cycles consisting of one path between $x$ and $d$ containing two or more terminals, and another such path containing no terminals; the sets $Z_{3}$ and $Z_{4}$ cover $T$-cycles that go through a terminal in $d$ (if there is one), as explained in the algorithm. $\triangleleft$
$\triangleright$ Claim $4.6(\star)$. Suppose the algorithm reaches Step 4 and computes the set $Z \subseteq V_{G}\left(\mathcal{F}_{d}\right) \backslash T$. Then any $T$-cycle in $G-(Z \cup \hat{S})$ contains a vertex of $V_{G}\left(\mathcal{F}_{d}\right)$ (i.e., a vertex from $\left.G_{d}\right)$ and a vertex from $V_{G}(\mathcal{F}) \backslash\left(V_{G}\left(\mathcal{F}_{d}\right)\right)$ (i.e., a vertex outside $\left.G_{d}+x\right)$.

Proof sketch. Since $\hat{S}$ contains all vertices of the solution $S_{x}^{*}$ except those occurring in a block of the subtree $\mathcal{F}_{d}$ of the block-cut tree, any $T$-cycle disjoint from $\mathcal{S}$ was intersected by $S_{x}^{*}$ in a vertex of $V_{G}\left(\mathcal{F}_{d}\right)$ and therefore uses a vertex of the latter set. On the other hand, since the previous claim shows that $Z$ hits all the $T$-cycles which live in $G_{d}+x$, a $T$-cycle disjoint from $Z$ has to use a vertex outside $V_{G}\left(\mathcal{F}_{d}\right)$.
$\triangleright$ Claim $4.7(\star)$. Suppose the algorithm reaches Step 4 and computes the set $Z \subseteq V_{G}\left(\mathcal{F}_{d}\right) \backslash T$. Then any minimum $x$-avoiding MWNS $S_{x}^{*}$ of $(G, T)$ satisfies $\left|S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right)\right| \geq \max \left\{1, \frac{|Z|-2}{6}\right\}$.

Proof sketch. Any $x$-avoiding MWNS $S_{x}^{*}$ contains a vertex from $V_{G}\left(\mathcal{F}_{d}\right)$ because there is a $T$-cycle in $G_{d}+x$, by choice of $d$, which explains why the intersection is nonempty. The fact that $S_{x}^{*}$ contains at least $\frac{|Z|-2}{6}$ vertices from $V_{G}\left(\mathcal{F}_{d}\right)$ can be seen as follows. We have $\left|Z_{4}\right|,\left|Z_{5}\right| \leq 1$ by definition, so the largest $Z_{i}$ of $Z_{1}, Z_{2}, Z_{3}$ has at least $\frac{|Z|-2}{3}$ vertices. Any solution contains at least $\left|Z_{i}\right| / 2$ vertices from $V_{G}\left(\mathcal{F}_{d}\right)$ because the covering/packing duality for the three types of separators used to define $Z_{1}, Z_{2}, Z_{3}$ ensures, for each of these sets, that to hit all the $T$-cycles of the corresponding form, at least $\left|Z_{i}\right| / 2$ vertices are needed. For example, each $Q$-path $P$ in the family $\mathcal{P}_{Q}$ obtained during the construction of $Z_{1}$ yields a $T$-cycle when combined with paths from endpoints of $P$ (which are cutvertices in $Q$ ) to neighbors of $x$ in two different subtrees of the block-cut forest $\mathcal{F}$, showing that $S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right) \geq\left|\mathcal{P}_{Q}\right| \geq\left|Z_{1}\right| / 2$.

Next, we show that if a minimum $x$-avoiding MWNS $S_{x}^{*}$ of $(G, T)$ contains exactly 1 vertex from the subtree $\mathcal{F}_{d}$ then the set $\hat{S}:=S_{x}^{*} \backslash V_{G}\left(\mathcal{F}_{d}\right)$ is a MWNS of $(G-Z, T)$.
$\triangleright$ Claim $4.8(\star)$. If $\left|S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right)\right|=1$ then $\hat{S}=S_{x}^{*} \backslash V_{G}\left(\mathcal{F}_{d}\right)$ is a MWNS of $(G-Z, T)$.
Proof sketch. If $\left|S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right)\right|=1$, then from the $T$-cycle in $G_{d}+x$ which we know to exist, the set $S_{x}^{*}$ contains at most one vertex. In the most crucial case that the $d$ is a block whose parent is a terminal, this means that $S_{x}^{*}$ cannot break all paths from $x$ through blocks in the subtree $\mathcal{F}_{d}$ to the parent of $d$. The only types of connections that the set $Z$ does not break, and which can be part of $T$-cycles in $G$, can be shown to be precisely paths from a neighbor of $x$ to $d$ in $G_{d}$ that do not contain a terminal. But if $\left|S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right)\right|=1$, then $S_{x}^{*}$ does not break all such paths either. By a rerouting argument, this allows us to show that updating $S^{*}$ by replacing $S_{x}^{*} \cap V_{G}\left(\mathcal{F}_{d}\right)$ with $Z$ gives a valid $x$-avoiding MWNS, which is equivalent to saying that $\hat{S}$ is a MWNS of $(G-Z, T)$.

The following claim shows that if the set $\hat{S}$ is not a MWNS of ( $G-Z, T$ ), then we can find a vertex $\hat{c}$ such that the set obtained after adding $\hat{c}$ to the set $\hat{S}$ is a MWNS of $(G-Z, T)$.
$\triangleright$ Claim $4.9(\star)$. If $\hat{S}$ is not a MWNS of $(G-Z, T)$ then there exists a vertex $\hat{c} \in$ $V(G) \backslash(T \cup\{x\})$ such that $\hat{S} \cup\{\hat{c}\}$ is a MWNS of $(G-Z, T)$.

Proof sketch. The proof consists of a delicate argument which essentially says that this situation only happens when $d$ is a block whose parent is a terminal, and there is a cutvertex $\hat{c}$ close to block $d$ in the block-cut forest which combines with $Z$ to break all paths in $G-\{x\}$ from $N_{G}(x) \cap V_{G}\left(\mathcal{F}_{d}\right)$ to vertices of $N_{G}(x) \backslash V_{G}\left(\mathcal{F}_{d}\right)$, and therefore breaks all $T$-cycles intersecting $V_{G}\left(\mathcal{F}_{d}\right)$.

The proof of Lemma 4.4 follows from the preceding statements by formula manipulation: whenever the approximation algorithm chooses a set $Z$, an optimal solution chooses at least $|Z| / 14$ vertices from $V_{G}\left(\mathcal{F}_{d}\right)$. The remainder of the proof is given in the full version [17].

Using Lemma 4.4, an easy induction shows that the algorithm indeed computes a 14approximation. As each iteration can be implemented in polynomial time, this leads to a proof of Theorem 1.3. The details are given in the full version [17].

## 5 Bounding the number of terminals

Our main goal in this section is to prove Theorem 1.2. Intuitively, there are two distinct ways in which a connected component admitting a small solution can contain a large number of terminals: either there can be a star-like structure of blocks containing a terminal joined at a single cutvertex, or there exists a long path in the block-cut tree containing many blocks with a terminal. After applying reduction rules to attack both kinds of situations, we give a final reduction rule to bound the number of relevant connected components that contain a terminal, which will lead to the desired bound on the number of terminals. Due to space constraints, the safeness of the reduction rules we present here is deferred to the full version [17].

- Reduction Rule 1. Let $(G, T, k)$ be an instance of mwns, and let $t \in T$ be a terminal such that for any other terminal $t^{\prime} \in T \backslash\{t\}$, there do not exist 2 internally vertex-disjoint $t-t^{\prime}$ paths in $G$, i.e., the terminal $t$ is nearly-separated. Then remove $t$ from the set $T$. The new instance is $(G, T \backslash\{t\}, k)$.

Next, we have the following general reduction rule.

- Reduction Rule 2. Let $(G, T, k)$ be an instance of mWNS. Suppose there exist 2 nonterminal vertices $x, y \in V(G) \backslash T$ such that $G-\{x, y\}$ has a connected component $D$ satisfying the following conditions:
(a) $|V(D) \cap T| \geq 3$,
(b) the graph $G[V(D) \cup\{x, y\}]$ has no $T$-cycle, and
(c) there is an $x-y$ path in $G[V(D) \cup\{x, y\}]$ containing distinct terminals $t_{1}, t_{2} \in T$.

Then turn any terminal of $D$ which is not $t_{1}, t_{2}$ into a non-terminal. Formally, let $t \in$ $V(D) \cap\left(T \backslash\left\{t_{1}, t_{2}\right\}\right)$, then $(G, T \backslash\{t\}, k)$ is a new instance of MWNS.

Next, we show that given an instance ( $G, T, k$ ) of mWNS and a 1-redundant MWNS $S^{*} \subseteq$ $V(G) \backslash T$ of $(G, T)$, in polynomial-time we can obtain an equivalent instance ( $G, T^{\prime}, k$ ) such that the number of connected components of $G-S^{*}$ which contain at least one terminal from $T^{\prime}$ is bounded by $\mathcal{O}\left(\left|S^{*}\right|^{2} \cdot k\right)$. Towards this, we apply the following marking scheme with respect to the set $S^{*}$ to mark $\mathcal{O}\left(\left|S^{*}\right|^{2} \cdot k\right)$ connected components of $G-S^{*}$.

- Marking Scheme 1. Let $(G, T, k)$ be an instance of MWNS, and let $S^{*} \subseteq V(G)$ be a 1-redundant MWNS of $(G, T)$. For each pair of distinct vertices $x, y \in S^{*}$, we greedily mark $(k+2)$ connected components $C_{i_{1}}^{x, y}, \ldots, C_{i_{k+2}}^{x, y}$ of $G-S^{*}$ such that for each $m \in[k+2]$, the connected component $C_{i_{m}}^{x, y}$ contains two vertices (not necessarily distinct) $p_{m} \in N_{G}(x)$ and $q_{m} \in N_{G}(y)$ such that there is a $p_{m}-q_{m}$ path $P_{m}$ (possibly of length 0) inside the connected component $C_{m}^{x, y}$ which contains at least one terminal, i.e., we have $\left|V\left(P_{m}\right) \cap T\right| \geq 1$. If there are fewer than $k+2$ such components, we simply mark all of them.

We have the following reduction rule based on the above marking scheme. It requires a 1-redundant MWNS to be known. In the context of Theorem 1.2, where we are given a MWNS $S$ of $(G, T, k)$, we can exploit Theorem 1.3 to obtain a 1-redundant MWNS of size $\mathcal{O}(|S| \cdot k)$ in polynomial time: for each $x \in S$, if an $x$-avoiding MWNS $S_{x}$ in $G-(S \backslash\{x\})$ has size more than $14 k$ then all solutions of $(G, T, k)$ contain $x$ and we may safely remove $x$ and decrease $k$; otherwise, we can add $S_{x}$ to $S$ to ensure all $T$-cycles intersecting $x$ are hit twice, without blowing up the size of $S$ too much. The details are given in the full version [17].

- Reduction Rule 3. Let $(G, T, k)$ be an instance of mWNS, and let $S^{*} \subseteq V(G) \backslash T$ be a 1-redundant MWNS of $(G, T)$. Let $\mathcal{C}_{M}$ be the set of connected components of $G-S^{*}$ marked by Marking Scheme 1 with respect to the set $S^{*}$. Let $T^{\prime}:=T \cap\left(\bigcup_{C \in \mathcal{C}_{M}} V(C)\right)$. If $T \backslash T^{\prime} \neq \emptyset$ then we convert the terminals of $T \backslash T^{\prime}$ to non-terminals. The new instance is $\left(G, T^{\prime}, k\right)$.

A delicate analysis shows that applying these reduction rules indeed leads to an equivalent instance with the desired bound on the number of terminals, which leads to a proof of Theorem 1.2. The details are given in the full version [17].

## 6 Conclusions

In this paper we initiated the study of the Multiway Near-Separator problem, a generalization of Multiway Cut focused on reducing the connectivity between each pair of terminals. We developed reduction rules to reduce the number of terminals in an instance, aided by a constant-factor approximation algorithm for the problem of finding a near-separator avoiding a given vertex $x$ in an instance for which $\{x\}$ is a near-separator. Our work leads to several follow-up questions. First of all, one could consider extending the notion of near-separation to allow for larger (but bounded) connectivity between terminal pairs in the resulting instance, for example by requiring that in the graph $G-S$, for each pair of distinct terminals $t_{i}, t_{j}$ there is a vertex set of size at most $c$ whose removal separates $t_{i}$ and $t_{j}$. The setting we considered here is that of $c=1$, which allows us to understand the structure of the problem based on the block-cut forest of $G-S$. For $c=2$ it may be feasible to do an analysis based on the decomposition of $G-S$ into triconnected components, but for larger values of $c$ the structure may become significantly more complicated. One could also consider a generic setting (see [1]) where for each pair of terminals $t_{i}, t_{j}$, some threshold $f\left(t_{i}, t_{j}\right)=f\left(t_{j}, t_{i}\right)$ is specified such that in $G-S$ there should be a set of at most $f\left(t_{i}, t_{j}\right)$ nonterminals whose removal separates $t_{i}$ from $t_{j}$. Note that if the values of $f$ are allowed to be arbitrarily large, this generalizes Multicut. Is the resulting problem fixed-parameter tractable parameterized by $k$ ?

Another direction for future work lies in the development of a polynomial kernel. For the Multiway Cut problem with delectable terminals, as well as the setting with undeletable but constantly many terminals, a polynomial kernel is known based on matroid techniques [18]. Does the variant of Multiway Near-Separator with deletable terminals admit a polynomial kernel?
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## A Additional preliminaries

Graphs. An $x-y$ path $P$ and a $q-r$ path $Q$ are said to be internally vertex-disjoint if they do not share a common internal-vertex, i.e., we have $(V(P) \backslash\{x, y\}) \cap(V(Q) \backslash\{q, r\})=\emptyset$. Given $X, Y \subseteq V(G)$, a path $\left(v_{1}, \ldots, v_{k}\right)$ in $G$ is called an $X-Y$ path if $v_{1} \in X$ and $v_{k} \in Y$.

- Theorem A. 1 (Menger's theorem, [11], Theorem 3.3.1). Let $G$ be a graph and $X, Y \subseteq V(G)$ be subsets of vertices such that $X \cap Y=\emptyset$ and there does not exist an edge $\{x, y\} \in E(G)$ for any $x \in X$ and $y \in Y$. Then the minimum number of vertices separating $X$ from $Y$ is equal to the maximum number of vertex-disjoint $X-Y$ paths in $G$.

A cutvertex in a graph is a vertex $v$ whose removal increases the number of connected components. A graph is 2 -connected if it has at least three vertices and does not contain any cutvertex. A block of a graph $G$ is a maximal connected subgraph $B$ of $G$ such that $B$ does not have a cutvertex. Each block of $G$ is either a 2-connected subgraph of $G$, a single edge, or an isolated vertex.

- Definition A. 2 (Block-cut graph, [11], §3.1). Given a graph G, let $A$ be the set of cutvertices of $G$, and let $\mathcal{B}$ be the set of its blocks. The block-cut graph $G^{\prime}$ of $G$ is the bipartite graph with partite sets $A$ and $\mathcal{B}$, and for each cut-vertex $a \in A$, for each block $B \in \mathcal{B}$, there is an edge $\{a, B\} \in E\left(G^{\prime}\right)$ if $a \in V(B)$.

We also need the following simple but useful properties of block-cut graphs.

- Lemma A. 3 ([11], Lemma 3.1.4). The block-cut graph of a connected graph is a tree.
- Observation A.4. Consider an edge e of the block-cut tree $\mathcal{T}$ of a connected graph $G$, let $v$ be the unique cutvertex incident on $e$, let $\mathcal{T}_{1}, \mathcal{T}_{2}$ be the two trees of $\mathcal{T}-\{e\}$, and let $Y_{i}:=V_{G}\left(\mathcal{T}_{i}\right)$ be the vertices of $G$ occurring in blocks of $\mathcal{T}_{i}$, for $i \in[2]$. Then all paths from a vertex of $Y_{1} \backslash\{v\}$ to a vertex of $Y_{2} \backslash\{v\}$ in $G$ intersect $v$.
- Observation A.5. Let $G$ be a graph and $T \subseteq V(G)$ be a set of terminals such that $V(G) \backslash T \neq$ Ø. If no block of $G$ contains two or more terminals, then for each pair $t_{i}, t_{j} \in T$ of distinct terminals there exists a vertex $v \in V(G) \backslash T$ such that $v_{i}$ and $v_{j}$ belong to different connected components of $G-\{v\}$.
- Observation A.6. For any positive integer $\ell$, if there are $\ell$ cycles on $x$ which are $(T \cup\{x\})$ disjoint in graph $G$, then any x-avoiding $M W N S$ of $(G, T)$ contains at least $\ell$ vertices: at least one distinct non-terminal from each cycle.
- Proposition A.7. Let $G$, be a graph, $B$ a block in $G$, and consider three distinct vertices $p, q, t \in V(B)$. There is a p-t path $P$ and $q$-t path $Q$ inside block $B$ such that $V(P) \cap$ $V(Q)=\{t\}$.

Proof. Since $B$ is a block containing at least three vertices, it is a 2 -connected graph. We first add a new vertex $v_{p, q}$ and edges $\left\{v_{p q}, p\right\},\left\{v_{p q}, q\right\}$ to block $B$ to obtain a new graph $B^{\prime}$. Observe that $B^{\prime}$ is still a 2-connected graph, as the above modification can be seen as adding a new $B$-path $v, v_{p q}, q$ to $B$ and adding a $B$-path to a 2 -connected graph results in a 2 -connected graph (see [11, Proposition 3.1.1]). Next, we apply Menger's theorem with $X=\left\{v_{p q}\right\}$ and $Y=\{t\}$ in the (2-connected) graph $B^{\prime}$, which ensures that there are 2 internally vertex-disjoint $v_{p q}-t$ paths $P^{\prime}$ and $Q^{\prime}$ in $B^{\prime}$. By construction of $B^{\prime}$ and the fact that $P^{\prime}$ and $Q^{\prime}$ are internally vertex-disjoint $v_{p q}-t$ paths in $B^{\prime}$, we know that one of the $v_{p q}-t$ paths (assume w.l.o.g. $P^{\prime}$ ) contains vertex $p$ of block $B$, whereas the other $v_{p q}-t$ path $Q^{\prime}$ contains vertex $q$ of block $B$. Hence the paths $P=P^{\prime}[p, t]$ and $Q=Q^{\prime}[q, t]$ are the desired paths with $V(P) \cap V(Q)=\{t\}$.

This following observation follows from Proposition A.7, as explained below.

- Observation A.8. Let $\mathcal{F}$ be the block-cut forest of a graph $G$. Suppose there is an $x-y$ path $\mathcal{P}$ in $\mathcal{F}$ between cutvertices $x, y$ of $\mathcal{F}$. Then for any distinct vertices $v_{1}, v_{2} \in V(G)$ from 2 distinct blocks on $\mathcal{P}$, the graph $G$ has an $x-y$ path $P_{12}$ through $v_{1}, v_{2}$, i.e., $v_{1}, v_{2} \in V\left(P_{12}\right)$.

We can construct the desired path $P_{12}$ by concatenating paths inside each block $B$ on the $x$ - $y$ path in $\mathcal{F}$, where each path connects the cutvertex $p$ connecting to the previous block, with the cutvertex $q$ connecting through the next block. If a forced $v_{i}$ is chosen from block $B$, we can use Proposition A. 7 to obtain a $p-q$ path through $t=v_{i}$.

Parameterized algorithms. A parameterized problem $L$ is a subset of $\Sigma^{*} \times \mathbb{N}$, where $\Sigma$ is a finite alphabet. A parameterized problem $L \subseteq \Sigma^{*} \times \mathbb{N}$ is called fixed parameter tractable (FPT) if there exists an algorithm which for every input $(x, k) \in \Sigma^{*} \times \mathbb{N}$ correctly decides whether $(x, k) \in L$ in $f(k) \cdot|x|^{\mathcal{O}(1)}$ time, where $f: \mathbb{N} \rightarrow \mathbb{N}$ is a computable function. We refer to [7] for more background on parameterized algorithms.

Given a graph $G$ and $X, Y \subseteq V(G)$, a set $S \subseteq V(G)$ is called an $(X, Y)$-separator if there is no $x-y$ path in $G-S$ for any $x \in X \backslash S$ and $y \in Y \backslash S$. The notion of important separator was defined by Marx [20] to obtain an FPT algorithm for Multiway Cut. He also derived several useful properties.

- Definition A. 9 (Important separator, [7], Definition 8.49). Let $G$ be an undirected graph, let $X, Y \subseteq V(G)$ be two sets of vertices, and let $V^{\infty} \subseteq V(G)$ be a set of undeletable vertices. Let $S \subseteq V(G) \backslash V^{\infty}(G)$ be an $(X, Y)$-separator and let $R$ be the set of vertices reachable from $X \backslash S$ in $G-S$. We say that $S$ is an important $(X, Y)$-separator if it is inclusionwise minimal and there is no $(X, Y)$-separator $S^{\prime} \subseteq V(G) \backslash V^{\infty}(G)$ with $\left|S^{\prime}\right| \leq|S|$ such that $R \subset R^{\prime}$, where $R^{\prime}$ is the set of vertices reachable from $X \backslash S^{\prime}$ in $G-S^{\prime}$.
- Proposition A. 10 ([7], Proposition 8.50). Let $G$ be an undirected graph and $X, Y \subseteq V(G)$ be two sets of vertices, and let $V^{\infty} \subseteq V(G)$ be a set of undeletable vertices. Let $\hat{S} \subseteq V(G) \backslash V^{\infty}(G)$ be an $(X, Y)$-separator and let $\hat{R}$ be the set of vertices reachable from $X \backslash \hat{S}$ in $G-\hat{S}$. Then there is an important $(X, Y)$-separator $S^{\prime}=N_{G}\left(R^{\prime}\right) \subseteq V(G) \backslash V^{\infty}(G)$ such that $\left|S^{\prime}\right| \leq|\hat{S}|$ and $\hat{R} \subseteq R^{\prime}$.
- Theorem A. 11 ([7], Theorem 8.51). Let $X, Y \subseteq V(G)$ be two sets of vertices in an undirected graph $G$, let $k \geq 0$ be an integer, and let $\mathcal{S}_{k}$ be the set of all ( $X, Y$ )-important separators of size at most $k$. Then $\left|\mathcal{S}_{k}\right| \leq 4^{k}$ and $\mathcal{S}_{k}$ can be constructed in time $\mathcal{O}\left(\left|\mathcal{S}_{k}\right| \cdot k^{2} \cdot(n+m)\right)$.


## B Hardness proof for Multiway Near-Separator

- Lemma B.1. Multiway Near-Separator is NP-hard.

Proof. We give a polynomial-time reduction from Multiway Separator to mwns. The Multiway Separator problem is formally defined as follows.

```
Multiway Separator (mws)
Parameter: k
Input: An undirected graph \(G\), terminal set \(T \subseteq V(G)\), and a positive integer \(k\).
Question: Is there a set \(S \subseteq V(G) \backslash T\) with \(|S| \leq k\) such that there does not exist a pair of distinct terminals \(t_{i}, t_{j} \in T\) for which there is a \(t_{i}-t_{j}\) path in \(G-S\) ?
```

Multiway Separator is NP-hard [10]. Given an instance ( $G, T, k$ ) of MWs we describe the construction of an instance ( $G^{\prime}, T, k$ ) of MWNS; it will be easy to see that it can be carried out in polynomial time. Consider an arbitrary ordering $t_{1}, t_{2}, \ldots, t_{|T|}$ of the set $T$. We construct the graph $G^{\prime}$ such that $\left(G^{\prime}, T, k\right)$ is a YES-instance of mwns if and only if $(G, T, k)$ is a YES-instance of Mws.

We begin with $G^{\prime}:=G$. Then for each $i \in[|T|-1]$, we create a vertex $w_{i}$ in $G^{\prime}$, and insert edges $\left\{t_{i}, w_{i}\right\}$ and $\left\{w_{i}, t_{i+1}\right\}$ in $G^{\prime}$. This completes the construction of $G^{\prime}$.

Next, we prove that $(G, T, k)$ is a YES-instance of mws if and only if $\left(G^{\prime}, T, k\right)$ is a YES-instance of mwns. In the forward direction, assume that $(G, T, k)$ is a YES-instance of mws, and let $S \subseteq V(G) \backslash T$ be a mws of $(G, T, k)$. Note that by definition of mws, for each pair of distinct terminals $t_{i}, t_{j} \in T$, there is no $t_{i}-t_{j}$ path in $G-S$. Since the transformation into $G^{\prime}$ consists of adding degree- 2 vertices connecting consecutive terminals, any pair of distinct terminals $t_{i}, t_{j} \in T$ with $i<j$ can be separated in $G^{\prime}-S$ by removing the vertex $w_{i}$. Hence the same set $S \subseteq V\left(G^{\prime}\right) \backslash T$ is also a mwns of $\left(G^{\prime}, T, k\right)$.

In the reverse direction, assume that $\left(G^{\prime}, T, k\right)$ is a YES-instance of mwns and let $S^{\prime} \subseteq$ $V\left(G^{\prime}\right) \backslash T$ be a solution. Let $W:=\bigcup_{i \in[|T|-1]}\left\{w_{i}\right\}$ be the set of newly added vertices in $G^{\prime}$. In the case when $S^{\prime} \cap W=\emptyset$, it is easy to see that the same set $S^{\prime}$ is also a mWs of $(G, T, k)$ : because if $S$ is not a mws of $(G, T, k)$ then it implies that there is a pair of distinct terminals $t_{i}, t_{j} \in T$ connected by a $t_{i}-t_{j}$ path say $P$ in $G-S$. By construction of $G^{\prime}$, there is also a unique $t_{i}-t_{j}$ path say $P^{\prime}$ in $G^{\prime}[W \cup T]$. Note that the paths $P$ and $P^{\prime}$ are $T$-disjoint, and neither $P$ nor $P^{\prime}$ intersects the set $S^{\prime}$, a contradiction to the fact that $S^{\prime}$ is a solution of $\left(G^{\prime}, T, k\right)$ since the paths witness that $t_{i}, t_{j}$ cannot be separated by removing a single non-terminal.

Hence we need to show how to prove the case when $S^{\prime} \cap W \neq \emptyset$. In this case, note that due to Lemma 3.1, there is a terminal $t \in T$ and a non-terminal $x \in V\left(G^{\prime}\right) \backslash T$ such that the set $S^{\prime} \cup\{x\}$ is a $(t, T \backslash\{t\})$-separator. So by applying Lemma 3.1 at most $|T|-1$ times we obtain a set $S^{*} \subseteq V\left(G^{\prime}\right) \backslash T$ such that the set $S^{*}$ is a mws of $\left(G^{\prime}, T\right)$. Moreover, note that $\left|S^{*}\right| \leq\left|S^{\prime}\right|+(|T|-1)$ because in each step of Lemma 3.1 we add at most 1 additional vertex to separate a terminal. Next, we obtain a new set $\hat{S}:=S^{*} \backslash W$. Now, it is easy to observe that the set $\hat{S} \subseteq V\left(G^{\prime}\right) \backslash T$ is a solution of $\left(G^{\prime}, T, k\right)$ such that $\hat{S} \cap W=\emptyset$ thus (like in the previous case) we have the property that the set $\hat{S}$ is also a mws of $(G, T, k)$. Hence, $(G, T, k)$ is a YES-instance of MWS.
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#### Abstract

We study the kernelization complexity of the Weighted $H$－Packing problem on sparse graphs． For a fixed connected graph $H$ ，in the Weighted $H$－Packing problem the input is a graph $G$ ， a vertex－weight function $w: V(G) \rightarrow \mathbb{N}$ ，and positive integers $k, t$ ．The question is whether there exist $k$ vertex－disjoint subgraphs $H_{1}, \ldots, H_{k}$ of $G$ such that $H_{i}$ is isomorphic to $H$ for each $i \in[k]$ and the total weight of these $k \cdot|V(H)|$ vertices is at least $t$ ．It is known that the（unweighted） $H$－Packing problem admits a kernel with $\mathcal{O}\left(k^{|V(H)|-1}\right)$ vertices on general graphs，and a linear kernel on planar graphs and graphs of bounded genus．In this work，we focus on case that $H$ is a clique on $h \geq 3$ vertices（which captures Triangle Packing）and present a linear－vertex kernel for Weighted $K_{h}$－Packing on graphs of bounded expansion，along with a kernel with $\mathcal{O}\left(k^{1+\varepsilon}\right)$ vertices on nowhere－dense graphs for all $\varepsilon>0$ ．To obtain these results，we combine two powerful ingredients in a novel way：the Erdős－Rado Sunflower lemma and the theory of sparsity．
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## 1 Introduction

Packing and covering problems form an important area in the study of（algorithmic）graph theory $[12,25,32,35,39,47,48,56]$ ．These problems have also been actively studied from the kernelization viewpoint $[1,3,9,16,24,43,44,52]$ ．Roughly speaking，kernelization is a formalization of polynomial－time preprocessing aimed at compressing the instance size in terms of a complexity parameter（see Definition 4 for a formal definition）．It is well－known that a decidable parameterized problem has a kernelization algorithm if and only if it is fixed－parameter tractable（FPT）［15］．Having an FPT algorithm for the problem implies that there exists a kernel，but the size of the kernel can be exponential in the parameter．Hence， finding a polynomial（or even linear）kernel is an active area of research in parameterized complexity $[1,2,5,6,10,11,13,16,26,27,37,45,46,53,55]$ ．

For a fixed graph $H$ ，the $H$－Packing problem asks，given a graph $G$ and a positive integer $k$ ，whether there are $k$ vertex－disjoint subgraphs $H_{1}, \ldots, H_{k}$ of $G$ such that $H_{i}$ is isomorphic to $H$ for each $i \in[k]$ ．It is known that $H$－PACKING is NP－hard whenever $H$ has a connected component on at least three vertices［42］．For $H=K_{3}$ the problem is equivalent to the well－known Triangle Packing problem．An application of the sunflower lemma due
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to Erdős and Rado [22] gives a $\mathcal{O}\left(k^{|V(H)|}\right)$ vertex-kernel for $H$-Packing. This bound was improved to $\mathcal{O}\left(k^{|V(H)|-1}\right)$ by Abu-Khzam [1]. For restricted graph classes, such as planar graphs and graphs of bounded genus, $H$-Packing is known to admit a linear kernel [11, $\S 8.4]$. Very recently, the problem was shown to have kernels with $\mathcal{O}\left(k^{1+\varepsilon}\right)$ vertices and edges (for every $\varepsilon>0$ ) on every class of nowhere dense graphs [4, Theorem 4.1].

When taking $d:=|V(H)|$, the $H$-Packing problem is a special case of $d$-Set Packing. The latter problem asks, given a family of size- $d$ subsets of a universe $U$ and integer $k$, whether the family contains $k$ pairwise disjoint sets. Dell and Marx [16] showed that for $d \geq 3$, there does not exist a kernel for $d$-Set Packing with bit-size $\mathcal{O}\left(k^{d-\varepsilon}\right)$ for any $\varepsilon>0$, under the assumption that NP $\nsubseteq$ coNP/poly. It is a long-standing open problem whether $d$-Set Packing (or the related $d$-Hitting Set) admits a kernel with $\mathcal{O}(k)$ universe elements. Even for special cases such as Triangle Packing, no kernels with $\mathcal{O}(k)$ vertices are known on general graphs despite intensive research into linear-vertex kernels for packing problems [9, 24].

In this work, our focus is on the weighted variant of $H$-Packing, which is defined as follows for a fixed graph $H$.

```
Weighted H-Packing
Parameter: k
Input: An undirected graph G, a vertex-weight function w:V(G)->\mathbb{N}\mathrm{ , and positive}
integers }k,t\mathrm{ .
Question: Do there exist k vertex-disjoint subgraphs }\mp@subsup{H}{1}{},\ldots,\mp@subsup{H}{k}{}\mathrm{ of G such that }\mp@subsup{H}{i}{}\mathrm{ is
isomorphic to H}\mathrm{ for each }i\in[k]\mathrm{ and }\mp@subsup{\sum}{i\in[k]}{}\mp@subsup{\sum}{v\inV(\mp@subsup{H}{i}{})}{}w(v)\geqt\mathrm{ ?
```

The use of weights in the problem definition allows the problem to model a larger set of applications, since the weights can be used to capture different profits associated to a solution. Extending tractability horizons to weighted versions of problems is a natural and often challenging direction of research $[14,23,36,38,40,41]$.

It is not difficult to extend the sunflower-based kernel with $\mathcal{O}\left(k^{|V(H)|}\right)$ vertices and edges to work in the weighted setting as well. However, the techniques used in previous papers to obtain (almost) linear kernels for sparse graph classes seem incompatible with the use of weights. For example, the meta-kernelization framework [11] does not apply to weighted problems since they do not have the finite integer index property.

## Our results

In this work, we focus on the important special case that $H$ is a clique on $h \geq 3$ vertices, which captures the Triangle Packing problem. We prove that Weighted $K_{h}$-Packing has a linear-vertex kernel on graph classes of bounded expansion. Classes of bounded expansion generalize planar graphs, bounded-degree graphs, and graphs excluding any fixed graph $H$ as a minor or topological minor. Roughly speaking, a graph class $\mathcal{G}$ has bounded expansion if there exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for each $G \in \mathcal{G}$, the edge density of each graph $G^{\prime}$ that can be obtained from a subgraph of $G$ by contracting disjoint connected vertex sets of diameter at most $r$, is bounded by $f(r)$. See [51, §5.5] for formal definitions. Our main result reads as follows.

- Theorem 1. For each graph class $\mathcal{G}$ of bounded expansion, for each integer $h \geq 3$, Weighted $K_{h}$-Packing admits a linear-vertex kernel on graphs from $\mathcal{G}$.

Our approach extends to provide almost-linear kernels for every nowhere-dense graph class.

- Theorem 2. For each nowhere-dense graph class $\mathcal{G}$, integer $h \geq 3$, and $\varepsilon>0$, WEIGHTED $K_{h}$-Packing admits a kernel with $\mathcal{O}\left(k^{1+\varepsilon}\right)$ vertices on graphs from $\mathcal{G}$.

The main idea behind our kernel for bounded-expansion graph classes is as follows. We start with a greedy phase that repeatedly extracts a maximum-weight $K_{h}$-subgraph. After having collected $h \cdot k$ such subgraphs, we show that if a solution exists, there is a solution in which each copy of $K_{h}$ intersects one of the greedily identified subgraphs. This yields an $\mathcal{O}(k)$-sized vertex set $P_{0}$ for which we can assume any solution intersects $P_{0}$. Then we apply tools of sparsity to enrich $P_{0}$ into a slightly larger vertex set $P$ of size $\mathcal{O}(k)$, such that the remaining vertices in $G$ can be partitioned into $\mathcal{O}(k)$ equivalence classes in such a way that all $K_{h}$-subgraphs intersecting a class interact with the same set of $\mathcal{O}(1)$ vertices in $P$. Having this constant bound allows us to apply the sunflower lemma separately on each family of $K_{h}$-subgraphs intersecting a given equivalence class, in such a way that having a sunflower of constant size suffices to guarantee that one of the corresponding $K_{h}$-subgraphs can be avoided when making a solution. In this way, we can shrink each of the $\mathcal{O}(k)$ equivalence classes to $\mathcal{O}(1)$ vertices, giving a linear-vertex kernel. Hence our approach exploits the structural properties of sparse graphs to allow more efficient usage of the sunflower lemma. It easily generalizes to the setting of nowhere dense graph classes by utilizing a different lemma to compute the enriched set $P \supseteq P_{0}$, giving a bound of $\mathcal{O}\left(k^{\varepsilon}\right)$ rather than $\mathcal{O}(1)$ on the number of vertices from $P$ that can interact with the copies of $K_{h}$ in a given equivalence class.

We consider the conceptual simplicity of our kernelization algorithm an appealing feature. Unlike the meta-kernelization framework [11], it does not rely on treewidth-based argumentation and the corresponding notion of protrusion replacement. (The latter yields proofs that a kernelization algorithm exists, without explicitly showing what the algorithm is.) Compared to previous (kernelization) results on sparse graphs [4, 18,54] we only require a few tools from the sparsity theory based on neighborhood complexity and the closure lemma, and avoid the use of the technical notion of uniform quasi-wideness.

In our argumentation, we focus on reducing the number of vertices in the instance to $\mathcal{O}(k)$. Strictly speaking this does not ensure the total encoding size becomes bounded in $k$, as the weights can be arbitrarily large. However, once the number of vertices is small, the weight-compression technique of Etscheid et al. [23] can be used to get to bound the maximum weight.

## Related work

The study of kernelization on restricted graph classes began with the seminal result of Alber et al. [5], who proved that Dominating Set on planar graphs admits a linear kernel. It was later extended to larger graph classes [7, 28, 29, 30, 34]. The tools from sparsity have been extensively studied in the last decades. Dvorák, Král, and Thomas gave an FPT algorithm for deciding first-order properties in classes of graphs with bounded expansion [19], which was later extended to nowhere dense graph classes by Grohe, Kreutzer, and Siebertz [33]. It was also shown in [19] that if a graph class $\mathcal{G}$ is not nowhere dense (is somewhere dense) and is closed under taking subgraphs, then model checking First Order formulae on $\mathcal{G}$ is not FPT parameterized by the length of the formula unless FPT $=W[1]$.

In terms of kernelization, the first systematic study using the modern sparsity framework was started by Drange et al. [18]. They showed that for every fixed positive integer $r$, the $r$ Dominating Set problem admits a linear kernel on bounded expansion graphs. They also gave an almost-linear kernel for the standard Dominating Set problem on nowhere dense
graphs. Later, Eickmeyer et al. [20] showed that $r$-Dominating Set admits an almost-linear kernel on nowhere dense graphs. Pilipczuk and Siebertz [54] proved that the $r$-Indefendent Set problem admits an almost-linear kernel on every nowhere dense graph class. The above kernelization results were recently unified by Einarson and Reidl [21] and Ahn et al. [4]. Apart from that, the tools from sparsity have also been used by Demaine et al. [17] in real-world graphs.

## 2 Preliminaries

We use standard notation for graphs and parameterized algorithms. We refer the reader to a textbook [15] for any undefined terms. For positive integers $n$ we define $[n]:=\{1, \ldots, n\}$. We consider simple undirected graphs. A graph $G$ has vertex set $V(G)$ and edge set $E(G)$. The open neighborhood of $v \in V(G)$ is $N_{G}(v):=\{u \mid\{u, v\} \in E(G)\}$, where we omit the subscript $G$ if it is clear from context. For a vertex set $S \subseteq V(G)$ the open neighborhood of $S$, denoted $N_{G}(S)$, is defined as $S:=\bigcup_{v \in S} N_{G}(v) \backslash S$. For $S \subseteq V(G)$, the graph induced by $S$ is denoted by $G[S]$. For two vertices $x, y$ in a graph $G$, an $x-y$ path is a sequence $\left(x=v_{1}, \ldots, v_{k}=y\right)$ of vertices such that $\left\{v_{i}, v_{i+1}\right\} \in E(G)$ for all $i \in[k-1]$. Furthermore, the vertices $v_{2} \ldots, v_{k-1}$ are called the internal vertices of the $x-y$ path. We say that a subgraph $H$ of $G$ intersects a vertex set $S \subseteq V(G)$ if $V(H) \cap S \neq \emptyset$.

We next state the following lemma due to Erdős-Rado [22]. Before presenting the lemma we define the terminology used in the lemma.

A sunflower $\mathcal{S}$ with $k$ sets and core $X$ is a collection of sets $S_{1}, \ldots, S_{k}$ such that $S_{i} \cap S_{j}=X$ for all $i \neq j$, and such that $S_{i} \backslash X \neq \emptyset$ for all $i \in[k]$. The sets $S_{i} \backslash X$ are petals of the sunflower $\mathcal{S}$.

- Theorem 3 (Sunflower lemma, [15, Theorem 2.25]). Let $\mathcal{A}$ be a family of sets (without duplicates) over a universe $U$, such that each set in $\mathcal{A}$ has cardinality exactly d. If $|\mathcal{A}|>$ $d!(k-1)^{d}$, then $\mathcal{A}$ contains a sunflower with $k$ petals and such a sunflower can be computed in time polynomial in $|\mathcal{A}|,|U|$, and $k$.

For completeness, we now give the formal definition of a kernelization. A parameterized problem $Q$ is a subset of $\Sigma^{*} \times \mathbb{N}_{+}$, where $\Sigma$ is a finite alphabet.

- Definition 4 (Kernel). Let $Q, Q^{\prime} \subseteq \Sigma^{*} \times \mathbb{N}_{+}$be parameterized problems and let $h: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$ be a computable function. A generalized kernel for $Q$ into $Q^{\prime}$ of size $h(k)$ is an algorithm that, on input $(x, k) \in \Sigma^{*} \times \mathbb{N}_{+}$, takes time polynomial in $|x|+k$ and outputs an instance $\left(x^{\prime}, k^{\prime}\right)$ such that:

1. $\left|x^{\prime}\right|$ and $k^{\prime}$ are bounded by $h(k)$, and
2. $\left(x^{\prime}, k^{\prime}\right) \in Q^{\prime}$ if and only if $(x, k) \in Q$.

The algorithm is a kernel for $Q$ if $Q=Q^{\prime}$. It is a polynomial (generalized) kernel if $h(k)$ is a polynomial.

Sparsity. The theory of sparsity was introduced by Nesetril and Ossona de Mendez [49, 50] using the notions of bounded expansion and nowhere denseness. Many important sparse graphs, like classes of bounded treewidth, planar graphs, graphs with bounded genus, apex-minor-free graphs, (topological)-minor free graphs, and graphs of bounded degree have bounded expansion. We refer the reader to the book [51] for a detailed introduction to the topic.

We will need some basic notation and tools for sparse graphs from earlier work [18, 20, 54] to prove our results. Let $G$ be a graph and $X \subseteq V(G)$ be a subset of vertices. For a vertex $v \in V(G) \backslash X$ and a positive integer $r$, we define the $r$-projection of $v$ onto $X$ as
the set of all the vertices $w \in X$, for which there is a $v-w$ path in $G$ of length at most $r$ whose internal vertices do not belong to $X$. The $r$-projection of $v$ onto a set $X$ is denoted by $M_{r}(v, X)$.

Now we are ready to state the lemmas. The following lemma says that any vertex set $X \subseteq V(G)$ of a bounded expansion graph $G$ can be "closed" to a set $\widehat{X}$ whose size is asymptotically the same as $|X|$, such that the $r$-projection of any vertex outside $\widehat{X}$ onto $\widehat{X}$ has constant size.

- Lemma 5 (Closure lemma, [18] Lemma 2.2). Let $\mathcal{G}$ be a class of bounded expansion. There exists a polynomial-time algorithm that, given a graph $G \in \mathcal{G}$, a non-negative integer $r$, and a set $X \subseteq V(G)$, computes a vertex-set $\widehat{X}$ with the following properties.

1. $X \subseteq \widehat{X} \subseteq V(G)$,
2. $|\widehat{X}|=\mathcal{O}(|X|)$, and
3. $\left|M_{r}(v, \widehat{X})\right| \leq \alpha \in \mathcal{O}(1)$, for each $v \in V(G) \backslash \widehat{X}$.

We note that in the above, the $\mathcal{O}(\cdot)$ notation also hides the factors depending on $r$ and the graph class $\mathcal{G}$.

We also cite the corresponding closure lemma for nowhere dense graphs due to Eickmeyer et al. [20].

- Lemma 6 (Closure lemma for nowhere dense graphs, [20,54]). Let $\mathcal{G}$ be a nowhere dense class of graphs. There are a function $f_{c l}: \mathbb{N} \times \mathbb{R} \rightarrow \mathbb{N}$ and a polynomial-time algorithm that, given a graph $G \in \mathcal{G}$, a non-negative integer $r$, a set $X \subseteq V(G)$, and $\varepsilon>0$, computes a vertex-set $\widehat{X}$ with the following properties.

1. $X \subseteq \widehat{X} \subseteq V(G)$,
2. $|\widehat{X}|=f_{c l}(r, \varepsilon) \cdot|X|^{1+\varepsilon}$, and
3. $\left|M_{r}(v, \widehat{X})\right| \leq f_{c l}(r, \varepsilon) \cdot|X|^{\varepsilon}$, for each $v \in V(G) \backslash \widehat{X}$.

In [18], Drange et al. proved that the number of distinct $r$-projections on a vertex set $X \subseteq V(G)$ of a bounded expansion graph $G$ is linear in the cardinality of $X$.

- Lemma 7 ([18, Lemma 2.3]). Let $\mathcal{G}$ be a class of bounded expansion and let $r$ be a non-negative integer. Let $G \in \mathcal{G}$ be a graph and $X \subseteq V(G)$. Then

$$
\mid\left\{Y: Y=M_{r}(v, X) \text { for some } v \in V(G) \backslash X\right\}|\leq c \cdot| X \mid
$$

for some constant $c$ depending only on $r$ and the graph class $\mathcal{G}$.
A similar bound exists for nowhere dense graphs.

- Lemma 8 ([20, Theorem 3]). Let $\mathcal{G}$ be a nowhere dense class of graphs. There is a function $f_{n b r}: \mathbb{N} \times \mathbb{R} \rightarrow \mathbb{N}$ such that for every non-negative integer $r$, real $\varepsilon>0$, graph $G \in \mathcal{G}$, and vertex set $X \subseteq V(G)$, we have

$$
\mid\left.\left\{Y: Y=M_{r}(v, X) \text { for some } v \in V(G) \backslash X\right\}\left|\leq f_{n b r}(r, \varepsilon) \cdot\right| X\right|^{1+\varepsilon}
$$

for some constant $c$ depending only on $r$ and the graph class $\mathcal{G}$.

## 3 Kernelization for Weighted $K_{h}$-Packing on Sparse Graphs

In this section we present our kernels for Weighted $K_{h}$-Packing. We start by introducing some problem-specific terminology that will be useful to streamline our arguments.

A solution to an instance ( $G, w, k, t$ ) of Weighted $K_{h}$-Packing is a sequence of vertexdisjoint subgraphs $H_{1}, \ldots, H_{k}$ of $G$ such that $H_{i}$ is isomorphic to $K_{h}$ for each $i \in[k]$ and $\sum_{i \in[k]} \sum_{v \in V\left(H_{i}\right)} w(v) \geq t$.

- Definition 9 ( $P$-bound solution and solution confined to $\mathcal{H}$ ). Let ( $G, w, k, t$ ) be an instance of Weighted $K_{h}$-Packing. For a vertex set $P \subseteq V(G)$, a solution $H_{1}, \ldots, H_{k}$ of $(G, w, k, t)$ is $P$-bound if $V\left(H_{i}\right) \cap P \neq \emptyset$ for all $i \in[k]$.

For a collection $\mathcal{H}$ of subgraphs isomorphic to $K_{h}$ in $G$, a solution $H_{1}, \ldots, H_{k}$ of $(G, w, k, t)$ is said to be confined to $\mathcal{H}$ if $H_{i} \in \mathcal{H}$ for all $i \in[k]$.

We now show how the sunflower lemma can be combined with the theory of sparsity to get a linear-vertex kernel for Weighted $K_{h}$-Packing on bounded expansion graph classes.

- Theorem 1. For each graph class $\mathcal{G}$ of bounded expansion, for each integer $h \geq 3$, Weighted $K_{h}$-Packing admits a linear-vertex kernel on graphs from $\mathcal{G}$.

Proof. Let $(G, w, k, t)$ be an instance of Weighted $K_{h}$-Packing with $G \in \mathcal{G}$. We refer to a subgraph $H_{i}$ of $G$ isomorphic to $K_{h}$ as a copy of $K_{h}$. In the following proof, we will treat such $H_{i}$ both as a subgraph of $G$ and as a vertex subset of $G$, depending on which is more convenient. Our kernelization algorithm performs the following steps.

## Algorithm.

1. Compute a greedy packing $\mathcal{P}$ of up to $h k$ vertex-disjoint copies $H_{1}, \ldots, H_{h k}$ of $K_{h}$ in $G$ such that $H_{1}$ is a maximum-weighted copy of $K_{h}$ in $G$, and for each $i \in\{2, \ldots, h k\}$, the copy $H_{i}$ is a maximum-weighted copy of $K_{h}$ in the graph $G-\left(\bigcup_{j=1}^{i-1} V\left(H_{j}\right)\right)$. While following the above greedy procedure, if it is not possible to pack $h k$ disjoint copies of $K_{h}$ then we obtain a maximal packing.
2. Let $P_{0}:=V(\mathcal{P})$. Invoke the algorithm of Lemma 5 with $G, r=2$, and $P_{0} \subseteq V(G)$ to obtain a vertex set $P$ such that:
a. $P_{0} \subseteq P \subseteq V(G)$,
b. $|P|=\mathcal{O}\left(\left|P_{0}\right|\right)=\mathcal{O}(k)$, and
c. $\left|M_{2}(v, P)\right| \leq \alpha \in \mathcal{O}(1)$ for each $v \in V(G) \backslash P$,
where $\alpha$ is a constant depending on $r$ and the graph class $\mathcal{G}$.
3. Partition the vertices of $V(G) \backslash P$ into equivalence classes $C_{1}, \ldots, C_{m}$ based on their 2-projection onto the set $P$, i.e., for every equivalence class $C_{i}$, and for every pair of distinct vertices $x, y \in C_{i}$, we have $M_{2}(x, P)=M_{2}(y, P)$. (Due to Lemma 7, we have $m=\mathcal{O}(|P|)=\mathcal{O}(k)$.)
4. Let $\mathcal{H}$ be the set family containing the (vertex sets of) all copies of $K_{h}$ in $G$.

- For each equivalence class $C_{i}$ of Step 3, do the following.

Let $\mathcal{H}_{i} \subseteq \mathcal{H}$ be the (vertex sets of) copies of $K_{h}$ in $G$ that contain a vertex of $C_{i}$. while $\left|\mathcal{H}_{i}\right|>h!(h \alpha+1)^{h}$ do

Apply Theorem 3 to obtain a sunflower $\mathcal{S} \subseteq \mathcal{H}_{i}$ with $h \alpha+2$ copies of $K_{h}$.
Let $S_{r} \in \mathcal{S}$ be a copy of $K_{h}$ with minimum weight. Remove $S_{r}$ from $\mathcal{H}$ and $\mathcal{H}_{i}$. end while
5. Let $\mathcal{H}^{\prime} \subseteq \mathcal{H}$ be the (reduced) set obtained after Step 4. Define $G^{\prime}:=G\left[V\left(\mathcal{H}^{\prime}\right)\right]$ and output ( $G^{\prime}, w, k, t$ ) as the result of the kernelization.
(Note that in principle, the encoding size of the weight function can be unbounded in terms of $k$, which can be resolved by a standard application of the weight reduction technique by Frank and Tardos [31] as explained by Etscheid et al. [23].)

This concludes the description of the algorithm.

Analysis. It is easy to observe that since we treat $h$ as a constant, the above algorithm takes polynomial time: each step of the algorithm takes polynomial time and each step is applied a polynomial number of times. We now prove the correctness of the algorithm. Towards this, we first prove the following claim which says that any solution of ( $G, w, k, t$ ) which is not already $P$-bound can be converted to a solution where the number of copies of $K_{h}$ intersecting with $P$ is strictly larger.
$\triangleright$ Claim 10. If $\mathcal{H}^{*}$ is a solution of $(G, w, k, t)$ and $S_{f} \in \mathcal{H}^{*}$ such that $V\left(S_{f}\right) \cap P=\emptyset$, then there exists a set $S_{j} \in \mathcal{P}$ such that $\left(\mathcal{H}^{*} \backslash\left\{S_{f}\right\}\right) \cup\left\{S_{j}\right\}$ is a solution of $(G, w, k, t)$.

Proof. First note that, by the construction of the packing $\mathcal{P}$ (in Step 1 of the algorithm), if $|\mathcal{P}|<h k$ then the constructed set $\mathcal{P}$ is an inclusion-maximal packing, implying that all copies of $H$ in $G$ intersect $V(\mathcal{P})$ and therefore $P$. Under the stated assumptions, as $S_{f}$ is a copy of $K_{h}$ which is completely contained in the graph $G-P$, we have $|\mathcal{P}|=h k$. Moreover, for every $S_{p} \in \mathcal{P}$, it holds that $w\left(S_{p}\right) \geq w\left(S_{f}\right)$ since the copy $S_{f}$ was available to choose in the iteration when the algorithm selected $S_{f}$, while the algorithm selects a maximum-weight copy at every step.

Since $\mathcal{H}^{*}$ is a packing of $k$ copies of $K_{h}, S_{f} \in \mathcal{H}^{*}$, and $V\left(S_{f}\right) \cap P=\emptyset$, at most $h(k-1)$ vertices of $\mathcal{H}^{*}$ can intersect with the $h k$ copies of $K_{h}$ from the packing $\mathcal{P}$. Hence, there is at least one copy of $K_{h}$ say $S_{j} \in \mathcal{P}$ such that $V\left(S_{j}\right) \cap V\left(\mathcal{H}^{*}\right)=\emptyset$. Moreover, we have $w\left(S_{j}\right) \geq w\left(S_{f}\right)$ as $S_{j} \in \mathcal{P}$. Thus the set $\left(\mathcal{H}^{*} \backslash\left\{S_{f}\right\}\right) \cup\left\{S_{j}\right\}$ is a solution of $(G, w, k, t)$.

Next, using the above claim we prove that if there is a solution to $(G, w, k, t)$ then there is a $P$-bound solution.
$\triangleright$ Claim 11. If $(G, w, k, t)$ has a solution, then $(G, w, k, t)$ has a $P$-bound solution.
Proof. Let $\mathcal{H}^{*}$ be a solution of $(G, w, k, t)$. If $V\left(S_{f}\right) \cap P \neq \emptyset$ for all $S_{f} \in \mathcal{H}^{*}$ then by Definition 9, the set $\mathcal{H}^{*}$ is a $P$-bound solution. Otherwise, while there exists a set $S_{f} \in \mathcal{H}^{*}$ such that $V\left(S_{f}\right) \cap P=\emptyset$, we use Claim 10 to obtain a set $S_{j} \in \mathcal{P}$ such that $\left(\mathcal{H}^{*} \backslash\left\{S_{f}\right\}\right) \cup\left\{S_{j}\right\}$ is a solution of $(G, w, k, t)$ with strictly fewer copies of $K_{h}$ (than in $\mathcal{H}^{*}$ ) which are disjoint from the set $P$.

Finally, in the following claim we prove that if $(G, w, k, t)$ has a $P$-bound solution (which is guaranteed due to the above claim) then removal of the set $S_{r}$ in Step 4 of the algorithm is safe.
$\triangleright$ Claim 12. Suppose Step 4 of the above algorithm removes the set $S_{r}$ from $\mathcal{H}$. If $(G, w, k, t)$ has a $P$-bound solution which is confined to $\mathcal{H}$, then $(G, w, k, t)$ has a $P$-bound solution which is confined to $\mathcal{H} \backslash\left\{S_{r}\right\}$.

Proof. Let $\mathcal{H}^{*} \subseteq \mathcal{H}$ be a $P$-bound solution of $(G, w, k, t)$ which is confined to $\mathcal{H}$. If $S_{r} \notin \mathcal{H}^{*}$, then $\mathcal{H}^{*}$ is also a $P$-bound solution which is confined to $\mathcal{H} \backslash\left\{S_{r}\right\}$. Therefore assume that $S_{r} \in \mathcal{H}^{*}$. Let $\mathcal{S}:=\left\{S_{1}, \ldots, S_{h \alpha+2}\right\}$ be the sunflower found in Step 4 of the above algorithm when it removes $S_{r} \in \mathcal{S}$ from $\mathcal{H}$, let $X$ be its core, and let $C_{i}$ be the equivalence class it considered when it found the sunflower. We now show that there exists a "free" set $S_{f} \in \mathcal{S} \backslash\left\{S_{r}\right\}$ such that the set $\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right) \cup\left\{S_{f}\right\}$ is a solution of $(G, w, k, t)$ which is confined to $\mathcal{H} \backslash\left\{S_{r}\right\}$. Towards this, we first derive the following: some set $S_{f}$ of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$ is disjoint from $V\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right)$.

$$
\begin{equation*}
\exists S_{f} \in \mathcal{S} \backslash\left\{S_{r}\right\}: V\left(S_{f}\right) \cap V\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right)=\emptyset \tag{1}
\end{equation*}
$$

Assume for a contradiction that there does not exist such a set $S_{f}$. First, note that since $S_{r} \in \mathcal{H}^{*}$, the core $X$ of the sunflower $\mathcal{S}$ is contained in $S_{r}$, and $\mathcal{H}^{*}$ is a collection of vertex-disjoint copies of $K_{h}$, we have $X \cap V\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right)=\emptyset$. Hence the copies of $K_{h}$ in the set $\mathcal{H}^{*} \backslash\left\{S_{r}\right\}$ only intersect with petals of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$. Moreover, as the petals of a sunflower are pairwise disjoint, each copy of $K_{h}$ from the set $\mathcal{H}^{*} \backslash\left\{S_{r}\right\}$ can intersect with at most $h$ petals of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$.

Since all the $h \alpha+1$ petals of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$ intersect with the set $V\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right)$ and a single copy of $K_{h}$ from the set $\mathcal{H}^{*} \backslash\left\{S_{r}\right\}$ can hit at most $h$ petals, the number of copies of $K_{h}$ from $\mathcal{H}^{*} \backslash\left\{S_{r}\right\}$ intersecting with the petals of sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$ is at least $\alpha+1$. Let $\mathcal{H}_{\mathcal{S}}^{*}:=\left\{H_{i_{1}}, \ldots, H_{i_{\ell}}\right\} \subseteq \mathcal{H}^{*}$ be the set containing copies of $K_{h}$ from the set $\mathcal{H}^{*} \backslash\left\{S_{r}\right\}$ which intersect with a petal of sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$. We have $\ell \geq \alpha+1$.

We will prove that for each $q \in[\ell]$, there is a path $P_{q}$ in $G$ of length at most 2 that starts in a vertex of equivalence class $C_{i}$, ends in a vertex of $P \cap V\left(H_{i_{q}}\right)$, and does not intersect any other vertex of $P$. Towards this end, let $p_{q}$ be an arbitrary vertex of $V\left(H_{i_{q}}\right) \cap P$, which exists since the solution $\mathcal{H}^{*}$ is $P$-bound. By choice of $\mathcal{H}_{\mathcal{S}}^{*}$, the set $V\left(H_{i_{q}}\right)$ intersects some petal $S_{z} \backslash X$ for $z \neq r$ of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$; let $x_{q} \in V\left(H_{i_{q}}\right) \cap\left(S_{z} \backslash X\right)$ be a vertex at which the sets intersect, and note that $\left\{x_{q}, p_{q}\right\} \in E(G)$ since they are both contained in the common clique $H_{i_{q}}$. Each set $S_{z}$ contains a vertex from equivalence class $C_{i}$ by the specification of Step 4, so there is a vertex $c_{z} \in S_{z} \cap C_{i}$. We have $\left\{c_{z}, x_{q}\right\} \in E(G)$ since these vertices are contained in the common clique $S_{z}$. Observe that $c_{z} \notin P$ since the equivalence classes partition the vertex set $V(G) \backslash P$. Now, if $x_{q} \notin P$ then the path $\left(c_{z}, x_{q}, p_{z}\right)$ is the desired path $P_{q}$; if $x_{q} \in P$ then we take $\left(c_{z}, x_{q}\right)$ as the path $P_{q}$. Note that in both cases, $P_{q}$ is indeed a path in $G$ on at most 2 edges starting in $C_{i}$ and ending in a vertex of $P \cap V\left(H_{i_{q}}\right)$.

Hence for each $H_{i_{q}} \in \mathcal{H}_{\mathcal{S}}^{*}$, there exists a vertex in the equivalence class $C_{i}$ that can reach a vertex of $P \cap V\left(H_{i_{q}}\right)$ by a path of length at most 2 whose internal vertices do not belong to $P$. By definition of the equivalence classes $C_{i}$, if one vertex in $C_{i}$ has such a path to $P$, then all vertices of $C_{i}$ have such a path. As $\ell \geq \alpha+1$ and the copies in $\mathcal{H}_{\mathcal{S}}^{*}$ are disjoint, for any $v \in C_{i}$ we have $\left|M_{2}(v, P)\right| \geq \ell \geq \alpha+1$. This contradicts that $\left|M_{2}(v, P)\right| \leq \alpha$ which was ensured by Step 2 of the above algorithm. Hence we establish (1).

Now we continue with the remaining proof of Claim 12. As there is a set $S_{f} \in \mathcal{S} \backslash\left\{S_{r}\right\}$ of the sunflower $\mathcal{S} \backslash\left\{S_{r}\right\}$ with $V\left(S_{f}\right) \cap V\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right)=\emptyset$ and $w\left(S_{f}\right) \geq w\left(S_{r}\right)$ by our choice of $S_{r}$ in Step 4 of the above algorithm, the set $\widetilde{\mathcal{H}}:=\left(\mathcal{H}^{*} \backslash\left\{S_{r}\right\}\right) \cup\left\{S_{f}\right\}$ is a solution of $(G, w, k, t)$. Note that if $V\left(S_{f}\right) \cap P \neq \emptyset$ then the set $\widetilde{\mathcal{H}}$ is also a $P$-bound solution. Otherwise we invoke Claim 10 (with the set $\widetilde{\mathcal{H}}$, and $S_{f} \in \widetilde{\mathcal{H}}$ ) to obtain a $K_{h}$-copy $S_{j} \in \mathcal{P}$ of the packing $\mathcal{P}$ such that the set $\left(\widetilde{\mathcal{H}} \backslash\left\{S_{f}\right\}\right) \cup\left\{S_{j}\right\}$ is a $P$-bound solution of $(G, w, k, t)$. Note that the latter solution is also confined to $\mathcal{H} \backslash\left\{S_{r}\right\}$, since the copy $S_{j} \in \mathcal{P}$ was added to the set $\mathcal{H}$ at the initialization and can never be removed: it does not occur in any $\mathcal{H}_{i}$ since its vertex set is fully contained in $P$; it does not intersect any equivalence class of $V(G) \backslash P$. This concludes the proof of Claim 12.

It follows from the preceding two claims that the output instance $\left(G^{\prime}, t, k, w\right)$ is equivalent to the input $(G, w, k, t)$. Since the output is an induced subgraph of the input, one direction is trivial. For the other direction, if the input instance has a solution, it has a $P$-bound solution by Claim 11. Then by Claim 12 and induction, there is a solution confined to $\mathcal{H}^{\prime}$, the final state of the variable $\mathcal{H}$. Since $G^{\prime}$ contains all copies of $K_{h}$ contained in $\mathcal{H}^{\prime}$, this proves the output instance also has a solution.

We conclude the proof of Theorem 1 by giving a bound on the number vertices of the reduced graph $G^{\prime}$.
$\triangleright$ Claim 13. $\left|V\left(G^{\prime}\right)\right|=\mathcal{O}(k)$.
Proof. Note that $|P|=\mathcal{O}(k)$ by Step 2. It follows that $G^{\prime}$ contains at most $\mathcal{O}(k)$ vertices which belong to $P$. To prove the claim, we show that the number of vertices of $V\left(G^{\prime}\right) \backslash P$ is also bounded by $\mathcal{O}(k)$.

For each equivalence class $C_{i}$ of $V(G) \backslash P$, let $\mathcal{H}_{i}^{\prime}$ denote the contents of $\mathcal{H}_{i}$ upon termination of the algorithm. The while-loop of Step 4 ensures that $\left|\mathcal{H}_{i}^{\prime}\right| \leq h!(h \alpha+1)^{h}$.

For each $v \in V\left(G^{\prime}\right) \backslash P$, by definition of $G^{\prime}=G\left[V\left(\mathcal{H}^{\prime}\right)\right]$ there exists an equivalence class $C_{i}$ of $V(G) \backslash P$ and a copy $H_{j} \in \mathcal{H}_{i}^{\prime}$, such that $v \in V\left(H_{j}\right)$. Hence $V\left(G^{\prime}\right) \backslash P$ is contained in $\bigcup_{i} \bigcup_{H_{j} \in \mathcal{H}_{i}^{\prime}} V\left(H_{j}\right)$. Since there are $\mathcal{O}(k)$ choices for $i$ by Lemma 7 , while $\left|\mathcal{H}_{i}^{\prime}\right| \leq h!(h \alpha+$ $1)^{h}=\mathcal{O}(1)$, while each copy $H_{j}$ also consists of $\mathcal{O}(1)$ vertices, it follows that $\left|V\left(G^{\prime}\right) \backslash P\right|=$ $\mathcal{O}(k)$. This concludes the proof.

This concludes the proof of Theorem 1.
The argument for nowhere-dense graphs is almost identical.

- Theorem 2. For each nowhere-dense graph class $\mathcal{G}$, integer $h \geq 3$, and $\varepsilon>0$, Weighted $K_{h}$-Packing admits a kernel with $\mathcal{O}\left(k^{1+\varepsilon}\right)$ vertices on graphs from $\mathcal{G}$.

Proof. For Weighted $K_{h}$-Packing on a nowhere dense graph class $\mathcal{C}$, one can use the same approach. Let $\varepsilon^{\prime}:=\frac{\varepsilon}{h+1}$. In the algorithm, we use Lemma 6 for value $\varepsilon^{\prime}$ instead of Lemma 5; this means that the closure set $P$ has size $\mathcal{O}\left(k^{1+\varepsilon^{\prime}}\right)$ rather than $\mathcal{O}(k)$, and that the bound $\alpha$ on $\left|M_{2}(v, P)\right|$ becomes $\mathcal{O}\left(k^{\varepsilon^{\prime}}\right)$ rather than $\mathcal{O}(1)$. For the analysis, we use Lemma 8 for value $\varepsilon^{\prime}$ instead of Lemma 7, which means the number of equivalence classes of $V(G) \backslash P$ becomes $\mathcal{O}\left(k^{1+\varepsilon^{\prime}}\right)$ rather than $\mathcal{O}(k)$. The rest of the algorithm and its correctness proof is identical.

As in the proof of Claim 13, we can bound the number of vertices in the resulting graph $G^{\prime}$ using the insight that every vertex of $G^{\prime}$ is either contained in $P$, or belongs to some copy $H_{j}$ of $K_{h}$ that remains in a set $\mathcal{H}_{i}^{\prime}$ for some equivalence class $C_{i}$ of $V(G) \backslash P$. The key insight is again that $\left|\mathcal{H}_{i}^{\prime}\right| \leq h!(h \alpha+1)^{h}$ due to the application of the Sunflower lemma.

Hence the number of vertices in the reduced instance $G^{\prime}$ is bounded as follows:

$$
\begin{array}{rlr}
\left|V\left(G^{\prime}\right)\right| & \leq|P|+\left|\bigcup_{i} \bigcup_{H_{j} \in \mathcal{H}_{i}^{\prime}} V\left(H_{j}\right)\right| \\
& \leq \mathcal{O}\left(k^{1+\varepsilon^{\prime}}\right)+\mathcal{O}\left(k^{1+\varepsilon^{\prime}} \cdot h!(h \alpha+1)^{h} \cdot h\right) & \\
& \leq \mathcal{O}\left(k^{1+\varepsilon^{\prime}}\right)+\mathcal{O}\left(k^{1+\varepsilon^{\prime}} \cdot h!2^{h} h^{h} k^{\varepsilon^{\prime} \cdot h} \cdot h\right) & \text { since } h \alpha+1 \leq 2 h \alpha \\
& \leq \mathcal{O}\left(k^{1+\varepsilon^{\prime}+\varepsilon^{\prime} \cdot h}\right)=\mathcal{O}\left(k^{1+\varepsilon^{\prime}(h+1)}\right) . & \text { since } h \in \mathcal{O}(1)
\end{array}
$$

Since we chose $\varepsilon^{\prime}=\frac{\varepsilon}{h+1}$, the number of vertices in the kernel is indeed bounded by $\mathcal{O}\left(k^{1+\varepsilon}\right)$, as required.

## 4 Conclusions

We have shown that for a fixed complete graph $K_{h}$, the Weighted $K_{h}$-Packing problem admits a linear-vertex kernel on bounded-expansion graphs and an almost-linear kernel on nowhere-dense graphs. Whether there is a linear-vertex kernel for the associated Weighted $K_{h}$-Hitting problem is an interesting problem for further study. In this problem, the input consists of a graph $G$, weight function $w: V(G) \rightarrow \mathbb{N}$, and integers $k$, $t$; the question is whether there is a vertex set of size at most $k$ and weight at most $t$ that intersects all
$K_{h}$-subgraphs of $G$. In the unweighted setting, the kernelization complexity of packing problems typically matches that of the related hitting problem [8, 24]. In the weighted setting, the situation seems different and we do not know how to extend our techniques to Weighted $K_{h}$-Hitting.

To illustrate the difficulty of hitting over packing in the presence of weights, observe the following. If $C_{i} \subseteq V(G)$ is a vertex subset such that all copies of $K_{h}$ which intersect $C_{i}$ also intersect a vertex set $P_{i}$ of size $\mathcal{O}(1)$, then it effectively means that any packing of disjoint copies of $K_{h}$ uses $\mathcal{O}(1)$ vertices of $C_{i}$, so that only a limited redundancy is needed in terms of which vertices of $C_{i}$ are preserved in the kernel. But note that in the same scenario, a solution to Weighted $K_{h}$-Hitting can contain up to $k$ vertices from $C_{i}$ : even though the $K_{h}$-subgraphs through $C_{i}$ can be intersected by the vertex set $P_{i}$ of size $\mathcal{O}(1)$, the weight of these vertices may be much larger than the weight of $k$ vertices from $C_{i}$ hitting the same subgraphs. Hence solutions to the hitting problem may select more than a constant number of vertices from $C_{i}$, which leads to having to store more vertices in the kernel.
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#### Abstract

Phylogenetic Diversity (PD) is a measure of the overall biodiversity of a set of present-day species (taxa) within a phylogenetic tree. We consider an extension of PD to phylogenetic networks. Given a phylogenetic network with weighted edges and a subset $S$ of leaves, the all-paths phylogenetic diversity of $S$ is the summed weight of all edges on a path from the root to some leaf in $S$. The problem of finding a bounded-size set $S$ that maximizes this measure is polynomial-time solvable on trees, but NP-hard on networks. We study the latter from a parameterized perspective.

While this problem is W[2]-hard with respect to the size of $S$ (and W[1]-hard with respect to the size of the complement of $S$ ), we show that it is FPT with respect to several other parameters, including the phylogenetic diversity of $S$, the acceptable loss of phylogenetic diversity, the number of reticulations in the network, and the treewidth of the underlying graph.
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## 1 Introduction

Phylogenetic diversity, first introduced in 1992 by Faith [8] is a measure of the amount of biodiversity in a set of species. It formalizes the intuitive notion that a set of species is likely to have a greater range of biological features when they are distantly related. Such a measure is of crucial importance in the field of biological conservation, where there are often insufficient resources available to save every threatened species, one must make hard decisions about which species to prioritize. Phylogenetic diversity forms the basis of the Fair Proportion Index and the Shapley Value $[11,12,17]$, which are used to evaluate the individual contribution of individual species to overall biodiversity. These measures are used by conservation initiatives such as the IUCN's Phylogenetic Diversity Task Force (https://www.pdtf.org/) and the Zoological Society of London's EDGE of Existence program [14].

Let $\mathcal{T}$ be a phylogenetic tree; that is, a rooted tree, with weights on the edges, and $S$ a subset of leaves of $\mathcal{T}$ (representing a subset of present-day species). Then the phylogenetic diversity $P D_{\mathcal{T}}(S)$, as defined by Faith, is the sum of all weights on a path from the root

[^39]to one of the leaves in $S$. Here the weight of an edge corresponds to phylogenetic distance, which is taken to be proportional to the number of features of interest (e.g. biological characteristics) that emerge along that edge.

Phylogenetic Diversity as originally proposed by Faith is defined for phylogenetic trees. Consequently, it does not allow for models of evolutionary history with reticulation events (where a species inherits genetic data from two or more species), such as hybridization or lateral gene transfer. Such events are modeled in phylogenetic networks (directed acyclic graphs with a single source), which extend the class of phylogenetic trees [13]. There are a number of ways to extend phylogenetic diversity to phylogenetic networks. In this paper we consider one of the simplest, all-paths phylogenetic diversity (first introduced under the name "phylogenetic subnet diversity" in [21] and further studied in [2]). Under this measure, given a rooted phylogenetic network $\mathcal{N}$ with edge weights and a subset of leaves $S$, the phylogenetic diversity of $S$ is again the total weight of all edges on a (directed) path from the root to one of the leaves in $S$.

Assuming it is not possible to preserve all threatened species (e.g. due to limited resources), we would like to find a subset of species that can be preserved, for which the overall diversity is maximized. This gives rise to the maximum phylogenetic diversity problem: given a network $\mathcal{N}$ and integer $k$, find a set of leaves $S$ with $|S| \leq k$ such with maximum phylogenetic diversity score. Fortunately in the case of trees, this turns out to be a tractable problem given as input a phylogenetic tree and number $k$, there is a polynomial-time greedy algorithm that outputs the set of $k$ species with maximum phylogenetic diversity [19, 16]. Unfortunately this result does not extend to phylogenetic networks - the problem is NP-hard, and cannot be approximated in polynomial time with approximation ratio better than $1-\frac{1}{e}$ unless $P=N P[2]$. For this reason, we study the problem from the perspective of parameterized complexity.

## Related Work

All-paths phylogenetic diversity as a measure on networks was first introduced in [21]. The computational complexity of MAPPD was first studied in [2], where the authors showed that the problem is NP-hard and cannot be approximated in polynomial time with approximation ratio better than $1-\frac{1}{e}$ unless $P=N P$, but is polynomial-time solvable on the class of level- 1 networks (in which the undirected cycles are pairwise vertex-disjoint).

Phylogenetic diversity forms the basis of the Shapley Value, a measure that describes how much a single species contributes to overall biodiversity. The definition of the Shapley Value involves the phylogenetic diversity of every possible subset of species, and so is difficult to calculate directly. However it was shown in [9] that (on phylogenetic trees) the Shapley Value is equivalent to the Fair Proportion Index [17], which can be calculated in polynomial time. In the case of phylogenetic networks, it was shown that this result also extends to Shapley Value based on all-paths phylogenetic diversity. This is in contrast to the NP-hardness result of [2] - while it is easy to determine the individual species that contributes the most phylogenetic diversity across all sets of species, it is hard to find a set of species for which the phylogenetic diversity is maximal.

The phylogenetic networks considered in this paper are explicit networks, in which each vertex represents a different species in evolutionary history and the edges represent the transfer of genetic information from one species to another. Phylogenetic diversity has also been studied on split networks. Such networks do not represent a single explicit evolutionary history, but can represent structural information from several sources (e.g. conflicting phylogenetic trees). See e.g. [3, 18].

## Our contribution

We study several parameterizations of the problem MAX-All-Paths-PD (MAPPD), in which the task is to find a set of at most $k$ leaves maximizing the all-paths phylogenetic diversity in a network (see Section 2 for a formal definition). We first consider the problem parameterized by $k$. We show in Section 3 that this problem is W[2]-hard by reduction from Set Cover. Moreover, we establish an equivalence between this parameterization of MapPD and a generalization of Set Cover called Item-Weighted Partial Set Cover. We also show via a similar method that MAPPD is W[1]-hard with respect to the "dual" of $k$, namely $\bar{k}:=|X|-k$, where $X$ is the set of all leaves in the network. On the positive side, we show in Section 4.1 that MAPPD is fixed-parameter tractable (FPT) with respect to $D$, the total phylogenetic diversity of the desired solution, and also with respect to the "dual" $\bar{D}$, i.e. the acceptable loss in phylogenetic diversity. Finally we turn to structural parameters. In Section 4.2 we give single-exponential fixed-parameter algorithms for MAPPD with respect to the number of reticulations in the network, and with respect to the treewidth of the underlying graph of the network. In the case of reticulations, this algorithm is asymptotically tight under the Strong Exponential Time Hypothesis.

## 2 Preliminaries

## Mathematical Definitions

For an integer $\ell$, by $[\ell]$ we denote the set $\{1, \ldots, \ell\}$ and $[\ell]_{0}:=\{0\} \cup[\ell]$.
A phylogenetic $X$-network $\mathcal{N}=(V, E, \omega)$ is a directed acyclic graph with edge-weight function $\omega: E \rightarrow \mathbb{N}_{>0}$ and a single vertex of indegree 0 (the root), in which the vertices of outdegree 0 (the leaves) have in-degree 1 and are bijectively labeled with elements from a set $X$, and such that all vertices either have indegree at most 1 or outdegree at most 1 . The vertices with indegree at least 2 and outdegree 1 are called reticulations; the other non-leaf vertices are called tree vertices. In biological applications, the set $X$ is a set of taxa, the internal vertices of $\mathcal{N}$ correspond to biological ancestors of these taxa and $\omega(e)$ describes the phylogenetic distance between the endpoints of $e$ (as these endpoints correspond to distinct species, we may assume this distance is greater than 0 ). For brevity, we will usually refer to a phylogenetic $X$-network as an $X$-network, or more simply a network when the set $X$ is not relevant.

For a vertex $v$, the descendants $\operatorname{desc}(v)$ (ancestors $\operatorname{anc}(v)$ ) of $v$ is the set of vertices $u$ for which there is a path from $v$ to $u$ (from $u$ to $v$ ). The offspring off $(v)$ of $v$ is the intersection of $\operatorname{desc}(v)$ and $X$. Further for an edge $e=(v, w)$ we define $\operatorname{anc}(e)=\operatorname{anc}(v), \operatorname{desc}(e)=\operatorname{desc}(w)$ and off $(e)=\operatorname{off}(w)$. For a set of taxa $Y$, an edge $e$ is affected by $Y$ if off $(e) \cap Y \neq \emptyset$ and strictly affected by $Y$ if off $(e) \subseteq Y$. The sets $T_{Y}$ and $E_{Y}$ are the strictly affected and affected edges by $Y$, respectively. For a set of taxa $Y$, the all-paths phylogenetic diversity $P D_{\mathcal{N}}(Y)$ of $Y$ is

$$
P D_{\mathcal{N}}(Y):=\sum_{e \in E_{Y}} \omega(e)
$$

That is, $P D_{\mathcal{N}}(Y)$ is the total weight of all edges $(u, v)$ in $\mathcal{N}$ so that there is a path from $v$ to a vertex in $Y$. In what follows we refer to $P D_{\mathcal{N}}(Y)$ simply as the phylogenetic diversity of $Y$.

For a detailed introduction to parameterized complexity refer to the standard monographs [5, 7].

## Problem Definitions and Parameterizations

Our main object of study is the following problem, introduced in [2]:
Max-All-Paths-PD (MapPD)
Input: A phylogenetic $X$-network $\mathcal{N}$ and two integers $k$ and $D$.
Question: Is there a subset $Y \subseteq X$ of taxa with size at most $k$ and phylogenetic diversity at least $D$ ? That is $|Y| \leq k$ and $P D_{\mathcal{N}}(Y) \geq D$.

In Section 3 we show that there is a strong connection between MAPPD and the problem Item-Weighted Partial Set Cover, which is defined as follows.

Item-Weighted Partial Set Cover (wpSC)
Input: A universe $\mathcal{U}$, a family $\mathcal{F}$ of subsets over $\mathcal{U}$, an integer weight $\omega(u)$ for each item $u \in \mathcal{U}$ and two integers $k$ and $D$.
Question: Are there sets $F_{1}, \ldots, F_{k} \in \mathcal{F}$ such that sum of the weights of the elements in $L:=\bigcup_{i=1}^{k} F_{i}$ is at least $D$ ? That is $\sum_{u \in L} \omega(u) \geq D$.

Set Cover is the special case of wpSC with $D=|\mathcal{U}|$ and $\omega(u)=1$ for each $u \in \mathcal{U}$.
We examine MAPPD within the framework of parameterized complexity. In addition to the parameters $k$ and $D$ which are the number of saved taxa and the preserved phylogenetic diversity, we also study the dual parameters which are the minimum number of species that will go extinct $\bar{k}:=|X|-k$ and the acceptable loss of phylogenetic diversity $\bar{D}:=P D_{\mathcal{N}}(X)-D$. By $\operatorname{ret}_{\mathcal{N}}$ we denote the number of reticulations in $\mathcal{N}$, and by $\operatorname{tw}_{\mathcal{N}}$ we denote the treewidth of the underlying undirected graph of $\mathcal{N}$ (see, e.g. [5, Chapter 7] for an overview of treewidth). By $\max _{\omega}$ we denote the biggest weight of an edge.

## Binary Networks

A phylogenetic $X$-network is called binary if each non-leaf, non-root vertex has degree 3, and the root has degree 2. We note that in this paper (with the exception of Lemma 4.3 and Theorem 4.4) we do not assume networks are binary; in particular, we allow tree vertices to have indegree and outdegree 1. Bordewich et al. [2], we have required that the given network $\mathcal{N}$ is binary. In the following, we show that algorithmically, there is hardly any difference.

The proofs of theorems and lemmas marked with $(\star)$ are deferred to a longer version of this paper.

- Lemma $2.1(\star)$. For every instance $(\mathcal{N}, k, D)$ of MAPPD an equivalent instance $\left(\mathcal{N}^{\prime}, k^{\prime}, D^{\prime}\right)$ of MAPPD with a binary network $\mathcal{N}^{\prime}$, $\mathrm{tw}_{\mathcal{N}^{\prime}}=\mathrm{tw}_{\mathcal{N}}$ and $\left|E^{\prime}\right| \leq 2|E|$ can be computed in $\mathcal{O}(|E|)$ time.


## 3 Relationship to Item-Weighted Partial Set Cover

In this section, we demonstrate a relationship between MAPPD and wPSC by presenting reductions in both directions. Bordewich et al. already proved a similar reduction from SET Cover to MapPD [2].

- Theorem 3.1. For every instance $\mathcal{I}=(\mathcal{U}, \mathcal{F}, \omega, k, D)$ of wPSC,

1. an equivalent instance $\mathcal{I}^{\prime}=\left(\mathcal{N}, k^{\prime}, D^{\prime}\right)$ of MAPPD with $k^{\prime}=k$ and $|X|=\operatorname{ret}_{\mathcal{N}}=|\mathcal{F}|$ can be computed in time polynomial in $|\mathcal{U}|+|\mathcal{F}|$;
2. an equivalent instance $\mathcal{I}_{2}^{\prime}=\left(\mathcal{N}=\left(V, E, \omega^{\prime}\right), k^{\prime}, D^{\prime}\right)$ of MAPPD in which $k^{\prime}=k$ and each edge weights 1 can be computed in time polynomial in $|\mathcal{U}|+|\mathcal{F}|+\max _{\omega}$.

This theorem has several applications for the complexity of MAPPD. Because Set Cover is W[2]-hard with respect to the size of the solution $k$, MAPPD is as well. This is in contrast to the fact that MAPPD can be solved in polynomial time when the network does not have reticulations and therefore is a phylogenetic tree [19].

- Corollary 3.2. MAPPD is $\mathrm{W}[2]$-hard when parameterized with $k$, even if $\max _{\omega}=1$.

In Red-Blue Non-Blocker an undirected bipartite graph $G$ with vertex bipartition $V=V_{r} \cup V_{b}$ and an integer $k$ are given. The question is whether there is a set $S \subseteq V_{r}$ of size at least $k$ such that each vertex $v$ of $V_{b}$ has a neighbor in $V_{r} \backslash S$. There is a standard reduction from Red-Blue Non-Blocker to Set Cover: Let $V_{b}$ be the universe, for each vertex $v \in V_{r}$ add a set $F_{v}:=N(v)$ to $\mathcal{F}$ and finally set $k^{\prime}:=\left|V_{r}\right|-k$. Red-Blue Non-Blocker is W[1]-hard when parameterized by the size of the solution [6]. Hence, SET Cover is $\mathrm{W}[1]$-hard with respect to $|\mathcal{F}|-k$ and with Theorem 3.1 we conclude as follows.

- Theorem 3.3. MAPPD is $\mathrm{W}[1]$-hard when parameterized with $\bar{k}=|X|-k$.

MAPPD can be solved in $\mathcal{O}^{*}\left(2^{|X|}\right)$ with a brute force algorithm that tries every possible subset of species as a solution. In Theorem 4.5 we will prove that MapPD can be solved in $\mathcal{O}^{*}\left(2^{\text {ret }} \mathcal{N}\right)$ time. In order to prove that these algorithms can not be improved significantly, we apply the well-established Strong Exponential Time Hypothesis (SETH).

Unless SETH fails, SEt Cover can not be solved in $O^{*}\left(2^{\epsilon \cdot|F|}\right)$ time for any $\epsilon<1$ [4, 15]. Thus, Theorem 3.1 shows that under SETH, not a lot of hope remains to find faster algorithms for MAPPD than these two algorithms. Thus, these two algorithms, with respect to the number of taxa $|X|$ and reticulations ret $\mathcal{N}$, for MAPPD are tight with the lower bounds.

- Corollary 3.4. MAPPD can not be solved in $O\left(2^{\epsilon \cdot|X|}\right) \cdot \operatorname{poly}(|\mathcal{I}|)$ time or in $O\left(2^{\epsilon \cdot \mathrm{ret}_{\mathcal{N}}}\right)$. poly $(|\mathcal{I}|)$ time for any $\epsilon<1$, unless SETH fails.

So now, without further ado, we prove Theorem 3.1.

## Proof of Theorem 3.1.

Reduction. Let $\mathcal{I}=(\mathcal{U}, \mathcal{F}, k, D)$ be an instance of wPSC. Let $\mathcal{U}$ consist of the items $u_{1}, \ldots, u_{n}$ and let $\mathcal{F}$ contain the sets $F_{1}, \ldots, F_{m}$. We may assume that for each $u_{i}$ there is a set $F_{j}$ which contains $u_{i}$. We define an instance $\mathcal{I}^{\prime}=\left(\mathcal{N}, k, D^{\prime}\right)$ of MAPPD as follows. Let $k$ stay unchanged and define $D^{\prime}:=D \cdot Q+1$ for $Q:=m(n+1)$. We define a network $\mathcal{N}$ with leaves $x_{1}, \ldots, x_{m}$, and further vertices $r, v_{1}, \ldots, v_{n}, w_{1}, \ldots, w_{m}$.

Let the set of edges consist of the edges $\left(r, v_{i}\right)$ for $i \in[n],\left(w_{j}, x_{j}\right)$ for $j \in[m]$, and let $\left(v_{i}, w_{j}\right)$ be an edge if and only if $u_{i} \in F_{j}$. We define the weight of $\left(r, v_{i}\right)$ to be $\omega\left(u_{i}\right) \cdot Q$ for each $i \in[n]$ and 1 for each other edge. Figure 1 depicts an example of this reduction.

This completes the construction of instance $\mathcal{I}^{\prime}$ in case 2 of the theorem. We now describe how to construct an instance $\mathcal{I}_{2}^{\prime}$ from $\mathcal{I}^{\prime}$ in which the maximum weight of an edge is 1 , completing the construction for case 1 . For each edge $e=\left(r, v_{i}\right)$ with $w(e)>1$, make $\omega(e)-1$ subdivisions and attach a new leaf as the child of each subdividing vertex. We call these newly-added leaves false leaves, and we call the other leaves of $\mathcal{N}$ true leaves.

Correctness. The proof of the correctness is deferred to a longer version of this paper.
In the proof of Theorem 3.1, we can see that in the root $r$, we model an operation that ensures that at least $D$ of the children of $r$ are selected and further, these tree vertices ensure that at least one of the reticulations below them are selected. It might appear that by adding


Figure 1 This figure depicts the network $\mathcal{N}$ that we reduce to from the instance $\left(\mathcal{U}:=\left\{u_{1}, \ldots, u_{6}\right\}, \mathcal{F}:=\left\{F_{1}, \ldots, F_{5}\right\}, \omega, k, D\right)$ of wPSC with $\omega\left(u_{i}\right)=i, F_{1}:=\left\{u_{2}, u_{3}, u_{4}\right\}$, $F_{2}:=\left\{u_{1}, u_{6}\right\}, F_{3}:=\left\{u_{1}, u_{3}, u_{4}\right\}, F_{4}:=\left\{u_{2}, u_{5}, u_{6}\right\}, F_{5}:=\left\{u_{1}, u_{3}, u_{5}\right\}$. Unlabeled edges have a weight of 1 . Here $n=6, m=5$ and $Q=35$. The value of $k^{\prime}$ would be $k$ and $D^{\prime}$ would be $35 D+1$.
more layers of reticulations and tree vertices to the construction of $\mathcal{N}$, one could reduce from problems even more complex than WPSC, and thereby show that MAPPD has an an even higher position in the W-hierarchy. This however is unlikely, because of the reduction to wpSC that we are about to show.

- Theorem 3.5. For every instance $\mathcal{I}=(\mathcal{N}, k, D)$ of MAPPD, we can compute an equivalent instance $\left(\mathcal{U}, \mathcal{F}, \omega, k^{\prime}, D^{\prime}\right)$ of wPSC with $k^{\prime}=k, D^{\prime}=D$ and $\max _{\omega^{\prime}}=\max _{\omega}$ in time polynomial in $|\mathcal{I}|$.

Proof.
Reduction. Let $\mathcal{I}=(\mathcal{N}, k, D)$ be an instance of MAPPD. We define an instance $\mathcal{I}^{\prime}=$ $\left(\mathcal{U}, \mathcal{F}, \omega^{\prime}, k, D\right)$ of wpSC as follows. Let $k$ and $D$ stay unchanged. For each edge $e$ of $\mathcal{N}$, define an item $u_{e}$ with weight $\omega^{\prime}\left(u_{e}\right)=\omega(e)$ and let $\mathcal{U}$ be the set of these $u_{e}$. For each taxon $x$, define a set $F_{x}$ which contains item $u_{e}$ if and only if $e$ is affected by $\{x\}$. Let $\mathcal{F}$ be the family of these $F_{x}$.

Correctness. Clearly, the reduction is computed in polynomial time. We show the equivalence of the two instances.

Let $Y$ be a solution for the instance $\mathcal{I}$ of MAPPD. Without loss of generality, assume $Y=\left\{x_{1}, \ldots, x_{\ell}\right\}$ with $\ell \leq k$. We show that $F_{1}, \ldots, F_{\ell}$ is a solution for $\mathcal{I}^{\prime}$ of wPSC. By definition, $\ell \leq k$. Let $E_{Y}$ be the edges affected by $Y$. Observe that $e$ is in $E_{Y}$ if and only if $u_{e}$ is in $F^{+}:=\bigcup_{i=1}^{\ell} F_{i}$. Then, $D \leq P D_{\mathcal{N}}(Y)=\sum_{e \in E_{Y}} \omega(e)=\sum_{u_{e} \in F^{+}} \omega^{\prime}\left(u_{e}\right)$. Hence, $F_{1}, \ldots, F_{\ell}$ is a solution for $\mathcal{I}^{\prime}$ of WPSC.

Now, without loss of generality, let $F_{1}, \ldots, F_{\ell}$ be a solution for $\mathcal{I}^{\prime}$ of wPSC. Let $u_{e_{1}}, \ldots, u_{e_{p}}$ be the items in the union of $F_{1}, \ldots, F_{\ell}$. By the construction, the edges $e_{1}, \ldots, e_{p}$ are affected by $Y=\left\{x_{1}, \ldots, x_{\ell}\right\}$. Then, $P D_{\mathcal{N}}(Y) \geq \sum_{i=1}^{p} \omega\left(e_{i}\right)=\sum_{i=1}^{p} \omega^{\prime}\left(u_{e_{i}}\right) \geq D$. Because the size of $Y$ is at most $k, Y$ is a solution for $\mathcal{I}$ of MAPPD.

To the best of our knowledge, it is unknown if WPSC is W[2]-complete, like SET Cover. Nevertheless, we obtain the following connection between WPSC and MAPPD.

- Corollary 3.6. MAPPD is $\mathrm{W}[\mathrm{t}]$-complete with respect to $k$ if and only if WPSC is $\mathrm{W}[\mathrm{t}]-$ complete with respect to $k$.


## 4 Fixed-Parameter Tractability Results

### 4.1 Preserved and lost Diversity

In this subsection, we show that MAPPD is FPT with respect to the threshold of phylogenetic diversity $D$ and the acceptable loss of phylogenetic diversity $\bar{D}:=P D_{\mathcal{N}}(X)-D$.

Let $\mathcal{I}$ be an instance of MAPPD. If there is an edge $e$ with $\omega(e) \geq D$ and $k \geq 1$, then for each offspring $x$ of $e$ we have $P D_{\mathcal{N}}(\{x\}) \geq \omega(e) \geq D$, and so $\{x\}$ is a solution for $\mathcal{I}$. So, we may assume that $\max _{\omega}<D$. Therefore, each edge $e$ can be subdivided $\omega(e)-1$ times in $\mathcal{O}(D \cdot m)$ time such that $\omega^{\prime}(e)=1$ for each edge $e$ of the new network $\mathcal{N}^{\prime}$. Bläser showed that wPSC can be solved in $\mathcal{O}^{*}\left(2^{\mathcal{O}(D)}\right)$ time when $\omega(u)=1$ for each item $u \in \mathcal{U}$ [1]. Subsequently, with Theorem 3.5 and the result from Bläser we conclude the following.

- Corollary 4.1. MAPPD can be solved in $\mathcal{O}^{*}\left(2^{\mathcal{O}(D)}\right)$ time.

As Set Cover is a special case of wPSC with $D=\sum_{u \in \mathcal{U}} \omega(u)$, wPSC is para-NP-hard with respect to the dual $\sum_{\bar{D}} \in \mathcal{U}$ $\omega(u)-D$. By contrast, we show in the following that MAPPD is FPT with respect to $\bar{D}$.

To this end, we use the technique of color coding. Recall that off $(e)=\operatorname{off}(w)$ for each edge $e=(v, w)$ and the strictly affected edges $T_{Y}$ for a set of taxa $Y \subseteq X$ is the set of edges $e$ with off $(e) \subseteq Y$. We define an auxiliary problem.

COLORED-MAX-All-Paths-PD (COLORED-MAPPD)
Input: A phylogenetic $X$-network $\mathcal{N}$, an edge-coloring $c: E \rightarrow\{$ red, green $\}$ and integers $k$ and $D$.
Question: Is there a subset $Y \subseteq X$ of taxa such that $|Y| \leq k, P D_{\mathcal{N}}(Y) \geq D$ and each edge in $T_{X \backslash Y}$ is colored red, while edges not in $T_{X \backslash Y}$ but adjacent to $T_{X \backslash Y}$ are colored green?
In order to solve COLORED-MAPPD we observe the following.

- Lemma 4.2 ( $\star$ ). $T_{Y_{1} \cup \ldots \cup Y_{\ell}}=T_{Y_{1}} \cup \cdots \cup T_{Y_{\ell}}$ for any $Y_{1}, \ldots, Y_{\ell} \subseteq X$ such that each vertex $v$ of $\mathcal{N}$ is incident with edges of at most one set of $T_{Y_{1}}, \ldots, T_{Y_{\ell}}$.
- Lemma 4.3. COLORED-MAPPD can be solved in $\mathcal{O}\left(\bar{D} \cdot m \cdot \log \left(\bar{k}+\max _{\omega}\right)\right)$ time on binary networks.


## Proof.

Algorithm. Let $\mathcal{I}:=(\mathcal{N}:=(V, E, \omega), c, k, D)$ be an instance of colored-MapPD. Compute the graph $G=\left(V, E^{\prime}\right)$, where $E^{\prime}$ is the subset of edges colored red.

For every weakly connected component $C=\left(V_{C}, E_{C}\right)$ of $G$ proceed as follows. Compute the subset of leaves $Y_{C}$ that are in $V_{C}$, and from this compute $T_{Y_{C}}$, the set of strictly affected edges in $\mathcal{N}$ for $Y_{C}$. If $Y_{C}=\emptyset$ or $T_{Y_{C}} \neq E_{C}$ then continue with the next connected component. Otherwise, define an item $I_{C}$ with weight $\omega\left(T_{Y_{C}}\right)$ and value $\left|Y_{C}\right|$.

Let $N$ be the set of these items. Now return yes if there is a subset of items in $N$ whose total weight is at most $\bar{D}$ and whose total value is at least $\bar{k}=|X|-k$, and no otherwise. Observe that this can be determined by solving an instance of KnAPSACK with set of items $N$, budget $\bar{D}$, and target value $\bar{k}$, which can be done in $\mathcal{O}(\bar{D} \cdot|N| \cdot \log (\bar{k}))=\mathcal{O}(\bar{D} \cdot|X| \cdot \log (\bar{k}))$ time $[20,10]$. (The $\log (\bar{k})$-factor of the running time comes from adding $\log (\bar{k})$-digit numbers and is not mentioned in the original paper.)

Correctness. Assume that $\mathcal{I}$ is a yes-instance of colored-MAPPD with solution $S \subseteq X$. Each edge $e$ that is not affected by $S$ is strictly affected by $X \backslash S$. Because $S$ is a solution we conclude that the color of $e$ is red and the connected component $C_{e}$ of $G$ that contains $e$ contains a set of leaves $Y_{C}$ of which off $(e)$ is a subset. Further, all edges of $T_{Y_{C}}$ are colored red and the adjacent edges are colored green. Thus, $C_{e}$ fulfills the conditions to be in $N$ for each edge $e$ that is not affected by $S$. Let $C_{1}, \ldots, C_{t}$ be the unique connected components
that contain the edges that is not affected by $S$. We conclude that $\omega\left(C_{1} \cup \cdots \cup C_{t}\right) \leq \bar{D}$ and $C_{1} \cup \cdots \cup C_{t}$ contain the leaves $X \backslash S$, which are at least $\bar{k}$. Hence, $I_{C_{1}}, \ldots, I_{C_{t}}$ is a solution for the KnAPSACK-instance and the algorithm returns yes.

Conversely, assume that the algorithm returns yes and let $I_{C_{1}}, \ldots, I_{C_{t}}$ be a solution for the KnAPSACK-instance. Let $Y_{i}$ be the set of taxa such that $T_{Y_{i}}=E\left(C_{i}\right)$. We prove that $S:=X \backslash \bigcup_{i=1}^{t} Y_{i}$ is a solution for the instance $\mathcal{I}$ of COLORED-MAPPD. As the edges of each $Y_{i}$ are colored red and the adjacent edges are green, we have that the edges of $Y_{i}$ and $Y_{j}$ are not adjacent for any $i \neq j$. Then by Lemma $4.2, T_{X \backslash S}=T_{Y_{1} \cup \ldots \cup Y_{t}}=T_{Y_{1}} \cup \cdots \cup T_{Y_{t}}$. We conclude that $T_{X \backslash S}$ is colored red and adjacent edges are green. Further, because $\sum_{i=1}^{t} \omega\left(T_{Y_{i}}\right) \leq \bar{D}$ the phylogenetic diversity of $S$ is $P D_{\mathcal{N}}(S)=P D_{\mathcal{N}}(X)-\omega\left(T_{Y_{1} \cup \ldots \cup Y_{t}}\right)=$ $P D_{\mathcal{N}}(X)-\sum_{i=1}^{t} \omega\left(T_{Y_{i}}\right) \geq P D_{\mathcal{N}}(X)-\bar{D}=D$. Likewise as $\sum_{i=1}^{t}\left|Y_{i}\right| \geq \bar{k}$, we conclude $|S|=|X|-\sum_{i=1}^{t}\left|Y_{i}\right| \leq|X|-\bar{k}=k$.

Running Time. The graph $G$ and weakly connected components of $G$ can be computed in $\mathcal{O}(m)$ time. For each component $C=\left(V_{C}, E_{C}\right)$ with leaves $Y_{C}$, the set $T_{Y}$ can be computed in $\mathcal{O}\left(\left|T_{Y_{C}}\right|\right)$ time. It follows that we can determine whether $E_{C}=T_{C}$, and construct the set of items $N$, including their weights and values, in $\mathcal{O}\left(m \cdot \log \left(\max _{\omega}\right)\right)$ time. As the instance of Knapsack can be solved in $\mathcal{O}(\bar{D} \cdot|X| \cdot \log (\bar{k}))$ time [10], we have an overall running time of $\mathcal{O}\left(m \cdot \log \left(\max _{\omega}\right)+\bar{D} \cdot|X| \cdot \log (\bar{k})\right)=\mathcal{O}\left(\bar{D} \cdot m \cdot \log \left(\bar{k}+\max _{\omega}\right)\right)$.

To show that MAPPD is FPT with respect to $\bar{D}$, we show that MAPPD can be reduced to COLORED-MAPPD using standard color coding techniques.

- Theorem $4.4(\star)$. MAPPD can be solved in $\mathcal{O}\left(2^{3 \bar{D}+\mathcal{O}\left(\log ^{2}(\bar{D})\right)} \cdot m \log m \log \left(\bar{k}+\max _{\omega}\right)\right)$ time on binary networks.


### 4.2 Proximity to a tree

MAPPD can be solved in polynomial time with Faith's Greedy-Algorithm, if the given network is a tree $[19,8]$. Therefore, in this subsection, we examine MAPPD with respect to two parameters that classify the network's proximity to a tree, the number of reticulations $\operatorname{ret}_{\mathcal{N}}$ and the smaller parameter treewidth $\mathrm{tw}_{\mathcal{N}}$.

- Theorem 4.5. MAPPD can be solved in $\mathcal{O}\left(2^{\text {ret }} \mathcal{N} \cdot k \cdot m \cdot \log \left(\max _{\omega}\right)\right)$ time.

Observe that by Corollary 3.4, MapPD can not be solved in $O^{*}\left(2^{\epsilon \cdot \mathrm{ret}_{\mathcal{N}}}\right)$ time for any $\epsilon<1$, unless SETH fails. Therefore, the running time of the previous proof is tight, to some extent.

Proof.
Algorithm. For a reticulation $v$ in a network $\mathcal{N}$ with child $u$, let $E^{(\uparrow v u)}$ be the set of edges of $\mathcal{N}$ that are between two vertices of $\operatorname{anc}(v) \cup\{u\}$. Recall that off $(e) \subseteq X$ is the set of offspring of $w$ for an edge $e=(v, w)$ and the strictly affected edges $T_{Y}$ for a set of taxa $Y \subseteq X$ is the set of edges $e$ with off $(e) \subseteq Y$. Define two operations, called take and leave, that for an instance $\mathcal{I}=(\mathcal{N}, k, D)$ and a reticulation $v$ of $\mathcal{N}$ return another instance of MAPPD. Every subset of taxa $Y$ that does (does not, respectively) contain an offspring of $v$ should be a solution for $\mathcal{I}$ if and only if $Y$ is a solution for $\operatorname{take}(\mathcal{I}, v)$ (leave $(\mathcal{I}, v)$ ).

We define leave $(\mathcal{I}, v)$ to be the instance $\mathcal{I}^{\prime}=\left(\mathcal{N}^{\prime}, k, D\right)$ of MAPPD, in which $k$ and $D$ are unchanged and $\mathcal{N}^{\prime}$ is the network that results from deleting the edges $T_{\text {off }(v)}$ and the resulting isolated vertices from $\mathcal{N}$. Recall that $\bar{D}=\sum_{e \in E} \omega(e)-D$. We define $\operatorname{take}(\mathcal{I}, v)$ to be the instance $\mathcal{I}^{\prime}=\left(\mathcal{N}^{\prime}, k, D^{\prime}\right)$ of MapPD with $D^{\prime}=D+\bar{D}$ and $k$ is unchanged. $\mathcal{N}^{\prime}$ is the network that results from $\mathcal{N}$ by deleting the edges $E^{(\uparrow v u)}$, merging all the ancestors of $v$


Figure 2 In this figure, an example for the usage of leave and take is given. A hypothetical instance $\mathcal{I}$ is given in (1). Here, the value of $\bar{D}$ is 3 . In (2) the instance leave $(\mathcal{I}, v)$, and in (3) the instance $\operatorname{take}(\mathcal{I}, v)$ is depicted. Unlabeled edges have a weight of 1 . Observe in (3), the weight of the edge $(r, w)$ is 4 , as $w$ has two edges from ancestors of $v$ in $\mathcal{I}$ which have a weight of 2 each. The weight of $(r, u)$ is 12 , as in $\mathcal{I}$ the edges of $E^{(\uparrow v u)}$ have a combined weight of 9 .
to a single vertex $r$, adding an edge $(r, u)$, and setting the weight $\omega^{\prime}((r, u))$ to $\omega\left(E^{(\uparrow v u)}\right)+\bar{D}$. For each vertex $w \neq u$ that has $t \geq 1$ parents $u_{1}, \ldots, u_{t}$, in anc $(v)$, we add an edge $(r, w)$ that has weight $\sum_{i=1}^{t} \omega\left(\left(u_{i}, w\right)\right)$. Observe that $P D_{\mathcal{N}^{\prime}}(X)=P D_{\mathcal{N}}(X)+\bar{D}$. Figure 2 depicts an example of the operations take and leave.

Now, we are at the position to define the branching algorithm. Let $\mathcal{I}=(\mathcal{N}, k, D)$ be an instance of MAPPD. If $\mathcal{N}$ is a phylogenetic tree, solve the instance $\mathcal{I}$ with Faith's Algorithm $[19,8]$. Otherwise, let $v$ be a reticulation of $\mathcal{N}$. Then, return yes if $\operatorname{take}(\mathcal{I}, v)$ or leave $(\mathcal{I}, v)$ is a yes-instance of MAPPD and no otherwise.

Correctness. The correctness of the base case is given by the correctness of Faith's Algorithm. We show that if $\mathcal{N}$ contains a reticulation $v$, then $\mathcal{I}$ is a yes-instance of MapPD if and only if $\operatorname{take}(\mathcal{I}, v)$ or leave $(\mathcal{I}, v)$ is a yes-instance of MAPPD.

Consider any set of taxa $Y \subseteq X$. Firstly, we claim that if $Y \cap \operatorname{off}(e)=\emptyset$, then $P D_{\mathcal{N}^{\prime}}(Y)=$ $P D_{\mathcal{N}}(Y)$, where $\mathcal{N}^{\prime}$ is the network in leave $(\mathcal{I}, v)$. Indeed, $\mathcal{N}^{\prime}$ contains all the vertices and edges of $\mathcal{N}$ that have an offspring outside of off $(v)$. Therefore, $P D_{\mathcal{N}^{\prime}}(Y)=P D_{\mathcal{N}}(Y)$. Secondly, we claim that if $Y \cap \operatorname{off}(v) \neq \emptyset, P D_{\mathcal{N}^{\prime}}(Y)=P D_{\mathcal{N}}(Y)+\bar{D}$, where $\mathcal{N}^{\prime}$ is the network for $\operatorname{take}(\mathcal{I}, v)$. Recall that each edge $e=\left(u_{1}, u_{2}\right)$ with $u_{1} \neq r$ of $E\left(\mathcal{N}^{\prime}\right)$ is also an edge of $\mathcal{N}$ and $\omega^{\prime}(e)=\omega(e)$. Further, for each edge $e=\left(r, u_{2}\right)$ with $u_{2} \neq u$ of $E\left(\mathcal{N}^{\prime}\right)$ there are edges $e_{1}=\left(u_{i_{1}}, u_{2}\right), \ldots, e_{t}=\left(u_{i_{t}}, u_{2}\right)$ of $E(\mathcal{N})$ with $\omega^{\prime}(e)=\sum_{i=1}^{t} \omega\left(e_{i}\right)$. Now, let $Q=Q_{1} \cup Q_{2} \cup\{(r, u)\}$ be the edges of $\mathcal{N}^{\prime}$ that have at least one offspring in $Y$, of which edges in $Q_{1}$ have both endpoints in $V\left(\mathcal{N}^{\prime}\right) \backslash\{r\}$, and $Q_{2}$ are outgoing edges of $r$. Further, let $P=P_{1} \cup P_{2} \cup E^{(\uparrow v u)}$ be the edges of $\mathcal{N}$ that have at least one offspring in $Y$, of which edges in $P_{1}$ have both endpoints in $V\left(\mathcal{N}^{\prime}\right)$, and $P_{2}$ are edges with one endpoint in $\operatorname{anc}(v) \backslash\{v\}$ and one endpoint in $V\left(\mathcal{N}^{\prime}\right) \backslash\{r\}$. Observe that, since any vertex in $V\left(\mathcal{N}^{\prime}\right)$ has the same offspring in $\mathcal{N}$ as in $\mathcal{N}^{\prime}, Q_{1}=P_{1}$ and $\omega^{\prime}\left(Q_{1}\right)=\omega\left(P_{1}\right)$. Further, $\omega^{\prime}\left(Q_{2}\right)=\omega\left(P_{2}\right)$ as for each $u_{2} \in V\left(\mathcal{N}^{\prime}\right) \backslash\{r\}$, the total weight of edges $\left(u_{1}, u_{2}\right)$ with $u_{1} \in \operatorname{anc}(v) \backslash\{v\}$ in $\mathcal{N}$ is equal to the weight of the edge $\left(r, u_{2}\right)$ in $\mathcal{N}^{\prime}$. It follows that $P D_{\mathcal{N}^{\prime}}(Y)=\omega^{\prime}\left(Q_{1}\right)+\omega^{\prime}\left(Q_{2}\right)+\omega^{\prime}(\{r, u\})=\omega\left(P_{1}\right)+\omega\left(P_{2}\right)+\omega\left(E^{(\uparrow v u)}\right)+\bar{D}=P D_{\mathcal{N}}(Y)+\bar{D}$.

It follows from the above that if $Y$ is a solution for $\mathcal{I}$ (that is, $|Y| \leq k$ and $\left.P D_{\mathcal{N}}(Y) \geq D\right)$, then either $Y$ is a solution for leave $(\mathcal{I}, v)$ or $Y$ is a solution for $\operatorname{take}(\mathcal{I}, v)$. Conversely, if $Y$ is a solution for leave $(\mathcal{I}, v)$ then $Y \cap$ off $(e)=\emptyset$ and thus $P D_{\mathcal{N}}(Y)=P D_{\mathcal{N}^{\prime}}(Y) \geq D$, so $Y$ is also a solution for $\mathcal{I}$. Finally, if $Y$ is a solution for $\operatorname{take}(\mathcal{I}, v)$ then $Y \cap \operatorname{off}(e) \neq \emptyset$, as otherwise $P D_{\mathcal{N}^{\prime}}(Y) \leq P D_{\mathcal{N}^{\prime}}(X)-\omega^{\prime}(\{r, y\})=D+2 \bar{D}-\left(\omega\left(E^{(\uparrow v u)}\right)+\bar{D}\right) \leq D+\bar{D}-1<D^{\prime}$. Then $P D_{\mathcal{N}^{\prime}}(Y)=P D_{\mathcal{N}}(Y)+\bar{D}$, from which it follows that $P D_{\mathcal{N}}(Y) \geq D^{\prime}-\bar{D}=D$ and $Y$ is also a solution for $\mathcal{I}$.

Running Time. Let $\mathcal{I}$ be an instance of MAPPD that contains a reticulation $v$. The number of reticulations in $\mathcal{I}$ is greater than the number of reticulations in $\operatorname{take}(\mathcal{I}, v)$ and leave $(\mathcal{I}, v)$, because at least the reticulation $v$ is removed and no new reticulations are added. Therefore, the search tree contains $\mathcal{O}\left(2^{\text {ret }} \mathcal{N}\right)$ nodes. It can be checked in $\mathcal{O}(m)$ time, if $\mathcal{N}$ contains a reticulation. Faith's Algorithm takes $\mathcal{O}\left(k \cdot m \cdot \log \left(\max _{\omega}\right)\right)$ [19].

The sets off $(v), \operatorname{anc}(v)$ for a vertex $v$, and $T_{Y}$ for a set $Y$ can be computed in $\mathcal{O}(m)$ time. Once $\operatorname{anc}(v)$ is computed, we can iterate over $E$ to find the edges that are outgoing from $\operatorname{anc}(v)$ and compute the value for an edge $(r, w)$ in $\mathcal{N}^{\prime}$ in $\mathcal{O}\left(m \cdot \log \left(\max _{\omega}\right)\right)$ time, which is also the time needed to compute $\omega((r, u))$ which needs $\bar{D}$ and the weight of $E^{(\uparrow v u)}$. Therefore, the instances $\operatorname{take}(\mathcal{I}, v)$ and leave $(\mathcal{I}, v)$ can be computed in $\mathcal{O}\left(m \cdot \log \left(\max _{\omega}\right)\right)$ time.

Thus, a solution for MAPPD can be computed in $\mathcal{O}\left(2^{\mathrm{ret}_{\mathcal{N}}} \cdot k \cdot m \cdot \log \left(\max _{\omega}\right)\right)$ time.
Bordewich et al. showed that MAPPD can be solved in polynomial time on level-1 networks [2]. We extend this result by showing that MAPPD is fixed-parameter tractable with respect to treewidth.

- Theorem $4.6(\star)$. MAPPD can be solved in $\mathcal{O}\left(9^{\mathrm{tw}_{\mathcal{N}}} \cdot \mathrm{tw}_{\mathcal{N}} \cdot k^{2} \cdot m\right)$ time.

The detailed proof is deferred to a longer version of this paper; we give a sketch of the main ideas here.

We aim to find a set of edges $E^{\prime}$ that have an overall weight of at least $D$ and that are incident with at most $k$ leaves. Further, for each edge $e=(u, v) \in E^{\prime}$ we require that either $v \in X$ or there is an edge $(v, w) \in E^{\prime}$. In the algorithm, which is a dynamic program over a nice tree decomposition, we index feasible partial solutions by a 3 -coloring of the vertices. At a given node of the tree decomposition, a vertex $v$ is colored:

- red, if it is still mandatory that we select an outgoing edge of $v$ (because we have selected an incoming edge of $v$ ),
- green, if we can select incoming edges of $v$ and do not need to select an outgoing edge of $v$ (because $v$ is a leaf or we have already selected an outgoing edge of $v$ ),
- black, if we have to not yet selected an edge incident with $v$ (such that only the selection of an incoming edge of $v$ makes the selection of an outgoing edge of $v$ necessary).
We introduce each leaf as a green vertex and the other vertices as black vertices. In order to consider only feasible solutions, a vertex must be green or black when it is forgotten. The most important step of the algorithm is in the introduction of an edge, where colors may be adjusted depending on whether or not the new edge is included in $E^{\prime}$.


## 5 Discussion

While we were able to show that MAPPD is W[2]-hard parameterized by $k$, it is unknown whether it is W [2]-complete. We were however able to show an equivalence between MAPPD parameterized by $k$ and Item-Weighted Partial Set Cover parameterized by the size of the solution. Thus establishing the exact complexity class of Item-Weighted Partial SET Cover, which seems to be of interest, would also establish the exact complexity class of MapPD.

The all-paths phylogenetic diversity measure $P D_{\mathcal{N}}$ considered in this paper is one of four measures considered in [2], where it is called AllPaths-PD. The second measure, which they call Network-PD, requires not only weights on each of the edges in the network, but also an inheritance proportion $p(e)$ on each edge $e=(u, v)$ leading into a reticulation. This value denotes the expected number of features that are expected to be passed from $u$ to $v$. NetworkPD is a generalization of AllPaths-PD, as the measures are equivalent when all inheritance
proportions are 1. The authors also consider two additional measures, Min WeightTree- $P D$ and MaxWeightTree-PD, that, under certain restrictions, act as lower and upper bounds respectively on Network-PD.

It is natural to ask whether our parameterized complexity results for MAPPD extend to the corresponding maximization problems for Network-PD. We note that, since Network-PD generalizes AllPaths-PD, our hardness results for $k$ and $\bar{k}$ also carry across to Network-PD. For the FPT results, the main challenge is that to compute Network-PD for a network $\mathcal{N}$ and a subset of leave $S$, one must compute for each edge $e$ an expected proportion $\gamma(S, e)$ of features arising in $e$ that will be passed down to an offspring in $S . \gamma(S, e)$ is computed recursively; for an edge $e=(u, v)$ the value of $\gamma(S, e)$ is a non-linear function of the value $\gamma\left(S, e^{\prime}\right)$ for all edges $e^{\prime}$ leaving $w v$. Taking these values into account is likely to complicate the FPT algorithms presented in this paper significantly.
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#### Abstract

We study the classic Dominating Set problem with respect to several prominent parameters. Specifically, we present algorithmic results that sidestep time complexity barriers by the incorporation of either approximation or larger parameterization. Our results span several parameterization regimes, including: ( $\mathrm{i}, \mathrm{ii}, \mathrm{iii}$ ) time/ratio-tradeoff for the parameters treewidth, vertex modulator to constant treewidth and solution size; (iv,v) FPT-algorithms for the parameters vertex cover number and feedback edge set number; and (vi) compression for the parameter feedback edge set number.
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## 1 Introduction

The Dominating Set problem is one of the most central problems in Parameterized Complexity $[8,4]$. The input to Dominating Set consists of an $n$-vertex graph $G$, and the objective is to output a minimum-size subset $U \subseteq V(G)$ that is a dominating set - that is, the closed neighborhood of $U$ in $G$ equals $V(G)$, or, in other words, every vertex in $V(G) \backslash U$ is adjacent in $G$ to at least one vertex in $U$. When parameterized by the solution size and stated as a decision problem, the input also consists of a non-negative integer $k$, and the objective is to determine whether there exists a subset $U \subseteq V(G)$ of size at most $k$ that is a dominating set.

From the perspective of Parameterized Complexity, Dominating Set parameterized by the sought solution size $k$ is very hard. First, Dominating Set is W[2]-complete [8] (and, clearly, in XP). ${ }^{1}$ In fact, Dominating Set and Set Cover are the two most well-studied W[2]-hard problems in Parameterized Complexity. Moreover, under the Strong Exponential Time Hypothesis (SETH), Dominating Set cannot be solved in $f(k) \cdot n^{k-\epsilon}$ time [19]. Still, for every integer $k \geq 7$, Dominating Set is solvable in $n^{k+o(1)}$ time [9].

[^40]From the perspective of approximation (and parameterized approximation), Dominating Set is also very hard. Unless $\mathrm{P}=\mathrm{NP}$, Dominating Set does not admit a polynomial-time $(1-\epsilon) \ln n$-approximation algorithm for any fixed $\epsilon>0$ [7] (see also [10]). However, it admits a polynomial-time $(\ln n-\ln \ln n+O(1))$-approximation algorithm [23]. Moreover, under the SETH, Dominating Set does not even admit a $g(k)$-approximation $f(k) \cdot n^{k-\epsilon}$-time algorithm for any computable functions $g$ and $f$ of $k$ and fixed $\epsilon>0$ [20]. (Observe that this statement generalizes the one above by [19].) Similar (but weaker) results of hardness of approximation in the setting of Parameterized Complexity also exist under other assumptions, including the ETH, W[1] $\neq \mathrm{FPT}$, and the $k$-SUM hypothesis [20].

Concerning structural parameters, the most well-studied parameters in Parameterized Complexity are treewidth and vertex cover number [8, 4]. Regarding Dominating Set, on the positive side, the problem is easily solvable in $O\left(3^{\mathrm{tw}} \cdot n\right)$ time [21]. Here, tw is the treewidth of the input graph. However, under the SETH, Dominating Set cannot be solved in $(3-\epsilon)^{\mathrm{tw}} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$ [16]. Similarly to the case of the parameter solution size $k$, we again have (essentially) matching upper and lower bounds in terms of time complexity. Moreover, it is not hard to see that, under the any of the SETH and the Set Cover Conjecture, Dominating Set cannot be solved in $(2-\epsilon)^{\mathrm{vc}} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$ (see Section 5). Here, vc is the vertex cover number of the input graph.

Lastly, we note that the weighted version of Dominating Set is, similarly, approximable in polynomial time within factor $O(\log n)$, and solvable in $O\left(3^{\text {tw }} \cdot n\right)$ time. Further, being more general, all negative results carry to it as well.

### 1.1 Our Contribution

Our contribution is fivefold, concerning five different parameterizations.
I. Treewidth. First, in Section 3, we consider the treewidth tw of the given graph as the parameter. We prove that Weighted Dominating Set admits a 2-approximation $O\left(\sqrt{6}^{\mathrm{tw}} \cdot \mathrm{tw}^{O(1)} \cdot n\right)$-time algorithm. Our proof is based on "decoupling" the task of domination of the entire input graph $G$ into two separate tasks: we compute a partition $\left(V_{1}, V_{2}\right)$ of $G$ based on a proposition of [17], and then consider the domination of each $V_{i}$ separately. We remark that the way that we use the aforementioned proposition is very different than the way it is originally used in [17]. Here, we remind that under the SETH, Dominating Set cannot be solved in $(3-\epsilon)^{\text {tw }} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$.
II. Modulator to Constant Treewidth. Second, in Section 4, we consider the parameter $\mathrm{tw}_{d}$, the minimum-size of a vertex modulator of the given graph to treewidth $d$, for any fixed $d \in \mathbb{N}$. We note that, for any graph $G, \mathrm{tw} \leq \mathrm{tw}_{d}+d$. We prove that Weighted Dominating SET admits a 2-approximation $O\left(2^{\mathrm{tw}_{d}} \cdot n\right)$-time algorithm. As before, our proof is based on "decoupling" the task of domination of the entire input graph $G$ into two separate tasks: now, these are the task of the domination of the modulator, and the task of the domination of the rest of $G$. Unlike before, the resolution of these two tasks is different. Concerning the tightness of our result, we refer the reader to Conjecture 30, where we conjecture that the same time complexity cannot be attained by an exact algorithm.
III. Vertex Cover Number. Third, in Section 5, we consider the vertex cover number vc of the given graph as the parameter. We prove that Weighted Dominating Set admits an $O\left(2^{\mathrm{vc}} \cdot n\right)$-time algorithm. Our proof is partially based on the idea of our algorithm for the parameter $\mathrm{tw}_{d}$, combined with the observation that some vertices in the independent
set (being the complement of the given vertex cover) are "forced" to be picked, after having chosen which vertices to pick from the vertex cover. From the perspective of impossibility results, we observe that under any of the SETH and the Set Cover Conjecture, Dominating SET cannot be solved in $(2-\epsilon)^{\mathrm{vc}} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$, thus our time complexity is tight.
IV. Feedback Edge Set Number. Fourth, in Section 6, we consider the parameter fes (feedback edge set number), the minimum-size of a set of edges whose removal transforms the input graph into a forest. Notice that this parameter is a relaxation of $\mathrm{tw}_{d}$ (for any fixed $d \in \mathbb{N}$ ), which, in turn, is a relaxation of tw . We present two theorems. The first theorem is that Dominating Set admits an $O\left(3^{\frac{\text { fes }}{2}} \cdot n\right)$-time algorithm. To this end, we prove the following combinatorial lemma, which is of independent interest: For any graph $G$, $\mathrm{tw}_{2}(G) \leq \frac{\mathrm{fes}(G)}{2}$. (Moreover, we prove that there exists an algorithm that, given a graph $G$, outputs a subset $M \subseteq V(G)$ such that $|M| \leq \frac{\mathrm{fes}(G)}{2}$ and $\operatorname{tw}(G-M) \leq 2$ in $O(\mathrm{fes}(G)+n)$ time.) The second theorem is that an instance $G$ of the Dominating Set problem with fes $(G)=k$ can be compressed in linear time into a "relaxed" instance of the problem on a graph $\hat{G}$ with $O(k)$ edges, requiring the minimum domination of a subset of the vertices in $\hat{G}$.
V. Solution Size. Fifth, we consider the solution size $k$ as the parameter. We prove that, for any fixed $0 \leq \alpha<1$, Dominating Set admits a $((1-\alpha) \ln n+O(1))$-approximation $n^{\alpha k+O(1)}$-time algorithm. The proof of this theorem is the simplest one in our article, based on the combination of an exhaustive search (to uncover part of the solution) and a known approximation algorithm. This approach somewhat resembles that of [5]. Here, we remind that (under plausible complexity-theoretic assumptions) it is unlikely for an exact algorithm to run in $n^{\alpha k+O(1)}$ time, or for a polynomial-time algorithm to have approximation factor $((1-\alpha) \ln n+O(1))$.

Due to space constraints, the compression result in Contribution IV and Contribution V are deferred to the full version of this paper.

### 1.2 Other Related Works

Here, we briefly survey a few works not already mentioned that are directly relevant or related to ours. First, we note that Dominating Set can be solved in linear time on series-parallel graphs [14]. In particular, the class of series-parallel graphs is a (strict) subclass of the class of graphs of treewidth 2 .

The restriction of Dominating Set to planar graphs is known to be both solvable in $2^{O(\sqrt{k})} n$ time (thus, it is in FPT) and admit an EPTAS [12]. Similar results exist also for more general graph classes, such as $H$-minor free graphs [11] and graphs of bounded expansion [1]. Moreover, Dominating Set is also in FPT (specifically, it is solvable in $2^{O(k)} n^{O(1)}$ time, and admits a polynomial kernel) on claw-free graphs, but it remains $\mathrm{W}[2]$-complete on $K_{1, t}$-free graphs for any $t \geq 4[6,13]$. Additionally, Dominating Set is $\mathrm{W}[1]$-hard on unit disk graphs [18].

With respect to exact exponential-time algorithms, the currently best known running time upper bound is of $O\left(1.4969^{n}\right)$, based on the branch-and-reduce method [22].

## 2 Preliminaries

Given a function $f: U \rightarrow \mathbb{R}$ and a subset $U^{\prime} \subseteq U$, let $f\left(U^{\prime}\right)=\sum_{u \in U^{\prime}} f(u)$. When $f$ is interpreted as a weight function, we will refer to $f\left(U^{\prime}\right)$ as the weight of $U^{\prime}$.

Standard Graph Notation. Throughout the article, we deal with simple, finite, undirected graphs. Given a graph $G$, let $V(G)$ and $E(G)$ denote its vertex and edge sets, respectively. When no confusion arises, we denote $|V(G)|=n$ and $|E(G)|=m$. Given a vertex $v \in V(G)$, let $N_{G}(v)=\{u \in V(G):\{u, v\} \in E(G)\}$ and $N_{G}[v]=N_{G}(v) \cup\{v\}$. Given a subset $U \subseteq V(G)$, let $N_{G}(U)=\bigcup_{u \in U} N_{G}(u) \backslash U$ and $N_{G}[U]=\bigcup_{u \in U} N_{G}[u]$. When $G$ is clear from context, we drop it from the subscripts. Given a subset $U \subseteq V(G)$, let $G[U]$ denote the subgraph of $G$ induced by $U$, and let $G-U$ denote the graph $G[V(G) \backslash U]$. Given a subset $F \subseteq E(G)$, let $G-F$ denote the graph on vertex set $V(G)$ and edge set $E(G) \backslash F$. Given subsets $A, B \subseteq V(G)$, we say that $A$ dominates $B$ if for every $b \in B, N[b] \cap A \neq \emptyset$. A dominating set of $G$ is a subset $U \subseteq V(G)$ that dominates $V(G)$. A vertex cover of $G$ is a subset $U \subseteq V(G)$ such that $G-U$ is edgeless (i.e., $E(G-U)=\emptyset)$. Let $\mathrm{vc}(G)$ denote the minimum size of a vertex cover of $G$. A feedback edge set of $G$ is a subset $F \subseteq E(G)$ such that $G-F$ is a forest. Let fes $(G)$ denote the minimum size of a feedback edge set of $G$. We note that $\mathrm{vc}(G)$ and $\mathrm{fes}(G)$ are incomparable. When $G$ is immaterial or clear from context, we denote $\mathrm{vc}=\mathrm{vc}(G)$ and $\mathrm{fes}=\mathrm{fes}(G)$. A cactus is a connected graph in which any two simple cycles have at most one vertex in common. We will slightly abuse this term: given graph $G$ such that each connected component of $G$ is a cactus, we will call $G$ a cactus as well.

Problem Definitions. The Dominating Set problem is defined as follows: The input consists of an $n$-vertex graph $G$, and the objective is to output a minimum-size dominating set in $G$. The Weighted Dominating Set is defined similarly: Here, the input also consists of a weight function $w: V(G) \rightarrow \mathbb{N}$, and the objective is to output a minimum-weight dominating set in $G$. When parameterized by the solution size $k$, we consider the decision version of Dominating SET, and suppose that the input also consists of a non-negative integer $k$. Then, the objective is to determine whether $G$ has a dominating set of size at most $k$. Parameterization by the solution size $k$ can also be defined for Weighted Dominating Set. However, we find it to be somewhat less natural (particularly when considered from the perspective of parameterized approximation), and therefore we do not consider it in this paper. Still, we mention that, here, the objective would be to find a minimum-weight dominating set in $G$ among all those of size at most $k$, if one exists.

The Set Cover problem is defined as follows: The input consists of a universe $U$ and a family $\mathcal{F} \subseteq 2^{U}$ of subsets of $U$, and the objective is to output a minimum-size subfamily $\mathcal{S} \subseteq \mathcal{F}$ such that $U=\bigcup \mathcal{S}$. (Here, without loss of generality, we suppose that $U=\bigcup \mathcal{F}$, so there necessarily exist a solution.) The Weighted Set Cover problem is defined similarly: Here, the input also consists of a weight function $w: \mathcal{F} \rightarrow \mathbb{N}$, and the objective is to output a minimum-weight subfamily $\mathcal{S} \subseteq \mathcal{F}$ such that $U=\bigcup \mathcal{S}$. We require a slight generalization of this problem, called Generalized Weighted Set Cover, defined as follows: The input $(U, \mathcal{F}, w)$ is the same, and the objective is to output, for every subset $A \subseteq U$, a minimum-weight subfamily $\mathcal{S}_{A} \subseteq \mathcal{F}$ such that $U_{A}=\bigcup \mathcal{S}_{A}$.

Width Measures. The treewidth of a graph is a standard measure of its "closeness" to a tree, defined as follows.

- Definition 1. A tree decomposition of a graph $G$ is a pair $\mathcal{T}=(T, \beta)$, where $T$ is a rooted tree and $\beta$ is a function from $V(T)$ to $2^{V(G)}$, that satisfies the following conditions.
- For every edge $\{u, v\} \in E(G)$, there exists $x \in V(T)$ such that $\{u, v\} \subseteq \beta(x)$.
- For every vertex $v \in V(G), T[\{x \in V(T): v \in \beta(x)\}]$ is a tree on at least one vertex.

The width of $(T, \beta)$ is $\max _{x \in V(T)}|\beta(x)|-1$. The treewidth of $G$, denoted by $\operatorname{tw}(G)$, is the minimum width over all tree decompositions of $G$. For every $x \in V(T), \beta(x)$ is called a bag, and $\gamma(x)$ denotes the union of the bags of $x$ and the descendants of $x$ in $T$.

When $G$ is immaterial or clear from context, we denote $\mathrm{tw}=\operatorname{tw}(G)$. Following the standard custom in parameterized algorithmics, when we consider a problem parameterized by tw, we suppose that we are given a tree decomposition $\mathcal{T}$ of width tw. Also, following the standard custom, we do not rely on a supposition that the width of $\mathcal{T}$ is tw in the sense that, if the width of $\mathcal{T}$ is larger, then our algorithmic result holds where tw is replaced by this width.

Given a graph $G$, a path decomposition of $G$ is a tree decomposition $(T, \beta)$ where $T$ is a path, and the Pathwidth of $G$ is the minimum width over all path decompositions of $G$.

For $d \in \mathbb{N} \cup\{0\}$ and a graph $G$, let $\operatorname{tw}_{d}(G)$ denote the minimum size of a vertex set whose deletion from $G$ results in a graph of treewidth at most $d$. Observe that, for any graph $G, \mathrm{tw}_{0}(G)=\mathrm{vc}(G)$. When $G$ is immaterial or clear from context, we denote $\mathrm{tw}_{d}=\mathrm{tw}_{d}(G)$. Following the standard custom in parameterized algorithmics, when we consider a problem parameterized by $\mathrm{tw}_{d}$, we suppose that we are given a vertex set $M$ of size $\mathrm{tw}_{d}$ whose deletion from the input graph results in a graph of treewidth at most $d$. Also, following the standard custom, we do not rely on a supposition that $|M|=\mathrm{tw}_{d}$ in the sense that, if $|M|$ is larger, then our algorithmic result holds where $\mathrm{tw}_{d}$ is replaced by $|M|$.

For the design of algorithms based dynamic programming, it is convenient to work with nice tree decompositions, defined as follows.

- Definition 2. A tree decomposition $(T, \beta)$ of a graph $G$ is nice if for the root $r=\operatorname{root}(T)$ of $T, \beta(r)=\emptyset$, and each node $x \in V(T)$ is of one of the following types.
- Leaf: $x$ is a leaf in $T$ and $\beta(x)=\emptyset$.
- Forget: $x$ has one child, $y$, and there is a vertex $v \in \beta(u)$ such that $\beta(x)=\beta(y) \backslash\{v\}$.
- Introduce: $x$ has one child, $y$, and there is a vertex $v \in \beta(x)$ such that $\beta(x) \backslash\{v\}=\beta(y)$.
- Join: $x$ has two children, $y$ and $z$, and $\beta(x)=\beta(y)=\beta(z)$.
- Proposition 3 ([2]). Given a tree decomposition (T, $\beta$ ) of a graph G, a nice tree decomposition of $G$ of the same width as $(T, \beta)$ can be constructed in linear-time (specifically, $O\left(\mathrm{w}^{O(1)} \cdot n\right)$ where w is the width of $\left.(T, \beta)\right)$.

Due to Proposition 3, when we deal with nice tree decompositions of width tw, we suppose that $|V(T)| \leq O\left(\mathrm{tw}^{O(1)} \cdot n\right)$.

Parameterized Complexity. Let $\Pi$ be an NP-hard problem. In the framework of Parameterized Complexity, each instance of $\Pi$ is associated with a parameter $k$. Here, the goal is to confine the combinatorial explosion in the running time of an algorithm for $\Pi$ to depend only on $k$. Formally, we say that $\Pi$ is fixed-parameter tractable (FPT) if any instance ( $I, k$ ) of $\Pi$ is solvable in $f(k) \cdot|I|^{O(1)}$ time, where $f$ is an arbitrary function of $k$. A weaker request is that for every fixed $k$, the problem $\Pi$ would be solvable in polynomial time. Formally, we say that $\Pi$ is slice-wise polynomial $(X P)$ if any instance $(I, k)$ of $\Pi$ is solvable in $f(k) \cdot|I|^{g(k)}$ time, where $f$ and $g$ are arbitrary functions of $k$. Parameterized Complexity also provides methods to show that a problem is unlikely to be FPT. Here, the concept of W-hardness replaces the one of NP-hardness. For more information, we refer the reader to the book [4].

Essentially tight conditional lower bounds for the running times of parameterized algorithms often rely on the Exponential-Time Hypothesis (ETH), the Strong ETH (SETH) and the Set Cover Conjecture. To formalize the statements of ETH and SETH, recall that given a formula $\varphi$ in conjuctive normal form (CNF) with $n$ variables and $m$ clauses, the task of CNF-SAT is to decide whether there is a truth assignment to the variables that satisfies $\varphi$. In the $p$-CNF-SAT problem, each clause is restricted to have at most $p$ literals. First, ETH asserts that 3 -CNF-SAT cannot be solved in $O\left(2^{o(n)}\right)$ time. Second, SETH asserts that for every fixed $\epsilon<1$, there exists a (large) integer $p=p(\epsilon)$ such that $p$-CNF-SAT cannot be solved in $O\left((2-\epsilon)^{n}\right)$ time. Moreover, the Set Cover Conjecture states that for every fixed $\epsilon<1$ Set Cover cannot be solved in $O\left((2-\epsilon)^{n}\right)$ time where $n$ is the size of the universe.

Let $P$ and $Q$ be two parameterized problems. A compression (or compression algorithm for $P$ is a polynomial-time procedure that, given an instance $(x, k)$ of $P$, outputs an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ of $Q$ where $\left|x^{\prime}\right|, k^{\prime} \leq f(k)$ for some computable function $f$. Then, we say that $P$ admits a compression of size $f(k)$. When $P=Q$, compression is called kernelization.

When a problem is parameterized by the solution size $k$, the concept of parameterized approximation must be clarified (given that we then deal with a decision problem). Here, the objective becomes the following where the sought approximation ratio is some $\alpha$ : If there exists a solution of size at most $k$, then we seek an $\alpha$-approximate solution; else, we can output any solution. Of course, we do not know (as part of the input) which case is true.

## 3 Parameter: Treewidth

We will use a translation of (Weighted) Dominating Set into two instances of an easier problem, to attain a 2-approximation algorithm for (Weighted) Dominating Set.

- Theorem 4. The Weighted Dominating Set problem parameterized by tw admits a 2-approximation $O\left(\sqrt{6}^{\mathrm{tw}} \cdot \mathrm{tw}^{O(1)} \cdot n\right)$-time algorithm.

Towards the proof of this theorem, we first define the easier problem that we aim to solve.

- Definition 5 (Half-Width Domination). In the Weighted Half-Width Domination problem, the input consists of a graph $G$, a vertex-weight function $w: V(G) \rightarrow \mathbb{N}$, a nice tree decomposition $\mathcal{T}=(T, \beta)$ of $G$ of width tw , and a subset $D \subseteq V(G)$ such that for every $x \in V(T),|\beta(x) \cap D| \leq \frac{\mathrm{tw}}{2}+O(1)$. The objective is to compute a subset $S \subseteq V(G)$ of minimum weight that dominates $D$.

We would have liked to call the algorithm in the following proposition in order to directly solve the Weighted Half-Width Domination problem.

- Proposition 6 ([4]). The Weighted Dominating Set problem admits an $O\left(3^{\text {tw }} \cdot n\right)$-time algorithm.

Unfortunately, we cannot use it in a black-box manner - we need to modify the dynamic programming table used in the proof. Intuitively, we let vertices outside $D$ correspond to two states (chosen, not chosen) instead of three (chosen, not chosen and dominated, not chosen and not dominated). This is done in the following lemma.

- Lemma 7. The Weighted Half-Width Domination problem admits an $O\left(\sqrt{6}^{\mathrm{tw}}\right.$. $\left.\mathrm{tw}^{O(1)} \cdot n\right)$-time algorithm.

Proof. We first describe the algorithm. Let $(G, w, D, \mathcal{T}=(T, \beta)$ be the give input. We use dynamic programming, and start with the formal definition of the table, denoted by $\mathfrak{M}$. For every $x \in V(T)$, partition $(X, Y)$ of $\beta(x) \backslash D$ and partition $\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)$ of $\beta(x) \cap D$, we have a table entry $\mathfrak{M}\left[x,(X, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]$. The order of the computation is done by postorder on $T$ (where the order of computation of entries with the same first argument is arbitrary). Then, the basis corresponds to the case where $x$ is a leaf. In this case, we initialize $\mathfrak{M}[x,(\emptyset, \emptyset),(\emptyset, \emptyset, \emptyset)]=0$. Now, suppose that $x$ is not a leaf. Then, we use the following recursive formulas:

1. In case $x$ is of type Forget, let $y$ be its child and $v \in \beta(y) \backslash \beta(x)$. Then, we compute $\mathfrak{M}\left[x,(X, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]:$
= If $v \in D$, then we take $\min \left\{\mathfrak{M}\left[y,(X, Y),\left(\widehat{X} \cup\{v\}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right], \mathfrak{M}\left[y,(X, Y),\left(\widehat{X}, \widehat{Y}_{1} \cup\right.\right.\right.$ $\left.\left.\left.\{v\}, \widehat{Y}_{2}\right)\right]\right\}$.

- Else, we take $\min \left\{\mathfrak{M}\left[y,(X \cup\{v\}, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right], \mathfrak{M}\left[y,(X, Y \cup\{v\}),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]\right\}$.

2. In case $x$ is of type Introduce, let $y$ be its child and $v \in \beta(x) \backslash \beta(y)$. Then, we compute $\mathfrak{M}\left[x,(X, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]:$

- If $v \in X \cup \widehat{X}$, then we take $\mathfrak{M}\left[y,(X \backslash\{v\}, Y),\left(\widehat{X} \backslash\{v\}, \widehat{Y}_{1} \backslash N_{G}(v), \widehat{Y}_{2} \cup\left(\widehat{Y}_{1} \cap N_{G}(v)\right)\right)\right]+$ $w(v)$.
- Else, if $v \in Y \cup \widehat{Y}_{2}$, then we take $\mathfrak{M}\left[y,(X, Y \backslash\{v\}),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2} \backslash\{v\}\right)\right]$.
= Else, if $v \in N_{G}(X \cup \widehat{X})$, then we take $\mathfrak{M}\left[y,(X, Y),\left(\widehat{X}, \widehat{Y}_{1} \backslash\{v\}, \widehat{Y}_{2}\right)\right]$.
- Else, we take $\infty$.

3. In case $x$ is of type Join, let $y$ and $z$ be its children. Then, $\mathfrak{M}\left[x,(X, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]$ equals:

$$
\begin{aligned}
& \quad \min _{\left(Y_{1}^{y}, Y_{1}^{z}\right) \text { partition of } \widehat{Y_{1}}}\left\{\mathfrak{M}\left[y,(X, Y),\left(\widehat{X}, Y_{1}^{y}, \widehat{Y}_{2} \cup\left(\widehat{Y}_{1} \backslash Y_{1}^{y}\right)\right)\right]+\mathfrak{M}\left[z,(X, Y),\left(\widehat{X}, Y_{1}^{z}, \widehat{Y}_{2} \cup\left(\widehat{Y}_{1} \backslash Y_{1}^{z}\right)\right)\right]\right\} \\
& \quad-w(X \cup \widehat{X}) .
\end{aligned}
$$

Eventually, the algorithm returns the weight stored in $M[\operatorname{root}(T),(\emptyset, \emptyset),(\emptyset, \emptyset, \emptyset)]$, where the matching itself can be retrieved by backtracking its computation (specifically, collecting the vertices inserted into $X \cup \widehat{X})$.

Because for every $x \in V(T),|\beta(x) \cap D| \leq \frac{\mathrm{tw}}{2}+O(1)$, and $|V(T)| \leq O\left(\mathrm{tw}^{O(1)} \cdot n\right)$, we derive that the size of $\mathfrak{M}$ is $O\left(2^{\frac{\mathrm{tw}}{2}} \cdot 3^{\frac{\mathrm{tw}}{2}} \cdot \mathrm{tw}^{O(1)} \cdot n\right)=O\left(\sqrt{6}^{\mathrm{tw}} \cdot \mathrm{tw}^{O(1)} \cdot n\right)$. So, clearly, the computation of all entries corresponding to leaves, Forget nodes and Introduce nodes can be done within this time bound. The computation of all Join nodes can also be done within this time bound by the use of fast subset convolution in the exact same manner as it is done for the known exact algorithm for Weighted Dominating Set parameterized by tw (see Section 11.1 in [4]).

Correctness can be proved by straightforward induction on the order of the computation (following the same lines as for the exact algorithm for Weighted Dominating Set parameterized by tw).
$\triangleright$ Claim 8. Every entry $\mathfrak{M}\left[x,(X, Y),\left(\widehat{X}, \widehat{Y}_{1}, \widehat{Y}_{2}\right)\right]$ stores the minimum weight of a dominating set $S$ of $G[\gamma(x)]$ that satisfies:

- $S \cap \beta(x)=X \cup \widehat{X}$.
- $S$ dominated $\widehat{Y}_{1}$.

If such a matching does not exist, then the entry stores $\infty$.
This completes the proof.
For the proof of Theorem 4, we also need the following result.

- Proposition 9 ([17], Corollary). There exists an $O(n \cdot \mathrm{tw})$-time algorithm that, given a graph $G$ and a tree decomposition $\mathcal{T}=(T, \beta)$ of $G$ of width tw , outputs a partition $\left(V_{1}, V_{2}\right)$ of $V(G)$ such that for every $i \in\{1,2\}$ and $x \in V(T),\left|\beta(x) \cap V_{i}\right| \leq \frac{\mathrm{tw}}{2}+O(1)$.

We proceed with the following immediate observation.

- Observation 10. Let $(G, w)$ be an instance of Weighted Dominating Set, and let $D \subseteq V(G)$. Then,

1. Any dominating set $S \subseteq V(G)$ of $G$ dominates both $D$ and $V(G) \backslash D$
2. Let $S_{1} \subseteq V(G)$ dominate $D$, and $S_{2} \subseteq V(G)$ dominate $V(G) \backslash D$. Then, $S_{1} \cup S_{2}$ is a dominating set of $G$.

Now, we are ready to conclude the correctness of Theorem 4.
Proof of Theorem 4. We first describe the algorithm. Let $(G, w, \mathcal{T})$ be an instance of Weighted Dominating Set parameterized by tw. Due to Proposition 3, we can suppose that $\mathcal{T}$ is nice. First, we call the algorithm of Proposition 9 with $(G, w, \mathcal{T})$ as input, and let $\left(V_{1}, V_{2}\right)$ denote its outputs. Then, we call the algorithm of Lemma 7 twice, once with $\left(G, w, \mathcal{T}, V_{1}\right)$ as input and once with $\left(G, w, \mathcal{T}, V_{2}\right)$ as input, and let $S_{1}$ and $S_{2}$ denote their outputs. We return $S=S_{1} \cup S_{2}$.

Clearly, due to Proposition 9 and Lemma 7, the algorithm runs in $O\left(\sqrt{6}^{\mathrm{tw}} \cdot \mathrm{tw}^{O(1)} \cdot n\right)$ time. For correctness, first note that due to the second item in Observation 10, the output set $S$ is a dominating set of $G$. Moreover, due to the first item in Observation 10, the optimums of $\left(G, w, \mathcal{T}, V_{1}\right)$ and $\left(G, w, \mathcal{T}, V_{1}\right)$ as instances of Weighted Half-Width Domination are both bounded from above by the optimum of $(G, w, \mathcal{T})$ as an instance of Weighted Dominating Set. Hence, both of $w\left(S_{1}\right), w\left(S_{2}\right)$ are bounded from above by the optimum of $(G, w, \mathcal{T})$ as an instance of Weighted Dominating Set, which implies that $w(S)$ is bounded from above by twice the optimum of $(G, w, \mathcal{T})$ as an instance of Weighted Dominating SET. This completes the proof.

## 4 Parameter: Size of Vertex Modulator to Constant Treewidth

Similarly to the proof in Section 3, will use a translation of an instance of (Weighted) Dominating Set into two instances of two easier problems, to attain a 2 -approximation algorithm for (Weighted) Dominating Set. Here, however, the translation is somewhat different.

- Theorem 11. For any fixed constant $d \geq 1$, the Weighted Dominating Set problem parameterized by $\mathrm{tw}_{d}$ admits a 2-approximation $O\left(2^{\mathrm{tw}} \cdot n\right)$-time algorithm.

Towards the proof of this theorem, we first define the two easier problems that we will aim to solve.

- Definition 12 (Modulator Domination). Let $d \in \mathbb{N} \cup\{0\}$. In the Weighted $d$-Modulator Domination problem, the input consists of a graph $G$, a vertex-weight function $w: V(G) \rightarrow$ $\mathbb{N}$, and a subset $M \subseteq V(G)$ such that the treewidth of $G-M$ is at most d. The objective is to compute a subset $S \subseteq V(G)$ of minimum weight that dominates $M$.
- Definition 13 (Decomposition Domination). Let $d \in \mathbb{N} \cup\{0\}$. In the Weighted $d$ Decomposition Domination problem, the input consists of a graph $G$, a vertex-weight function $w: V(G) \rightarrow \mathbb{N}$, and a subset $M \subseteq V(G)$ such that the treewidth of $G-M$ is at most d. The objective is to compute a subset $S \subseteq V(G)$ of minimum weight that dominates $V(G) \backslash M$.

To reuse the result for Modulator Domination in Section 5, we require a slight generalization of the problem, defined as follows.

- Definition 14 (Generalized Modulator Domination). Let $d \in \mathbb{N} \cup\{0\}$. In the Generalized Weighted $d$-Modulator Domination problem, the input consists of a graph $G$, a vertexweight function $w: V(G) \rightarrow \mathbb{N}$, and a subset $M \subseteq V(G)$ such that the treewidth of $G-M$ is at most d. The objective is to compute, for every subset $A \subseteq M$, a subset $S_{A} \subseteq V(G)$ of minimum weight that dominates $A$.

Next, we present our algorithms for Generalized Weighted $d$-Modulator Domination and Weighted $d$-Decomposition Domination. For the Generalized Weighted $d$-Modulator Domination problem, we will use the following result.

- Proposition 15 ([4], Implicit). The Generalized Weighted Set Cover problem admits an $O\left(2^{n} \cdot m\right)$-time algorithm, where $n$ is the size of the universe and $m$ is the size of the set-family.
- Lemma 16. The Generalized Weighted $d$-Modulator Domination problem admits an $O\left(2^{|M|} \cdot n\right)$-time algorithm.

Proof. We first describe the algorithm. Let $(G, w, M)$ be an instance of the Generalized Weighted $d$-Modulator Domination problem. Then, we construct an instance ( $U, \mathcal{F}, w^{\prime}$ ) of Generalized Weighted Set Cover as follows:

- $U=M$.
- $\mathcal{F}=\{N[v] \cap M: v \in V(G)\}$.
- For every $F \in \mathcal{F}$, let $v_{F}$ be a vertex of minimum weight among the vertices $v \in V(G)$ that satisfy $F=N[v] \cap M$, and define $w^{\prime}(F)=w\left(v_{F}\right)$.
We call the algorithm of Proposition 15 with $\left(U, \mathcal{F}, w^{\prime}\right)$ as input, and, for every $A \subseteq U$, let $\mathcal{S}_{A}$ be its output. Then, for every $A \subseteq M$, we return $S_{A}=\left\{v_{F}: F \in \mathcal{S}_{A}\right\}$.

Clearly, due to Proposition 15, the algorithm runs in $O\left(2^{|M|} \cdot n\right)$ time. For correctness, consider some $A \subseteq M$. Observe that, on the one hand, if $B \subseteq V(G)$ dominates $A$, then $\mathcal{B}=\{N[v] \cap A: v \in B\} \subseteq \mathcal{F}$ covers $A$ and $w(B) \geq w^{\prime}(B)$. On the other hand, if $\mathcal{B} \subseteq \mathcal{F}$ covers $A$, then $B=\left\{v_{F}: F \in \mathcal{A}\right\} \subseteq V(G)$ dominates $A$, and $w^{\prime}(\mathcal{B})=w(B)$. This completes the proof.

For the Weighted $d$-Decomposition Domination problem, we will use Proposition 6 and the following result.

- Proposition 17 ([2]). There exists an algorithm that, given a graph G, outputs a tree decomposition of $G$ of width $t=\operatorname{tw}(G)$ in $t^{O\left(t^{3}\right)} \cdot n$ time.
- Lemma 18. The Weighted $d$-Decomposition Domination problem admits an $O\left(2^{|M|}\right.$. n)-time algorithm.

Proof. We first describe the algorithm. Let $(G, w, M)$ be an instance of the Weighted $d$-Decomposition Domination problem. Then, for every subset $L \subseteq M$, we construct an instance $I_{L}=\left(G_{L}, w_{L}, \mathcal{T}_{L}\right)$ of Weighted Dominating Set parameterized by tw as follows: - Let $V\left(G_{L}\right)=(V(G) \backslash M) \cup\{x\}$ for $x \notin V(G)$, and $E\left(G_{L}\right)=E(G-M) \cup\{\{x, v\}: v \in$ $\left.N_{G}(L) \backslash M\right\}$. That is, we construct $G_{L}$ from $G$ by removing the vertices in $M$ and the edges incident to them, and adding a new vertex $x$ adjacent to all of the vertices in $N_{G}(L) \backslash M$.

- For every $v \in V\left(G_{L}\right)$, define $w_{L}(v)=w(v)$ if $v \in V(G) \backslash M$, and $w_{L}(v)=w(L)$ otherwise (for $v=x$ ).
- Use the algorithm of Proposition 17 with $G_{L}$ as input, and let $\mathcal{T}_{L}$ be its output.

Let $\mathcal{I}=\left\{I_{L}: L \subseteq M\right\}$. For every $I_{L} \in \mathcal{I}$, we call the algorithm of Proposition 6 with $I_{L}$ as input, let $S_{L}^{\prime}$ be its output, and define $S_{L}$ as $S_{L}^{\prime}$ if $x \notin S_{L}^{\prime}$ and $S_{L}^{\prime} \cup L$ otherwise. Let $\mathcal{S}=\left\{S_{L}: L \subseteq M\right\}$. Then, we return the set $S$ of minimum-weight with respect to $w$ among the sets in $\mathcal{S}$.

For the time complexity analysis, observe that $|\mathcal{I}|=2^{|M|}$. Moreover, observe that for every $L \subseteq M, \operatorname{tw}\left(G_{L}\right) \leq \operatorname{tw}(G-M)+1 \leq d+1$; hence, each call to the algorithm of Proposition 17 runs in $(d+1)^{O\left((d+1)^{d+1}\right)} \cdot\left|V\left(G_{L}\right)\right| \leq O(n)$ time, and each call to the algorithm of Proposition 6 runs in $O\left(3^{d+1} \cdot\left|V\left(G_{L}\right)\right|\right) \leq O(n)$ time. Thus, the total running time of our algorithm is $O\left(2^{|M|} \cdot n\right)$.

Now, we turn to consider the correctness of the algorithm. To this end, consider some subset $L \subseteq M$. On the one hand, consider some subset $A \subseteq V(G)$ that satisfies $A \cap M=L$ and $A$ dominates $V(G) \backslash M$. Let $A^{\prime}=(A \backslash M) \cup\{x\}$. Then, $A \backslash M$ dominates $V\left(G_{L}\right) \backslash N_{G}(L)$ and $x$ dominates $N_{G}(L)$, hence $A^{\prime}$ dominates $V\left(G_{L}\right)$, and our definition of $w_{L}$ directly implies that $w(A)=w_{L}\left(A^{\prime}\right)$. On the other hand, consider some subset $A^{\prime} \subset V\left(G_{L}\right)$ that dominates $V\left(G_{L}\right)$. Then, define $A$ as $A^{\prime}$ if $x \notin A^{\prime}$ and $A^{\prime} \cup L$ otherwise. So, it is easy to see that $A$ dominates $V(G) \backslash M$ and $w_{L}\left(A^{\prime}\right)=w(A)$.

We conclude that, on the one hand, if $A \subseteq V(G)$ dominates $M$, then, for $L=A \cap M$, a minimum-weight dominating set of $G_{L}$ with respect to $w_{L}$ is of weight $w(A)$. So, the output dominating set cannot have weight larger than $w(A)$. On the other hand, for every $L \subseteq M$, the minimum weight of a dominating set of $G_{L}$ with respect to $w_{L}$ is bounded from below by the minimum weight of a dominating set of $G$ with respect to $w$. So, obviously, the output dominating set cannot have weight larger than the minimum one. This completes the proof.

Now, we are ready to conclude the correctness of Theorem 11.
Proof of Theorem 11. We first describe the algorithm. Let $(G, w, M)$ be an instance of Weighted Dominating Set parameterized by $\mathrm{tw}_{d}$. Then, we call the algorithms of Lemmas 16 and 18 with $(G, w, M)$ as input, and let $S_{1}$ and $S_{2}$ denote their outputs. We return $S=S_{1} \cup S_{2}$.

Clearly, due to Lemmas 16 and 18, and since $|M|=\mathrm{tw}_{d}$, the algorithm runs in $O\left(2^{\mathrm{tw}_{d}} \cdot n\right)$ time. For correctness, first note that due to the second item in Observation 10, the output set $S$ is a dominating set of $G$. Moreover, due to the first item in Observation 10, the optimum of $(G, w, M)$ as an instance of Weighted $d$-Modulator Domination (or Weighted $d$-Decomposition Domination) is bounded from above by the optimum of $(G, w, M)$ as an instance of Weighted Dominating Set. Hence, both of $w\left(S_{1}\right), w\left(S_{2}\right)$ are bounded from above by the optimum of $(G, w, M)$ as an instance of Weighted Dominating Set, which implies that $w(S)$ is bounded from above by twice the optimum of $(G, w, M)$ as an instance of Weighted Dominating Set. This completes the proof.

## 5 Parameter: Vertex Cover Number

In this section, we prove that in the case of $\mathrm{vc}=\mathrm{tw}_{0}$, we can attain an exact algorithm with the same running time as in Theorem 11.

- Theorem 19. The Weighted Dominating Set problem parameterized by vc admits a $O\left(2^{\mathrm{vc}} \cdot n\right)$-time algorithm.

Proof. We suppose that the input also consists of a subset $M \subseteq V(G)$ that is a vertex cover of $G$ of size vc, since such a subset can be easily computed in $O\left(2^{v c} \cdot n\right)$ time [8, 4]. Now, we describe the algorithm. Let $(G, w, M)$ be an instance of Weighted Dominating Set parametrized by vc. We perform the following steps:

1. Call the algorithm of Lemma 16 with $(G, w, M)$ as input of Weighted 0-Modulator Domination. Let $\left\{\widetilde{S}_{A}: A \subseteq M\right\}$ be its output.
2. For every $A \subseteq M$ :
a. Let $\widehat{S}_{A}=A \cup\left(V(G) \backslash\left(N_{G}(A) \cup M\right)\right)$. That is, $\widehat{S}_{A}$ is the union of $A$ and the set of vertices in the independent set $V(G) \backslash M$ that are not dominated by the vertices in $A$.
b. Let $S_{A}=\widehat{S}_{A} \cup \widetilde{S}_{M \backslash N_{G}\left[\widehat{S}_{A}\right]}$. Notice that $M \backslash N_{G}\left[\widehat{S}_{A}\right]$ is the set of vertices in $M$ that are not dominated by the vertices in $\widehat{S}_{A}$.
3. Return the set $S$ of minimum weight among the sets in $\left\{S_{A}: A \subseteq M\right\}$.

Clearly, due to Lemma 16, the algorithm runs in $O\left(2^{\text {vc }} \cdot n\right)$ time. Moreover, it is clear that the output set $S$ is a dominating set of $G$. So, it remains to show that $S$ is of minimum weight among all dominating sets of $G$. To this end, let $S^{\star}$ be a dominating set of $G$ of minimum weight. Consider the iteration of the algorithm that corresponds to $A^{\star}=S^{\star} \cap U$. Notice that, since $S^{\star}$ dominates $V(G) \backslash M$ which is an independent set, it must hold that $V(G) \backslash\left(N_{G}\left(A^{\star}\right) \cup M\right) \subseteq S^{\star}$. So, $\widehat{S}_{A^{\star}} \subseteq S^{\star}$. Further, since $S^{\star}$ dominates $M \backslash N_{G}\left[\widehat{S}_{A^{\star}}\right]$, we have that $S^{\star} \backslash \widehat{S}_{A^{\star}}$ dominates $M \backslash \bar{N}_{G}\left[\widehat{S}_{A^{\star}}\right]$. By the correctness of the algorithm of Lemma 16, this implies that $w\left(\widetilde{S}_{M \backslash N_{G}\left[\widehat{S}_{A^{\star}}\right]}\right) \leq w\left(S^{\star} \backslash \widehat{S}_{A^{\star}}\right)$. Thus, we conclude that $w(S) \leq w\left(S_{A^{\star}}\right) \leq w\left(S^{\star}\right)$.

Additionally, we observe that the time complexity in Theorem 11 is tight. Due to lack of space, the proof is deferred to the full version of this paper.

- Observation 20. Under any of the SETH and the Set Cover Conjecture, the Dominating SET problem parameterized by vc cannot be solved in $O\left((2-\epsilon)^{\text {vc }} \cdot n\right)$ time for any fixed $\epsilon>0$.


## 6 Parameter: Feedback Edge Set Number: FPT Algorithm

In this section, we first prove a combinatorial result (stated in Lemma 22). In particular, this result implies a parameterized algorithm where the basis of the exponent is smaller than 3 (stated in Theorem 29). For our combinatorial result, we will use the following proposition.

- Proposition 21 ([3]). The treewidth of a cactus is at most 2.
- Lemma 22. For any graph $G, \operatorname{tw}_{2}(G) \leq \frac{\mathrm{fes}(G)}{2}$. Moreover, there exists an algorithm that, given a graph $G$, outputs a subset $M \subseteq V(G)$ such that $|M| \leq \frac{\mathrm{fes}(G)}{2}$ and $\mathrm{tw}(G-M) \leq 2$ in $O($ fes $(G)+n)$ time.

The idea behind the algorithm presented in the proof is quite simple (though, perhaps, if we did not demand it to run in $O(\mathrm{fes}(G)+n)$ time, it could have been further simplified). Specifically, we scan a depth-first search (DFS) tree $T$ of $G$ from top to bottom. For each vertex that we remove (and insert into $M$ ), we aim to argue that at least two edges in $F=E(G) \backslash E(T)$ have become "irrelevant" - that is, not part of any cycle. To identify which vertices to remove, we maintain a variable $e$, which stores an edge from $F$ whose "top" is above (or equal to) and whose "bottom" is below (or equal to) the vertex currently under consideration, and, most importantly, which is still "relevant". When no such edge exists, it stores nil. In particular, we notice two situations where we can (and it suffices) to remove a vertex: first, when it is the top of two edges from $F$, and second, when it is the top of an edge from $F$ and $e$ is some other edge from $F$. We now proceed to present the formal description of the algorithm and its proof.

## 31:12 Sidestepping Barriers for Dominating Set in Parameterized Complexity

Proof of Lemma 22. To describe the algorithm, let $G$ be a graph. Without loss of generality, we suppose that $G$ is connected, else we can consider each of its connected components separately. We compute a DFS tree $T$ of $G$. Let $F=E(G) \backslash E(T)$, and note that $|F|=\mathrm{fes}(G)$. Given an edge $e \in F$, we refer to the top and bottom of $e$ as the endpoint of $e$ that is closer to the root of $T$ and the other endpoint of $e$, respectively. (Since $T$ is a depth-first search tree, the terms top and bottom are uniquely defined.)

Initialize $M=\emptyset$ and $e=$ nil. For every $v \in V(T)$ where $T$ is traversed in preorder, we perform the following computation:

1. If $v$ is the bottom of $e$ (in this case, $e \neq$ nil), update $e=$ nil.
2. If $v$ is not the top of any edge in $F$, we proceed to the next iteration.
3. If either $v$ is the top of at least two edges in $F$ or $e \neq$ nil, then:
a. Insert $v$ into $M$.
b. Update $e=$ nil.
c. Proceed to the next iteration.
4. Update $e$ to be the edge in $F$ whose top is $v$, and prioritize the preorder traversal to first visit the vertices on the subpath of $T$ from $v$ to the bottom of $e$. (In case a previous prioritization exists, override it.)

At the end, we return the set $M$.
Clearly, the algorithm runs in $O(n+m)=O(\mathrm{fes}(G)+n)$ time.
We now turn to consider the correctness of the algorithm. Towards that, we define the following terminology. Given an edge $e \in F$, let the span of $e$ be the subpath of $T$ from the top to bottom of $e$, and let the truncated span of $e$ be the subpath that results from the removal of the bottom of $e$ from the span of $e$. We say that two distinct edges $e, e^{\prime} \in F$ have a conflict if the top of one of them belongs to truncated span of the other. Given an edge $e \in F$ and a subset $M \subseteq V(G)$, we say that $e$ is active in $M$ if $G-M$ contains a cycle that traverses $e$. Observe that all of the edges in $F$ are active in $\emptyset$.

Towards the proof of our main inductive claim, we present the following claim.
$\triangleright$ Claim 23. Let $C$ be a cycle in $G, e \in E(C) \cap F$, and suppose that $C$ is not the cycle formed by $e$ and its span. Then, $C$ contains an edge $e^{\prime} \in F \backslash\{e\}$ that has a conflict with $e$, and whose top is either the top of $e$ or an ancestor of it.

Proof. Let $t$ and $b$ be the top and bottom of $e$, respectively. Targeting a contradiction, we assume that $C$ does not contain an edge $e^{\prime} \in F \backslash\{e\}$ that has a conflict with $e$, and whose top is either $t$ or an ancestor of $t$. Let $P$ denote the subpath of $C$ between $t$ and $b$ that does not contain $e$. Due to our assumption, this path cannot contain an edge between $t$ or an ancestor of $t$ and a descendant of $t$, with the exception of the edge between $t$ and its children in $T$, because such an edge must belong to $F$ and have a conflict with $e$. Due to this, and because $T$ is a depth-first tree, $P$ cannot contain an edge between a vertex that is not a descendant of $t$ and a descendant of $t$, with the exception of the edge between $t$ and its child that belongs to the span of $e$, which we denote by $c$. So far, we conclude that $P$ does not contain any ancestor of $t$ and that it contains the edge $\{t, c\}$. However, again, because $T$ is a depth-first tree, $P$ also cannot contain an edge between a vertex that is a descendant of a vertex, say, $x$, that belongs to the span of $e$ and a vertex that is neither $x$ nor an ancestor of $x$. In turn, this implies that $P$ is equal to the span of $e$, which is a contradiction to the supposition of the claim that $C$ is not the cycle formed by $e$ and its span.

Now, we are ready to present our main inductive argument.
$\triangleright$ Claim 24. Consider an iteration of the preorder traversal. Let $M^{\prime}$ be the set $M$ at the end of this iteration. Let $e^{\prime}$ denote the value of $e$ at the end of this iteration. Let $v$ be the vertex traversed in this iteration. Then:

1. The set $M^{\prime}$ does not contain any descendant of $v$.
2. There do not exist two edges in $F$ that are active in $M^{\prime}$, have a conflict and the top of each one of them is either $v$ or an ancestor of $v$ in $T$.
3. If $e^{\prime}=$ nil, then there does not exist an edge in $F$ that is active in $M^{\prime}$ and such that $v$ belongs to the truncated span of that edge.
4. If $e^{\prime} \neq$ nil, then: (i) $v$ belongs to the truncated span of $e^{\prime}$; (ii) there does not exist an edge in $F$ other than $e^{\prime}$ that is active in $M^{\prime}$ and such that $v$ belongs to the truncated span of that edge; (iii) $M^{\prime}$ does not contain any vertex from the span of $e^{\prime}$. (In particular due to item 1 and (iii), $e^{\prime}$ is active, and this is witnessed by the cycle formed by $e^{\prime}$ and its span.)

Proof. We use induction on the preorder traversal. Consider the first iteration, where $v$ is the root of $T$ and, hence, the only edges in $F$ such that $v$ belongs to their span are those that have $v$ as their top. Then, all of the items in the claim directly follow from the pseudocode.

Now, consider an iteration that is not the first, and suppose that the claim is correct up to this iteration. By the inductive hypothesis (item 1) and the pseudocode, it should be clear that item 1 of the claim holds. Let $M^{\prime \prime}$ and $e^{\prime \prime}$ denote the values of $M$ and $e$ at the beginning of the iteration. Let $u$ be the parent of $v$ in $T$. By the inductive hypothesis (item 2), there do not exist two edges in $F$ that are active in $M^{\prime \prime}$, have a conflict and the top of each one of them is an ancestor of $u$ in $T$. Yet, to prove item 2 of the claim, we still need to argue that there do not exist two edges in $F$ that are active in $M^{\prime}$, have a conflict, the top of one of them is $v$, and the top of the other is either $v$ or an ancestor of $v$. Note that if there exist two such edges, then $v$ belongs to the truncated span of both of these edges. We consider the two following cases.

- First, suppose that $e^{\prime \prime}=$ nil. Then, by the inductive hypothesis (item 3), there does not exist an edge in $F$ that is active in $M^{\prime \prime}$ and such that $u$ belongs to the truncated span of that edge. So, the only edges that are active in $M^{\prime \prime}$ and such that $v$ belongs to their span are those that have $v$ as their top. If $v$ is not the top of any edge in $F$, then $e^{\prime}=$ nil, $M^{\prime}=M^{\prime \prime}$, and items 2 and 3 of the claim follow. If $v$ is the top of at least two edges in $F$, then $e^{\prime}=$ nil, $M^{\prime}=M^{\prime \prime} \cup\{v\}$ (so, these edges are non-active in $M^{\prime}$ ), and items 2 and 3 of the claim follow. If $v$ is the top of exactly one edge in $F$, then this edge is $e^{\prime}$ (and $M^{\prime}=M^{\prime \prime}$ ), and, hence, items 2 and 4 of the claim follow.
- Second, suppose that $e^{\prime \prime} \neq$ nil. Then, by the inductive hypothesis (item 4), $u$ belongs to the truncated span of $e^{\prime \prime}$, there does not exist an edge in $F$ other than $e^{\prime \prime}$ that is active in $M^{\prime \prime}$ and such that $u$ belongs to the truncated span of that edge, and $M^{\prime \prime}$ does not contain any vertex from the span of $e^{\prime \prime}$. We further consider the three following sub-cases:

1. First, suppose that $v$ is the bottom of $e^{\prime \prime}$. This implies that the only edges that are active in $M^{\prime \prime}$ and such that $v$ belongs to their span are those that have $v$ as their top. Then, $e$ is updated to be nil in the first step of the iteration, and the proof proceeds as in the first case.
2. Second, suppose that $v$ is neither the bottom of $e^{\prime \prime}$ nor the top of any edge in $F$. This implies that $v$ belongs to the truncated span of $e^{\prime \prime}$, and that there does not exist an edge in $F$ other than $e^{\prime \prime}$ that is active in $M^{\prime \prime}$ and such that $v$ belongs to the span of that edge. As $e^{\prime}=e^{\prime \prime}$ and $M^{\prime}=M^{\prime \prime}$, items 2 and 4 of the claim follow.
3. Third, suppose that $v$ is not the bottom of $e^{\prime \prime}$, and that $v$ is the top of at least one edge in $F$. Then, $e^{\prime}=$ nil and $M^{\prime}=M^{\prime \prime} \cup\{v\}$. Hence, there does not exist an edge in $F$ that is active in $M^{\prime}$ and has $v$ as its top. Hence, item 2 of the claim follows, and to complete the proof of item 4 of the claim, it suffices to show that $e^{\prime \prime}$ is non-active in $M^{\prime}$.

Targeting a contradiction, suppose that $e^{\prime \prime}$ is active in $M^{\prime}$, and let $t$ and $b$ denote its top and bottom, respectively. Then, there exists a cycle $C$ in $G-M^{\prime}$ that contains $e^{\prime \prime}$. In particular, there exists a path $P$ in $G-M^{\prime}$ between $t$ and $b$ that does not contain $e^{\prime \prime}$. Due to Claim 23, if $P$ is not equal to the span of $e^{\prime \prime}$, then $C$ contains an edge $\widehat{e} \in F \backslash\left\{e^{\prime \prime}\right\}$ that has a conflict with $e^{\prime \prime}$ and whose top is either $t$ or an ancestor of $t$, and because this edge belongs to $C$ (which exists in $G-M^{\prime}$ ), it must be active in $M^{\prime}$; however, this is a contradiction to item 2 of the claim. Thus, $P$ is equal to the span of $e^{\prime \prime}$, which is a contradiction, since $v$ belongs to this span as well as to $M^{\prime}$. So, $e^{\prime \prime}$ is non-active in $M^{\prime}$.
This completes the proof.
We proceed to prove the following claim, which will imply the desired bound the size of $M$.
$\triangleright$ Claim 25. Consider an iteration of the preorder traversal. Let $M^{\prime}$ be the set $M$ at the end of this iteration. Suppose that in this iteration, the vertex $v$ was inserted into $M^{\prime}$. Then, there exist two distinct edges in $F$ that are active in $M^{\prime} \backslash\{v\}$ but are non-active in $M^{\prime}$.

Proof. Let $e^{\prime \prime}$ denote the value of $e$ at the start of this iteration. Then, one of the two following cases holds.

Case I. Suppose that $v$ is the top of at least two edges in $F$, say, $e_{1}^{v}$ and $e_{2}^{v}$. Then, due to item 1 of Claim 24, both of these edges are active in $M^{\prime} \backslash\{v\}$ (witnesses by the cycles formed by these edges and their spans). However, both of these edges clearly become non-active in $M^{\prime}$.

Case II. Suppose that $e^{\prime \prime} \neq$ nil and $v$ is the top of exactly one edge in $F$, denoted by $e^{v}$. Note that $e^{\prime \prime} \neq e^{v}$, since the value of $e$ is updated when its top is traversed (and $v$ is only being traversed in the current iteration, after $e$ already holds $e^{\prime \prime}$ ). As in Case I, $e^{v}$ is active in $M^{\prime} \backslash\{v\}$ but becomes non-active in $M^{\prime}$. By item 4 of Claim 24 with respect to the previous iteration, $e^{\prime \prime}$ is active in $M^{\prime} \backslash\{v\}$, and by the same item with respect to the current iteration, $e^{\prime \prime}$ is non-active in $M^{\prime}$.

In either case, we conclude that the claim holds.
In particular, from Claim 25 we conclude that $|M| \leq \frac{|F|}{2}=\frac{\text { fes }(G)}{2}$. (For every vertex inserted into $M$, at least two edges in $F$ that are active at that moment become non-active, and they never become active again later).

In order to bound the treewidth of $G-M$, we turn to prove several additional claims.
$\triangleright$ Claim 26. Let $X \subseteq V(G)$. Then, $\{e \in F: e$ is active in $X\}$ is a feedback edge set of $G-X$.

Proof. The claims directly follows from the definition of active edges, and because $F$ is a feedback edge set of $G$.
$\triangleright$ Claim 27. Let $X \subseteq V(G)$. Let $C, C^{\prime}$ be two distinct cycles in $G-X$ that have at least two vertices in common. Then, there exist two distinct edges $e, e^{\prime} \in F$ that are active in $X$ and have a conflict.

Proof. By Claim 23 and since $C, C^{\prime}$ belong to $G-X$, we can assume that $C$ and $C^{\prime}$ are the cycles that consist of some edges $e, e^{\prime} \in F$ and their spans, respectively, else the proof is complete. Since $C$ and $C^{\prime}$ have at least two vertices in common, the intersection of the spans of $e$ and $e^{\prime}$ must be of size at least 2. However, this implies that the top of one of them must belong to the truncated span of the other, and hence they have a conflict.
$\triangleright$ Claim 28. There do not exist two distinct edges $e, e^{\prime} \in F$ that are active in $M$ and have a conflict.

Proof. The claim directly follows from item 2 of Claim 24 by considering the iterations in which the leaves of $T$ were traversed.

From Claims 27 and 28, we derive that $G-M$ is a cactus graph. So, by Proposition 21, we conclude that its treewidth is at most 2. This completes the proof.

- Theorem 29. The Weighted Dominating Set problem parameterized by fes admits an $O\left(3^{\frac{\text { fes }}{2}} \cdot n\right)$-time algorithm.

Proof. To describe the algorithm, let $(G, w)$ be an instance of Weighted Dominating Set. Then, we call the algorithm of Lemma 22, and let $M$ be its output. So, $|M| \leq \frac{\mathrm{fes}(G)}{2}$ and $\operatorname{tw}(G-M) \leq 2$. Afterwards, we call the algorithm of Proposition 17 with $G-M$ as input, and let $\mathcal{T}^{\prime}$ be its output. So, $\mathcal{T}^{\prime}$ is a tree decomposition of width at most 2 of $G-M$. We insert $M$ into each of the bags of $\mathcal{T}^{\prime}$ to attain a tree decomposition $\mathcal{T}$ of $G$ of width at most $|M|+2 \leq \frac{\operatorname{fes}(G)}{2}+2$. Lastly, we call the algorithm of Proposition 6 with $(G, w, \mathcal{T})$ as input, and return its result.

Clearly, correctness is immediate. As for the time complexity, observe that the calls to the algorithms of Lemma 22 and Propositions 17 and 6 run in $O($ fes $(G)+n), 2^{O\left(2^{3}\right)} \cdot n=O(n)$ and $O\left(3^{\frac{\operatorname{fes}(G)}{2}+2} \cdot n\right) \leq O\left(3^{\frac{\operatorname{fes}(G)}{2}} \cdot n\right)$ times, respectively. Thus, the total running time of our algorithm is $O\left(3^{\frac{\operatorname{fes}(G)}{2}} \cdot n\right)$.

## 7 Conclusion and Future Directions

We presented algorithmic results that sidestep time complexity barriers for Dominating SET. For this purpose, we incorporated approximation for the parameters solution size and treewidth, larger parameterization for the parameters vertex cover and feedback edge set compared to treewidth, or both for the parameter vertex modulator to constant treewidth compared to treewidth.

Extension of Our Approaches. While we have focused on Dominating Set, we believe that some of our approaches might be applicable to other problems as well. For example, consider the Graph Coloring problem, where, given a graph $G$ and an integer $q \geq 3$, the objective is to determine whether $G$ admits a proper coloring in $q$ colors. Under the SETH, Graph Coloring cannot be solved in $(q-\epsilon)^{\mathrm{tw}} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$ [16]. Then, we follow a simplification of the approach we presented in Section 4. Briefly, the idea is to consider two problems: one problem concerns the graph induced by the modulator, and the other problem concerns the rest of the graph. So, suppose we are given a subset $M \subseteq V(G)$ such that the treewidth of $G-M$ is at most $d$ (where $d$ is a fixed constant). On the one hand, we solve Graph Coloring on $G[M]$ in $2^{|M|} \cdot|M|^{O(1)}$ time using the algorithm in [15], and on the other hand, we solve Graph Coloring on $G-M$ in $n^{O(1)}$ time based on straightforward dynamic programming. We consider the color sets used by the two solutions
to be disjoint, thereby obtaining a 2 -approximate solution in $2^{\mathrm{tw}_{d}} \cdot n^{O(1)}$ time. Essentially the same approach works for Independent Set as well, where, given a graph $G$ and a non-negative integer $k$, the objective is to determine whether $G$ admits an independent set of size at least $k$. Under the SETH, Independent Set cannot be solved in $(2-\epsilon)^{\text {tw }} \cdot n^{O(1)}$ time for any fixed $\epsilon>0$ [16]. On the one hand, we solve Independent Set on $G[M]$ in $1.19997^{|M|} \cdot|M|^{O(1)}$ time using the algorithm in [24], and on the other hand, we solve Independent Set on $G-M$ in $n^{O(1)}$ time based on straightforward dynamic programming. We output the largest among the two solutions, thereby obtaining a 2 -approximate solution in $1.19997^{\mathrm{tw}_{d}} \cdot n^{O(1)}$ time.

Directions for Future Research. Firstly, we find the questions of improvements of the performance of our algorithms (in terms of running times and approximation ratios) interesting. In particular, does Dominating Set admit a 2 -approximation $O\left(2^{\text {tw }} \cdot n\right)$-time algorithm, or a $(1+\epsilon)$-approximation $O\left(2^{\text {tw }} \cdot n\right)$-time algorithm for any fixed $\epsilon>0$ ? Additionally, we have the following questions regarding Dominating Set:

1. Prove or refute the following conjecture:

- Conjecture 30. Under the SETH, there exists a fixed constant $d \in \mathbb{N}$ such that (WEIGHTED) Dominating Set cannot be solved in $(3-\epsilon)^{\mathrm{tw}} \cdot n^{f(d)}$ time for any fixed constant $\epsilon>0$ and function $f$ of $d$, where $\mathrm{tw}_{d}$ is the minimum size of a vertex set whose deletion from $G$ results in a graph of treewidth at most $d$.

2. Study Dominating Set parameterized by the solution size plus the distance (e.g., number of vertex or edge deletions or contractions) to graph classes where it belongs to FPT, particularly planar graphs and claw-free graphs.
3. Conduct a similar study for problems beyond Dominating Set. Here, possibly and as argued above, the ideas presented in this article can be re-used.
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#### Abstract

An $\alpha$-approximate polynomial Turing kernelization is a polynomial-time algorithm that computes an ( $\alpha c$ )-approximate solution for a parameterized optimization problem when given access to an oracle that can compute $c$-approximate solutions to instances with size bounded by a polynomial in the parameter. Hols et al. [ESA 2020] showed that a wide array of graph problems admit a $(1+\varepsilon)$-approximate polynomial Turing kernelization when parameterized by the treewidth of the graph and left open whether Dominating Set also admits such a kernelization.

We show that Dominating Set and several related problems parameterized by treewidth do not admit constant-factor approximate polynomial Turing kernelizations, even with respect to the much larger parameter vertex cover number, under certain reasonable complexity assumptions. On the positive side, we show that all of them do have a $(1+\varepsilon)$-approximate polynomial Turing kernelization for every $\varepsilon>0$ for the joint parameterization by treewidth and maximum degree, a parameter which generalizes cutwidth, for example.
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## 1 Introduction

The gold standard in kernelization is a polynomial (exact) kernelization, i.e. a compression of input instances to a parameterized problem to a size that is polynomial in the parameter such that an exact solution for the original instance can be recovered from the compressed instance. Several weaker notions of kernelization have been developed for problems that do not admit polynomial kernelizations. Turing kernelization [1, 11] does away with the restriction that the solution must be recovered from a single compressed instance and instead allow several small instances to be created and the solution to be extracted from solutions to all of these instances. Lossy kernelizations [21], in turn, do away with the requirement that the solution that can be recovered from the compressed instance be an optimum solution, allowing the solution to the original instance to be worse than optimal by a constant factor. Hols et al. [12] introduced lossy Turing kernelizations, which allow both multiple compressed instances and approximate solutions, and showed that several graph problems parameterized by treewidth admit $(1+\varepsilon)$-approximate Turing kernelizations for every $\varepsilon>0$. They left as an open question whether or not the problem Dominating Set parameterized by treewidth also admits a constant-factor approximate Turing kernelization.
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Our contribution. We answer this question in the negative and show that a $\mathcal{O}\left(2^{\log ^{c} v c}\right)$ approximate polynomial Turing kernelization for Dominating Set $[\mathrm{vc}]^{1}$, where vc refers to the vertex cover number, would contradict the Exponential Time Hypothesis. We prove analogous lower bounds for Capacitated Dominating Set[vc], Connected Dominating Set[vc] for Hitting Set $[|U|]$, where $U$ is the universe, and for Node Steiner Tree $[|V \backslash T|]$ where $V \backslash T$ is the set of non-terminal vertices. Of course, the lower bounds for the vertex cover number also imply lower bounds for the smaller parameter treewidth. Using a second approach for obtaining lower bounds for approximate Turing kernelizations, essentially a gap-introducing polynomial parameter transformation (PPT), we show that Independent Dominating Set[vc] does not have an $\alpha$-approximate polynomial Turing kernelization for any constant $\alpha$, unless every problem in the complexity class MK[2] has a polynomial (exact) Turing kernelization, which would contradict a conjecture by Hermelin et al. [11]. We then show that for the joint parameterization by treewidth and the maximum degree, each of the aforementioned domination problems does have a $(1+\varepsilon)$-approximate polynomial Turing kernelization for every $\varepsilon>0$. This generalizes, for instance, parameterization for cutwidth or bandwidth.

Related work. For an introduction to kernelization, including brief overviews on lossy and Turing kernelizations, we refer to the standard textbook [7]. Binkele-Raible et al. [1] introduced the first Turing kernelization for a problem that does not admit a polynomial kernelization. Since then numerous Turing kernelizations have been published for such problems. Hermelin et al. [11] introduced a framework, which we will make use of in Section 3.2, for ruling out (exact) polynomial Turing kernelizations. Fellows et al. [6] were the first to combine the fields of kernelization and approximation. A later study by Lokshtanov et al. [21] introduced the framework of lossy kernelization that has become more established. Finally, Hols et al. [12] gave the first approximate Turing kernelizations.

Approximation algorithms and lower bounds for domination problems have received considerable attention. They are closely related to the problems Hitting Set and Set Cover. A classical result by Chvátal [3] implies a polynomial-time $\mathcal{O}(\log n)$-factor approximation for Dominating Set. There are also $\mathcal{O}(\log n)$-factor approximations for Connected Dominating Set [8] and Capacitated Dominating Set [23], but Independent Dominating SET does not have a $\mathcal{O}\left(n^{1-\varepsilon}\right)$-approximation for any $\varepsilon>0$, unless $\mathrm{P}=\mathrm{NP}$ [9]. Chlebík and Chlebíková [2] showed that Dominating Set, Connected Dominating Set, and Capacitated Dominating Set do not have constant-factor approximations even on graphs with maximum degree bounded by a constant $\Delta$ and that Independent Dominating Set does not have better than a $\Delta$-factor approximation.

## 2 Preliminaries

Graphs. We use standard graph terminology and all graphs are undirected, simple, and finite. For a graph $G=(V, E)$ and $X \subseteq V$, we use $N[X]:=X \cup\{v \in V \mid \exists u \in X:\{u, v\} \in E\}$ to denote the closed neighborhood of $X$ and, if $v \in V$, then we let $N[v]:=N[\{v\}]$. We will use $\Delta$ and vc to refer to the maximum degree and vertex cover number of a graph, respectively.

Let $G=(V, E)$ be a graph $X \subseteq V$ a vertex set. The set $X \subseteq V$ is a dominating set if $N[X]=V$. It is an independent set if there is no edge $\{u, v\} \in E$ with $u, v \in X$. It is an independent dominating set if it is both an independent and a dominating set. It is a connected

[^41]dominating set if it is a dominating set and the graph $G[X]$ is connected. A capacitated graph $G=(V, E, \operatorname{cap})$ consists of a graph $(V, E)$ and a capacity function cap: $V \rightarrow \mathbb{N}$. A capacitated dominating set in a capacitated graph $G=(V, E, c a p)$ is a pair $(X, f)$ where $X \subseteq V$ and $f: V \backslash X \rightarrow X$ such that (i) $v$ and $f(v)$ are adjacent for all $v \in V \backslash X$ and (ii) $\left|f^{-1}(v)\right| \leq \operatorname{cap}(v)$ for all $v \in X$. The size of $(X, f)$ is $|X|$.

Let $G=(V, E)$ be a graph. A tree decomposition of $G$ is a pair $\mathcal{T}=\left(T=(W, F),\left\{X_{t}\right\}_{t \in W}\right)$ where $T$ is a tree, $X_{t} \subseteq V$ for all $t \in W, \bigcup_{t \in W} X_{t}=V$, for each $e \in E$ there is a $t \in W$ such that $e \subseteq X_{t}$, and for each $v \in V$ the node set $\left\{t \in W \mid v \in X_{t}\right\}$ induces a connected subgraph of $T$. The width of $\mathcal{T}$ is $\max _{t \in W}\left|X_{t}\right|-1$. The treewidth $\operatorname{tw}(G)$ of $G$ is the minimum width of any tree decomposition of $G$. A rooted tree decomposition consists of a tree decomposition $\mathcal{T}=\left(T=(W, F),\left\{X_{t}\right\}_{t \in W}\right)$ along with a designated root $r \in W$. Given this rooted decomposition and a node $t \in W$, we will use $V_{t} \subseteq V$ to denote the set of vertices $v$ such that $v \in X_{t^{\prime}}$ and $t^{\prime}$ is a descendant (possibly $t$ itself) of $t$ in the rooted tree ( $T, r$ ). The rooted tree decomposition is nice if $X_{r}=\emptyset$ and $X_{t}=\emptyset$ for every leaf of $T$ and every other node $t$ of $T$ is of one of three types: (i) a forget node, in which case $t$ has a single child $t^{\prime}$ and there is a vertex $v \in V$ such that $X_{t^{\prime}}=X_{t} \cup\{v\}$, (ii) an introduce node, in which case $t$ has a single child $t^{\prime}$ and there is a vertex $v \in V$ such that $X_{t}=X_{t^{\prime}} \cup\{v\}$, or (iii) a join node, in which case $t$ has exactly two children $t_{1}$ and $t_{2}$ and $X_{t}=X_{t_{1}}=X_{t_{2}}$.

Turing kernelization. A parameterized decision problem is a set $L \subseteq \Sigma^{*} \times \mathbb{N}$. A Turing kernelization of size $f: \mathbb{N} \rightarrow \mathbb{N}$ for a parameterized decision problem $L$ is a polynomial-time algorithm that receives as input an instance $(x, k) \in \Sigma^{*} \times \mathbb{N}$ and access to an oracle that, for any instance $\left(x^{\prime}, k^{\prime}\right) \in \Sigma^{*} \times \mathbb{N}$ with $\left|x^{\prime}\right|+k^{\prime} \leq f(k)$, outputs whether $\left(x^{\prime}, k^{\prime}\right) \in L$ in a single step, and decides whether $(x, k) \in L$. It is a polynomial Turing kernel if $f$ is polynomially bounded.

A polynomial parameter transformation (PPT) from one parameterized decision problem $L$ to a second such problem $L^{\prime}$ is a polynomial-time computable function $f: \Sigma^{*} \times \mathbb{N} \rightarrow \Sigma^{*} \times \mathbb{N}$ such that $(x, k) \in L$ if and only $\left(x^{\prime}, k^{\prime}\right) \in L^{\prime}$ and there is a polynomially bounded function $p$ such that $k^{\prime} \leq p(k)$ for all $(x, k),\left(x^{\prime}, k^{\prime}\right) \in \Sigma^{*} \times \mathbb{N}$ with $f(x, k)=\left(x^{\prime}, k^{\prime}\right)$.

A parameterized minimization problem is defined by a computable function $\mathcal{P}: \Sigma^{*} \times \mathbb{N} \times$ $\Sigma^{*} \rightarrow \mathbb{R} \cup\{\infty,-\infty\}$. The optimum value for an instance $(I, k) \in \Sigma^{*} \times \mathbb{N}$ is $\operatorname{OPT}_{\mathcal{P}}(I, k):=$ $\min _{x \in \Sigma^{*}} \mathcal{P}(I, k, x)$. We will say that a solution $x \in \Sigma^{*}$ is $\alpha$-approximate if $\mathcal{P}(I, k, x) \leq$ $\alpha \cdot \operatorname{OPT}_{\mathcal{P}}(I, k)$. In order to simplify notation, we will allow ourselves to write $\mathcal{P}(I, x)$ instead of $\mathcal{P}(I, k, x)$ and $\operatorname{OPT}_{\mathcal{P}}(I)$ instead of $\operatorname{OPT}_{\mathcal{P}}(I, k)$ if those values do not depend on $k$. The problems (Capacitated/Connected/Independent) Dominating Set are defined by $\mathcal{P}(G, X):=|X|$ if $X$ is a (capacitated/connected/independent) dominating set in $X$ and $\mathcal{P}(G, X):=\infty$, otherwise. The problem Node Steiner Tree is defined by $\operatorname{NST}((G, T), X):=|X|$ if $G[X \cup T]$ is connected and $\operatorname{NST}((G, T), X):=\infty$, otherwise. Hitting Set is a problem whose input $(U, \mathcal{S})$ consists of a set $U$ and a family $\mathcal{S} \subseteq 2^{U}$ of nonempty sets, a solution $X$ is a subset of $U$, and $\operatorname{HS}(X):=\infty$ if there is an $S \in \mathcal{S}$ such that $X \cap S=\emptyset$ and $\operatorname{HS}(X):=|X|$, otherwise.

Let $\alpha \in \mathbb{R}$ with $\alpha \geq 1$ and let $\mathcal{P}$ be a parameterized minimization problem. An $\alpha$ approximate Turing kernelization of size $f: \mathbb{N} \rightarrow \mathbb{N}$ for $\mathcal{P}$ is a polynomial-time algorithm that given an instance $(I, k)$ computes a $(c \alpha)$-approximate solution when given access to an oracle for $P$ which outputs a $c$-approximate solution to any instance ( $I^{\prime}, k^{\prime}$ ) with $\left|I^{\prime}\right|+k^{\prime} \leq f(k)$ in a single step. It is an $\alpha$-approximate polynomial Turing kernelization if $f$ is polynomially bounded. Note that the algorithm is not given access to $c$, the approximation factor of the oracle, and is not allowed to depend on $c$. In practice, it can also be helpful
for the approximate Turing kernelization algorithm to receive a witness for the parameter value $k$ as input. Similarly to Hols et al. [12], we will assume that our approximate Turing kernelizations for the parameterization treewidth plus maximum degree are given as input a graph $G$ and a nice tree decomposition of width $\operatorname{tw}(G)$. Alternatively, one could also use the polynomial-time algorithm due to Feige et al. [5] to compute a tree decomposition of width $\mathcal{O}(\sqrt{\log \operatorname{tw}(G)} \cdot \operatorname{tw}(G))$ and then use this tree decomposition. We will also assume that the given tree decomposition is nice, which is not really a restriction, because there is a polynomial-time algorithm that converts any tree decomposition into a nice tree decomposition without changing the width [18].

## 3 Lower bounds

### 3.1 Exponential-time hypothesis

In the following, we will show that several problems do not have an approximate Turing kernelization assuming the exponential-time hypothesis (ETH). The proof builds on a proof due to Lokshtanov et al. [20, Theorem 12] showing that Hitting Set parameterized by the size of the universe does not admit a lossy (Karp) kernelization unless the ETH fails.

Let 3-CNF-SAT denote the satisfiability problem for Boolean formulas in conjunctive normal form with at most three literals in each clause. The exponential-time hypothesis (ETH) [13] states that there is there is a fixed $c>0$ such that 3-CNF-SAT is not solvable in time $2^{c n} \cdot(n+m)^{\mathcal{O}(1)}$, where $n$ and $m$ are the numbers of variables and clauses, respectively.

Let $\mathcal{P}$ and $\mathcal{P}^{\prime}$ be parameterized minimization problems and $f: \Sigma^{*} \times \mathbb{N} \rightarrow \mathbb{R}_{+}$a real-valued function that takes instances of $\mathcal{P}$ as input. An $f$-approximation-preserving polynomial parameter transformation ( $f$-APPT) from $\mathcal{P}$ to $\mathcal{P}^{\prime}$ consists of two algorithms:

- a polynomial-time algorithm $\mathcal{A}$ (the reduction algorithm) that receives as input an instance $(I, k)$ for $\mathcal{P}$ and outputs an instance $\left(I^{\prime}, k^{\prime}\right)$ for $\mathcal{P}^{\prime}$ with $k^{\prime} \leq p(k)$ for some polynomially bounded function $p$ and
- a polynomial-time algorithm $\mathcal{B}$ (the lifting algorithm) that receives as input the instances $(I, k),\left(I^{\prime}, k^{\prime}\right)$, where the latter is the output of $\mathcal{A}$ when given the former, as well as a solution $x$ for $\left(I^{\prime}, k^{\prime}\right)$ and outputs a solution $y$ for $(I, k)$ with

$$
\mathcal{P}(I, k, y) \leq \frac{f(I, k) \cdot \operatorname{OPT}_{\mathcal{P}}(I, k) \cdot \mathcal{P}^{\prime}\left(I^{\prime}, k, x\right)}{\operatorname{OPT}_{\mathcal{P}^{\prime}}\left(I^{\prime}, k\right)}
$$

We will use the following lemma, which is a weaker version of a result by Nelson [22].

- Lemma 1 ([22]). If there are a constant $c<1$ and a polynomial-time algorithm that computes an $\mathcal{O}\left(2^{\log ^{c}|U|}\right)$-factor approximation for Hitting SET, then the ETH fails.
- Lemma 2. Let $\mathcal{P}$ be a parameterized minimization problem that satisfies the following two conditions:
(a) There is an $f$-APPT from Hitting $\operatorname{SET}[|U|]$ to $\mathcal{P}$ with $f(U, \mathcal{S}) \in \mathcal{O}\left(2^{\log ^{c_{1}}|U|}\right)$ for some constant $c_{1}<1$.
(b) There is a constant $c_{2}<1$ and a polynomial-time algorithm that computes a $\mathcal{O}\left(2^{\log ^{c_{2}}|I|}\right)$ factor approximation for $\mathcal{P}$ where $I$ is an instance for $\mathcal{P}$.
Then, there is no $\mathcal{O}\left(2^{\log ^{c_{3}} k}\right)$-approximate polynomial Turing kernelization for $\mathcal{P}$ for any $c_{3}<1$, unless the ETH fails.
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Proof. Suppose that $\mathcal{P}$ satisfies conditions (a) and (b) and admits a $\mathcal{O}\left(2^{\log ^{c_{3} k}}\right)$-approximate polynomial Turing kernelization of size $\mathcal{O}\left(k^{d}\right)$. Furthermore, assume that $p(n) \leq \mathcal{O}\left(n^{d^{\prime}}\right)$ where $p$ is the polynomial parameter bound for the reduction algorithm of the $f$-APPT. Choose any constant $c$ with $\max \left\{c_{1}, c_{2}, c_{3}\right\}<c<1$ and observe that for any constant $\alpha$ and $i \in\{1,2,3\}$ we have that $2^{\alpha \log ^{c_{i}} n} \leq \mathcal{O}\left(2^{\log ^{c} n}\right)$. We will give a $\mathcal{O}\left(2^{\log ^{c}|U|}\right)$-approximation algorithm for Hitting Set. By Lemma 1, this proves the claim.

The algorithm proceeds as follows. Given an instance $I=(U, \mathcal{S})$ of Hitting Set as input, it first applies the reduction algorithm of the APPT to obtain an instance $\left(I^{\prime}, k\right)$ of $\mathcal{P}$. Then, it runs the given approximate Turing kernelization on $\left(I^{\prime}, k\right)$. Whenever this Turing kernelization queries the oracle, this query is answered by running the approximation algorithm given by condition (b). Once the Turing kernelization outputs a solution $X$, the algorithm calls the lifting algorithm of the APPT on $X,(I,|U|)$, and $\left(I^{\prime}, k\right)$. The algorithm outputs the solution $Y$ given by the lifting algorithm.

It remains to show that $|Y| \leq \mathcal{O}\left(2^{\log ^{c_{3}}|U|} \cdot \mathrm{OPT}_{\mathrm{HS}}(I)\right)$. First, observe that the $\mathcal{O}\left(2^{\log ^{c_{2}}|I|}\right)$ factor approximation algorithm is only run on instances $(J, \ell)$ with $|J| \leq \mathcal{O}\left(k^{d}\right)$, so it always outputs a solution $Z$ with $\mathcal{P}(J, \ell, Z) \leq \mathcal{O}\left(2^{\log ^{c_{2}} k^{d}} \cdot \operatorname{OPT}_{\mathcal{P}}(J, \ell)\right)$. Hence, in the algorithm described above the Turing kernelization is given a $\mathcal{O}\left(2^{d \log ^{c_{2}} k}\right)$-approximate oracle, so it follows that $\mathcal{P}\left(I^{\prime}, k, X\right) \leq \mathcal{O}\left(2^{\log ^{c_{2}} k} \cdot 2^{d \log ^{c_{3}} k} \cdot \mathrm{OPT}_{\mathcal{P}}\left(I^{\prime}, k\right)\right)$. Since $k \leq \mathcal{O}\left(|U|^{d^{\prime}}\right)$, it follows that $\mathcal{P}\left(I^{\prime}, k, X\right) \leq \mathcal{O}\left(2^{\log ^{c_{3}}|U|^{d^{\prime}}} \cdot 2^{d \log ^{c_{2}}|U|^{d^{\prime}}} \cdot \operatorname{OPT}_{\mathcal{P}}\left(I^{\prime}, k\right)\right)$. Therefore:

$$
\begin{aligned}
|Y| & \leq \frac{f(I, k) \cdot \mathrm{OPT}_{\mathrm{HS}}(I) \cdot \mathcal{P}\left(I^{\prime}, k, X\right)}{\operatorname{OPT}_{\mathcal{P}}\left(I^{\prime}, k\right)} \leq \mathcal{O}\left(2^{\log ^{c_{3}}|U|^{d^{\prime}}} \cdot 2^{d \log ^{c_{2}}|U|^{d^{\prime}}} \cdot f(I, k) \cdot \operatorname{OPT}_{\mathrm{HS}}(I)\right) \\
& \leq \mathcal{O}\left(2^{\log ^{\cos _{3}}|U|^{d^{\prime}}} \cdot 2^{d \log ^{c_{2}}|U|^{d^{\prime}}} \cdot f(I) \cdot \mathrm{OPT}_{\mathrm{HS}}(I)\right) \\
& \leq \mathcal{O}\left(2^{\log ^{\log _{3}}|U|^{d^{\prime}}} \cdot 2^{d \log ^{c_{2}}|U|^{d^{\prime}}} \cdot 2^{\log ^{c_{1}}|U|} \cdot \mathrm{OPT}_{\mathrm{HS}}(I)\right) \\
& \leq \mathcal{O}\left(2^{\log ^{c}|U|} \cdot \mathrm{OPT}_{\mathrm{HS}}(I)\right) .
\end{aligned}
$$

With Lemma 2, we can prove approximate Turing kernelization lower bounds for several parameterized minimization problems

- Theorem 3. Unless the ETH fails, there are no $\mathcal{O}\left(2^{\log ^{c} k}\right)$-approximate polynomial Turing kernels, for any $c<1$ and where $k$ denotes the respective parameter, for the following parameterized minimization problems:
(i) Hitting Set $[|U|]$,
(ii) Dominating Set[vc],
(iii) Capacitated Dominating Set[vc],
(iv) Connected Dominating Set[vc], and
(v) Node Steiner Tree $[V \backslash T]$.

Proof. For each problem, we will prove conditions (a) and (b) from Lemma 2.
(i) (a) Immediate.
(b) Chvátal [3] gives a $\mathcal{O}(\log |\mathcal{S}|)$-factor approximation algorithm.
(ii) (a) The following folklore reduction is a 1-APPT. Let $(U, \mathcal{S})$ be an instance of hitting set. The algorithm $\mathcal{A}$ creates a graph $G$ as follows. For every $x \in U$ and for every $S \in \mathcal{S}$, $G$ contains vertices $v_{x}$ and $w_{S}$, respectively, and $G$ also contains an additional vertex $u$. The vertices $\left\{v_{x} \mid x \in U\right\} \cup\{u\}$ form a clique and there is an edge between $v_{x}$ and $w_{S}$ if and only if $x \in S$. Observe that the vertices $\left\{v_{x} \mid x \in U\right\}$ form a vertex cover in $G$, so clearly $\operatorname{vc}(G) \leq|U|$, and that $\operatorname{OPT}_{\mathrm{HS}}(U, \mathcal{S})=\operatorname{OPT}_{\mathrm{DS}}(G)$. Let $X$ be a dominating set in $G$. Let $X^{\prime}$ be obtained from $X$ by removing $z$ and replacing any $w_{S}$ by an arbitrary $v_{x}$ with $x \in S$ (such an element $u$ must
exist, as we assume that all $S \in \mathcal{S}$ are non-empty). The algorithm $\mathcal{B}$ outputs $Y:=\left\{x \in U \mid v_{x} \in X^{\prime}\right\}$. This set is a hitting set, because for any $S \in \mathcal{S}$ one of the following cases applies: (i) $w_{S} \notin X$, meaning that $X$ contains a neighbor $v_{x}$ of $w_{S}$. Then, also $x \in X^{\prime}$ and, hence $x \in Y$ and $x \in S$. (ii) $w_{S} \in X$, meaning that $w_{S}$ is replaced by $v_{x}$ with $x \in S$ when creating $X^{\prime}$. Then $x \in Y$ and $x \in S$. Finally, $|Y|=|X|=\frac{\mathrm{OPT}_{\mathrm{HS}}(U, \mathcal{S}) \cdot|X|}{\mathrm{OPT}_{\mathrm{DS}}(G)}$, since $\mathrm{OPT}_{\mathrm{HS}}(U, \mathcal{S})=\mathrm{OPT}_{\mathrm{DS}}(G)$.
(b) The $\mathcal{O}(\log n)$-factor approximation for Hitting SET [3] can also be used in a straightforward manner to approximate Dominating Set.
(iii) (a) Any instance of Dominating Set can be transformed into an equivalent instance of Capacitated Dominating Set by $\operatorname{setting} \operatorname{cap}(v):=\operatorname{deg}(v)$ for all vertices $v$. The claim then follows by the same argument as for Dominating Set.
(b) Wolsey [23] gives a $\mathcal{O}(\log |\mathcal{S}|)$ factor approximation for Capacitated Hitting Set which can be adapted to approximate Capacitated Dominating Set.
(iv) (a) The APPT given in (ii) for Dominating Set also works for Connected Dominating Set, because, in the graphs produced by $\mathcal{A}, \operatorname{OPT}_{\mathrm{CON}}(G)=\mathrm{OPT}_{\mathrm{DS}}(G)$ and the solution output by $\mathcal{B}$ is always a clique and, therefore, connected.
(b) Guha and Khuller [8] give a $\mathcal{O}(\log \Delta) \leq \mathcal{O}(\log n)$-factor approximation for CoNnected Dominating Set.
(v) (a) The following reduction is essentially the same as the one given by Dom et al. [4] Let $(U, \mathcal{S})$ be an instance of Hitting Set. The algorithm $\mathcal{A}$ creates the graph $G$ as in the reduction for Dominating Set in (ii) and sets $T:=\left\{w_{s} \mid s \in \mathcal{S}\right\} \cup\{u\}$. Clearly, $|V \backslash T|=|U|$ and it easy to show that $\operatorname{OPT}_{\mathrm{HS}}(U, \mathcal{S})=\operatorname{OPT}_{\mathrm{NST}}(G, T)$. By a similar argument as in (ii), the algorithm $\mathcal{B}$ can output $\left\{x \in U \mid v_{x} \in X\right\}$ where $X$ is a given solution for the Node Steiner Tree instance $(G, T)$.
(b) Klein and Ravi [17] give a $\mathcal{O}(\log n)$-factor approximation for this problem.

If $\mathcal{C}$ is a hereditary class of graphs, then we may define the Restricted $\mathcal{C}$-Deletion problem as follows: We are given a graph $G=(V, E)$ and $X \subseteq V$ such that $G-X \in \mathcal{C}$ and are asked to find a minimum $Y \subseteq X$ such that $G-Y \in \mathcal{C}$. For Restricted Perfect Deletion $[|X|]$, Restricted Weakly Chordal Deletion $[|X|]$, and Restricted Wheel-Free Deletion $[|X|]$, reductions given by Heggernes et al. [10] and Lokshtanov [19] can be shown to be 1-APPTs. However, it is open whether they have a $\mathcal{O}\left(2^{\log ^{c}}|I|\right)$-factor approximation with $c<1$, so we cannot rule out an approximate polynomial Turing kernelization. However, we can observe that, under ETH, they cannot have both an approximation algorithm with the aforementioned guarantee and an approximate polynomial Turing kernelization.

More generally, we can deduce from the proof of Lemma 2 the following about any parameterized minimization problem $\mathcal{P}$ that only satisfies the first condition in Lemma 2: If we define an approximate polynomial Turing compression of a problem $\mathcal{P}$ into a problem $\mathcal{P}^{\prime}$ to be essentially an approximate polynomial Turing kernelization for $\mathcal{P}$, except that it is given access to an approximate oracle for $\mathcal{P}^{\prime}$ rather than $\mathcal{P}$, then we can rule out (under ETH) an approximate polynomial Turing compression of any problem $\mathcal{P}$ that satisfies the first condition into any problem $\mathcal{P}^{\prime}$ that satisfies the second condition in the same lemma.

### 3.2 MK[2]-hardness

The approach described in Section 3.1 is unlikely to work for the problem Independent Dominating Set. That approach requires a $\mathcal{O}\left(2^{\log ^{c} n}\right)$-factor approximation algorithm with $c<1$ to answer the queries of the Turing kernelization. However, there is no $\mathcal{O}\left(n^{1-\varepsilon}\right)$-factor approximation for this problem for any $\varepsilon>0$ unless $\mathrm{P}=\mathrm{NP}$ [9].

In the following, we will prove that there is no constant-factor approximate polynomial Turing kernelization for Independent Dominating Set[vc], assuming a conjecture by Hermelin et al. [11] stating that parameterized decision problems that are hard for the complexity class MK[2] do not admit polynomial (exact) Turing kernelizations.

Let CNF-SAT denote the satisfiability problem for Boolean formulas in conjunctive normal form. The class MK[2] may be defined as the set of all parameterized problems that can be reduced with a PPT to CNF-SAT $[n]$ where $n$ denotes the number of variables. ${ }^{2}$

We will prove that an $\alpha$-approximate polynomial Turing kernelization for Independent Dominating Set[vc] implies the existence of a polynomial Turing kernelization for CNF$\operatorname{SAT}[n]$. For this, we will need the following lemma allowing us to translate queries between oracles for Independent Dominating Set and CNF-SAT using a standard self-reduction:

- Lemma 4. There is a polynomial-time algorithm that, given as input a graph $G$ and access to an oracle that decides in a single step instances of CNF-SAT whose size is polynomially bounded in the size of $G$, outputs a minimum independent dominating set of $G$.

Proof. The decision version of Independent Dominating Set, in which one is given a graph $H$ and an integer $k$ and is asked to decide whether $H$ contains an independent dominating set of size at most $k$, is in NP and CNF-SAT is NP-hard, so there is a polynomialtime many-one reduction from Independent Dominating Set to CNF-SAT. For any graph $H$ and integer $k$ let $R(H, k)$ denote the instance of CNF-SAT obtained by applying this reduction to $(H, k)$.

Let $n$ be the number of vertices in $G$. We first determine the size of a minimum independent dominating set in $G$ by querying the oracle for CNF-SAT on the instance $R(G, k)$ for each $k \in[n]$. Observe that the size of $R(G, k)$ is polynomially bounded in the size of $G$. Hence, we may input this instance to the oracle. Let $k_{0}$ be the smallest value of $k$ for which this query returns yes.

We must then construct an independent dominating set of size $k_{0}$ in $G$. We initially set $\ell:=k_{0}, H:=G$, and $S:=\emptyset$ and perform the following operation as long as $\ell>0$. For each vertex $u$ in $H$, we query the oracle on the instance $R(H-N[u], \ell-1)$. If this query returns yes, then we add $u$ to $S$ and set $H:=H-N[u]$ and $\ell:=\ell-1$. Once $\ell=0$, we output $S$.

We claim that this procedure returns an independent dominating set of size $k_{0}$ if $k_{0}$ is the size of a minimum independent dominating set in $G$. Let $X$ be a minimum independent dominating set in $G$ and $u \in X$. Then, $X \backslash\{u\}$ is a minimum dominating set of size $k_{0}-1$ in $G-N[u]$ and the claim follows inductively.

- Theorem 5. If, for any $\alpha \geq 1$, there is an $\alpha$-approximate polynomial Turing kernelization for Independent Dominating Set[vc], then there is a polynomial Turing kernelization for CNF-SAT $[n]$.

Proof. Assume that there is an $\alpha$-approximate Turing kernelization for Independent Dominating $\operatorname{Set}[\mathrm{vc}]$ whose size is bounded by the polynomial $p$. We will give a polynomial Turing kernelization for CNF-SAT[ $n]$.

Let the input be a formula $F$ in conjunctive normal form over the variables $x_{1}, \ldots, x_{n}$ consisting of the clauses $C_{1}, \ldots, C_{m}$. First, we compute a graph $G$ on which we then run the approximate Turing kernelization for Independent Dominating Set. The construction of the graph $G$ in the following is due to Irving [14].

[^42]Let $s:=\lceil\alpha \cdot n\rceil+1$. The graph $G=(V, E)$ contains vertices $v_{1}, \ldots, v_{n}$ and $\overline{v_{1}}, \ldots, \overline{v_{n}}$, representing the literals that may occur in $F$. Additionally, for each $j \in[m]$, there are $s$ vertices $w_{j}^{1}, \ldots, w_{j}^{s}$ representing the clause $C_{j}$. For each $i \in[n]$, there is an edge between $v_{i}$ and $\overline{v_{i}}$. There is also an edge between $v_{i}$ and $w_{j}^{\ell}$ for all $\ell \in[s]$ if $x_{i} \in C_{j}$ and an edge between $\overline{v_{i}}$ and $w_{j}^{\ell}$ for all $\ell \in[s]$ if $\neg x_{i} \in C_{j}$. The intuition behind this construction is as follows: In $G$ any independent dominating set may contain at most one of $v_{i}$ and $\overline{v_{i}}$ for each $i \in[n]$, so any such set represents a partial truth assignment of the variables $x_{1}, \ldots, x_{n}$. If $F$ is satisfiable, then $G$ contains an independent dominating set of size $n$. Conversely, if $F$ is not satisfiable, then any independent dominating set must contain $w_{j}^{1}, \ldots, w_{j}^{s}$ for some $j \in[m]$, so it must have size at least $s>\alpha \cdot n$, thus creating a gap of size greater than $\alpha$ between yes and no instances. Moreover, $\left\{v_{i}, \overline{v_{i}} \mid i \in[n]\right\}$ is a vertex cover in $G$, so the vertex cover number of $G$ is polynomially bounded in $n$.

The Turing kernelization for CNF-SAT proceeds in the following manner. Given the formula $F$, it first computes the graph $G$ and runs the $\alpha$-approximate Turing kernelization for Independent Dominating Set on $G$. Whenever the $\alpha$-approximate Turing kernelization queries the oracle on an instance $G^{\prime}$, this query is answered using the algorithm given by Lemma 4. Observe that the size of $G^{\prime}$ is polynomially bounded in the vertex cover number of $G$, which in turn is polynomially bounded in $n$, so the oracle queries made by this algorithm are possible. Let $X$ be the independent dominating set for $G$ output by the approximate Turing kernelization. Since this Turing kernelization is given access to a 1-approximate oracle, $|X| \leq \alpha \cdot \operatorname{OPT}_{\text {IND }}(G)$. We claim that $F$ is satisfiable if and only if $|X| \leq \alpha \cdot n$. With this claim, the Turing kernelization can return yes if and only if this condition is met.

If $F$ is satisfiable and $\varphi:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\{0,1\}$ is a satisfying truth assignment, then $Y:=\left\{v_{i} \mid \varphi\left(x_{i}\right)=1\right\} \cup\left\{\overline{v_{i}} \mid \varphi\left(x_{i}\right)=0\right\}$ is an independent dominating set in $G$. Hence, $|X| \leq \alpha \cdot \operatorname{OPT}_{\text {IND }}(G) \leq \alpha \cdot|Y|=\alpha \cdot n$. Conversely, suppose that $F$ is not satisfiable. For each $i \in[n]$, the set $X$ may contain at most one of the vertices $v_{i}$ and $\overline{v_{i}}$. Consider the partial truth assignment with $\varphi\left(x_{i}\right):=1$ if $v_{i} \in X$ and $\varphi\left(x_{i}\right):=0$ if $\overline{v_{i}} \in X$. Because $F$ is unsatisfiable there is a clause $C_{j}$ that is not satisfied by $\varphi$. Hence, $X$ must contain the vertices $w_{j}^{1}, \ldots, w_{j}^{s}$. Therefore, $|X| \geq s>\alpha \cdot n$.

## 4 Turing kernelizations for parameter tw $+\Delta$

In this section, we will prove that the domination problems for which we proved lower bounds when parameterized by the vertex cover number do have $(1+\varepsilon)$-approximate polynomial Turing kernels when parameterized by treewidth plus maximum degree. The following lemma is a generalization of $[12$, Lemma 11] and can be proved in the same way.

- Lemma 6. Let $G$ be a graph with $n$ vertices, $\mathcal{T}$ be a nice tree decomposition of $G$, and $s \leq n$. Then, there is a node $t$ of $\mathcal{T}$ such that $s \leq\left|V_{t}\right| \leq 2 s$. Moreover, such a node $t$ can be found in polynomial time.


### 4.1 Dominating Set

We start with Dominating Set.

- Lemma 7. Let $G=(V, E)$ be a graph.
(i) If $\Delta$ is the maximum degree of $G$, then $\mathrm{OPT}_{\mathrm{DS}}(G) \geq \frac{|V|}{\Delta+1}$.
(ii) If $A, B, C \subseteq V$ with $A \cup C=V, A \cap C=B$, and there are no edges between $A \backslash B$ and $C \backslash B$, then $\operatorname{OPT}_{\mathrm{DS}}(G) \geq \mathrm{OPT}_{\mathrm{DS}}(G[A])+\mathrm{OPT}_{\mathrm{DS}}(G[C])-2|B|$.
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Algorithm 1 A $(1+\varepsilon)$-approximate polynomial Turing kernelization for Dominating
Set parameterized by tw $+\Delta$.

```
input : A graph \(G=(V, E)\), nice tree decomposition \(\mathcal{T}\) of width tw, \(\varepsilon>0\)
\(s \leftarrow 2 \cdot \frac{1+\varepsilon}{\varepsilon} \cdot(\mathrm{tw}+1) \cdot(\Delta+1)\)
if \(|V| \leq s\) then
    Apply the \(c\)-approximate oracle to \(G\) and output the result.
else
    Use Lemma 6 to find a node \(t\) in \(\mathcal{T}\) such that \(s \leq\left|V_{t}\right| \leq 2 s\).
    Apply the \(c\)-approximate oracle to \(G\left[V_{t}\right]\) and let \(S_{t}\) be the solution output by the
    oracle.
    Let \(\mathcal{T}^{\prime}\) be the tree obtained by deleting the subtree rooted at \(t\) except for the
    node \(t\) from \(\mathcal{T}\).
    Apply this algorithm to \(\left(G-\left(V_{t} \backslash X_{t}\right), \mathcal{T}^{\prime}, \varepsilon\right)\) and let \(S^{\prime}\) be the returned solution.
    Return \(S_{t}^{\prime} \cup S^{\prime}\).
    end
```


## Proof.

(i) Every vertex can only dominate its at most $\Delta$ neighbors and itself.
(ii) Let $X$ be a dominating set in $G$ of size $\operatorname{OPT}_{\mathrm{DS}}(G)$. Then $Y:=(X \cap A) \cup B$ and $Z:=(X \cap C) \cup B$ are dominating sets in $G[A]$ and $G[C]$, respectively. Hence,

$$
\begin{aligned}
\mathrm{OPT}_{\mathrm{DS}}(G) & =|X|=|X \cap A|+|X \cap C|-|X \cap B| \\
& \geq|Y|-|B \backslash X|+|Z|-|B| \\
& \geq \mathrm{OPT}_{\mathrm{DS}}(G[A])+\mathrm{OPT}_{\mathrm{DS}}(G[C])-2|B| .
\end{aligned}
$$

- Theorem 8. For every $\varepsilon>0$, there is a $(1+\varepsilon)$-approximate Turing kernelization for Dominating Set with $\mathcal{O}\left(\frac{1+\varepsilon}{\varepsilon} \cdot \mathrm{tw} \cdot \Delta\right)$ vertices.

Proof. Consider Algorithm 1. This algorithm always returns a dominating set of $G$. If the algorithm terminates in line 3 , then this is true because the oracle always outputs a dominating set. If it terminates in line 9 , then let $v \in V$ be an arbitrary vertex. If $v \in V_{t}$, then $v$ is dominated by a vertex in $S_{t}$, because $S_{t}$ is a dominating set in $G\left[V_{t}\right]$. If $v \in V \backslash V_{t}$, then $v$ is dominated by a vertex in $S^{\prime}$.

The algorithm runs in polynomial time.
Finally, we must show that the solution output by the algorithm contains at most $c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}(G)$ vertices. We prove the claim by induction on the number of recursive calls. If there is no recursive call, the algorithm terminates in line 3 and the solution contains at most $c \cdot \mathrm{OPT}_{\mathrm{DS}}(G)$ vertices. Otherwise, by induction:

$$
\begin{aligned}
\left|S_{t}^{\prime} \cup S^{\prime}\right| & \leq\left|S_{t}^{\prime}\right|+\left|S^{\prime}\right| \leq c \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right| \\
& =c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-c \cdot \varepsilon \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-\frac{c \cdot \varepsilon \cdot\left|V_{t}\right|}{\Delta+1}+\left|S^{\prime}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot(\mathrm{tw}+1)+\left|S^{\prime}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right|+\left|S^{\prime}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right|+c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}\left(G-V_{t}\right) \\
& =c \cdot(1+\varepsilon) \cdot\left(\operatorname{OPT}_{\mathrm{DS}}\left(G\left[V_{t}\right]\right)-2\left|X_{t}\right|+\mathrm{OPT}_{\mathrm{DS}}\left(G-V_{t}\right)\right) \\
& \ddagger \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{DS}}(G) .
\end{aligned}
$$

Here, the inequality marked $\dagger$ follows from Lemma $7(\mathrm{i})$ and the one marked $\ddagger$ follows from Lemma $7($ ii $)$ with $A=\left(V \backslash V_{t}\right) \cup X_{t}, B=X_{t}$, and $C=V_{t} \backslash X_{t}$.

### 4.2 Capacitated Dominating Set

Next, we consider Capacitated Dominating Set.

- Lemma 9. Let $G=(V, E$, cap $)$ be a capacitated graph with maximum degree $\Delta$ and $A, B, C \subseteq V$ such that $A \cup C=V, A \cap C=B$, and there are no edges from $A \backslash B$ to $C \backslash B$.
(i) $\operatorname{OPT}_{\mathrm{CAP}}(G) \geq \mathrm{OPT}_{\mathrm{CAP}}(G[A])+\mathrm{OPT}_{\mathrm{CAP}}(G[C])-2|B|$.
(ii) Given capacitated dominating sets $(X, f)$ and $(Y, g)$ in $G[A]$ and $G[C]$, respectively, one can in construct in polynomial time a capacitated dominating set for $G$ of size at most $|X|+|Y|+(\Delta+1) \cdot|B|$.

Proof.
(i) Let $(X, f)$ with $X \subseteq V$ and $f: V \backslash X \rightarrow X$ be a capacitated dominating set of size $\operatorname{OPT}_{\mathrm{CAP}}(G)$. Then, $(Y, g)$ with $Y:=(X \cap A) \cup B$ and $g(v):=f(v)$ for all $v \in A \backslash Y$ is a capacitated dominating set in $G[A]$ and $(Z, h)$ with $Z:=(X \cap C) \cup B$ and $h(v):=f(v)$ for all $v \in C \backslash Z$ is a capacitated dominating set in $G[C]$. Hence,

$$
\begin{aligned}
\operatorname{OPT}_{\mathrm{CAP}}(G) & =|X|=|X \cap A|+|X \cap C|-|X \cap B| \\
& =|Y|-|B \backslash X|+|Z|-|B|-|X \cap B| \\
& \geq|Y|+|Z|-2|B| \\
& \geq \operatorname{OPT}_{\mathrm{CAP}}(G[A])+\operatorname{OPT}_{\mathrm{CAP}}(G[C])-2|B| .
\end{aligned}
$$

(ii) We construct the capacitated dominating set $(Z, h)$ for $G$ as follows. Let $Z:=X \cup$ $Y \cup N[B]$. Observe that $|N[B]| \leq(\Delta+1)|B|$. Define $h$ by setting $h(v):=f(v)$ for all $v \in A \backslash Z$ and $h(v):=g(v)$ for all $v \in C \backslash Z$. One can easily verify that this is a capacitated dominating set.

- Theorem 10. For every $\varepsilon>0$, there is a $(1+\varepsilon)$-approximate Turing kernelization for Capacitated Dominating Set with $\mathcal{O}\left(\frac{1+\varepsilon}{\varepsilon} \cdot \mathrm{tw} \cdot \Delta^{2}\right)$ vertices.

Proof. Consider Algorithm 2. This algorithm always returns a capacitated dominating set of $G$. If the algorithm terminates in line 3 , then this is true because the oracle always outputs a capacitated dominating set. If it terminates in line 10 , then $\left(S_{t}, f_{t}\right)$ and ( $S^{\prime}, f^{\prime}$ ) are capacitated dominating sets for $G\left[V_{t}\right]$ and $G-\left(V_{t} \backslash X_{t}\right)$, respectively. It follows by Lemma 9(ii), that $(S, f)$ is a capacitated dominating set for $G$.

The algorithm runs in polynomial time.
Finally, we must show that the solution output by the algorithm contains at most $c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}(G)$ vertices. We prove the claim by induction on the number of recursive calls. If there is no recursive call, the algorithm terminates in line 3 and the solution contains at most $c \cdot \mathrm{OPT}_{\mathrm{CAP}}(G)$ vertices. Otherwise, by induction:

Algorithm 2 A $(1+\varepsilon)$-approximate polynomial Turing kernelization for CAPACITATED Dominating Set parameterized by tw $+\Delta$.

```
input : A graph \(G=(V, E)\), nice tree decomposition \(\mathcal{T}\) of width tw, \(\varepsilon>0\)
\(s \leftarrow 3 \cdot \frac{1+\varepsilon}{\varepsilon} \cdot(\mathrm{tw}+1) \cdot(\Delta+1)^{2}\)
if \(|V| \leq s\) then
3 Apply the \(c\)-approximate oracle to \(G\) and output the result.
else
    Use Lemma 6 to find a node \(t\) in \(\mathcal{T}\) such that \(s \leq\left|V_{t}\right| \leq 2 s\).
Apply the \(c\)-approximate oracle to \(G\left[V_{t}\right]\) and let \(\left(S_{t}, f_{t}\right)\) be the solution output by
        the oracle.
        Let \(\mathcal{T}^{\prime}\) be the tree obtained by deleting the subtree rooted at \(t\) except for the
        node \(t\) from \(\mathcal{T}\).
        Apply this algorithm to \(\left(G-\left(V_{t} \backslash X_{t}\right), \mathcal{T}^{\prime}, \varepsilon\right)\) and let \(\left(S^{\prime}, f^{\prime}\right)\) be the returned
        solution.
        Apply Lemma 9 (ii) with \((X, f)=\left(S^{\prime}, f^{\prime}\right),(Y, g)=\left(S_{t}, f_{t}\right), A=\left(V \backslash V_{t}\right) \cup X_{t}\),
        \(B=X_{t}\), and \(C=V_{t}\). Let \((S, f)\) be the resulting solution for \(G\).
        Return \((S, f)\).
    end
```

```
\(|S| \leq\left|S_{t}^{\prime}\right|+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \leq c \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right|\)
    \(=c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-c \cdot \varepsilon \cdot \mathrm{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right|\)
    \(\stackrel{\dagger}{\leq} c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-\frac{c \cdot \varepsilon \cdot\left|V_{t}\right|}{\Delta+1}+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right|\)
    \(\leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-3 \cdot c \cdot(1+\varepsilon) \cdot(\mathrm{tw}+1) \cdot(\Delta+1)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right|\)
```



```
    \(+c \cdot(1+\varepsilon) \cdot(\Delta+1) \cdot\left|X_{t}\right|\)
    \(\leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right| \cdot(\Delta+1)+\left|S^{\prime}\right|\)
    \(\leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right|+c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}\left(G-V_{t}\right)\)
    \(=c \cdot(1+\varepsilon) \cdot\left(\operatorname{OPT}_{\mathrm{CAP}}\left(G\left[V_{t}\right]\right)-2\left|X_{t}\right|+\operatorname{OPT}_{\mathrm{CAP}}\left(G-V_{t}\right)\right)\)
    \(\leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CAP}}(G)\)
```

The inequality marked $\dagger$ follows from Lemma $7(\mathrm{i})$ and the fact that $\mathrm{OPT}_{\mathrm{CAP}}(G) \geq \mathrm{OPT}_{\mathrm{DS}}(G)$. $\ddagger$ follows from the fact that $c \cdot(1+\varepsilon) \geq 1$ and $\boldsymbol{\top}$ from Lemma 9 (i).

### 4.3 Independent Dominating Set

The next problem we consider is Independent Dominating Set.

- Lemma 11. Let $G=(V, E)$ be a graph with maximum degree $\Delta$ and $A, B, C \subseteq V$ such that $A \cup C=V, A \cap C=B$, and there are no edges from $A \backslash B$ to $C \backslash B$.
(i) If $X$ is an independent set in $G$, then there is an independent dominating set $X^{\prime}$ that contains $X$ and $\left|X^{\prime} \backslash X\right|$ is at most the number of vertices not dominated by $X$, and such a set $X^{\prime}$ can be computed in polynomial time.
(ii) $\operatorname{OPT}_{\text {IND }}(G) \geq \operatorname{OPT}_{\text {IND }}(G[A])+\operatorname{OPT}_{\text {IND }}(G[C])-2|B|$.
(iii) Given independent dominating sets $X$ and $Y$ in $G[A]$ and $G[C]$, respectively, one can in construct in polynomial time an independent dominating set for $G$ of size at most $|X|+|Y|+(\Delta+1) \cdot|B|$.

Algorithm 3 A $(1+\varepsilon)$-approximate polynomial Turing kernelization for Independent Dominating Set parameterized by tw $+\Delta$.

```
input : A graph \(G=(V, E)\), nice tree decomposition \(\mathcal{T}\) of width tw, \(\varepsilon>0\)
\(s \leftarrow|V| \leq 3 \cdot \frac{1+\varepsilon}{\varepsilon} \cdot(\mathrm{tw}+1) \cdot(\Delta+1)^{2}\)
if \(|V| \leq s\) then
        Apply the \(c\)-approximate oracle to \(G\) and output the result.
    else
        Use Lemma 6 to find a node \(t\) in \(\mathcal{T}\) such that \(s \leq\left|V_{t}\right| \leq 2 s\).
        Apply the \(c\)-approximate oracle to \(G\left[V_{t}\right]\) and let \(S_{t}\) be the solution output by the
        oracle.
        Let \(\mathcal{T}^{\prime}\) be the tree obtained by deleting the subtree rooted at \(t\) except for the
        node \(t\) from \(\mathcal{T}\).
        Apply this algorithm to \(\left(G-\left(V_{t} \backslash X_{t}\right), \mathcal{T}^{\prime}, \varepsilon\right)\) and let \(S^{\prime}\) be the returned solution.
        Apply Lemma 11(iii) with \(X=S^{\prime}, Y=S_{t}, A=\left(V \backslash V_{t}\right) \cup X_{t}, B=X_{t}\), and
        \(C=V_{t}\). Let \(S\) be the resulting solution for \(G\).
        Return \(S\).
    end
```


## Proof.

(i) If $X$ is a dominating set, then $X^{\prime}:=X$. Otherwise, there is a vertex $v \in V \backslash N[X]$. We add $v$ to $X$ and continue. Observe that when $v$ is added to $X$, the latter remains an independent set.
(ii) Let $X$ be an independent dominating set of size $\operatorname{OPT}_{\text {IND }}(G)$ in $G$. Let $Y:=X \cap A$. Since $Y \subseteq X$, it follows that $Y$ is an independent set. Moreover, $Y$ dominates all vertices in $(A \backslash B) \cup(X \cap B)$, leaving at most $B \backslash X$ vertices undominated. We apply (i) to $Y$ and obtain $Y^{\prime}$, an independent dominating set in $G[A]$ of size at most $|X \cap A|+|B|-|X \cap B|$. We apply the same argument to $G[C]$ to obtain an independent dominating set $Z$ of size at most $|X \cap C|+|B|-|X \cap B|$. It follows that:

$$
\begin{aligned}
\operatorname{OPT}_{\mathrm{IND}}(G) & =|X|=|X \cap A|+|X \cap C|-|X \cap B| \\
& =|Y|-|B \backslash X|+|Z|-|B|-|X \cap B| \\
& \geq|Y|+|Z|-2|B| \\
& \geq \operatorname{OPT}_{\mathrm{IND}}(G[A])+\operatorname{OPT}_{\mathrm{IND}}(G[C])-2|B| .
\end{aligned}
$$

(iii) $Z:=(X \cup Y) \backslash B$ is an independent set in $G$. Since $X \cup Y$ is a dominating set and at most $(\Delta+1) \cdot|B|$ vertices can be dominated by vertices in $B$, it follows that $Z$ leaves at most that many vertices in $G$ undominated. Applying (i) to $Z$ yields an independent dominating set of size at most $|X|+|Y|+(\Delta+1) \cdot|B|$.

- Theorem 12. For every $\varepsilon>0$, there is a $(1+\varepsilon)$-approximate Turing kernelization for Independent Dominating Set with $\mathcal{O}\left(\frac{1+\varepsilon}{\varepsilon} \cdot \mathrm{tw} \cdot \Delta^{2}\right)$ vertices.

Proof. Consider Algorithm 3. This algorithm always returns an independent dominating set of $G$. If the algorithm terminates in line 3 , then this is true because the oracle always outputs an independent dominating set. If it terminates in line 10 , then $S_{t}$ and $S^{\prime}$ are independent dominating sets for $G\left[V_{t}\right]$ and $G-\left(V_{t} \backslash X_{t}\right)$, respectively. It follows by Lemma 11(iii), that $S$ is an independent dominating set for $G$.

The algorithm runs in polynomial time.
Finally, we must show that the solution output by the algorithm contains at most $c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\text {IND }}(G)$ vertices. We prove the claim by induction on the number of recursive calls. If there is no recursive call, the algorithm terminates in line 3 and the solution contains at most $c \cdot \operatorname{OPT}_{\text {IND }}(G)$ vertices. Otherwise, by induction:

$$
\begin{aligned}
|S| & \leq\left|S_{t}^{\prime}\right|+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \leq c \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \\
& =c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-c \cdot \varepsilon \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \\
& \pm c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-\frac{c \cdot \varepsilon \cdot\left|V_{t}\right|}{\Delta+1}+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-3 \cdot c \cdot(1+\varepsilon) \cdot(\mathrm{tw}+1) \cdot(\Delta+1)+\left|S^{\prime}\right|+(\Delta+1) \cdot\left|X_{t}\right| \\
& \pm c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-3 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right| \cdot(\Delta+1) \\
& +\left|S^{\prime}\right|+c \cdot(1+\varepsilon) \cdot(\Delta+1) \cdot\left|X_{t}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right| \cdot(\Delta+1)+\left|S^{\prime}\right| \\
& \leq c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-2 \cdot c \cdot(1+\varepsilon) \cdot\left|X_{t}\right|+c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}\left(G-V_{t}\right) \\
& =c \cdot(1+\varepsilon) \cdot\left(\operatorname{OPT}_{\mathrm{IND}}\left(G\left[V_{t}\right]\right)-2\left|X_{t}\right|+\mathrm{OPT}_{\mathrm{IND}}\left(G-V_{t}\right)\right) \\
& \leq c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{IND}}(G)
\end{aligned}
$$

The inequality marked with $\dagger$ follows from Lemma $7(\mathrm{i})$ and the fact that $\operatorname{OPT}_{\text {IND }}(G) \geq$ $\mathrm{OPT}_{\mathrm{DS}}(G) . \ddagger$ follows from the fact that $c \cdot(1+\varepsilon) \geq 1$ and $\mathbb{\top}$ from Lemma 11(ii).

### 4.4 Connected Dominating Set

Finally, we consider the problem Connected Dominating Set. If $S \subseteq V$ is a vertex set in a graph $G=(V, E)$, then let $R(G, S)$ denote the graph obtained by deleting $S$, introducing a new vertex $z$, and connecting $z$ to any vertex in $V \backslash S$ that has a neighbor in $S$.

- Lemma 13. Let $G=(V, E)$ be a connected graph and $A, B, C \subseteq V$ such that $A \cup C=V$, $A \cap C=B$, there are no edges from $A \backslash B$ to $C \backslash B$, and $A \backslash B$ and $C \backslash B$ are both non-empty.
(i) $\operatorname{OPT}_{\mathrm{CON}}(G) \geq \mathrm{OPT}_{\mathrm{CON}}(R(G[A], B))+\operatorname{OPT}_{\mathrm{CON}}(R(G[C], B))-2$.
(ii) Given connected dominating sets $X$ and $Y$ in $R(G[A], B)$ and $R(G[C], B)$, respectively, one can in construct in polynomial time a connected dominating set for $G$ of size at most $|X|+|Y|+3|B|$.


## Proof.

(i) Let $X$ be a connected dominating set in $G$ of size $\operatorname{OPT}_{\mathrm{CON}}(G)$. We claim that $Y:=(X \cap(A \backslash B)) \cup\{z\}$ and $Z:=(X \cap(C \backslash B)) \cup\{z\}$ are connected dominating sets in $R(G[A], B)$ and $R(G[C], B)$, respectively. We only prove this for $Y$ and $R(G[A], B))$, as the case of $Z$ and $R(G[C], B)$ is analogous.
First, we show that $Y$ is a dominating set. Let $v$ be a vertex in $R(G[A], B))$. If $v \in\left\{z, z^{\prime}\right\}$, then $v$ is dominated by $z$ in $Y$. Otherwise, $v \in A \backslash B$ and there is a vertex $w \in X$ that dominates $v$ in $G$. If $w \in B$, then $z$ is adjacent to $v$ in $R(G[A], B))$ and $v$ is dominated by $z$ in that graph. If $w \in A \backslash B$, then $w \in Y$ and $v$ is dominated by $w$ in $R(G[A], B))$.
We must also show that the subgraph of $R(G[A], B)$ induced by $Y$ is connected. Let $v, v^{\prime} \in Y$. We must show that the subgraph of $R(G[A], B)$ induced by $Y$ contains a path from $v$ to $v^{\prime}$. First we assume that $v, v^{\prime} \neq z, z^{\prime}$, implying that $v, v^{\prime} \in X$. Hence, there is a path $P$ from $v$ to $v^{\prime}$ in $G[X]$. If $P \subseteq A \backslash B$, then $P \subseteq Y$ and we are done. Otherwise, $P$ must pass through $B$. Let $w$ be the first vertex in $B$ on $P$ and $w^{\prime}$ the
final one. Obtain $P^{\prime}$ by replacing the subpath of $P$ between and including $w$ and $w^{\prime}$ with $z$. Then, $P^{\prime}$ is a path from $v$ to $v^{\prime}$ in the subgraph of $R(G[A], B)$ induced by $Y$. Finally, suppose that $v^{\prime}=z$. If $v=z$, there is nothing to show, so we assume that $v \neq z$ and, therefore, $v \in X \cap(A \backslash B)$. Because $C \backslash B$ is non-empty, $X$ must contain a vertex $w \in B$. Because $G[X]$ is connected, $G[X]$ must also contain a path $P$ from $v$ to $w$. Let $w^{\prime}$ be the first vertex in $B$ on the path $P$ (possibly, $w^{\prime}=w$ ). We obtain $P^{\prime}$, a path from $v$ to $z$ in the subgraph of $R(G[A], B)$ induced by $Y$, by taking the subpath of $P$ from $v$ to $w^{\prime}$ and replacing $w^{\prime}$ with $z$. This proves that $Y$ is a connected dominating set in $R(G[A], B)$. Then,

$$
\begin{aligned}
\operatorname{OPT}_{\mathrm{CON}}(G) & =|X| \geq|X \cap(A \backslash B)|+|X \cap(C \backslash B)| \\
& \geq|Y|-1+|Z|-1 \\
& \geq \operatorname{OPT}_{\mathrm{CON}}(R(G[A], B))+\mathrm{OPT}_{\mathrm{CON}}(R(G[C], B))-2 .
\end{aligned}
$$

(ii) Let $Z^{\prime}:=X \cup Y \cup B$. Every connected component of $G\left[Z^{\prime}\right]$ contains a vertex in $B$, so this graph as at most $|B|$ connected components. We obtain a connected dominating set $Z$ in $G$ as follows. We start with $Z:=Z^{\prime}$. Choose two connected components $C_{1}, C_{2}$ in $G[Z]$. Because $G$ is connected, it contains a path $P$ starting in $v_{1} \in C_{1}$ and ending in $v_{2} \in C_{2}$. This path must contain a vertex that is not adjacent to any vertex in $C_{1}$, because if every vertex in $P \backslash C_{1}$ were adjacent to a vertex in $C_{1}$, then $v_{2}$ is adjacent to a vertex in $C_{1}$, implying that $C_{1}$ and $C_{2}$ are not distinct connected components in $G[Z]$ Let $w$ be the first vertex on $P$ that is not adjacent to a vertex in $C_{1}$. Because $Z$ is a dominating set in $G$, there must be a vertex $x \in Z \backslash C_{1}$ such that $w \in N[x]$ (note that, possible $w=x$ ). Adding $w$ and $x$ merges $C_{1}$ with the connected component of $G[Z]$ containing $x$. This process must be repeated at most $|B|$ times to obtain a connected dominating set. In each iteration at most two vertices are added to $Z$. Since $Z$ initially contains $|X|+|Z|+|B|$ vertices, we obtain a connected dominating set containing at most $|X|+|Z|+3|B|$ vertices.

- Theorem 14. For every $\varepsilon>0$, there is a $(1+\varepsilon)$-approximate Turing kernelization for Connected Dominating Set with $\mathcal{O}\left(\frac{1+\varepsilon}{\varepsilon} \cdot \mathrm{tw} \cdot \Delta\right)$ vertices.

Proof. Consider Algorithm 4. This algorithm always returns a connected dominating set of $G$. If the algorithm terminates in line 3 , then this is true because the oracle always outputs a connected dominating set. If it terminates in line 10 , then $S_{t}$ and $S^{\prime}$ are connected dominating sets for $R\left(G\left[V_{t}\right], X_{t}\right)$ and $R\left(G-\left(V_{t} \backslash X_{t}\right)\right)$, respectively. It follows by Lemma 13(ii), that $S$ is a connected dominating set for $G$.

The algorithm runs in polynomial time.
Finally, we must show that the solution output by the algorithm contains at most $c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}(G)$ vertices. We prove the claim by induction on the number of recursive calls. If there is no recursive call, the algorithm terminates in line 3 and the solution contains at most $c \cdot \operatorname{OPT}_{\mathrm{CAP}}(G)$ vertices. Otherwise, by induction:

$$
\begin{aligned}
|S| & \leq\left|S_{t}^{\prime}\right|+\left|S^{\prime}\right|+3\left|X_{t}\right| \leq c \cdot \mathrm{OPT}_{\mathrm{CON}}\left(R\left(G\left[V_{t}\right], X_{t}\right)\right)+\left|S^{\prime}\right|+3\left|X_{t}\right| \\
& =c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CON}}\left(R\left(G\left[V_{t}\right], X_{t}\right)\right)-c \cdot \varepsilon \cdot \mathrm{OPT}_{\mathrm{CON}}\left(R\left(G\left[V_{t}\right], X_{t}\right)\right)+\left|S^{\prime}\right|+3\left|X_{t}\right| \\
& \pm c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(R\left(G\left[V_{t}\right], X_{t}\right)\right)-\frac{c \cdot \varepsilon \cdot\left(\left|V_{t}\right|-X_{t}+1\right)}{\Delta+1}+\left|S^{\prime}\right|+3\left|X_{t}\right| \\
& =c \cdot(1+\varepsilon) \cdot \operatorname{OPT}_{\mathrm{CON}}\left(R\left(G\left[V_{t}\right], X_{t}\right)\right)-\frac{c \cdot \varepsilon \cdot\left|V_{t}\right|}{\Delta+1}+\left|S^{\prime}\right|+\frac{c \cdot \varepsilon \cdot\left(\left|X_{t}\right|+1\right)}{\Delta+1}+3\left|X_{t}\right|
\end{aligned}
$$

Algorithm $4 \mathrm{~A}(1+\varepsilon)$-approximate polynomial Turing kernelization for ConNECTED Dominating Set parameterized by tw $+\Delta$.

```
input : A graph \(G=(V, E)\), nice tree decomposition \(\mathcal{T}\) of width tw, \(\varepsilon>0\)
\(s \leftarrow 4 \cdot \frac{1+\varepsilon}{\varepsilon}(\Delta+1)(\mathrm{tw}+1)+\frac{(2 \Delta+2)(1+\varepsilon)}{\varepsilon}\)
if \(|V| \leq s\) then
    Apply the \(c\)-approximate oracle to \(G\) and output the result.
else
    Use Lemma 6 to find a node \(t\) in \(\mathcal{T}\) such that \(s \leq\left|V_{t}\right| \leq 2 s\).
    Apply the \(c\)-approximate oracle to \(R\left(G\left[V_{t}\right], X_{t}\right)\) and let \(S_{t}\) be the solution output
        by the oracle..
        Let \(\mathcal{T}^{\prime}\) be the tree obtained by deleting the subtree rooted at \(t\) except for the
        node \(t\) from \(\mathcal{T}\).
        Apply this algorithm to \(\left(R\left(G-\left(V_{t} \backslash X_{t}\right), X_{t}\right), \mathcal{T}^{\prime}, \varepsilon\right)\) and let \(S^{\prime}\) be the returned
        solution.
        Apply Lemma 13(ii) with \(X=S^{\prime}, Y=S_{t}, A=\left(V \backslash V_{t}\right) \cup X_{t}, B=X_{t}\), and
        \(C=V_{t}\). Let \(S\) be the resulting solution for \(G\).
        Return \(S\).
    end
```

$$
\begin{array}{rl}
\leq & c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(G\left[V_{t}\right]\right)-4 \cdot c \cdot(1+\varepsilon) \cdot(\mathrm{tw}+2)-2 c(1+\varepsilon)+\left|S^{\prime}\right| \\
& +\frac{c \cdot \varepsilon \cdot\left(\left|X_{t}\right|+1\right)}{\Delta+1}+3\left|X_{t}\right| \\
& \ddagger \\
\leq & c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(G\left[V_{t}\right]\right)-4 \cdot c \cdot(1+\varepsilon) \cdot\left(\left|X_{t}\right|+1\right)-2 c(1+\varepsilon)+\left|S^{\prime}\right| \\
& +c \cdot(1+\varepsilon) \cdot\left(4\left|X_{t}\right|+1\right) \\
\leq & c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(G\left[V_{t}\right]\right)-2 \cdot c(1+\varepsilon)+\left|S^{\prime}\right| \\
\leq & c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(G\left[V_{t}\right]\right)-2 c(1+\varepsilon)+c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}\left(G-V_{t}\right) \\
= & c \cdot(1+\varepsilon) \cdot\left(\mathrm{OPT}_{\mathrm{CON}}\left(G\left[V_{t}\right]\right)-2+\mathrm{OPT}_{\mathrm{CON}}\left(G-V_{t}\right)\right) \\
\mathbf{I} & c \cdot(1+\varepsilon) \cdot \mathrm{OPT}_{\mathrm{CON}}(G)
\end{array}
$$

The inequality marked with $\dagger$ follows from Lemma 7 (ii) and the fact that $\mathrm{OPT}_{\mathrm{CON}}(G) \geq$ $\mathrm{OPT}_{\mathrm{DS}}(G) . \ddagger$ follows from the fact that $c \cdot(1+\varepsilon) \geq 1$ and $\mathbb{\top}$ from Lemma 13(i).

## 5 Conclusion

We conclude by pointing out two open problems concerning approximate Turing kernelization:

- Does Connected Feedback Vertex Set parameterized by treewidth admit an approximate polynomial Turing kernelization? The approach employed by Hols et al. [12] for Connected Vertex Cover and here for Connected Dominating Set cannot be used for Connected Feedback Vertex Set, because the ratio between the size of a minimum connected feedback vertex and the size of a minimum feedback vertex set is unbounded.
- The biggest open question in Turing kernelization is whether or not there are polynomial Turing kernelizations for the problems Longest Path and Longest Cycle parameterized by the solution size [11]. There has been some progress on this problem by considering the restriction to certain graph classes [15, 16]. Developing an approximate Turing kernelization may be another way of achieving progress in this regard.
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#### Abstract

We study a natural geometric variant of the classic Knapsack problem called 2D-Knapsack: we are given a set of axis-parallel rectangles and a rectangular bounding box, and the goal is to pack as many of these rectangles inside the box without overlap. Naturally, this problem is NP-complete. Recently, Grandoni et al. [ESA'19] showed that it is also W[1]-hard when parameterized by the size $k$ of the sought packing, and they presented a parameterized approximation scheme (PAS) for the variant where we are allowed to rotate the rectangles by $90^{\circ}$ before packing them into the box. Obtaining a PAS for the original 2D-KnAPSACK problem, without rotation, appears to be a challenging open question.

In this work, we make progress towards this goal by showing a PAS under the following assumptions: - both the box and all the input rectangles have integral, polynomially bounded sidelengths; - every input rectangle is wide - its width is greater than its height; and - the aspect ratio of the box is bounded by a constant.

Our approximation scheme relies on a mix of various parameterized and approximation techniques, including color coding, rounding, and searching for a structured near-optimum packing using dynamic programming.
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## 1 Introduction

We study a natural geometric variant of the classic Knapsack problem, called 2D Knapsack and defined as follows. On input, we are given a rectangular box $B$ and a set $\mathcal{R}$ of items, each being a rectangle. The task is to place as many items from $\mathcal{R}$ as possible in $B$ so that the placed items do not overlap. Note that this problem generalizes classic KnAPSACK: given

© Mathieu Mari, Timothé Picavet, and Michał Pilipczuk;
licensed under Creative Commons License CC-BY 4.0
18th International Symposium on Parameterized and Exact Computation (IPEC 2023).
Editors: Neeldhara Misra and Magnus Wahlström; Article No. 33; pp. 33:1-33:20
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
an instance of KNAPSACK with items of sizes $a_{1}, \ldots, a_{n}$ and a knapsack of size $K$, we can create an instance of 2D KnAPSACK with $B$ being the $K \times 1$ rectangle and $\mathcal{R}$ consisting of $a_{i} \times 1$ rectangles, for all $i \in\{1, \ldots, n\}$.

As in the case of Knapsack, there are two natural variants of the problem depending on how the input is encoded. In the binary variant, both $B$ and the rectangles of $\mathcal{R}$ have integral sidelengths encoded in binary, hence these sidelengths can be exponential in the total input size. In the unary variant the difference is that the sidelengths are encoded in unary, or equivalently, one assumes that all the sidelengths are bounded polynomially in the total input size. In this work we focus on the unary variant.

Again as in the case Knapsack, adopting the unary variant helps tremendously for the design of algorithms for 2D KnAPSACK, for instance due to allowing to perform dynamic programming over the dimensions of the box. While the problem remains NP-hard even in the unary variant [10], Adamaszek and Wiese [1] gave a QPTAS for the problem in this setting. The best approximation factor known to be achievable in polynomial time in the unary variant is $4 / 3+\varepsilon$ due to Galvez et al. [6]; earlier, a $(2+\varepsilon)$-approximation was given in [8] and a $(558 / 325+\varepsilon)$-approximation was given in [5]. It is believed that the problem should admit a PTAS, but this question remains widely open to this day.

We remark that the abovementioned works also study the weighted variant of the problem. In this work we only consider the unweighted version, hence an interested reader is invited to the relevant discussion in the references.

Recently, Grandoni et al. [7] proposed to approach the question about the existence of a PTAS for 2D Knapsack by adding parameterization by the solution size to the picture. That is, they presented a parameterized approximation scheme $(P A S)$ with running time of the form $k^{\mathcal{O}(k / \varepsilon)} \cdot n^{\mathcal{O}\left(1 / \varepsilon^{3}\right)}$ that either finds a packing of size at least $(1-\varepsilon) k$ or correctly concludes that there is no packing of size $k$. However, this result applies only to the variant of the problem where each input rectangle can be rotated by $90^{\circ}$ before packing it into the box, and the question about the existence of a PAS for 2D Knapsack without rotation was explicitly left open by Grandoni et al. This is in contrast with the other mentioned works on 2D Knapsack which all apply both to the variant with rotation and without rotation (for the variant with rotation, Galvez et al. [6] reported a better approximation ratio of $5 / 4+\varepsilon$ ).

We note that the PAS of Grandoni et al. actually works in the binary variant of the problem. Also, reliance on approximation is probably necessary: as proved in [7], the exact version of the problem is $\mathrm{W}[1]$-hard when parameterized by $k$.

Our contribution. In this work we approach - though not completely solve - the open problem left by Grandoni et al. [7] by giving a parameterized approximation scheme with running time of the form $f(k, \varepsilon, \delta) \cdot n^{g(\varepsilon)}$ for 2D KnAPSACK under the following assumptions:

- we consider the unary variant of the problem, thus the dimensions of the box are bounded polynomially in $n$;
- we assume that every item is wide: its width is not smaller than its height; and
- we assume that the aspect ratio (ratio between the dimensions, always greater or equal to $1)$ of the box is at most $\delta$.
See Theorem 1 for a formal statement of our result and an explicit formula for the running time. Note that in the context of the variant with rotation, the second assumption can be always achieved by rotating every input rectangle so that it is wide, while the third assumption for $\delta=1$ can be obtained by scaling both the box and all rectangles on input.

Let us elaborate on our approach and how it is different from the approach of Grandoni et al. [7]. The approach of [7] can be summarized as follows.

- Consider a hypothetical packing $\mathcal{S}$ of size $k$.
- Freeing a strip: Remove a small fraction of $\mathcal{S}$ and shift the items slightly in order to free up a horizontal strip of height $N / k^{b}$ at the bottom of the box, where $N$ is the sidelength of the box and $b=\mathcal{O}(1 / \varepsilon)$ is an integer. This strip can now accommodate all thin items: those of height at most $N / k^{b+1}$.
- Resource augmentation: After the previous step, we may assume that all items are large both dimensions are at least $N / k^{b+1}$ - and there is still a considerable strip free at the bottom of the box. Now, one can round the heights of items up to the nearest multiplicity of, say, $N / k^{b+2}$ and argue that even the rounded items can be packed, due to the free strip at the bottom of the box. After rounding the rectangles have at most $k^{\mathcal{O}(1)}$ different heights, so keeping $k$ narrowest rectangles of each possible height gives us a polynomial in $k$ number of candidate rectangles that can be reasonably used in the packing. This easily leads to a PAS.
The possibility of rotating rectangles is crucially used in the second step, freeing a strip. Without this assumption, thin rectangles come in two different flavors: there are wide rectangles, of very small height and possibly large width, and symmetric tall rectangles. The strategy of freeing a strip presented in [7] can be applied also in the setting without rotation, but then it results in either freeing a horizontal strip at the bottom of the box, or a vertical strip at the left side of the box; there is no control over which strip will be freed. Consequently, only one type of thin rectangles can be disposed of as a result of freeing the strip, and there is no control over which one it is.

In the setting of Grandoni et al., our assumptions on the problem essentially mean that we allow the existence of wide rectangles, but not of the tall ones. The application of the approach of Grandoni et al. could result in freeing a vertical strip, in which the wide rectangles cannot fit. Consequently, we do not see how to fix the approach presented in [7] to solve our case where only wide rectangles are present and no rotation is allowed. We therefore abandon this approach and propose a completely new one.

Instead, we prove a different result about the existence of a well-structured near-optimum solution. Our structural lemma (Lemma 9) says that at the cost of sacrificing a small fraction of rectangles, the considered packing can be divided into regions $B_{1}, B_{2}, \ldots, B_{m}$ so that:

- Every region $B_{i}$ is delimited by the left side of the box, the right side of the box, and two $x$-monotone axis-parallel polylines connecting the left and the right side. Moreover, each of the polylines defining the division $B_{1}, B_{2}, \ldots, B_{m}$ consists of $\mathcal{O}(1 / \varepsilon)$ segments.
- Every region $B_{i}$ is either light - contains only $\mathcal{O}\left(1 / \varepsilon^{2}\right)$ rectangles from the packing - or roundable - rectangles within $B_{i}$ could be packed inside $B_{i}$ even after rounding them to the nearest multiple of (roughly) $N_{1} / k^{2}$, where $N_{1}$ is the width of the box.
Having such a structural lemma, a near-optimum solution can be constructed using a bottomup dynamic programming that guesses the regions $B_{i}$ one by one. For each region $B_{i}$ we consider two cases: either $B_{i}$ is light and a solution within it can be guessed (essentially) by brute-force, or $B_{i}$ is roundable and using the same trick as in [7], one can restrict attention to $k^{\mathcal{O}(1)}$ many different candidates for rectangles that will be packed into $B_{i}$.

There is a technical caveat in the plan presented above. Namely, in dynamic programming we need to make sure that we do not reuse the same rectangle from $\mathcal{R}$ in two or more different regions $B_{i}$. We resolve this issue using color-coding. Namely, by applying color-coding upfront we may assume that all the rectangles in $\mathcal{R}$ are colored with $k$ colors, and we look for a packing consisting of rectangles of pairwise different colors. Then our dynamic programming keeps track of the subset of colors that have already been used, which adds only another dimension of size $2^{k}$ to the dynamic programming table.

## 2 Preliminaries

Basic terminology. For a positive integer $N$, we write $[N]=\{1,2, \ldots, N\}$. For a pair of reals $(x, y)$, we call $x$ the vertical coordinate and $y$ the horizontal coordinate.

A rectangle is a pair of positive integers $R=(w, h) \in \mathbb{Z}_{+}^{2}$, and a placed rectangle is a set of the form $Q=[x, x+w] \times[y, y+h] \subseteq \mathbb{R}^{2}$, where $R=(w, h)$ is a rectangle and $(x, y) \in \mathbb{Z}^{2}$ is the bottom-left corner of $Q$; we will also say that such $Q$ is a placement of $R$. In the notation, we will sometimes treat placed rectangles as their non-placed counterparts; the meaning of this will be always clear from the context.

Both for placed and non-placed rectangles, $w$ and $h$ are called the width (length on the horizontal dimension) and the height (length on the vertical dimension), respectively, and may be denoted by $w(P)$ and $h(P)$, where $P$ is the (placed) rectangle in question. The interior of a placed rectangle $Q=[x, x+w] \times[y, y+h]$ is the set $I(Q)=(x, x+w) \times(y, y+h)$. Two placed rectangles overlap if their interiors intersect.

A zone is simply a subset of $\mathbb{R}^{2}$. For a zone $Z$ and a set of placed rectangles $\mathcal{R}$, by $\mathcal{R}[Z]=\{R \in \mathcal{R} \mid R \subseteq Z\}$ we denote the set of all rectangles from $\mathcal{R}$ that are entirely contained in $Z$. For a zone $Z$ and a set of non-placed rectangles $\mathcal{R}$, a packing of $\mathcal{R}$ in $Z$ is a set $\mathcal{R}^{\prime}=\left\{R^{\prime}: R \in \mathcal{R}\right\}$ consisting of pairwise non-overlapping placed rectangles contained in $Z$, where $R^{\prime}$ is a placement of $R$ for each $R \in \mathcal{R}$.

The problem and the main result. In the (parameterized variant of) 2D Knapsack problem, we are given a rectangular zone $B=\left[0, N_{1}\right] \times\left[0, N_{2}\right] \subseteq \mathbb{R}^{2}$ called the box, where $N_{1}, N_{2}$ are positive integers, a set $\mathcal{R}$ of rectangles called items, and an integer $k$. The question is whether there exists a packing of some $k$ items from $\mathcal{R}$ in the box $B$.

In the context of an instance $(B, \mathcal{R}, k)$ of 2 D Knapsack, the size of the box $B$ is $\|B\|=N_{1}+N_{2}$, and the aspect ratio of $B$ is $\delta(B)=\max \left(\frac{N_{1}}{N_{2}}, \frac{N_{2}}{N_{1}}\right) \geqslant 1$. Further, an item $R \in \mathcal{R}$ is wide if $w(R) \geqslant h(R)$. Note that in the variant of the problem where rotations by $90^{\circ}$ are allowed, one may always rotate the items so that they are wide. When the instance $(B, \mathcal{R}, k)$ is clear from the context, by a packing we mean a packing of a subset of $\mathcal{R}$ in $B$.

With these definitions in place, we can state our main result.

- Theorem 1. There exists an algorithm that given an accuracy parameter $\varepsilon>0$ and an instance $(B, \mathcal{R}, k)$ of 2D KnAPsACK, where $\mathcal{R}$ consists only of wide items, either returns a packing of size at least $(1-\varepsilon) k$ or correctly concludes that there is no packing of size $k$. The running time of the algorithm is $\delta(B)^{\mathcal{O}(k)} \cdot(k+1 / \varepsilon)^{\mathcal{O}\left(k+1 / \varepsilon^{2}\right)} \cdot(|\mathcal{R}|\|B\|)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}$.

Polylines and containers. In our algorithm for 2D Knapsack we will decompose the box into zones delimited by borders of low complexity, allowing those borders to be efficiently guessed. Formally, each border will be a polyline defined as follows.

- Definition 2 (Axis-parallel polyline). An axis-parallel polyline $\mathcal{P}$ is a union of horizontal or vertical segments $S_{1}, S_{2}, \ldots, S_{m}$ such that for $1 \leqslant i \leqslant m-1$, the end of segment $S_{i}$ is the beginning of segment $S_{i+1}$. Then $m$ is called the complexity of $\mathcal{P}$.

For brevity, axis-parallel polylines will be just called polylines. We will only work with monotone polylines, meaning that all horizontal coordinates of points on $S_{j}$ will not be smaller than the horizontal coordinates of the points on $S_{i}$, whenever $i<j$. A polyline $P$ crosses a placed rectangle $R$ if $P$ intersects the interior of $R$.

Next we introduce containers. We will use them to capture the idea of decomposing the box into zones.

Definition 3 (Container). A container $\mathcal{C}$ is a union of horizontal or vertical segments $S_{1}, S_{2}, \ldots, S_{m}$ such that:

- for $1 \leqslant i \leqslant m-1$, the end of segment $S_{i}$ is the beginning of segment $S_{i+1}$, and - the end of segment $S_{m}$ is the beginning of segment $S_{1}$.

Furthermore, we require that $\mathcal{C}$ is weakly-simple (as introduced in [9, 3, 2]) in the following sense: if $S^{1}$ is the unit circle and $\gamma: S^{1} \rightarrow \mathbb{R}^{2}$ is a parameterization of $\mathcal{C}$, then for every $\varepsilon>0$ there exists an injective continuous $\gamma_{\varepsilon}: S^{1} \rightarrow \mathbb{R}^{2}$ such that $\max _{v \in S^{1}}\left\|\gamma(v)-\gamma_{\varepsilon}(v)\right\| \leqslant \varepsilon$ for some norm $\|\cdot\|$.

The inside of the container, denoted $I(\mathcal{C})$, is the bounded open region delimited by the segments. Moreover, the complexity of the container is defined as $m$.

Note that the inside of a container is not necessarily connected. For clarification, see Figure 1.

## 3 Exact algorithm

In this section, we give an exact algorithm for the problem, which will be later used as a subroutine in the proof of Theorem 1. The point here is that we allow the box to be delimited by an arbitrary container, and we measure the running time in the complexity of the container. Formally, we will prove the following statement.

- Lemma 4. Given a set of rectangles $\mathcal{R}$ and a container $\mathcal{C}$ of complexity m, one can determine whether there is a packing of the rectangles of $\mathcal{R}$ inside $\mathcal{C}$ in time $(m+|\mathcal{R}|)^{\mathcal{O}(|\mathcal{R}|)}$.

The main idea of our algorithm is to push the packing bottom-left, as explained in the next definition.

- Definition 5. A packing $\mathcal{R}$ inside a container $\mathcal{C}$ is said to be pushed bottom-left if for every rectangle $R \in \mathcal{R}$, its left (resp. bottom) side intersects either a vertical (resp. horizontal) segment of the container, or a right (resp. top) side of another rectangle $R^{\prime} \in \mathcal{R}$.

It is not hard to see that if a packing is pushed bottom-left, then there must be a rectangle in the packing whose left and bottom sides rest on the perimeter of the container. This is formally proved in the following statement. (Proofs of statements marked with ( $\boldsymbol{\oplus}$ ) can be found in Appendix B.)

- Proposition 6 ( $\boldsymbol{\uparrow}$ ). Suppose $\mathcal{R}$ is a non-empty packing of rectangles inside a container $\mathcal{C}$ that is pushed bottom-left. Then there exists a rectangle $R \in \mathcal{R}$ such that its left side intersects a vertical segment of the container and its bottom side intersects an horizontal segment of the container.

With Proposition 6 established, we can conclude our goal using a simple branching strategy.
Proof of Lemma 4. We prove a stronger statement where we allow $\mathcal{C}$ to be the union of several disjoint containers, and we let $m$ be the sum of their complexities.

Suppose there is a packing $\mathcal{S}$ of the rectangles of $\mathcal{R}$ into $\mathcal{C}$. We can assume without loss of generality that $\mathcal{S}$ is pushed bottom-left within every container of $\mathcal{C}$. Now by Proposition 6 , there exists a rectangle $R$ such that its left (resp. bottom) side intersects a vertical (resp. horizontal) segment of a container in $\mathcal{C}$.

So here is a recursive procedure to solve the problem. First, guess (by trying all possibilities) the rectangle $R$ satisfying the condition above; there are $n$ different possibilities for $R$, where $n=|\mathcal{R}|$. Second, guess which pair of segments of the containers intersect the left and the bottom side of $R$; there are at most $m^{2}$ possibilities. Place rectangle $R$ according
to the latter guess and verify that it is indeed fully contained in $\mathcal{C}$. Then, "carve out" the rectangle, i.e., define a new union of containers $\mathcal{C}^{\prime}$ so that the $I\left(\mathcal{C}^{\prime}\right)=I(\mathcal{C}) \backslash R$. It is easy to see that the total complexity of the new union of containers $\mathcal{C}^{\prime}$ is at most $m+6$ and it can be computed in time polynomial in $m$. Then, recurse on $\mathcal{R}^{\prime}$ and $\mathcal{C}^{\prime}$ where $\mathcal{R}^{\prime}=\mathcal{R} \backslash\{R\}$.

It is clear that the algorithm is correct. To analyze its running time, note that the recursion tree has depth bounded by $n$ and branching bounded by $n(m+6 n)^{2}$, hence it consists of $(m+n)^{\mathcal{O}(n)}$ nodes. The internal computation at each node take time polynomial in $n$ and $m$, so the total running time of $(m+n)^{\mathcal{O}(n)}$ follows.

## 4 Giving structure to the packing

In this section we prove structural results that can be summarized as follows: at the cost of sacrificing a small fraction of the packing, one can apply resource augmentation - round the packing - so that it gains a certain structure. Once this structure is achieved, we will argue later that structured packings can be efficiently computed using dynamic programming.

Throughout this section we fix an instance $(B, \mathcal{R}, k)$ of 2D Knapsack, where $B=$ $\left[0, N_{1}\right] \times\left[0, N_{2}\right]$ and $\mathcal{R}$ consists only of wide rectangles: $w(R) \geqslant h(R)$ for all $R \in \mathcal{R}$.

To perform resource augmentation, we need the following notion of rounding a rectangle. Informally, a rounded rectangle is the original rectangle with its width rounded up to the nearest multiple of $\ell^{\prime}=\ell^{2} / N_{1}$; here is a formal definition.

- Definition 7 (Rounded rectangles). Let $R=(w, h)$ be a rectangle and $\ell>0$ be a positive real. Then the $\ell$-rounded rectangle round $\ell_{\ell}(R)$ is the rectangle $\left(\ell^{\prime}\left\lceil w / \ell^{\prime}\right\rceil, h\right)$ where $\ell^{\prime}=\ell^{2} / N_{1}$. For a set $\mathcal{R}$ of rectangles, we define similarly $\operatorname{round}_{\ell}(\mathcal{R})=\left\{\operatorname{round}_{\ell}(R): R \in \mathcal{R}\right\}$.

As mentioned, the key idea behind our algorithm is to look for a specifically structured packing. This structure is quantified formally in the following definition. Broadly speaking, we look for a packing that is partitioned into regions of low complexity and such that the rectangles in each region behave well.

- Definition 8 (Structured packing). Fix any $\varepsilon, \ell>0$. Consider a set of pairwise nonintersecting monotone polylines $P_{1}, P_{2}, \ldots, P_{m}$ contained in the box $B$, where each $P_{i}$ starts at the left side of $B$ and finishes at the right side of $B$, and the polylines $P_{1}, \ldots, P_{m}$ are naturally numbered from bottom to top. We define the partition of the box $B$ into regions $B_{0}, B_{1}, \ldots, B_{m}$ so that each region $B_{i}$ is delimited by the polylines $P_{i}$ and $P_{i+1}$ and the left and the right side of $B$ (here we define for convenience $P_{0}$ to be the bottom side of $B$ and $P_{m+1}$ to be the top of $B$ ).

We say that a packing of rectangles $\mathcal{Q}$ in $B$ is an $(\varepsilon, \ell)$-structured packing if every rectangle in $\mathcal{Q}$ has width at least $2 \ell$ and there exist polylines $P_{1}, P_{2}, \ldots, P_{m}$ as above, each of complexity at most $4 / \varepsilon+1$, such that no rectangle of $\mathcal{Q}$ is crossed by any polyline $P_{i}, i \in[m]$, and for each $i, 0 \leqslant i \leqslant m$ at least one of the following conditions holds:

- $\left|\mathcal{Q}\left[B_{i}\right]\right| \leqslant 2 / \varepsilon^{2}$, or
- $\operatorname{round}_{\ell}\left(\mathcal{Q}\left[B_{i}\right]\right)$ can be packed into $B_{i}$.

The rest of the section is dedicated to proving the following structural lemma (recall that the instance $(B, \mathcal{R}, k)$ is fixed in the context):

- Lemma 9 (structural lemma). Suppose $\ell>0$ is a positive real such that there is a packing of size $k$ consisting of rectangles of width at least $2 \ell$ each. Then for every $\varepsilon>0$, there exists also an $(\varepsilon, \ell)$-structured packing of size at least $(1-3 \varepsilon) k$.

This section is divided into 3 parts. In the first subsection we study the assumed packing of size $k$ and define an associated conflict graph, which turns out to be planar. In the second subsection, we show that if there exists a packing of rectangles in a specific zone on the box, then at the cost of removing a few rectangles, there exists a packing of the rounded rectangles into a slightly bigger rounded version of the zone. In the last section, we define the specific polylines that will divide the zones and finish the proof of the Lemma 9.

By assumption, there exists a packing $\mathcal{S}$ in $B$ consisting of $k$ rectangles from $\mathcal{R}$, each of width at least $2 \ell$. Fix $\mathcal{S}$ for the remainder of this section.

### 4.1 Conflict graph

For the definition of the conflict graph, we need the following notion of horizontal visibility.

- Definition 10. Two different placed rectangles $R, R^{\prime} \in \mathcal{S}$ see each other if there is an horizontal segment $s$ intersecting the interior of the right side of $R$ and the interior of the left side of $R^{\prime}$ (or vice versa) such that $s$ does not intersect any other rectangle of $\mathcal{S}$. Notice that $s$ may consist of a single point, if $R$ and $R^{\prime}$ are intersecting. For convenience, we extend this definition to the case where $R$ is the left side of $B$ or $R^{\prime}$ is the right side of $B$. For instance with the left side of $B$ we associate the placed rectangle $R_{l e f t}=[-1,0] \times\left[0, N_{2}\right]$ and say that $R$ and the left side of $B$ see each other if $R_{\text {left }}$ and $R$ see each other; similarly for the right side of $B$. The left side of $B$ and the right side of $B$ do not see each other.

Note two rectangles intersecting only at their common corner do not see each other.

- Definition 11 (Conflict graph). For a packing $\mathcal{S}$, we define the conflict graph of $\mathcal{S}$ to be the graph $G$ defined as follows: the vertex set contains all the rectangles of $\mathcal{S}$, and in addition there are two special vertices $s$ and $t$ identified with the left side and the right side of $B$, respectively. Two vertices of $G$ are adjacent if and only if they see each other.

It is easy to see that the conflict graph is planar; see Figure 2. We formalize this intuition in the following lemma.

- Lemma 12 ( $\mathbf{~})$. For any packing $\mathcal{Q}$, the conflict graph of $\mathcal{Q}$ is planar.


### 4.2 Packing rounded rectangles

Next, we analyze a packing within some zone $Z \subseteq \mathbb{R}^{2}$, with the goal of understanding when and how the rectangles of this packing can be rounded to obtain a rounded packing of substantial size. We fix some positive real $\ell>0$ for the rest of this subsection.

First, we need some definitions about expanding zones.

- Definition 13. Let $Z \subseteq \mathbb{R}^{2}$. We define:
- the negatively shifted zone $\overleftarrow{Z}\langle\ell\rangle=\left(\bigcup_{(x, y) \in Z}[x-\ell, x] \times\{y\}\right) \cap\left[0, N_{1}-\ell\right] \times\left[0, N_{2}\right]$,
- the positively shifted zone $\vec{Z}\langle\ell\rangle=\left(\bigcup_{(x, y) \in Z}[x, x+\ell] \times\{y\}\right) \cap\left[0, N_{1}\right] \times\left[0, N_{2}\right]$,
- and the rounded zone $\overleftrightarrow{Z}\langle\ell\rangle=\left(\bigcup_{(x, y) \in Z}[x-\ell, x+\ell] \times\{y\}\right) \cap\left[0, N_{1}\right] \times\left[0, N_{2}\right]$.

Note that if $Z^{\prime}=\overleftarrow{Z}\langle\ell\rangle$ then $\overleftrightarrow{Z}\langle\ell\rangle=\overrightarrow{Z^{\prime}}\langle\ell\rangle$, and that the first two definitions are not symmetric.
Our main goal in this subsection is to prove the following lemma. It intuitively says that at the cost of removing an st-separator in the conflict graph, one can find a packing of the rounded rectangles into a slightly extended zone. Here, an st-separator is a set of vertices (rectangles) that hits every $s$ - $t$ path.

- Lemma 14. Let $\mathcal{Q}$ be a packing in a zone $Z \subseteq B$ such that every rectangle of $\mathcal{Q}$ has width at least $2 \ell$. Further, let $C$ be an st-separator in the conflict graph of $\mathcal{Q}$. Then round $(\mathcal{Q} \backslash C)$ can be packed inside the zone $\overleftrightarrow{Z}\langle\ell\rangle$.

The first step towards the proof of Lemma 14 is to repack $\mathcal{Q}$ into the negatively shifted zone $Z$ at the cost of deleting a few rectangles.

- Proposition 15 ( $\mathbf{~})$. Let $\mathcal{Q}$ be a packing in a zone $Z \subseteq B$ such that every rectangle of $\mathcal{Q}$ has width at least $2 \ell$. Further, let $C$ be an st-separator in the conflict graph of $\mathcal{Q}$. Then $\mathcal{Q} \backslash C$ can be packed inside the zone $\overleftarrow{Z}\langle\ell\rangle$.

For an illustration of the proof, see Figure 3.
Now that we have emptied a strip to the right of the zone, we can do some resource augmentation in order to replace the original rectangles by their rounded versions, while still being able to pack them inside the rounded zone.

- Proposition $16(\boldsymbol{\oplus})$. Let $\mathcal{Q}$ be a packing in a zone $Z \subseteq\left[0, N_{1}-\ell\right] \times\left[0, N_{2}\right]$ such that every rectangle of $\mathcal{Q}$ has width at least $2 \ell$. Then round $_{\ell}(\mathcal{Q})$ can be packed inside the zone $\vec{Z}\langle\ell\rangle$.

For clarification, see Figure 4. We may now combine Proposition 15 and Proposition 16 to achieve our goal.

Proof of Lemma 14. Apply Proposition 15 and Proposition 16 to get that $\operatorname{round}_{\ell}(\mathcal{Q} \backslash C)$ can be packed in $\vec{Z}^{\prime}\langle\ell\rangle$, where $Z^{\prime}=\overleftarrow{Z}\langle\ell\rangle$. As $\overrightarrow{Z^{\prime}}\langle\ell\rangle=\overleftarrow{Z}\langle\ell\rangle$, the proof is finished.

### 4.3 Proof of the Structural Lemma

Finally, in this subsection we define the polylines that we are interested in and prove some results about zones and polylines to finish the proof of Lemma 9. The main idea is to construct some well-chosen polylines by looking at the rectangles on short $s$ - $t$ paths. These polylines are then used to delimit zones in which we can find a separator of bounded size, and apply the ideas of the previous subsections.

Recall that we are working with a packing $\mathcal{S}$ of size $k$ consisting of rectangles of width at least $2 \ell$ each. Let $G$ be the conflict graph of $\mathcal{S}$. For every $R \in \mathcal{S}$, by $v_{R}$ we denote the vertex of $G$ corresponding to $R$. First, we need to understand how $s$ - $t$ paths in $G$ can be mapped to polylines.

- Definition 17 (Bottom polyline of a path). Consider an $s$-t path $P=\left(s, v_{R_{1}}, v_{R_{2}}, \ldots, v_{R_{m}}, t\right)$ in $G$, and suppose that for each $i \in\{0,1, \ldots, m\}$, that $R_{i}$ and $R_{i+1}$ see each other is witnessed by the segment $s_{i}=\left[x\left(R_{i}\right)+w\left(R_{i}\right), x\left(R_{i+1}\right)\right] \times\left\{y_{i}\right\}$ (where $R_{0}=s$ and $R_{m+1}=t$ ). Then define the bottom polyline of $P$ as the polyline $\mathcal{P}$ formed by the union of the following segments:
- $\left[x\left(R_{i}\right), x\left(R_{i}\right)+w\left(R_{i}\right)\right] \times\left\{y\left(R_{i}\right)\right\}$ for each $i \in[m]$,
- $\left\{x\left(R_{i}\right)\right\} \times\left[\min \left\{y\left(R_{i}\right), y_{i-1}\right\}, \max \left\{y\left(R_{i}\right), y_{i-1}\right\}\right]$ for each $i \in[m]$,
- $\left\{x\left(R_{i}\right)+w\left(R_{i}\right)\right\} \times\left[\min \left\{y\left(R_{i}\right), y_{i}\right\}, \max \left\{y\left(R_{i}\right), y_{i}\right\}\right]$ for each $i \in[m]$, and
- $s_{i}$ for each $i \in\{0,1, \ldots, m\}$.

Less formally, $\mathcal{P}$ is the union of the segments $s_{i}$ joining the rectangles of the path, the bottom sides of the rectangles, and parts of the left/right sides of the rectangles to join the segments to the bottom sides.

Similarly, we define the notion of the top polyline of an $s-t$ path in $G$. When defining at the same time the top and the bottom polyline of the same path, we always use the same segments $s_{i}$ to define how rectangles $R_{i}$ and $R_{i+1}$ should be linked. Finally, we will also need the middle polyline.

- Definition 18 (Middle polyline of a path). Consider an $s$-t path $P=\left(s, v_{R_{1}}, v_{R_{2}}, \ldots, v_{R_{m}}, t\right)$ in $G$, and suppose that for each $i \in\{0,1, \ldots, m\}$, that $R_{i}$ and $R_{i+1}$ see each other is witnessed by the segment $s_{i}=\left[x\left(R_{i}\right)+w\left(R_{i}\right), x\left(R_{i+1}\right)\right] \times\left\{y_{i}\right\}$ (where $R_{0}=s$ and $R_{m+1}=t$ ). Then define the middle polyline of $P$ as the polyline $\mathcal{P}$ formed by the union of the following segments:
- $\left\{x\left(R_{i}\right)+w\left(R_{i}\right) / 2\right\} \times\left[\min \left\{y\left(R_{i}\right)+h\left(R_{i}\right) / 2, y_{i}\right\}, \max \left\{y\left(R_{i}\right)+h\left(R_{i}\right) / 2, y_{i}\right\}\right]$ for each $i \in[m]$,
- $\left\{x\left(R_{i}\right)+w\left(R_{i}\right) / 2\right\} \times\left[\min \left\{y\left(R_{i}\right)+h\left(R_{i}\right) / 2, y_{i+1}\right\}, \max \left\{y\left(R_{i}\right)+h\left(R_{i}\right) / 2, y_{i+1}\right\}\right]$ for each $i \in[m]$, and
- $\quad\left[\max \left(x\left(R_{i}\right)+w\left(R_{i}\right) / 2,0\right), \min \left(x\left(R_{i+1}\right)+w\left(R_{i+1}\right) / 2, N_{2}\right)\right] \times\left\{y_{i}\right\}$ for each $i \in\{0,1, \ldots, m\}$.

Less formally, $\mathcal{P}$ is the union of:

- a vertical segment from the center of each $R_{i}$ to the vertical position of $s_{i}$,
- a vertical segment from the center of each $R_{i}$ to the vertical position of $s_{i+1}$,
- all segments $s_{i}$ extended so that they reach the horizontal coordinates of the centers of the corresponding rectangles.
For a visual representation, see Figure 5. The following is clear.
- Proposition 19. The top, bottom and middle polylines of a path $P$ have complexity at most $4|P|+1$, where $|P|$ denotes the number of vertices on $P$.

Moreover, the middle polyline is defined so that we have space to the left and the right when performing resource augmentation. This will be made clear in the following definitions and lemmas; see Figure 6.

Proposition $20(\boldsymbol{\oplus})$. Suppose $P$ is an s-t path in the conflict graph $G$ of the packing $\mathcal{S}$. Let $\mathcal{P}$ be the middle polyline of $P$ and let $\mathcal{Q}$ be the packing obtained from $\mathcal{S}$ by removing all the rectangles participating in $P$. Then $\mathcal{P}$ does not cross $\overleftarrow{\mathcal{Q}}\langle\ell\rangle$. The same goes for $\overrightarrow{\mathcal{Q}}\langle\ell\rangle$, and therefore also for $\overleftrightarrow{\mathcal{Q}}\langle\ell\rangle$

Next, we need the following graph-theoretic observation.

- Proposition 21. Let $G$ be a graph containing vertices $s$ and $t$. Suppose every s-t path in $G$ contains at least $1 / \varepsilon$ internal vertices. Then $G$ contains an st-separator of size at most $\varepsilon(|V(G)|-2)$.

Proof. As every $s$ - $t$ path in $G$ contains at least $1 / \varepsilon$ internal vertices, one cannot find more than $\varepsilon(|V(G)|-2)$ internally disjoint $s$ - $t$ paths in $G$. By Menger's theorem, there is an $s t$-separator of size at most $\varepsilon(|V(G)|-2)$.

We can now wrap up the section by proving the Structural Lemma.
Proof of Lemma 9. Based on the assumed packing $\mathcal{S}$, we construct another packing $\mathcal{S}^{\prime}$ and then we prove that it is structured and has size at least $(1-3 \varepsilon) k$. Let $G$ be the conflict graph of $\mathcal{S}$. Let $\mathcal{F}$ be an inclusion-wise maximal family $\mathcal{F}$ of internally disjoint $s$ - $t$ paths in $G$, each with at most $1 / \varepsilon$ internal vertices. As the paths from $\mathcal{F}$ are internally disjoint, we can naturally enumerate them from bottom to top: $\mathcal{F}=\left\{P_{1}, P_{2}, \ldots, P_{m}\right\}$. For convenience, let $P_{0}=P_{m+1}=\emptyset$.

Because the conflict graph is planar by Lemma 12, by the Jordan Curve theorem, for each $i \in\{0,1, \ldots, m\}$ there is a set $V_{i}$ of vertices of $G$ that lies inside the cycle $P_{i} \cup P_{i+1}$. By construction of the conflict graph, $V_{i}$ is exactly the set of rectangles lying in the area $Z_{i}$ delimited by the box, the top polyline of $P_{i}$ and the bottom polyline of $P_{i+1}$. For each $V_{i}$ we construct a separating polyline $\mathcal{P}_{i}$ as follows:

- If $\left|V_{i-1}\right| \leqslant 1 / \varepsilon^{2}$ and $\left|V_{i}\right| \leqslant 1 / \varepsilon^{2}$, select the bottom polyline of $P_{i}$ as the separating polyline.
- Otherwise, select the middle polyline of $P_{i}$ as the separating polyline.

All the polylines created are of complexity at most $4 / \varepsilon+1$ by Proposition 19. They partition the box into regions $B_{0}, B_{1}, \ldots, B_{m+1} \subseteq B$, from the bottom to the top. Note that $B_{i} \supseteq Z_{i}$ for each relevant $i$.

Notice that in $G\left[V_{i} \cup\{s, t\}\right]$ there is no $s$ - $t$ path of length at most $1 / \varepsilon$, because $\mathcal{F}$ is maximal. Let $C_{i}$ be the separator given by Proposition 21 for the graph $G\left[V_{i} \cup\{s, t\}\right]$. Then we have $\left|C_{i}\right| \leqslant \varepsilon\left|V_{i}\right|$.

We can now specify which rectangles we want to include in $\mathcal{S}^{\prime}$. We define $\mathcal{S}^{\prime}$ to be the union of sets $V_{i}^{\prime}$ for $i \in\{0,1, \ldots, m\}$, where

$$
V_{i}^{\prime}= \begin{cases}V_{i} \cup V\left(P_{i}\right) \backslash\{s, t\} & \text { if }\left|V_{i-1}\right| \leqslant 1 / \varepsilon^{2} \text { and }\left|V_{i}\right| \leqslant 1 / \varepsilon^{2}, \\ V_{i} & \text { if }\left|V_{i-1}\right|>1 / \varepsilon^{2} \text { and }\left|V_{i}\right| \leqslant 1 / \varepsilon^{2}, \\ V_{i} \backslash C_{i} & \text { otherwise }\end{cases}
$$

We now argue that for each $i \in\{0,1, \ldots, m\}$, either $\left|V_{i}^{\prime}\right| \leqslant 2 / \varepsilon^{2}$ and $V_{i}^{\prime} \subseteq \mathcal{S}\left[B_{i}\right]$, or $\operatorname{round}_{\ell}\left(V_{i}^{\prime}\right)$ can be packed in $B_{i}$.

First, observe that if $\left|V_{i}\right| \leqslant 1 / \varepsilon^{2}$, then $\left|V_{i}^{\prime}\right| \leqslant\left|V_{i} \cup V\left(P_{i}\right) \backslash\{s, t\}\right| \leqslant 1 / \varepsilon^{2}+1 / \varepsilon \leqslant 2 / \varepsilon^{2}$. Further, if $\left|V_{i-1}\right|>1 / \varepsilon^{2}$ then $V_{i}^{\prime}=V_{i}$ and trivially $\mathcal{S}\left[B_{i}\right] \supseteq \mathcal{S}\left[Z_{i}\right]=V_{i}$, and if $\left|V_{i-1}\right| \leqslant 1 / \varepsilon^{2}$ then $\mathcal{P}_{i}$ is the bottom polyline of $P_{i}$ and we have $\mathcal{S}\left[B_{i}\right] \supseteq V_{i} \cup V\left(P_{i}\right) \backslash\{s, t\}=V_{i}^{\prime}$ as well.

Second, consider the case when $\left|V_{i}\right|>1 / \varepsilon^{2}$. Notice that then $\mathcal{P}_{i}$ is the middle polyline of $P_{i}$ and $\mathcal{P}_{i+1}$ is the middle polyline of $P_{i+1}$, and $V_{i}^{\prime}=V_{i} \backslash C_{i}$. Because $V_{i}$ can be packed inside $Z_{i}$, we can use Lemma 14 on $V_{i}$ and $Z_{i}$ to pack round $\ell_{\ell}\left(V_{i}^{\prime}\right)$ into $\overleftrightarrow{\left(Z_{i}\right)}\langle\ell\rangle$. By Proposition 20, we know that $\overrightarrow{\left(Z_{i}\right)}\langle\ell\rangle \subseteq B_{i}$, hence we can pack round ${ }_{\ell}\left(V_{i}^{\prime}\right)$ into $B_{i}$.

We conclude that indeed, $\mathcal{S}^{\prime}$ is an $(\varepsilon, \ell)$-structured packing, as witnessed by the polylines $\mathcal{P}_{i}$ for $i \in[m]$. What is left to show is that $\left|\mathcal{S}^{\prime}\right| \geqslant(1-3 \varepsilon) k$. Call an index $i \in[m]$ heavy if $\left|V_{i}\right|>1 / \varepsilon^{2}$. Observe that $\mathcal{S}^{\prime} \supseteq \mathcal{S} \backslash \bigcup_{i \text { : heavy }}\left(C_{i} \cup V\left(P_{i}\right) \cup V\left(P_{i+1}\right)\right)$, hence it suffices to prove that $\left|\bigcup_{i \text { : heavy }}\left(C_{i} \cup V\left(P_{i}\right) \cup V\left(P_{i+1}\right)\right) \backslash\{s, t\}\right| \leqslant 3 \varepsilon k$. Fix a heavy index $i$. First, observe that $\left|\left(V\left(P_{i}\right) \cup V\left(P_{i+1}\right)\right) \backslash\{s, t\}\right| \leqslant 2 / \varepsilon \leqslant 2 \varepsilon\left|V_{i}\right|$, as each path $P_{i}$ has at most $1 / \varepsilon$ internal vertices. Second, by construction we have $\left|C_{i}\right| \leqslant \varepsilon\left|V_{i}\right|$. Summing those inequalities throughout all heavy $i$ yields that

$$
\left|\bigcup_{i: \text { heavy }}\left(C_{i} \cup V\left(P_{i}\right) \cup V\left(P_{i+1}\right)\right) \backslash\{s, t\}\right| \leqslant \sum_{i: \text { heavy }} 3 \varepsilon\left|V_{i}\right| \leqslant 3 \varepsilon k,
$$

as required.

## 5 The algorithm

In this section we finalize the proof of Theorem 1. The section is divided into two parts. The first subsection describes an algorithm working under the assumption that the input set $\mathcal{R}$ only contains rectangles of width at least $2 \ell$, for some $\ell>0$. In the second subsection, we show how to obtain the assumption that $\mathcal{R}$ only contains rectangles of width at least $2 \ell$ for $\ell=N_{1} /\left(\delta(B) k^{2}\right)$, at the expense of deleting an $\varepsilon$ fraction of the rectangles in the packing. Therefore, we get a full algorithm as a corollary.

Throughout this section, fix an instance $(B, \mathcal{R}, k)$ of 2D Knapsack, where $B=\left[0, N_{1}\right] \times$ $\left[0, N_{2}\right]$ and $\mathcal{R}$ consists of wide items.

### 5.1 The algorithm for rectangles of substantial width

The dynamic programming algorithm will gradually guess a good partition of the box into regions (that we know exists by Lemma 9), and then solve the problem in each region independently. In order to avoid repeating the use of the same rectangles in different regions, we use color-coding.

- Definition 22 (Good coloring). Given a set of rectangles $\mathcal{R}$ and a subset $\mathcal{S} \subseteq \mathcal{R}$ of size $k$, a function col: $\mathcal{R} \rightarrow[k]$ is a good coloring for $\mathcal{S}$ if rectangles of $\mathcal{S}$ have pairwise different colors under col.

We cannot directly guess a good coloring of the rectangles, as a priori there are too many candidates. We instead use the following classic result of Naor et al. [11], which says that there is only an fpt-sized family of candidates for a good coloring.
Proposition 23 (Naor et al. [11]). For every set $\mathcal{R}$ and positive integer $k$, there exists a family $\mathcal{F}$ of colorings of $\mathcal{R}$ with color set $[k]$ such that $|\mathcal{F}| \leqslant e^{k} k^{\mathcal{O}(\log k)} \log |\mathcal{R}|$ and for every $\mathcal{S} \subseteq \mathcal{R}$ of size $k$, in $\mathcal{F}$ there is a good coloring for $\mathcal{S}$. Moreover, $\mathcal{F}$ can be computed in time $e^{k} k^{\mathcal{O}(\log k)}|\mathcal{R}| \log |\mathcal{R}|$.

Next, we observe that once the number of different widths in the instance has been bounded, one can restrict attention to a small set of candidate rectangles. For this, notice the following: if we have a colored packing (a packing of colored rectangles) of size $k$ that contains a rectangle $R$, and in the packing we did not use another rectangle $R^{\prime}$ of the same color and width as $R$, but satisfying $h\left(R^{\prime}\right) \leqslant h(R)$, then we can replace $R$ with $R^{\prime}$ and we will still have a colored packing. This observation leads to defining the following operation.

- Definition $24\left(\operatorname{reduce}_{k}(\mathcal{R}, \operatorname{col})\right)$. Suppose col: $\mathcal{R} \rightarrow[k]$ is a coloring of a set of rectangles $\mathcal{R}$ with color set $[k]$. Then for a positive integer $w$ and color $i \in[k]$, let $\mathcal{R}_{w, i}$ be the set of $k$ smallest-height rectangles among the rectangles of $\{R \in \mathcal{R} \mid w(R)=w, \operatorname{col}(R)=i\}$. In case $|\{R \in \mathcal{R} \mid w(R)=w, \operatorname{col}(R)=i\}|<k$, we set $\mathcal{R}_{w, i}=\{R \in \mathcal{R} \mid w(R)=w, \operatorname{col}(R)=i\}$. We define $\operatorname{reduce}_{k}(\mathcal{R})=\bigcup_{w \in w(\mathcal{R}), i \in[k]} \mathcal{R}_{w, i}$.
Notice that $\operatorname{reduce}_{k}(\mathcal{R})$ contains at most $k^{2}|w(\mathcal{R})|$ elements: for every possible width and every possible color, the at most $k$ rectangles of this specific width and of smallest height. Also, we have the following very simple observation.
- Lemma 25 ( $\boldsymbol{\uparrow}$ ). Suppose $\mathcal{R}$ is a set of rectangles and col: $\mathcal{R} \rightarrow[k]$ is a coloring function such that $k^{\prime} \leqslant k$ rectangles from $\mathcal{R}$ with pairwise different colors can be packed in a zone $Z \subseteq \mathbb{R}^{2}$. Then one can also pack in $Z$ a set of $k^{\prime}$ rectangles from reduce ${ }_{k}(\mathcal{R}, \mathrm{col})$ with pairwise different colors.

Next, we use the following definitions to guess the polylines in a bottom to top order. For two monotone polylines $\mathcal{P}, \mathcal{P}^{\prime}$ that start at the left side of $B$ and finish at the right side of $B$, we say that $\mathcal{P}^{\prime}$ is below $\mathcal{P}$ (denoted by $\mathcal{P}^{\prime} \leqslant \mathcal{P}$ ), if for every $x, y, y^{\prime},(x, y) \in \mathcal{P}$ and $\left(x, y^{\prime}\right) \in \mathcal{P}^{\prime}$ implies $y^{\prime} \leqslant y$. We write $\mathcal{P}^{\prime}<\mathcal{P}$ if $\mathcal{P}^{\prime} \leqslant \mathcal{P}$ and $\mathcal{P}^{\prime} \neq \mathcal{P}$. Given two polylines $\mathcal{P}^{\prime}<\mathcal{P}$, we want to be able to solve the problem in the following sub-region:

- Definition 26 (container $\left(\mathcal{P}^{\prime}, \mathcal{P}\right)$ ). For polylines $\mathcal{P}^{\prime}<\mathcal{P}$, container $\left(\mathcal{P}^{\prime}, \mathcal{P}\right)$ is the container (c.f. Definition 3) delimited by the box $B, \mathcal{P}^{\prime}$ at the bottom and $\mathcal{P}$ at the top.

Notice that if $\mathcal{P}$ has complexity $m$ and $\mathcal{P}^{\prime}$ has complexity $m^{\prime}$ then container $\left(\mathcal{P}^{\prime}, \mathcal{P}\right)$ has complexity $m+m^{\prime}+2$.

Now we give the algorithm in the case when all rectangles in $\mathcal{R}$ have substantial width. This algorithm is encapsulated in the following lemma.

- Lemma 27. There is an algorithm that given $\varepsilon>0$ and an instance $(B, \mathcal{R}, k)$ of 2 D Knapsack in which all items are wide and have width at least $N_{1} / \alpha$, either returns a packing of size at least $(1-\varepsilon) k$ or correctly concludes that there is no packing of size $k$. The running time is $(k+1 / \varepsilon)^{\mathcal{O}(k+1 / \varepsilon)} \cdot \alpha^{\mathcal{O}(k)} \cdot(|\mathcal{R}|\|B\|)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}$.

Proof. Let $\ell=N_{1} /(2 \alpha)$; thus every rectangle on input has width at least $2 \ell$. For clarity of presentation we allow the algorithm to output a packing of size at least $(1-3 \varepsilon) k$; then the result as stated in the lemma can be obtained by rescaling $\varepsilon$ by factor 3 .

We first explain the algorithm. Compute $\mathcal{F}$ as given by Proposition 23. Then, guess (by trying all choices) a coloring col $\in \mathcal{F}$. The idea is now to use dynamic programming to compute a maximum-size structured packing for the colored instance. More precisely, for every monotone polyline $\mathcal{P}$ of complexity at most $4 / \varepsilon+1$ connecting the left and the right side of $B$, and for every $C \subseteq[k]$, we shall compute the value $\operatorname{dp}[\mathcal{P}, C]$ defined as follows: $\mathrm{dp}[\mathcal{P}, C]$ is a maximum-size packing that contains only rectangles with colors in $C$, is colored injectively by col, and is placed entirely below $\mathcal{P}$ with the added constraint that it is a subset of some $(\varepsilon, \ell)$-structured packing.

To compute the value $\mathrm{dp}[\mathcal{P}, C]$ for given $\mathcal{P}$ and $C$, we iterate over all polylines $\mathcal{P}^{\prime}$ of complexity at most $4 / \varepsilon+1$ that are below $\mathcal{P}$. Let $B^{\prime}=\operatorname{container}\left(\mathcal{P}^{\prime}, \mathcal{P}\right)$ be the container between $\mathcal{P}$ and $\mathcal{P}^{\prime}$. Iterate over all $C^{\prime} \subseteq C$; this is the set of colors guessed to be used in $B^{\prime}$. Let $\mathcal{R}^{\prime}=\operatorname{reduce}_{k}\left(\operatorname{round}_{\ell}(\mathcal{R}), \operatorname{col}\right)$ be the reduced set of rounded rectangles, where colors are naturally inherited from $\mathcal{R}$ during rounding. Compute the following packings:

- $\mathcal{S}_{1}$ is the largest packing in $B^{\prime}$ consisting of at most $2 / \varepsilon^{2}$ rectangles with pairwise different colors from $C^{\prime}$. This packing can be computed in time $|\mathcal{R}|^{\mathcal{O}\left(1 / \varepsilon^{2}\right)} \cdot(1 / \varepsilon)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}$ by first guessing the set of rectangles participating in it, and then checking whether the packing can be realized using the algorithm of Lemma 4.
- $\mathcal{S}_{2}$ is the largest packing in $B^{\prime}$ consisting of at most $k$ rectangles from $\mathcal{R}^{\prime}$ with pairwise different colors from $C^{\prime}$. Again, this packing can be computed in time $\left|\mathcal{R}^{\prime}\right|^{\mathcal{O}(k)} \cdot(k+1 / \varepsilon)^{\mathcal{O}(k)}$ by first guessing the set of rectangles participating in it, and then checking whether the packing can be realized using the algorithm of Lemma 4.
Iterate over $\mathcal{S} \in\left\{\mathcal{S}_{1}, \mathcal{S}_{2}\right\}$, and keep as $\mathrm{dp}[\mathcal{P}, C]$ the set $\operatorname{dp}\left[\mathcal{P}^{\prime}, C \backslash C^{\prime}\right] \cup \mathcal{S}$ of maximum size over all the sets iterated on. Finally, as the solution to the overall problem, return $\operatorname{dp}[\mathcal{P},[k]]$ where $\mathcal{P}$ is the top side of $B$, provided this packing has size at least $(1-3 \varepsilon) k$. Otherwise, return that there is no packing of size $k$.

This concludes the description of the algorithm. We are left with (i) analyzing its running time and (ii) arguing that in case there is a packing of size at least $k$, the algorithm will output a packing of size at least $(1-3 \varepsilon) k$.

Let us start with assertion (ii). For this, suppose there exists a packing $\mathcal{S}$ of size $k$. Since all rectangles of $\mathcal{S}$ have width at least $2 \ell$, by Lemma 9 there exists an $(\varepsilon, \ell)$-structured packing $\mathcal{S}^{\prime}$ of size at least $(1-3 \varepsilon) k$. Further, by the properties of $\mathcal{F}$, there exists col $\in \mathcal{F}$ such that col is injective on $\mathcal{S}^{\prime}$. Now, let $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{m}$ be the polylines witnessing the structuredness of $\mathcal{S}^{\prime}$, and let $\emptyset=C_{0} \subseteq C_{1} \subseteq C_{2} \subseteq \ldots \subseteq C_{m} \subseteq C_{m+1}=[k]$ be such that $C_{i}$ is the sets of colors used by the rectangles of $\mathcal{S}^{\prime}$ lying below $\mathcal{P}_{i}$, where $\mathcal{P}_{0}$ and $\mathcal{P}_{m+1}$ are the bottom and the top side of $B$, respectively. A straightforward inductive argument using the structuredness of $\mathcal{S}^{\prime}$ and Lemma 25 shows now that for $i=0,1, \ldots, m+1$, the cell $\mathrm{dp}\left[\mathcal{P}_{i}, C_{i}\right]$ will contain a packing of size at least as large as the number of rectangles of $\mathcal{S}^{\prime}$ lying below $\mathcal{P}_{i}$. Hence, the algorithm will return a packing of size at least $\left|\mathcal{S}^{\prime}\right| \geqslant(1-3 \varepsilon) k$, as promised.

We are left with analyzing the running time. The number of different colorings col $\in \mathcal{F}$ is $|\mathcal{F}| \leqslant 2^{\mathcal{O}(k)} \cdot \log |\mathcal{R}|$. Further, observe that the number of different polylines considered by the algorithm is bounded by $\|B\|^{\mathcal{O}(1 / \varepsilon)}$ and there are $2^{k}$ different subsets of colors. Hence, the
total number of cells $\mathrm{dp}[\mathcal{P}, C]$ considered by the algorithm is bounded by $2^{k} \cdot\|B\|^{\mathcal{O}(1 / \varepsilon)}$. As argued, the time spent on computing a single value of $\mathrm{dp}[\mathcal{P}, C]$ is bounded by $2^{k} \cdot\|B\|^{\mathcal{O}(1 / \varepsilon)}$ (the number of choices for $\mathcal{P}^{\prime}$ and $C^{\prime}$ ) times

$$
|\mathcal{R}|^{\mathcal{O}\left(1 / \varepsilon^{2}\right)} \cdot(1 / \varepsilon)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}+\left|\mathcal{R}^{\prime}\right|^{\mathcal{O}(k)} \cdot(k+1 / \varepsilon)^{\mathcal{O}(k)} .
$$

Observe now that the rectangles of round ${ }_{\ell}(\mathcal{R})$ have at most $\mathcal{O}\left(N_{1} / \ell^{\prime}\right)$ different widths, where $\ell^{\prime}=\ell^{2} / N_{1}$. Since $\ell=N_{1} / 2 \alpha$, we conclude that the total number of different widths of the rectangles of $\operatorname{round}_{\ell}(\mathcal{R})$ is bounded by

$$
\mathcal{O}\left(N_{1} / \ell^{\prime}\right)=\mathcal{O}\left(N_{1}^{2} / \ell^{2}\right) \leqslant \mathcal{O}\left(\alpha^{2}\right)
$$

Therefore,

$$
\left|\mathcal{R}^{\prime}\right|=\mid \operatorname{reduce}_{k}\left(\operatorname{round}_{\ell}(\mathcal{R}, \text { col })\right) \mid \leqslant \mathcal{O}\left(\alpha^{2} k^{2}\right)
$$

Putting everything together, we infer that the running time of the algorithm is bounded by

$$
\begin{aligned}
& 2^{\mathcal{O}(k)} \cdot \log |\mathcal{R}| \cdot 2^{\mathcal{O}(k)} \cdot\|B\|^{\mathcal{O}(1 / \varepsilon)} \cdot\left(|\mathcal{R}|^{\mathcal{O}\left(1 / \varepsilon^{2}\right)} \cdot(1 / \varepsilon)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}+\left(\alpha^{2} k^{2}\right)^{\mathcal{O}(k)} \cdot(k+1 / \varepsilon)^{\mathcal{O}(k)}\right) \\
& \leqslant(k+1 / \varepsilon)^{\mathcal{O}\left(k+1 / \varepsilon^{2}\right)} \cdot \alpha^{\mathcal{O}(k)} \cdot(|\mathcal{R}|\|B\|)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}
\end{aligned}
$$

as promised.

### 5.2 Full algorithm

We now present the complete algorithm, which essentially boils down to making a reduction to the case when all rectangles on input have width at least $2 \ell$, where $\ell=N_{1} /\left(\delta(B) k^{2}\right)$. In the next lemma, we explain how to perform this reduction at the cost of removing $\varepsilon k$ rectangles from the packing.

- Lemma 28. Let $\varepsilon>0$. Suppose there is an algorithm $\mathcal{A}$ that, given a 2D Knapsack instance $\left(B=\left[0, N_{1}\right] \times\left[0, N_{2}\right], \mathcal{R}, p\right)$ in which all items are wide and have width at least $N_{1} /\left(\delta q^{2}\right)$ and the aspect ratio of $B$ is $\delta$, returns a packing of size at least $(1-\varepsilon) p$ or attests that there is no packing of size $p$ in time $f(p, q, \varepsilon, \delta,\|B\|,|\mathcal{R}|)$. Then there is an algorithm $\mathcal{B}$ that, given a 2D Knapsack instance $\left(B=\left[0, N_{1}\right] \times\left[0, N_{2}\right], \mathcal{R}, k\right)$ in which all items are wide and the aspect ratio of $B$ is $\delta$, returns a packing of size $(1-2 \varepsilon) k$ or attests that there is no packing of size $k$ in time $f(k, k, \varepsilon, \delta,\|B\|,|\mathcal{R}|)+(1 / \varepsilon+|\mathcal{R}|)^{\mathcal{O}(1 / \varepsilon)}$.

Proof. We present the algorithm $\mathcal{B}$. Without loss of generality, we can assume $k>1 / \varepsilon$, as otherwise the number of rectangles in the sought packing is at most $1 / \varepsilon$ and we can solve the problem in time $(1 / \varepsilon+|\mathcal{R}|)^{\mathcal{O}(1 / \varepsilon)}$ by applying Lemma 4 to every $k$-tuple of rectangles in $\mathcal{R}$.

Let $\mathcal{W}$ be the set of rectangles of $\mathcal{R}$ that have width at most $N_{1} /\left(\delta k^{2}\right)$, and let $w=|\mathcal{W}|$. Note that since all rectangles are wide, the rectangles of $\mathcal{W}$ also have height bounded by $N_{1} /\left(\delta k^{2}\right)$. If $w \geqslant k$, then we can immediately construct a packing of size $k$ by stacking any $k$ rectangles of $\mathcal{W}$ vertically: they fit in the vertical dimension, because $k \cdot N_{1} /\left(\delta k^{2}\right) \leqslant N_{2}$. Otherwise, let $k^{\prime}=k-w$. Run $\mathcal{A}$ on a modified instance where all rectangles of $\mathcal{W}$ are removed, with parameter $k^{\prime}$. If there is no packing of size $k^{\prime}$ for this instance, then clearly there is no packing of size $k$ for the original instance, and this conclusion may be reported by the algorithm. Otherwise, $\mathcal{B}$ returns a packing $\mathcal{S}^{\prime}$ of size at least $(1-\varepsilon) k^{\prime}$ consisting of rectangles from $\mathcal{R} \backslash \mathcal{W}$. If $\mathcal{S}^{\prime}$ consists only of rectangles of height at most $N_{1} /(\delta k)$, then we can again immediately obtain a packing of size $k$ by stacking the rectangles of $\mathcal{S}^{\prime} \cup \mathcal{W}$ vertically; again they fit in the vertical dimension, because $k \cdot N_{1} /(\delta k) \leqslant N_{2}$. Otherwise,
we modify $\mathcal{S}^{\prime}$ by removing any single rectangle $R$ present in $\mathcal{S}^{\prime}$ whose height (and therefore also width) is at least $N_{1} /(\delta k)$, and putting all the rectangles of $\mathcal{W}$ into the space freed by the removal of $R$, by simply stacking them horizontally. They fit horizontally because $w \cdot N_{1} /\left(\delta k^{2}\right) \leqslant k \cdot N_{1} /\left(\delta k^{2}\right)=N_{1} /(\delta k) \leqslant w(R)$, and their heights are not greater than the height of $R$. The obtained modified packing $\mathcal{S}^{\prime}$ is returned by the algorithm.

It is clear that the algorithm outputs a packing and that when it concludes that there is no packing of size $k$, this conclusion is correct. What remains to show is that the packing eventually output by the algorithm has always size at least $(1-2 \varepsilon) k$. And indeed, the algorithm always is able to pack all rectangles packed in $\mathcal{S}^{\prime}$, except for possibly one rectangle removed to accommodate $\mathcal{W}$, and all rectangles of $\mathcal{W}$. Hence, the packing output by the algorithm has always size at least

$$
(1-\varepsilon) k^{\prime}-1+w=(1-\varepsilon) k-(1-\varepsilon) w-1+w \geqslant(1-\varepsilon) k-1>(1-2 \varepsilon) k,
$$

because $\varepsilon k>1$ due to $k>1 / \varepsilon$.
Now, Theorem 1 follows immediately by combining the algorithm of Lemma 27 with the reduction of Lemma 28. Observe that the running time is $\delta(B)^{\mathcal{O}(k)} \cdot(k+1 / \varepsilon)^{\mathcal{O}\left(k+1 / \varepsilon^{2}\right)}$. $(|\mathcal{R}|\|B\|)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)}$, as promised.

## 6 Conclusion

The correctness of our entire algorithm heavily relies on the assumption that every input rectangle is wide. Indeed, this assumption is used in the greedy arguments in the proof of Lemma 28, which allows us to reduce to the case when every rectangle has a substantial width: at least $N_{1} / \operatorname{poly}(\delta(B), k)$. This assumption is again heavily used later on: in the proof of Lemma 9 it ensures that upon removing the rectangles corresponding to an st-separator in the conflict graph, there is enough space available for vertical shifting. This eventually leads to rounding the rectangles so that there are only poly $(\delta(B), k)$ different possible widths, and thus effectively bounding the number of candidate rectangles to $\operatorname{poly}(\delta(B), k)$. So while the original problem - the existence of a parameterized approximation scheme for 2D KnAPSACK - remains open, we hope that the new structural techniques proposed in this work might give insight leading to its resolution.
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## A Figures



Figure 1 Left panel: an example of a container where the order of the segments is given by the numbers, and some injective candidate $\gamma_{\varepsilon}$ in light blue. Right panel: an example of a non-container (the paths cross in the middle), and some candidate $\gamma_{\varepsilon}$ in light red, that is not injective.


Figure 2 Example of a conflict graph.


Figure 3 Illustration of the proof of Proposition 15. From top to bottom: First, a blue conflict graph of the gray packing. The packing is entirely in $Z$, delimited by the blue border. Secondly, we remove the orange separator $C$ and want to pack the leftover rectangles inside the red region $\overleftarrow{Z}\langle\ell\rangle$. The set of rectangles referred to as $Y$ in the proof is in light blue, and $X$ is left gray. Finally, we pack in $\overleftarrow{Z}\langle\ell\rangle$ by shifting the rectangles at the right of the separator by $\ell$ to the left.


Figure 4 Illustration of the proof of Proposition 16. From top to bottom: First, $\mathcal{Q}$ is packed into $Z$ (blue zone). Then, the rectangles in $\mathcal{Q}$ are scaled horizontally by a factor $\lambda=1+\ell / N_{1}$. We argue in the proof that these scaled-up rectangles are packed in $\vec{Z}\langle\ell\rangle$ (red zone). Finally, we replace each scaled-up rectangle by its rounded version, which has smaller width.


Figure 5 In orange, the top polyline of the $s t$-path formed by $R_{1}, R_{2}, R_{3}, R_{4}$ and $R_{5}$. In blue, its bottom polyline, and in green, its middle polyline. The dashed lines split their respective rectangles into 4 equal parts.


Figure 6 In green, the middle polyline $\mathcal{P}$ of the blue st-path $P$ constituted of the gray rectangles. In light orange, $\mathcal{Q}$, and in orange, $\overleftarrow{\mathcal{Q}}\langle\ell\rangle$. Notice that the green polyline does not cross any orange rectangles.

## B Omitted proofs

Proof of Proposition 6. Create a directed graph $D$ with vertex set $\mathcal{R}$, where there is an edge $\left(R, R^{\prime}\right)$ if the bottom side of $R$ intersects the top side of $R^{\prime}$ on more than a single point, or if the left side of $R$ intersects the right side of $R^{\prime}$ on more than a single point. Let us show that $D$ has no directed cycle, so for contradiction suppose $R_{1}, \ldots, R_{\ell}$ is a directed cycle in $D$. In what follows, all indices behave cyclically modulo $\ell$.

For each $i \in[\ell]$, select an arbitrary point $p_{i}$ in the intersection of $R_{i-1}$ and $R_{i}$ that is neither a corner of $R_{i-1}$ nor a corner of $R_{i}$. Further, observe that one can construct a curve $\gamma_{i}:\left[0, d_{i}\right] \rightarrow R_{i}$, where $d_{i}$ is the length of $\gamma_{i}$, such that:

- $\gamma_{i}$ is smooth (formally, $C^{1}$ ) and monotone in both directions,
- $\left\|\gamma_{i}^{\prime}(t)\right\|_{2}=1$ for all $t \in\left[0, d_{i}\right]$,
- $\gamma_{i}(0)=p_{i}$ and $\gamma_{i}\left(d_{i}\right)=p_{i+1}$, and
- the tangent of $\gamma_{i}$ at $p_{i}$ and $p_{i-1}$ is perpendicular to the respective side and faces the inside (resp. outside) of $R_{i}$. For instance if $p_{i}$ is on the top side of $R_{i}$, we require $\gamma_{i}^{\prime}(0)=(0,-1)$, and if $p_{i+1}$ is on the left side of $R_{i}$, we require $\gamma_{i}^{\prime}\left(d_{i}\right)=(-1,0)$.
An example of such a construction is shown below.


Concatenating all the curves $\gamma_{i}$ in order yields a smooth closed curve $\gamma: S \rightarrow \bigcup_{i=1}^{\ell} R_{i}$ without self-crossings such that $\left\|\gamma^{\prime}(t)\right\|_{2}=1$ for all $t \in S$, where $S$ is the circle of length $\sum_{i=1}^{\ell} d_{i}$. Here is the crucial observation: by the way we oriented the arcs in $D$, the vector $\gamma^{\prime}(t)$ is never in the positive orthant (i.e. $\gamma^{\prime}(t)$ has not both coordinates positive), for any $t \in S$.


However by Theorem 2 of [4, section 5-7, page 402], a smooth closed curve in the plane without self-crossings has rotation index $\pm 1$, where the rotation index of a curve is the number of times its tangent vector turns around the origin. This means that by the intermediate value theorem, for every $\alpha \in] 0,2 \pi[$, there exists a point of the curve where the tangent vector is at angle $\alpha$ with the $x$-axis, and hence belongs to the positive orthant. This is a contradiction.

We conclude that $D$ is acyclic, hence it has a sink $R$ - a rectangle with out-degree 0 . Therefore, $R$ is the rectangle we want: its left side intersects a vertical segment of container and its bottom side intersects a horizontal segment of the container.

Proof of Lemma 12. Let $G$ be the conflict graph of $\mathcal{Q}$. For a rectangle $R \in \mathcal{Q}$, we denote its associated vertex in $G$ by $v_{R}$. We define a planar embedding of $G$ as follows. We define the position of a vertex $v_{R}$ to be the center $c(R)=(x(R)+w(R) / 2, y(R)+h(R) / 2)$ of the corresponding rectangle. If there is an edge $e=v_{R} v_{R^{\prime}}$, choose $y \in \mathbb{R}$ such that the horizontal segment $s=\left[x(R)+w(R), x\left(R^{\prime}\right)\right] \times\{y\}$ witnesses that $R$ and $R^{\prime}$ that see each other, where we assume w.l.o.g. that $x(R)+w(R) \leqslant x\left(R^{\prime}\right)$. We define the embedding $\gamma_{e}$ of $e$ as the union of 3 internally disjoint segments:

- $\left.s_{e}^{1}=[c(R),(x(R)+w(R), y))\right]$,
- $s_{e}^{2}=s$,
- $s_{e}^{3}=\left[\left(x\left(R^{\prime}\right), y\right), c\left(R^{\prime}\right)\right]$.

It is straightforward to check that all the curves $\gamma_{e} e \in E(G)$ are pairwise internally disjoint, hence they constitute a planar embedding of $G$.

Proof of Proposition 15. Let $G$ be the conflict graph of $\mathcal{Q}$. Since $C$ is an $s t$-separator in $G$, we may partition $\mathcal{Q}$ into three disjoint sets $X, C$, and $Y$ so that vertices of $X$ are not connected to $t$, vertices of $Y$ are not connected to $s$, and no vertex of $X$ is adjacent to any vertex of $Y$. Now, construct a new set of placed rectangles $\mathcal{Q}^{\prime}$ by removing all rectangles of $C$ and shifting every rectangle of $Y$ by $\ell$ to the left. It remains to prove that $\mathcal{Q}^{\prime}$ is a packing and that all rectangles of $\mathcal{Q}^{\prime}$ are entirely contained in $\overleftarrow{Z}\langle\ell\rangle$.

For the second assertion, we need to prove that (i) no $R^{\prime} \in \mathcal{Q}^{\prime}$ crosses the left side of the box, i.e., no $R^{\prime} \in \mathcal{Q}^{\prime}$ is such that $x\left(R^{\prime}\right)<0$, and (ii) no rectangle $R^{\prime} \in \mathcal{Q}^{\prime}$ contains a point with horizontal coordinate larger than $N_{2}-\ell$, i.e. $x\left(R^{\prime}\right)+w\left(R^{\prime}\right)>N_{2}-\ell$. To prove (i), suppose for the sake of a contradiction that there exists $R^{\prime} \in Y$ such that $x\left(R^{\prime}\right)<0$. We must have $R^{\prime} \in Y$ because $R^{\prime}$ was shifted, and hence $R^{\prime}$ cannot see the left side of the box. Let $R \in \mathcal{Q}$ be $R^{\prime}$ before shifting. We know that $x(R)<\ell$, therefore as every rectangle has width at least $\ell$, there is no rectangle in $\mathcal{Q}$ that would be placed between $R$ and the left side of the box. Therefore, the $R$ must see the left side of the box, which is a contradiction because $R \in Y$. A symmetric argument involving the right side of the box proves (ii).

For the first assertion, we need to prove that no two rectangles in $\mathcal{Q}^{\prime}$ overlap. The only case when this could a priori happen is if $R_{1} \in X$ and $R_{2} \in Y$ are overlapping after the shift. This would mean that $x\left(R_{1}\right)+w\left(R_{1}\right)<x\left(R_{2}\right)-\ell$. However, again in $\mathcal{Q}$ there cannot be any rectangle lying in between $R_{1}$ and $R_{2}$, because every rectangle has width at least $\ell$. Therefore, the $R_{1}$ and $R_{2}$ must see each other, which is a contradiction because $R_{1} \in X$ and $R_{2} \in Y$.

Proof of Proposition 16. First, scale horizontally every rectangle in $\mathcal{Q}$ by a factor $\lambda=$ $1+\ell / N_{1}$, i.e., for a rectangle $R=[x, x+w] \times[y, y+h]$ we define the rectangle $R^{\times}=$ $[\lambda x, \lambda(x+w)] \times[y, y+h]$. These rectangles fit inside $\operatorname{round}_{\ell}(Z)$. Indeed, the maximum possible displacement of a point is $N_{1} \cdot \ell / N_{1}=\ell$, i.e. the image of a point under scaling is at horizontal distance at most $\ell$ to the right of the original point. Next, observe that every rectangle round ${ }_{\ell}(R)$ can be entirely placed inside the corresponding rectangle $R^{\times}$, because $\lambda w=w+w \ell / N_{1} \geqslant w+\ell^{2} / N_{1}=\ell^{\prime}+w=\ell^{\prime}\left(1+w / \ell^{\prime}\right) \geqslant \ell^{\prime}\left\lceil w / \ell^{\prime}\right\rceil$. (Recall here that we assumed all rectangles to have width at least $\ell$.) Now, $\mathcal{Q}^{\prime}$ can be obtained from $\mathcal{Q}$ by replacing each $R \in \mathcal{Q}^{\prime}$ with $R^{\times}$, fitting round ${ }_{\ell}(R)$ inside $R^{\times}$, and finally shifting all rectangles to the left so that they have integer coordinates. The last step is always possible as every rectangle has integer length.

Proof of Proposition 20. Suppose $\mathcal{P}$ crosses $\overleftarrow{R}\langle\ell\rangle$ for some $R \in \mathcal{Q}$. Then there exists $R_{1}, R_{2} \in V(P)$ (which are possibly the left or the right side of the box) such that $R_{1}$ and $R_{2}$ see each other through a segment $s=\left[x\left(R_{1}\right)+w\left(R_{1}\right), x\left(R_{2}\right)\right] \times\{y\}$ and $R$ crosses one of the following segments:

1. $\left\{x\left(R_{1}\right)+w\left(R_{1}\right) / 2\right\} \times\left[\min \left\{y\left(R_{1}\right)+h\left(R_{1}\right) / 2, y\right\}, \max \left\{y\left(R_{1}\right)+h\left(R_{1}\right) / 2, y\right\}\right]$,
2. $\left[x\left(R_{1}\right)+w\left(R_{1}\right) / 2, x\left(R_{2}\right)+w\left(R_{2}\right) / 2\right] \times\{y\}$,
3. $\left\{x\left(R_{2}\right)+w\left(R_{2}\right) / 2\right\} \times\left[\min \left\{y, y\left(R_{2}\right)+h\left(R_{2}\right) / 2\right\}, \max \left\{y, y\left(R_{2}\right)+h\left(R_{2}\right) / 2\right\}\right]$.

We show that every case leads to a contradiction.

1. Assume case 1. $\mathcal{P}$ crosses $\overleftarrow{R}\langle\ell\rangle$ but not $R$ so $x(R) \geqslant x\left(R_{1}\right)+w\left(R_{1}\right) / 2$ and $x(R)-\ell \leqslant$ $x\left(R_{1}\right)+w\left(R_{1}\right) / 2$. Therefore $x\left(R_{1}\right) \leqslant x(R) \leqslant x\left(R_{1}\right)+w\left(R_{1}\right) / 2+\ell \leqslant x\left(R_{1}\right)+w\left(R_{1}\right)$ because $w\left(R_{1}\right) \geqslant 2 \ell$. Moreover, $\left[\min \left\{y\left(R_{1}\right)+h\left(R_{1}\right) / 2, y\right\}, \max \left\{y\left(R_{1}\right)+h\left(R_{1}\right) / 2, y\right\}\right] \subseteq$ [ $\left.y\left(R_{1}\right), y\left(R_{1}\right)+h\left(R_{1}\right)\right]$ by the definition of $y$. This means that $R$ and $R_{1}$ intersect at $\left(x(R), y^{\prime}\right)$ where $y^{\prime} \in[y(R), y(R)+h(R)] \cap\left[\min \left\{y\left(R_{1}\right)+h\left(R_{1}\right) / 2, y\right\}, \max \left\{y\left(R_{1}\right)+\right.\right.$ $\left.\left.h\left(R_{1}\right) / 2, y\right\}\right]$, which is not possible.
2. Assume case 2. This would mean that $y \in[y(R), y(R)+h(R)], x(R) \geqslant x\left(R_{2}\right)+w\left(R_{2}\right) / 2$ and $x(R)-\ell \leqslant x\left(R_{2}\right)+w\left(R_{2}\right) / 2$ because $\left|\left[x\left(R_{1}\right)+w\left(R_{1}\right) / 2, x\left(R_{2}\right)+w\left(R_{2}\right) / 2\right]\right| \geqslant 2 \ell$ and $\mathcal{P}$ crosses $\overleftarrow{R}\langle\ell\rangle$ but not $R$. Therefore $x\left(R_{2}\right) \leqslant x(R) \leqslant x\left(R_{2}\right)+w\left(R_{2}\right) / 2+\ell \leqslant x\left(R_{2}\right)+w\left(R_{2}\right)$ because $w\left(R_{2}\right) \geqslant 2 \ell$. This means that $R$ and $R_{2}$ intersect at $(x(R), y)$, which is not possible.
3. Assume case 3 . This is a similar argument as case 1 , replacing $R_{1}$ by $R_{2}$.

Proof of Lemma 25. Let $\mathcal{Q}$ be the assumed packing of $k^{\prime} \leqslant k$ rectangles from $\mathcal{R}$ of pairwise different colors in the zone $Z$. Note that if $\mathcal{Q}$ contains some rectangle of $R \in \mathcal{R} \backslash$ reduce $_{k}(\mathcal{R}, \mathrm{col})$, then there exists another rectangle $R^{\prime} \in \operatorname{reduce}_{k}(\mathcal{R}, \operatorname{col})$ with $w\left(R^{\prime}\right)=w(R)$, $\operatorname{col}\left(R^{\prime}\right)=\operatorname{col}(R)$ and $h\left(R^{\prime}\right) \leqslant h(R)$ such that $R^{\prime}$ was not used in the packing $\mathcal{Q}$. Hence, we can substitute $R$ with $R^{\prime}$ in the packing $\mathcal{Q}$, fitting $R^{\prime}$ within the area freed by removing $R$ from the packing. By applying such substitutions exhaustively, we obtain a packing in $Z$ consisting of $k^{\prime}$ rectangles from $\operatorname{reduce}_{k}(\mathcal{R}, \mathrm{col})$.

# A Contraction-Recursive Algorithm for Treewidth 

Hisao Tamaki $\square$ (<br>Meiji University, Kawasaki, Japan


#### Abstract

Let $\operatorname{tw}(G)$ denote the treewidth of graph $G$. Given a graph $G$ and a positive integer $k$ such that $\operatorname{tw}(G) \leq k+1$, we are to decide if $\operatorname{tw}(G) \leq k$. We give a certifying algorithm RTW ("R" for recursive) for this task: it returns one or more tree-decompositions of $G$ of width $\leq k$ if the answer is YES and a minimal contraction $H$ of $G$ such that $\operatorname{tw}(H)>k$ otherwise. Starting from a greedy upper bound on $\operatorname{tw}(G)$ and repeatedly improving the upper bound by this algorithm, we obtain $\operatorname{tw}(G)$ with certificates.

RTW uses a heuristic variant of Tamaki's PID algorithm for treewidth (ESA2017), which we call HPID. Informally speaking, PID builds potential subtrees of tree-decompositions of width $\leq k$ in a bottom up manner, until such a tree-decomposition is constructed or the set of potential subtrees is exhausted without success. HPID uses the same method of generating a new subtree from existing ones but with a different generation order which is not intended for exhaustion but for quick generation of a full tree-decomposition when possible. RTW, given $G$ and $k$, interleaves the execution of HPID with recursive calls on $G / e$ for edges $e$ of $G$, where $G / e$ denotes the graph obtained from $G$ by contracting edge $e$. If we find that $\operatorname{tw}(G / e)>k$, then we have $\operatorname{tw}(G)>k$ with the same certificate. If we find that $\operatorname{tw}(G / e) \leq k$, we "uncontract" the bags of the certifying tree-decompositions of $G / e$ into bags of $G$ and feed them to HPID to help progress. If the question is not resolved after the recursive calls are made for all edges, we finish HPID in an exhaustive mode. If it turns out that $\operatorname{tw}(G)>k$, then $G$ is a certificate for $\operatorname{tw}\left(G^{\prime}\right)>k$ for every $G^{\prime}$ of which $G$ is a contraction, because we have found $\operatorname{tw}(G / e) \leq k$ for every edge $e$ of $G$. This final round of HPID guarantees the correctness of the algorithm, while its practical efficiency derives from our methods of "uncontracting" bags of tree-decompositions of $G / e$ to useful bags of $G$, as well as of exploiting those bags in HPID.

Experiments show that our algorithm drastically extends the scope of practically solvable instances. In particular, when applied to the 100 instances in the PACE 2017 bonus set, the number of instances solved by our implementation on a typical laptop, with the timeout of 100,1000 , and 10000 seconds per instance, are 72,92 , and 98 respectively, while these numbers are 11,38 , and 68 for Tamaki's PID solver and 65, 82, and 85 for his new solver (SEA 2022).
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## 1 Introduction

Treewidth is a graph parameter introduced and extensively studied in the graph minor theory [14]. A tree-decomposition of graph $G$ is a tree with each node labeled by a vertex set of $G$, called a $b a g$, satisfying certain conditions (see Section 2) so that those bags form a tree-structured system of vertex-separators of $G$. The width $w(T)$ of a tree-decomposition $T$ is the maximum cardinality of a bag in $T$ minus one and the treewidth $\operatorname{tw}(G)$ of graph $G$ is the smallest $k$ such that there is a tree-decomposition of $G$ of width $k$.
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The impact of the notion of treewidth on the design of combinatorial algorithms is profound: there are a huge number of NP-hard graph problems that are known to be tractable when parameterized by treewidth: they admit an algorithm with running time $f(k) n^{O(1)}$, where $n$ is the number of vertices, $k$ is the treewidth of the given graph, and $f$ is some typically exponential function (see [10], for example). Those algorithms typically perform dynamic programming based on the system of separators provided by the treedecomposition. To make such algorithms practically useful, we need to compute the treewidth, or a good approximation of the treewidth, together with an associated tree-decomposition.

Computing the treewidth $\operatorname{tw}(G)$ of a given graph $G$ is NP-complete [2], but is fixedparameter tractable [14, 4]. In particular, the algorithm due to Bodlaender [4] runs in time linear in the graph size with a factor of $2^{O\left(\mathrm{tw}(G)^{3}\right)}$. Unfortunately, this algorithm does not seem to run efficiently in practice.

In more practical approaches to treewidth computation, triangulations of graphs play an important role. A triangulation of graph $G$ is a chordal graph $H$ with $V(G)=V(H)$ and $E(G) \subseteq E(H)$. For every tree-decomposition $T$ of $G$, filling every bag of $T$ into a clique gives a triangulation of $G$. Conversely, for every triangulation $H$ of $G$, there is a tree-decomposition of $G$ in which every bag is a maximal clique of $H$. Through this characterization of treedecompositions in terms of triangulations, we can enumerate all relevant tree-decompositions by going through the total orderings on the vertex set, as each total ordering defines a triangulation for which the ordering is a perfect elimination order (see [7], for example). Practical algorithms in the early stage of treewidth research performed a branch-and-bound search over these total orderings [7]. Dynamic programming on this search space results in a $2^{n} n^{O(1)}$ time algorithms [5], which works well in practice for graphs with a small number of vertices. It should also be noted that classical upper bound algorithms, such as min-deg or min-fill, which heuristically choose a single vertex ordering defining a tree-decomposition, are fast and often give a good approximation of the treewidth in a practical sense [7].

Another important link between chordal graphs and treewidth computation was established by Bouchitté and Todinca [9]. They introduced the notion of potential maximal cliques (PMCs, see below in "Our approach" paragraph for a definition) and gave an efficient dynamic programming algorithm working on PMCs (BT dynamic programming) to find a minimal triangulation of the given graph that corresponds to an optimal tree-decomposition. They showed that their algorithm runs in polynomial time for many special classes of graphs. BT dynamic programming is also used in an exponential time algorithm for treewidth that runs in time $O\left(1.7549^{n}\right)$ [12].

BT dynamic programming had been considered mostly of theoretical interest until 2017, when Tamaki presented its positive-instance driven (PID) variant, which runs fast in practice and significantly outperforms previously implemented treewidth algorithms [18]. Further efforts on treewidth computation based on or around his approach have been made since then, with some incremental successes $[17,16,19,1]$.

In his most recent work [20], Tamaki introduced another approach to treewidth computation, based on the use of contractions to compute tight lower bounds on the treewidth. For edge $e$ of graph $G$, the contraction of $G$ by $e$, denoted by $G / e$, is a graph obtained from $G$ by replacing $e$ by a new single vertex $v_{e}$ and let $v_{e}$ be adjacent to all neighbors of the ends of $e$ in $V(G) \backslash e$. A graph $H$ is a contraction of $G$ if $H$ is obtained from $G$ by zero or more successive contractions by edges. It is well-known and easy to see that $\operatorname{tw}(H) \leq \operatorname{tw}(G)$ for every contraction $H$ of $G$. This fact has been used to quickly compute reasonably good lower bounds on the treewidth of a graph, typically to be used in branch-and-bound algorithms mentioned above [7, 8]. Tamaki [20] gave a heuristic method of successively improving
contraction based lower bounds which, together with a separate heuristic method for upper bounds, quite often succeeds in computing the exact treewidth of instances that are hard to solve for previously published solvers.

## Our approach

Our approach is based on the observation that contractions are useful not only for computing lower bounds but also for computing upper bounds. Suppose we have a tree-decomposition $T$ of $G / e$ of width $k$ for some edge $e=\{u, v\}$ of $k$. Let $v_{e}$ be the vertex to which $e$ contracts. Replacing each bag $X$ of $T$ by $X^{\prime}$, where $X^{\prime}=X \backslash\left\{v_{e}\right\} \cup\{u, v\}$ if $v_{e} \in X$ and $X^{\prime}=X$ otherwise, we obtain a tree-decomposition $T^{\prime}$ of $G$ of width $\leq k+1$, which we call the uncontraction of $T$. In a fortunate case where every bag $X$ of $T$ with $v_{e} \in X$ has $|X| \leq k$, the width of $T^{\prime}$ is $k$. To increase the chance of having such fortunate cases, we deal with a set of tree-decompositions rather than a single tree-decomposition. We represent such a set of tree-decompositions by a set of potential maximal cliques as follows.

A vertex set of $G$ is a potential maximal clique (PMC for short) if it is a maximal clique of some minimal triangulation of $G$. Let $\Pi(G)$ denote the set of all PMCs of $G$. For each $\Pi \subseteq \Pi(G)$, let $\mathscr{T}_{\Pi}(G)$ denote the set of all tree-decompositions of $G$ whose bags all belong to $\Pi$. Let $\operatorname{tw}_{\Pi}(G)$ denote the smallest $k$ such that there is a tree-decomposition in $\mathscr{T}_{\Pi}(G)$ of width $k$; we set $\operatorname{tw}_{\Pi}(G)=\infty$ if $\mathscr{T}_{\Pi}(G)=\emptyset$. Bouchitté and Todinca [9] showed that $\mathscr{T}_{\Pi(G)}(G)$ contains a tree-decomposition of width $\operatorname{tw}(G)$ and developed a dynamic programming algorithm (BT dynamic programming) to find such a tree-decomposition. Indeed, as Tamaki [17] noted, BT dynamic programming can be used for arbitrary $\Pi \subseteq \Pi(G)$ to compute $\mathrm{tw}_{\Pi}(G)$ in time linear in $|\Pi|$ and polynomial in $|V(G)|$.

A set of PMCs is a particularly effective representation of a set of tree-decompositions for our purposes, because BT dynamic programming can be used to work on $\Pi \subseteq \Pi(G)$ and find a tree-decomposition in $\mathscr{T}_{\Pi}(G)$ that minimizes a variety of width measures based on bag weights. In our situation, suppose we have $\Pi \subseteq \Pi(G / e)$ such that $\mathrm{tw}_{\Pi}(G / e)=k$. Using appropriate bag weights, we can use BT dynamic programming to decide if $\mathscr{T}_{\Pi}(G / e)$ contains $T$ such that the uncontraction $T^{\prime}$ of $T$ has width $k$ and find one if it exists.

These observations suggest a recursive algorithm for improving an upper bound on treewidth. Given a graph $G$ and $k$ such that $\operatorname{tw}(G) \leq k+1$, the task is to decide if $\operatorname{tw}(G) \leq k$. Our algorithm certifies the YES answer by $\Pi \subseteq \Pi(G)$ with tw ${ }_{\Pi}(G) \leq k$. It uses heuristic methods to find such $\Pi$ and, when this goal is hard to achieve, recursively solves the question if $\operatorname{tw}(G / e) \leq k$ for edge $e$ of $G$. Unless $\operatorname{tw}(G / e)=k+1$ and hence $\operatorname{tw}(G)=k+1$, the recursive call returns $\Pi \subseteq \Pi(G / e)$ such that $\operatorname{tw}_{\Pi}(G / e) \leq k$. We use the method mentioned above to look for $T \in \mathscr{T}_{\Pi}(G / e)$ whose uncontraction has width $\leq k$. If we are successful, we are done for $G$. Even when this is not the case, the uncontractions of tree-decompositions in $\mathscr{T}_{\Pi}(G / e)$ may be useful for our heuristic upper bound method in the following manner.

In [17], Tamaki proposed a local search algorithm for treewidth in which a solution is a set of PMCs rather than an individual tree-decomposition and introduced several methods of expanding $\Pi \subseteq \Pi(G)$ into $\Pi^{\prime} \supset \Pi$ in hope of having $\operatorname{tw}_{\Pi^{\prime}}(G)<\mathrm{tw}_{\Pi}(G)$. His method compares favourably with existing heuristic algorithms but, like typical local search methods, is prone to local optima. To let the search escape from a local optimum, we would like to inject "good" PMCs to the current set $\Pi$. It appears that tree-decompositions in $\mathscr{T}_{\Pi^{\prime}}(G / e)$ such that $\operatorname{tw}_{\Pi^{\prime}}(G / e) \leq k$, where $k=\operatorname{tw}_{\Pi}(G)-1$, are reasonable sources of such good PMCs: we uncontract $T \in \mathscr{T}_{\Pi^{\prime}}(G / e)$ into a tree-decomposition $T^{\prime}$ of $G$ and extract PMCs of $G$ from $T^{\prime}$. Each such PMC appears in a tree-decomposition of width $\leq k+1$ and may appear in a tree-decomposition of width $\leq k$. It is also important that $\Pi^{\prime}$ is obtained, in a loose sense, independently of $\Pi$ and not under the influence of the local optimum around which $\Pi$ stays.

Our algorithm for deciding if $\operatorname{tw}(G) \leq k$ interleaves the execution of a local search algorithm with recursive calls on $G / e$ for edges $e$ of $G$ and injects PMCs obtained from the results of the recursive calls. This process ends in either of the following three ways.

1. The local search succeeds in finding $\Pi$ with $\operatorname{tw}_{\Pi}(G) \leq k$.
2. A recursive call on $G / e$ finds that $\operatorname{tw}(G / e)=k+1$ : we conclude that $\operatorname{tw}(G)=k+1$ on the spot.
3. Recursive calls $G / e$ have been tried for all edges $e$ and it is still unknown if $\operatorname{tw}(G) \leq k$.

We invoke a conventional exact algorithm for treewidth to settle the question.
Note that, when the algorithm concludes that $\operatorname{tw}(G)=k+1$, there must be a contraction $H$ of $G$ somewhere down in the recursion path from $G$ such that Case 3 applies and the exact computation shows that $\operatorname{tw}(H)=k+1$. In this case, $H$ is a minimal contraction of $G$ that certifies $\operatorname{tw}(G)=k+1$, as the recursive calls further down from $H$ have shown $\operatorname{tw}(H / e) \leq k$ for every edge $e$ of $H$.

As the experiments in Section 11 show, this approach drastically extends the scope of instances for which the exact treewidth can be computed in practice.

## Organization

The rest of this paper is organized as follows. After the preliminaries in Section 2, the main algorithm in its basic form is described in Section 3. Sections 4, 6, 7, 8, 9, and 10 describe some details of the techniques used to make the algorithm run fast in practice. Section 11 presents experimental results and Section 12 offers some concluding remarks.

The source code of the implementation of our algorithm used in the experiments is available at https://github.com/twalgor/RTW.

## 2 Preliminaries

## Graphs and treewidth

In this paper, all graphs are simple, that is, without self loops or parallel edges. Let $G$ be a graph. We denote by $V(G)$ the vertex set of $G$ and by $E(G)$ the edge set of $G$. As $G$ is simple, each edge of $G$ is a subset of $V(G)$ with exactly two members that are adjacent to each other in $G$. The complete graph on $V$, denoted by $K(V)$, is a graph with vertex set $V$ in which every vertex is adjacent to all other vertices. The subgraph of $G$ induced by $U \subseteq V(G)$ is denoted by $G[U]$. We sometimes use an abbreviation $G \backslash U$ to stand for $G[V(G) \backslash U]$. A vertex set $C \subseteq V(G)$ is a clique of $G$ if $G[C]$ is a complete graph. For each $v \in V(G), N_{G}(v)$ denotes the set of neighbors of $v$ in $G: N_{G}(v)=\{u \in V(G) \mid\{u, v\} \in E(G)\}$. For $U \subseteq V(G)$, the open neighborhood of $U$ in $G$, denoted by $N_{G}(U)$, is the set of vertices adjacent to some vertex in $U$ but not belonging to $U$ itself: $N_{G}(U)=\left(\bigcup_{v \in U} N_{G}(v)\right) \backslash U$.

We say that vertex set $C \subseteq V(G)$ is connected in $G$ if, for every $u, v \in C$, there is a path in $G[C]$ between $u$ and $v$. It is a connected component or simply a component of $G$ if is connected and is inclusion-wise maximal subject to this condition. We denote by $\mathcal{C}(G)$ the set of all components of $G$. When the graph $G$ is clear from the context, we denote $\mathcal{C}(G[U])$ by $\mathcal{C}(U)$. A vertex set $S \subseteq V(G)$ is a separator of $G$ if $G \backslash S$ has more than one component. A graph is a cycle if it is connected and every vertex is adjacent to exactly two vertices. A graph is a forest if it does not have a cycle as a subgraph. A forest is a tree if it is connected.

A tree-decomposition of $G$ is a pair $(T, \mathcal{X})$ where $T$ is a tree and $\mathcal{X}$ is a family $\left\{X_{i}\right\}_{i \in V(T)}$ of vertex sets of $G$, indexed by the nodes of $T$, such that the following three conditions are satisfied. We call each $X_{i}$ the bag at node $i$.

1. $\bigcup_{i \in V(T)} X_{i}=V(G)$.
2. For each edge $\{u, v\} \in E(G)$, there is some $i \in V(T)$ such that $u, v \in X_{i}$.
3. For each $v \in V(G)$, the set of nodes $I_{v}=\left\{i \in V(T) \mid v \in X_{i}\right\} \subseteq V(T)$ is connected in $T$.

The width of this tree-decomposition is $\max _{i \in V(T)}\left|X_{i}\right|-1$. The treewidth of $G$, denoted by $\operatorname{tw}(G)$ is the smallest $k$ such that there is a tree-decomposition of $G$ of width $k$.

For each pair $(i, j)$ of adjacent nodes of a tree-decomposition $(T, \mathcal{X})$ of $G$, let $T(i, j)$ denote the subtree of $T$ consisting of nodes of $T$ reachable from $i$ without passing $j$ and let $V(i, j)=\bigcup_{k \in V(T(i, j))} X_{k}$. Then, it is well-known and straightforward to show that $X_{i} \cap X_{j}=V(i, j) \cap V(j, i)$ and there are no edges between $V(i, j) \backslash V(j, i)$ and $V(j, i) \backslash V(i, j)$; $X_{i} \cap X_{j}$ is a separator of $G$ unless $V(i, j) \subseteq V(j, i)$ or $V(j, i) \subseteq V(j, i)$. We say that $T$ uses separator $S$ if there is an adjacent pair $(i, j)$ such that $S=X_{i} \cap X_{j}$. In this paper, we assume $G$ is connected whenever we consider a tree-decomposition of $G$.

In this paper, most tree-decompositions are such that $X_{i}=X_{j}$ only if $i=j$. Because of this, we use a convention to view a tree-decomposition of $G$ as a tree $T$ whose nodes are bags (vertex sets) of $G$.

## Triangulations, minimal separators, and Potential maximal cliques

Let $G$ be a graph and $S$ a separator of $G$. For distinct vertices $a, b \in V(G), S$ is an $a-b$ separator if there is no path between $a$ and $b$ in $G \backslash S$; it is a minimal $a-b$ separator if it is an $a-b$ separator and no proper subset of $S$ is an $a-b$ separator. A separator is a minimal separator if it is a minimal $a-b$ separator for some $a, b \in V(G)$.

Graph $H$ is chordal if every induced cycle of $H$ has exactly three vertices. $H$ is a triangulation of graph $G$ if it is chordal, $V(G)=V(H)$, and $E(G) \subseteq E(H)$. A triangulation $H$ of $G$ is minimal if it there is no triangulation $H^{\prime}$ of $G$ such that $E\left(H^{\prime}\right)$ is a proper subset of $E(H)$. It is known (see [13] for example) that if $H$ is a minimal triangulation of $G$ then every minimal separator of $H$ is a minimal separator of $G$. In fact, the set of minimal separators of $H$ is a maximal set of pairwise non-crossing minimal separators of $G$, where two separators $S$ and $R$ cross each other if at least two components of $G \backslash S$ intersects $R$.

Triangulations and tree-decompositions are closely related. For a tree-decomposition $T$ of $G$, let $\operatorname{fill}(G, T)$ denote the graph obtained from $G$ by filling every bag of $T$ into a clique. Then, it is straightforward to see that $\operatorname{fill}(G, T)$ is a triangulation of $G$. Conversely, for each chordal graph $H$, consider a tree on the set $\mathcal{K}$ of all maximal cliques of $H$ such that if $X, Y \in \mathcal{K}$ are adjacent to each other then $X \cap Y$ is a minimal separator of $H$. Such a tree is called a clique tree of $H$. It is straightforward to verify that a clique tree $T$ of a triangulation $H$ of $G$ is a tree-decomposition of $G$ and that $\operatorname{fill}(G, T)=H$.

We call a tree-decomposition $T$ of $G$ minimal if it is a clique tree of a minimal triangulation of $G$. It is clear that there is a minimal tree-decomposition of $G$ of width $\operatorname{tw}(G)$, since for every tree-decomposition $T$ of $G$, there is a minimal triangulation $H$ of $G$ that is a subgraph of fill $(G, T)$ and every clique tree $T^{\prime}$ of $H$ has $w\left(T^{\prime}\right) \leq w(T)$.

A vertex set $X \subseteq V(G)$ is a potential maximal clique, PMC for short, of $G$, if $X$ is a maximal clique in some minimal triangulation of $G$. We denote by $\Pi(G)$ the set of all potential maximal cliques of $G$. By definition, every bag of a minimal tree-decomposition of $G$ belongs to $\Pi(G)$.

## Bouchitté-Todinca dynamic programming

For each $\Pi \subseteq \Pi(G)$, say that $\Pi$ admits a tree-decomposition $T$ of $G$ if every bag of $T$ belongs to $\Pi$. Let $\mathscr{T}_{\Pi}(G)$ denote the set of all tree-decompositions of $G$ that $\Pi$ admits and let $\operatorname{tw}_{\Pi}(G)$ denote the smallest $k$ such that there is $T \in \mathscr{T}_{\Pi}(G)$ of width $k$; we set $\operatorname{tw}_{\Pi}(G)=\infty$ if $\mathscr{T}_{\Pi}(G)=\emptyset$. The treewidth algorithm of Bouchitté and Todinca [9] is based on the observation that $\operatorname{tw}(G)=\operatorname{tw}_{\Pi(G)}(G)$. Given $G$, their algorithm first constructs $\Pi(G)$ and then search through $\mathscr{T}_{\Pi(G)}(G)$ by dynamic programming (BT dynamic programming) to find $T$ of width $\operatorname{tw}_{\Pi(G)}(G)$. As observed in [17], BT dynamic programming can be used to compute $\operatorname{tw}_{\Pi}(G)$ for an arbitrary subset $\Pi$ of $\Pi(G)$ to produce an upper bound on $\operatorname{tw}(G)$. As we extensively use this idea, we describe how it works here.

Fix $\Pi \subseteq \Pi(G)$ such that $\mathscr{T}_{\Pi}(G)$ is non-empty. To formulate the recurrences in BT dynamic programming, we need some definitions. A vertex set $B$ of $G$ is a block if $B$ is connected and either $N_{G}(B)$ is a minimal separator or is empty. As we are assuming that $G$ is connected, $B=V(G)$ in the latter case. A partial tree-decomposition of a block $B$ in $G$ is a tree-decomposition of $G\left[B \cup N_{G}(B)\right]$ that has a bag containing $N_{G}(B)$, called the root $b a g$ of this partial tree-decomposition. Note that a partial tree-decomposition of block $V(G)$ is a tree-decomposition of $G$. For a graph $G$ and a block $B$, let $\mathcal{P}_{\Pi}(B, G)$ denote the set of all partial tree-decompositions of $B$ in $G$ all of whose bags belong to $\Pi$ and, when this set is non-empty, let $\operatorname{tw}_{\Pi}(B, G)$ denote the smallest $k$ such that there is $T \in \mathcal{P}_{\Pi}(B, G)$ with $w(T)=k$; if $\mathcal{P}_{\Pi}(B, G)$ is empty we set $\operatorname{tw}_{\Pi}(B, G)=\infty$.

A PMC $X$ of $G$ is a cap of block $B$ if $N_{G}(B) \subseteq X$ and $X \subseteq B \cup N_{G}(B)$. Note that a cap of $B$ is a potential root bag of a partial tree-decomposition of $B$. For each block $B$, let $\mathcal{B}_{\Pi}(B)$ denote the set of all caps of $B$ belonging to $\Pi$. Recall that, for each vertex set $U \subseteq V(G), \mathcal{C}(U)$ denotes the set of components of $G[U]$. The following recurrence holds.

$$
\begin{equation*}
\left.\operatorname{tw}_{\Pi}(B, G)=\min _{X \in \mathcal{B}_{\Pi}(B)} \max \left\{|X|-1, \max _{C \in \mathcal{C}(B \backslash X)} \operatorname{tw}{ }_{\Pi}(C, G)\right\}\right\} \tag{1}
\end{equation*}
$$

BT dynamic programming evaluates this recurrence for blocks in the increasing order of cardinality and obtains $\mathrm{tw}_{\Pi}(G)=\operatorname{tw}_{\Pi}(V(G), G)$. Tracing back the recurrences, we obtain a tree-decomposition $T \in \mathscr{T}_{\Pi}(G)$ with $w(T)=\operatorname{tw}_{\Pi}(G)$.

Tamaki's PID algorithm [18], unlike the original algorithm of Bouchitté and Todinca [9], does not construct $\Pi(G)$ before applying dynamic programming. It rather uses the above recurrence to generate relevant blocks and PMCs. More precisely, PID is for the decision problem whether $\operatorname{tw}(G) \leq k$ for given $G$ and $k$ and it generates all blocks $C$ with $\operatorname{tw}(C, G) \leq k$ using the recurrence in a bottom up manner. We have $\operatorname{tw}(G) \leq k$ if and only if $V(G)$ is among those generated blocks.

## Contractors and contractions

To extend the notation $G / e$ of a contraction by an edge to a contraction by multiple edges, we define contractors. A contractor $\gamma$ of $G$ is a partition of $V(G)$ into connected sets. For contractor $\gamma$ of $G$, the contraction of $G$ by $\gamma$, denoted by $G / \gamma$, is the graph obtained from $G$ by contracting each part of $\gamma$ to a single vertex, with the adjacency inherited from $G$. For notational convenience, we also view a contractor $\gamma$ as a mapping from $V(G)$ to $\{1,2, \ldots, m\}$, the index set of the parts of the partition $\gamma$. In this view, the vertex set of $G / \gamma$ is $\{1,2, \ldots, m\}$ and $\gamma(v)$ for each $v \in V(G)$ is the vertex of $G / \gamma$ into which $v$ is contracted. For each $w \in V(G / \gamma), \gamma^{-1}(w)$ is the part of the partition $\gamma$ that contracts to $w$. For $U \subseteq V(G / \gamma)$, we define $\gamma^{-1}(U)=\bigcup_{w \in U} \gamma^{-1}(w)$.

## 3 Main algorithm

The pseudo code in Algorithm 1 shows the main iteration of our treewidth algorithm. It starts from a greedy upper bound and repeatedly improves the upper bound by algorithm RTW. The call $R T W(G, k, \Pi)$, where $\Pi \subseteq \Pi(G)$ and $\operatorname{tw}_{\Pi}(G) \leq k+1$, decides if $\operatorname{tw}(G) \leq k$. If $\operatorname{tw}(G) \leq k$, it returns YES with certificate $\Pi^{\prime} \subseteq \Pi(G)$ such that $\operatorname{tw}_{\Pi^{\prime}}(G) \leq k$; otherwise it returns NO with certificate $H$, a minimal contraction of $G$ such that $\operatorname{tw}(H)=k+1$.

Algorithm 1 Main iteration for computing $\operatorname{tw}(G)$.
Ensure: compute $\operatorname{tw}(G)$ for given $G$
$T \leftarrow$ a minimal tree-decomposition of $G$ obtained by a greedy algorithm
$\Pi \leftarrow$ the set of bags of $T$
$k \leftarrow w(T)$
while true do call $\operatorname{RTW}(G, k-1, \Pi)$
if the call returns NO with certificate $H$ then
stop: $\operatorname{tw}(G)$ equals $k$ with $\operatorname{tw}(G) \leq k$ certified by $\Pi$ and $\operatorname{tw}(G) \geq k$ certified by $H$ else
$k \leftarrow k-1$
$\Pi \leftarrow$ the certificate of the YES answer
end if
end while

The pseudo code in Algorithm 2 describes RTW in its basic form. We sketch here the functions of subalgorithms used in this algorithm. More details can be found in subsequent sections.

Our method of local search in the space of sets of PMCs is a heuristic variant, which we call HPID, of the PID algorithm due to Tamaki [18]. PID constructs partial tree-decompositions of width $\leq k$ using the recurrence of BT dynamic programming in a bottom up manner to exhaustively generate all partial tree-decompositions of width $\leq k$, so that we have a tree-decomposition of width $\leq k$ if and only if $\operatorname{tw}(G) \leq k$. HPID uses the same recurrence to generate partial tree-decompositions of width $\leq k$ but the aim is to quickly generate a tree-decomposition of $G$ of width $\leq k$ and the generation order it employs does not guarantee exhaustive generation. The state of HPID computation is characterized by the set $\Pi$ of root bags of the generated partial tree-decompositions. Recall that the bags of the set of partial tree-decompositions generated by the BT recurrence are PMCs, so $\Pi \subseteq \Pi(G)$. Using BT dynamic programming, we can reconstruct the set of partial tree-decompositions from $\Pi$, if needed, in time linear in $|\Pi|$ and polynomial in $|V(G)|$. Thus, we may view HPID as performing a local search in the space of sets of PMCs. This view facilitates communications between HPID and external upper bound heuristics. Those communications are done through the following operations.

We consider each invocation of HPID as an entity having a state. Let $s$ denote such an invocation instance of HPID for $G$ and $k$. Let $\Pi(s)$ denote the set of PMCs that are root bag of the partial tree-decompositions generated so far by $s$. The following operations are available.
$s$. width() returns $\operatorname{tw}_{\Pi(s)}(G)$.
$s$.usefulPMCs() returns the set of PMCs that are the root bags of the partial treedecompositions of width $\leq s . w i d t h()$ generated so far by $s$.

Algorithm 2 Procedure $R T W(G, k, \Pi)$.

```
Require: \(\Pi \subseteq \Pi(G)\) and \(\operatorname{tw}_{\Pi}(G) \leq k+1\)
Ensure: returns YES with \(\Pi \subseteq \Pi(G)\) such that \(\operatorname{tw}_{\Pi}(G) \leq k\) if \(\operatorname{tw}(G) \leq k\); NO with a
    minimal contraction \(H\) of \(G\) such that \(\operatorname{tw}(H)=k+1\) otherwise
    create an HPID instance \(s\) for \(G\) and \(k\)
    \(s\).IMPORTPMCs(П)
    if \(s\). \(\operatorname{width}() \leq k\) then
        return YES with \(s\). USEFULPMCs()
    end if
    order the edges of \(G\) appropriately as \(e_{1}, e_{2}, \ldots e_{m}\).
    for \(i=1, \ldots, m\) do
        \(\Theta \leftarrow \operatorname{CONTRACtPMCs}\left(s . \operatorname{USEFULPMCs}(), G, e_{i}\right)\)
        call \(R T W\left(G / e_{i}, k, \Theta\right)\)
        if the call returns NO with certificate \(H\) then
            return NO with certificate \(H\)
        else
            \(\Psi \leftarrow\) the certificate for the YES answer
            \(\Psi^{\prime} \leftarrow \operatorname{UNCONTRACTPMCs}(\Psi, G, e)\)
            s.IMPORTPMCs \(\left(\Psi^{\prime}\right)\)
            \(s . \operatorname{IMPROVE}\left(U N I T \_B U D G E T \times i\right)\)
            if \(s\). \(\operatorname{width}() \leq k\) then
                return YES with s.usefulPMCs()
            end if
        end if
    end for
    \(s\). FINISH()
    if \(s\). width ()\(\leq k\) then
        return YES with \(s\).USEFULPMCs()
    else
        return NO with certificate \(G\)
    end if
```

$s$.importPMCs $(\Pi)$ updates $\Pi(s)$ to $\Pi(s) \cup \Pi$ and updates the set of partial treedecompositions by BT dynamic programming.
$s$.improve(budget) generates more partial tree-decompositions under the specified budget, in terms of the number of search steps spent for the generation.
$s$. finish() exhaustively generates remaining partial decompositions of width $\leq k$, thereby deciding if $\operatorname{tw}(G) \leq k$.
See Section 4 for some details of these procedures. We use two additional procedures.
uncontractPMCs $(\Pi, G, e)$, where $e$ is an edge of $G$ and $\Pi \subseteq \Pi(G / e)$, returns $\Pi^{\prime} \subseteq \Pi(G)$ such that $\operatorname{tw}_{\Pi^{\prime}}(G) \leq \mathrm{tw}_{\Pi}(G / e)+1$ and possibly $\mathrm{tw}_{\Pi^{\prime}}(G) \leq \mathrm{tw}_{\Pi}(G / e)$
contractPMCs $(\Pi, G, e)$, where $e$ is an edge of $G$ and $\Pi \subseteq \Pi(G)$, returns $\Pi^{\prime} \subseteq \Pi(G / e)$ such that $\operatorname{tw}_{\Pi^{\prime}}(G / e) \leq \operatorname{tw}_{\Pi}(G)$ and possibly $\operatorname{tw}_{\Pi^{\prime}}(G / e) \leq \operatorname{tw}_{\Pi}(G)-1$
See Sections 6 and 7 for details of these procedures.
The correctness of this algorithm can be proved by straightforward induction and does not depend on the procedures Expand, CONTRACtPMCs, or UnCONTRACTPMCs except that the procedure CONTRACTPMCs $(\Pi, G, e)$ must return $\Theta$ such that $\operatorname{tw}_{\Theta}(G / e) \leq \operatorname{tw}_{\Pi}(G)$
as promised. On the other hand, practical efficiency of this algorithm heavily depends on the performances of these procedures. If they collectively work really well, then we expect that the for loop would exit after trying only a few edges, assuming $\operatorname{tw}(G) \leq k$, and $s$.FINISH() would be called only if $\operatorname{tw}(G)=k+1$ and $\operatorname{tw}(G / e) \leq k$ for every edge $e$. On the other extreme of perfect incapability of these procedures, the for loop would always run to the end and $s . \operatorname{Finish}()$ would be called in every call of $R T W(G, k, \Pi)$, making the recursion totally meaningless. Our efforts are devoted to developing effective methods for these procedures.

## 4 Heuristic PID

In this section, we give some details of the HPID algorithm. In particular, we describe in some details how the procedures IMPROVE(budget) and FINISH() work.

We first describe how we use Recurrence (1) to generate a new partial tree-decomposition from existing ones. The method basically follows that of PID [18] but differs in the way we view tree-decompositions as rooted-decompositions. The differences are motivated by the need of HPID to interact with external upper bound components through PMCs.

Fix $G$ and $k$. We assume a total order $<$ on $V(G)$ and say that $U \subseteq V(G)$ is larger then $V \subseteq V(G)$ if $|U|>|V|$ or $|U|=|V|$ and $U$ is lexicographically larger than $V$. We say a block $B$ is small if there is some block $B^{\prime}$ with $N_{G}\left(B^{\prime}\right)=N_{G}(B)$ such that $B^{\prime}>B$. We say that a block $B$ of $G$ is feasible if $\operatorname{tw}(B, G) \leq k$. We use Recurrence (1), with $\Pi$ set to $\Pi(G)$, to generate feasible blocks that are small.

Each HPID instance $s$ maintains a set set $\mathcal{F}$ of small feasible blocks. To generate a new feasible block to add to $\mathcal{F}$, it invokes a backtrack search procedure SEARChNEWFEASIble $(B)$ on a block $B \in \mathcal{F}$ which enumerates $\mathcal{B} \subseteq \mathcal{F}$ such that

1. $B \in \mathcal{B}$ and $B$ is the largest block in $\mathcal{B}$ and
2. there is a block $B_{\mathcal{B}}$ that is either small or is equal to $V(G)$ and a PMC $X_{\mathcal{B}} \in \Pi(G)$ such that $\mathcal{C}\left(B_{\mathcal{B}} \backslash X_{\mathcal{B}}\right)=\mathcal{B}$.
For each such $\mathcal{B}$ found, we add $B_{\mathcal{B}}$ to $\mathcal{F}$ since the Recurrence (1) shows that $B_{\mathcal{B}}$ is feasible.
Procedure $s$.IMPROVE(budget) uses this search procedure as follows. It uses a priority queue $Q$ of small feasible blocks, in which larger blocks are given higher priority. It first put all blocks in $\mathcal{F}$ to $Q$. Then, it dequeues a block $B$, call $\operatorname{SEARChNewFeasible}(B)$, and add newly generated feasible blocks to $Q$. This is repeated until either $Q$ is empty or the cumulative number of search steps exceeds budget. Because of the queuing policy, there is a possibility of $V(G)$ found feasible, when it is indeed feasible, even with a small budget.

The role of procedure $s$.FINISH() is to complete the PID computation by exhaustively generating partial tree-decompositions. The implementation used in our experiment uses another variant of PID called SemiPID [16] for this task.

## 5 Minimalizing tree-decompositions

Given a graph $G$ and a triangulation $H$ of $G$, minimalizing $H$ means finding a minimal triangulation $H^{\prime}$ of $G$ such that $E\left(H^{\prime}\right) \subseteq E(H)$. Minimalizing a tree-decomposition $T$ of $G$ means finding a minimal tree-decomposition $T^{\prime}$ of $G$ whose bags are maximal cliques of the minimalization of $\operatorname{fill}(G, T)$. We want to minimalize a tree-decomposition for two reasons. One is our decision to represent a set of tree-decompositions by a set of PMCs. Whenever we get a tree-decomposition $T$ by some method that may produce non-minimal tree-decompositions, we minimalize it to make all bags PMCs. Another reason is that minimalization may reduce the width. We have two procedures for minimalization. When
the second reason is of no concern, we use minimalize $(T)$ which is an implementation of one of the standard triangulation minimalization algorithm due to Blair et al [3]. When the second reason is important, we use minimalizeOptimally $(T)$, which finds a minimalization of $T$ of the smallest width. This task is NP-hard, but the following algorithm works well in practice.

Say a minimal separator of $G$ is admissible for $T$ if it is a clique of $\operatorname{fill}(G, T)$. Observe that, for every minimalization $T^{\prime}$ of $T$, every separator used by $T^{\prime}$ is a minimal separator of $G$ admissible for $T$. We first construct the set of all minimal separators of $G$ admissible for $T$. Then we apply the SemiPID variant of BT dynamic programming, due to Tamaki [16], to this set and obtain a tree-decomposition of the smallest width, among those using only admissible minimal separators. Because of the admissibility constraint, the number of minimal separators is much smaller and both the enumeration part and the SemiPID part run much faster in practices than in the general case without such constraints.

## 6 Uncontracting PMCs

In this section, we develop an algorithm for procedure uncontractPMCs $(G, \Pi, e)$. In fact, we generalize this procedure to UNCONTRACTPMCs $(G, \Pi, \gamma)$, where the third argument is a general contractor of $G$.

Given a graph $G, \Pi \subseteq \Pi(G)$, and a contractor $\gamma$ of $G$, we first find tree-decompositions $T \in \mathscr{T}_{\Pi}$ that minimize $w\left(\gamma^{-1}(T)\right)$. This is done by BT dynamic programming over $\mathscr{T}_{\Pi}(G / \gamma)$, using bag weights defined as follows. For each weight function $\omega$ that assigns weight $\omega(U)$ to each vertex set $U$, define the width of tree-decomposition $T$ with respect to $\omega$, denoted by $\operatorname{tw}(G, \omega)$, to be the maximum of $\omega(X)$ over all bags of $T$. Thus, if $\omega$ is defined by $\omega(U)=|U|-1$ then $\operatorname{tw}(G, \omega)=\operatorname{tw}(G)$. A natural choice for our purposes is to set $\omega(X)=\left|\gamma^{-1}(X)\right|-1$. Then, the width of a tree decomposition $T$ of $G / \gamma$ with respect to this bag weight is $w\left(\gamma^{-1}(T)\right)$. Therefore, BT dynamic programming with this weight function $\omega$ gives us the desired tree-decomposition in $\mathscr{T}_{\Pi}(G / r)$.

We actually use a slightly modified weight function, considering the possibility of reducing the weight of $\gamma^{-1}(T)$ by minimalization.

Let $T \in \mathscr{T}_{\Pi}(G / \gamma)$ and $X$ a bag of $T$. If $X^{\prime}=\gamma^{-1}(X)$ is a PMC of $G$, then every minimalization of $\gamma^{-1}(T)$ must contain $X^{\prime}$ as a bag. Therefore, if $\left|X^{\prime}\right|>k+1$ then it is impossible that the width of $\gamma^{-1}(T)$ is reduced to $k$ by minimalization. On the other hand, if $X^{\prime}$ is not a PMC, then no minimalization of $\gamma^{-1}(T)$ has $X^{\prime}$ has a bag and there is a possibility that there is a minimalization of $\gamma^{-1}(T)$ of width $k$ even if $\left|X^{\prime}\right|>k+1$. These considerations lead to the following definition of our weight function $\omega$.

$$
\begin{array}{cc}
\omega(U)=2\left|\gamma^{-1}(U)\right| & \text { if } \gamma^{-1}(U) \text { is a PMC of } G \\
\omega(U)=2\left|\gamma^{-1}(U)\right|-1 & \text { otherwise } \tag{3}
\end{array}
$$

Algorithm 3 describes the main steps of procedure UnCONTRACTPMCs( $\Pi, G, \gamma)$.

## 7 Contracting PMCs

The algorithm for procedure CONTRACTPMCs is similar to that for UnCONTRACTPMCs. Given a graph $G, \Pi \subseteq \Pi(G)$, and a contractor $\gamma$ of $G$, we first find tree-decompositions $T \in \mathscr{T}_{\Pi}(G / \gamma)$ that minimize $w(\gamma(T))$. This is done by BT dynamic programming with the following weight function $\omega$.

$$
\begin{array}{cc}
\omega(U)=2|\gamma(U)| & \text { if } \gamma(U) \text { is a PMC of } G / \gamma \\
\omega(U)=2|\gamma(U)|-1 & \text { otherwise }
\end{array}
$$

Algorithm 3 Procedure uncontractPMCs( $\Pi, G, \gamma)$.
Require: $\Pi \subseteq \Pi(G / \gamma)$
Ensure: returns $\Pi^{\prime} \subseteq \Pi(G)$ that results from uncontracting $\Pi$ and then minimalizing
let $\omega$ be the weight function on $2^{V(G / \gamma)}$ defined by equations 2 and 3
use BT dynamic programming to obtain tree-decompositions $T_{i}, 1 \leq i \leq m$, of $G / \gamma$ such
that $w\left(T_{i}, \omega\right)=\operatorname{tw}_{\Pi}(G, \omega)$
for each $i, 1 \leq i \leq m$ do
$T_{i}^{\prime} \leftarrow$ MINIMALIZEOptimally $\left(\gamma^{-1}\left(T_{i}\right)\right)$
$\Pi_{i} \leftarrow$ the set of bags of $T_{i}^{\prime}$
end for
return $\bigcup_{i} \Pi_{i}$

Then, we minimalize those tree-decompositions and collect the bags of those minimalized tree-decompositions.

## 8 Safe separators

Bodlaender and Koster [6] introduced the notion of safe separators for treewidth. Let $S$ be a separator of a graph $G$. We say that $S$ is safe for treewidth, or simply safe, if $\operatorname{tw}(G)=\operatorname{tw}(G \cup K(S))$. As every tree-decomposition of $G \cup K(S)$ must have a bag containing $S$, $\operatorname{tw}(G)$ is the larger of $|S|-1$ and $\max \left\{\operatorname{tw}\left(G\left[C \cup N_{G}(C)\right] \cup K\left(N_{G}(C)\right)\right\}\right.$, where $C$ ranges over all the components of $G \backslash S$. Thus, the task of computing $\operatorname{tw}(G)$ reduces to the task of computing $\operatorname{tw}\left(G\left[C \cup N_{G}(C)\right] \cup K\left(N_{G}(C)\right)\right\}$ for every component $C$ of $G \backslash S$. The motivation for looking at safe separators of a graph is that there are sufficient conditions for a separator being safe and those sufficient conditions lead to an effective preprocessing method for treewidth computation. We use the following two sufficient conditions.

A vertex set $S$ of $G$ is an almost-clique if $S \backslash\{v\}$ is a clique for some $v \in S$. Let $R$ be a vertex set of $G$. A contractor $\gamma$ of $G$ is rooted on $R$ if, for each part $C$ of $\gamma,|C \cap R|=1$.

- Theorem 1 (Bodlaender and Koster [6]).

1. If $S$ is an almost-clique minimal separator of $G$, then $S$ is safe.
2. Let lb be a lower bound on $\operatorname{tw}(G)$. Let $C \subseteq V(G)$ be connected and let $S=N_{G}(C)$. Suppose (1) $\operatorname{tw}(G[C \cup S] \cup K(S)) \leq l b$ and (2) $G[C \cup S]$ has a contractor $\gamma$ rooted on $S$ such that $G[C \cup S] / \gamma$ is a complete graph. Then, $S$ is safe.

We use safe separators both for preprocessing and during recursion. For preprocessing, we follow the approach of [19]: to preprocess $G$, we fix a minimal triangulation $H$ of $G$ and test the sufficient conditions in the theorem for each minimal separator of $H$. Since deciding if the second condition holds is NP-complete, we use a heuristic procedure. Let $\mathcal{S}$ be the set of all minimal separators of $H$ that are confirmed to satisfy the first or the second condition of the theorem. Let $\mathcal{A}$ be a tree-decomposition of $G$ that uses all separators of $\mathcal{S}$ but no other separators. Then, $\mathcal{A}$ is what is called a safe-separator decomposition in [6]. A tree-decomposition of $G$ of width $\operatorname{tw}(G)$ can be obtained from $\mathcal{A}$ by replacing each bag $X$ of $\mathcal{A}$ by a tree-decomposition of $G[X] \cup \bigcup_{C \in \mathcal{C}(G \backslash X)} K\left(N_{G}(C)\right)$, the graph obtained from the subgraph of $G$ induced by $X$ by filling the neighborhood of every component of $G \backslash X$ into a clique.

Safe separators are also useful during the recursive computation. Given $G$, we wish to find a contractor $\gamma$ of $G$ such that $\operatorname{tw}(G / \gamma)=\operatorname{tw}(G)$, so that we can safely recurse on $G / \gamma$. The second sufficient condition in Theorem 1 is useful for this purpose. Let $C, S$,
and $\gamma$ be as in the condition. We construct $\gamma^{\prime}$ such that $\operatorname{tw}\left(G / \gamma^{\prime}\right)=\operatorname{tw}(G)$ as follows. The proof of this sufficient condition is based on the fact that we get a clique on $S$ when we apply the contractor $\gamma$ on $G[C \cup S]$. Thus, we may define a contractor $\gamma^{\prime}$ on $G$ such that $G / \gamma^{\prime}=(G \backslash C) \cup K(S)$. As each tree-decomposition of $\operatorname{tw}(G / \gamma)$ can be extended to a tree-decomposition of $G$, using the tree-decomposition of $G[C \cup S] \cup K(S)$ of width at most $l b \leq \operatorname{tw}(G)$, we have $\operatorname{tw}\left(G / \gamma^{\prime}\right)=\operatorname{tw}(G)$ as desired. When the recursive call on $\operatorname{tw}\left(G / \gamma^{\prime}\right)$ returns a certificate $\Pi \subseteq \Pi\left(G / \gamma^{\prime}\right)$ such that $\operatorname{tw}_{\Pi}\left(G / \gamma^{\prime}\right) \leq k$, we need to "uncontract" $\Pi$ into a $\Pi^{\prime} \subseteq \Pi(G)$ such that $\operatorname{tw}_{\Pi^{\prime}}(G) \leq k$. Fortunately, this can be done without invoking the general uncontraction procedure. Observe first that each PMC in $\Pi$ naturally corresponds to a PMC of $(G \backslash C) \cup K(S)$, which in turn corresponds to a PMC of $G$ contained in $V(G) \backslash C$. Let $\Pi_{1}$ be the set of those PMCs of $G$ to which a PMC in $\Pi$ corresponds in that manner. Let $\Pi_{2} \subseteq \Pi(G[C \cup S] \cup K(S))$ be such that $\mathrm{tw}_{\Pi_{2}}(G[C \cup S] \cup K(S)) \leq l b$. Similarly as above, each PMC of $\Pi_{2}$ corresponds to a PMC of $G$ contained $C \cup S$. Let $\Pi_{2}^{\prime}$ denote the set of those PMCs of $G$ to which a PMC in $\Pi_{2}$ corresponds. As argued above, a tree-decomposition in $\mathscr{T}_{\Pi}((G \backslash C) \cup K(S))$ of $(G \backslash C) \cup K(S)$ and a tree-decomposition in $\mathscr{T}_{\Pi_{2}}(G[C \cup S] \cup K(S))$ of $G[C \cup S] \cup K(S)$ can be combined into a tree-decomposition belonging to $\mathscr{T}_{\Pi_{2}^{\prime}}(G)$ of width $\leq k$. Thus, $\Pi_{2}^{\prime}$ is a desired certificate for $\operatorname{tw}(G) \leq k$.

## 9 Edge ordering

We want an edge $e$ such that $\operatorname{tw}(G / e)=\operatorname{tw}(G)$, if such exists, to appear early in our edge order. Heuristic criteria for such an ordering have been studied in the classic work on contraction based lower bounds [8]. Our criterion is similar to those but differs in that it derives from a special case of safe separators. The following is a simple corollary of Theorem 1.

- Proposition 2. Let $e=\{u, v\}$ be an edge of $G$ and let $S=N_{G}(v)$. Suppose $S \backslash\{u\}$ is a clique of $G$. Then, we have $\operatorname{tw}(G / e)=\operatorname{tw}(G)$.

If $e$ satisfies the above condition, then we certainly put $e$ first in the order. Otherwise, we evaluate $e$ in terms of its closeness to this ideal situation. Define the deficiency of graph $H$, denoted by defic $(H)$, to be the number of edges of its complement graph. For each ordered pair $(u, v)$ of adjacent vertices of $G$, let $\operatorname{defic}_{G}(u, v)$ denote $\operatorname{defic}\left(G\left[N_{G}(v) \cup\{v\}\right] /\{u, v\}\right)$. Note that $\operatorname{defic}_{G}(u, v)=0$ means that the condition of the above proposition is satisfied with $S=N_{G}(v)$. Thus, we regard $e=\{u, v\}$ preferable if either $\operatorname{defic}_{G}(u, v)$ or $\operatorname{defic}_{G}(v, u)$ is small. We relativize the smallness with respect to the neighborhood size, so the value of edge $e=\{u, v\}$ is $\min \left\{\operatorname{defic}_{G}(u, v) /\left|N_{G}(v)\right|\right.$, defic $\left.(v, u) /\left|N_{G}(u)\right|\right\}$. We order edges so that this value is non-decreasing.

## 10 Suppressed edges

Consider the recursive call on $G / e$ from the call of RTW on $G$, where $e$ is an edge of $G$. Suppose there is an ancestor call on $G^{\prime}$ such that $G=G^{\prime} / \gamma$ and edge $e^{\prime}$ of $G^{\prime}$ such that $\gamma$ maps the ends of $e^{\prime}$ to the ends of $e$. If the call on $G^{\prime} / e^{\prime}$ has been made and it is known that $\operatorname{tw}\left(G^{\prime} / e^{\prime}\right) \leq k$ then we know that $\operatorname{tw}(G / e) \leq k$, since $G / e$ is a contraction of $G^{\prime} / e^{\prime}$. In this situation, we say that $e$ is suppressed by the pair $\left(G^{\prime}, e^{\prime}\right)$. We may omit the recursive call on $G / e$ without compromising the correctness if $e$ is suppressed. For efficiency, however, it is preferable to obtain the certificate $\Pi \subseteq \Pi(G / e)$ for $\operatorname{tw}(G / e) \leq k$ and feed the uncontraction of $\Pi$ to the HPID instance on $G$ to help progress. Fortunately, this can be done without making
the recursive call on $G$ as follows. Suppose $e$ is suppressed by $\left(G^{\prime}, e^{\prime}\right)$ and let $\Pi^{\prime} \subseteq \Pi\left(G^{\prime} / e^{\prime}\right)$ such that $\operatorname{tw}_{\Pi^{\prime}}\left(G^{\prime} / e^{\prime}\right) \leq k$. Let $\gamma^{\prime}$ be the contractor of $G^{\prime} / e^{\prime}$ such that $G^{\prime} / e^{\prime} / \gamma^{\prime}=G / \gamma / e$ : such $\gamma^{\prime}$ is straightforward to obtain from $\gamma$. Letting $\Pi=\operatorname{CONTRACtPMCs}\left(\Pi, G^{\prime} / e^{\prime}, \gamma^{\prime}\right)$, we obtain $\Pi \subseteq \Pi(G / e)$ such that $\operatorname{tw}_{\Pi}(G / e) \leq k$.

## 11 Experiments

We have implemented RTW and evaluated it by experiments. The computing environment for our experiments is as follows. CPU: Intel Core i7-8700K, 3.70 GHz ; RAM: 64GB; Operating system: Windows 10Pro, 64bit; Programming language: Java 1.8; JVM: jre1.8.0_271. The maximum heap size is set to 60 GB . The implementation uses a single thread except for additional threads that may be invoked for garbage collection by JVM.

Our primary benchmark is the bonus instance set of the exact treewidth track of PACE 2017 algorithm implementation challenge [11]. This set, consisting of 100 instances, is intended to be a challenge for future implementations and, as a set, are hard for the winning solvers of the competition. Using the platform of the competition, about half of the instances took more than one hour to solve and 15 instances took more than a day or were not solvable at all.

We have run our implementation on these instances with the timeout of 10000 seconds each. For comparison, we have run Tamaki's PID solver [18], which is one of the PACE 2017 winners, available at [15] and his new solver [20] available at [21]. Figure 1 summarizes the results on the bonus set. In contrast to PID solver which solves only 68 instances within the timeout, RTW solves 98 instances. Moreover, it solve 72 of them in 100 seconds and 92 of them in 1000 seconds. Thus, we can say that our algorithm drastically extends the scope of practically solvable instances. Tamaki's new solver also quickly solves many instances that are hard for PID solver and is indeed faster then RTW on many instances. However, its performance in terms of the number of instances solvable in practical time is inferior to RTW.


- Figure 1 Number of bonus instances solved within a specified time.

We have also run the solvers on the competition set of the exact treewidth track of PACE 2017. This set, consisting of 200 instances, is relatively easy and the two winning solvers of the competitions solved all of the instances within the allocated timeout of 30 minutes for each instance. Figure 2 summarizes the results on the competition set. Somewhat expectedly,

PID performs the best on this instance set. It solves almost all instances in 200 seconds for each instance, while RTW fails to do so on about 30 instances. There are two instances that RTW fails to solve in 10000 seconds and one instance it fails to solve at all. Tamaki's new solver shows more weakness on this set, failing to solve about 50 instances in the timeout of 10000 seconds.

These results seem to suggest that RTW and PID should probably complement each other in a practical treewidth solver.


Figure 2 Number of competition instances solved within a specified time.

## 12 Conclusions and future work

We developed a treewidth algorithm RTW that works recursively on contractions. Experiments show that our implementation solves many instances in practical time that are hard to solve for previously published solvers. RTW, however, does not perform well on some instances that are easy for conventional solvers such as PID. A quick compromise would be to run PID first with an affordable timeout and use RTW only when it fails. It would be, however, interesting and potentially fruitful to closely examine those instances that are easy for PID and hard for RTW and, based on such observations, to look for a unified algorithm that avoids the present weakness of RTW.
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#### Abstract

This article is a report by the challenge organizers on the 8th Parameterized Algorithms and Computational Experiments Challenge (PACE 2023). As was common in previous iterations of the competition, this year's iteration implemented an exact and heuristic track for a parameterized problem that has gained attention in the theory community. This year, the problem was to compute the twinwidth of a graph, a recently introduced width parameter that measures the similarity of a graph to a cograph. In the exact track, the competition participants were asked to develop an exact algorithm that can solve as many instances as possible from a benchmark set of 100 instances - with a time limit of 30 minutes per instance. The same task must be accomplished within 5 minutes in the heuristic track. However, the result in this track is not required to be optimal.

As in previous iterations, the organizers handed out awards to the best solutions in both tracks and to the best student submissions. New this year is a dedicated theory award that appreciates new theoretical insights found by the participants during the development of their tools.
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## 1 Introduction: History and Timeline of PACE

The Parameterized Algorithms and Computational Experiments Challenge (PACE) is an algorithm engineering competition conceived in 2015 and held annually since. Its aim is to bridge the theory of parameterized algorithms and their use in practice. The goals are to:

1. bridge the divide between the theory of algorithm design and analysis, and the practice of algorithm engineering,
2. inspire new theoretical developments,
3. investigate the competitiveness of theoretical algorithms from the field of parameterized complexity analysis and related fields in practice,
4. produce universally accessible libraries of implementations and repositories of benchmark instances, and
5. encourage the dissemination of these findings in scientific papers.
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In each of the now eight iterations, the participants were asked to provide implementations that either solved small- to medium-sized instances of an NP-complete problem optimally or to solve large-sized instances approximately. In previous iterations, the problems were
PACE 2016 TREEWIDTH and UNDIRECTED-FEEDBACK-VERTEX-SET [14];
PACE 2017 TREEWIDTH and MINIMUM FILL-IN [15];
PACE 2018 STEINER-TREE [12];
PACE 2019 VERTEX-COVER and HYPERTREEWIDTH [17];
PACE 2020 TREEDEPTH [22];
PACE 2021 CLUSTER-EDITING [21];
PACE 2022 DIRECTED-FEEDBACK-VERTEX-SET
Several of the previous iterations also contained more specialized tracks. Starting with the first iteration of PACE, many participants from all over the world were interested in the challenge and quickly established PACE as a highly competitive challenge. Over the years, the number of PACE participants has constantly grown, as Figure 1 illustrates. Furthermore, papers inspired by concrete implementations were published in prestigious conferences such as ACDA, ALENEX, ESA (Track B), SEA, and WADS. The instances provided by PACE have also often been used to showcase further algorithmic improvements by being used as an established benchmark, ranging also to other competitions such as the famous SAT competition [5].


Figure 1 Overview of the number of participants ( $y$-axis) of the PACE challenge over the years.
In this article, we report on the eighth iteration of the PACE challenge. The problem chosen for this year's iteration was twinwidth, a relatively young but promising parameter introduced in 2020 by Bonnet et al. [10]. The challenge featured two tracks: an exact track and a heuristic track. In the exact track, the task was to find an optimal solution of a given instance within 30 minutes and a memory limit of 8 GB . In the heuristic track, the task was to compute a valid solution with a width as small as possible within a time limit of 5 minutes and a memory limit of 8 GB.

The PACE 2023 challenge was announced with both tracks in September 2022. Details about the input and output format were provided in October 2022 together with a tiny test set to allow the participants to start with the challenge. One reason being, in particular, that algorithmic lectures that eventually start in this period may integrate PACE into course related projects. The concrete ranking methods for both tracks were published in November 2022. In January 2023, the public instances were made available to the participants, and the public leaderboard on the optil.io platform was opened in March 2023. This allowed the participants to test their solvers on the public instances and provided a provisional ranking. The leaderboard was frozen in May 2023, and the final version of the submission was due on the first of June 2023. Afterwards, the submissions were evaluated on the private
instances, which the participants did not know. The results of this evaluation were announced in July 2023, and the award ceremony took place during the International Symposium on Parameterized and Exact Computation (IPEC) 2023 in Amsterdam in September 2023. The complete timeline can be found in Figure 2.


Figure 2 Timeline of the PACE challenge in 2023 (the diagram ranges from September 2022 to September 2023). The next iteration of the PACE for 2024 was announced at the award ceremony.

## 2 The Problem of the Challenge: Twinwidth

So-called width measures are graph parameters that capture the structural complexity of a graph in terms of the minimum cost of an associated type of decomposition of the graph. The poster child of such a parameter is treewidth, which measures the distance of a graph to a tree. A recently proposed parameter is twinwidth, introduced by Bonnet, Kim, Thomassé, and Watrigant [11]. Informally, the twinwidth of a graph measures the distance to a cograph. Cographs are the graphs that can be generated from a single-vertex graph by complementation and disjoint union; which are precisely the $P_{4}$-free graphs. In the context of twinwidth, the crucial property of these graphs is that they always contain a pair of twins, that is, vertices sharing the same neighborhood. The contraction of twins in a cograph results again in a cograph. In other words, cographs can be reduced to a single vertex by a sequence of twin contractions

If the input graph $G=(V, E)$ is not a cograph, this process of contracting twins will eventually get stuck with a graph that contains more than one vertex, but does not contain any twins. We consider the contraction of non-twins (which may or may not be adjacent) as "error" (because the goal is to measure the distance to cographs) and record this error by coloring mixed edges "red," while referring to the original edges as "black edges". Precisely, when contracting two vertices $u$ and $v$ into a single fresh vertex $z$, we form a new graph by removing $u$ and $v$. For each $x \in V \backslash\{u, v\}$ that was connected to $u$ or $v$, we add a new edge between $x$ and $z$. If $x$ was connected to both $u$ and $v$ and both of these edges were black, the edge between $x$ and $z$ is black as well. In all other cases, the edge between $x$ and $z$ is colored red. Figure 3 presents an example: When $a$ and $c$ are contracted in the second picture into the fresh vertex $a c$, then $d$ gets connected to $a c$ with a black edge (as $d$ was connected to both $a$ and $c$ ). In contrast, $e$ was only connected to $c$ but not to $a$ and, hence, a red edge now connects $e$ and $a c$. Finally, $b$ was not connected to $a$ or to $c$ and hence, no edge is drawn between $b$ and $a c$.

A contraction sequence consists of $|V|-1$ contractions transforming the input graph (which does not contain any red edges) into a single vertex (which also does not contain red edges). However, intermediate graphs in the sequence may contain red edges. The width of a
contraction sequence is the maximal red degree of any vertex encountered in any intermediate graph. The twinwidth of a graph $G$ is the minimal width any contraction sequence of $G$ must have. We denote it by $\operatorname{tww}(G)$ and derive the following computational task:

- Challenge Problem (Twinwidth).

Instance: A undirected graph $G$ given as list of edges.
Task: Compute a contraction sequence $S$ of $G$ and output it as list of pairs.
Exact Track: The width of $S$ must equal tww $(G)$.
Heuristic Track: Any valid sequence $S$ can be output. The quality is the width of $S$.


Figure 3 An exemplary contraction sequence of width 2 from the The sequence shows that the input graph (most left) has twinwidth at most 2. The reason being that the third graph has a red degree of 2 .

Twinwidth has received wide attention in the three years following its inception: dblp alone lists (at the time of writing this report) 4 papers related to twinwidth in 2020, 15 in 2021, and already 37 in 2022 . One of the reasons for its success is that the class of graphs of bounded twinwidth is one of the largest known graph classes that still allows first-order model checking in fpt-time [11]. There is also a growing number of intractable problems for which efficient algorithms on graphs of bounded twinwidth were found [8, 10]. However, all these results require that a contraction sequence of small width is given along with the input, i. e., one needs to solve the aforementioned TWINWIDTH problem as a preprocessing step. Most desirable would, of course, be an algorithm with polynomial running time that computes a contraction sequence of minimal width, or at least of width $\alpha \operatorname{tww}(G)$ for some constant $\alpha$. Unfortunately, the existence of an exact XP-algorithm or an approximation algorithm with $\alpha<5 / 4$ was ruled out by Bergé, Bonnet, and Déprés, who proved that deciding whether $\operatorname{tww}(G)$ is at most 4 is already NP-complete [7]. Nevertheless, nothing is known about $\alpha \geq 5 / 4$.

This is in strong contrast to problems chosen in previous iterations of PACE, where usually a portfolio of parameterized algorithms was available before the competition. That is, the first aim of PACE mentioned in the introduction, i. e., to bridge the divide between the theory of algorithm design and analysis, and the practice of algorithm engineering was interpreted mainly as "evolving theoretical insights into practical tools". With TWINWIDTH as the problem of the challenge, the direction of this reasoning is inverted in this year's iteration, i.e., we wondered whether "techniques commonly used in practice may lead to new results in theory"? This is also the reason that the organizers decided to hand out a dedicated theory award along with the usual ranking: To value and highlight theoretical insights gained during the competition in spirit of the second aim of the competition (to inspire new theoretical developments).

## 3 The Setup of PACE 2023

As already mentioned before, this year's challenge featured two tracks: An exact track in which a contraction sequence of minimal width needs to be computed, and a heuristic track in which a not necessarily optimal contraction sequence must be computed very quickly.

### 3.1 The Exact Track (Compute an Optimal Contraction Sequence)

The task of this track is to compute an optimal solution of TWINWIDTH for 100 graphs, which are not known by the participants (they are only presented to the solver during the evaluation in a compartmentalized judge system). For each of the graphs, the solver has to output a solution within a time limit of 30 minutes and a memory limit of 8 GB .

The organizers of the competition encouraged submissions that implement provably optimal algorithms, however, this was not a formal requirement. Instead, submissions that output an incorrect solution or a solution that is known to be non-optimal were disqualified from the challenge. Fortunately, no submission was disqualified this year.

Submissions of this track are ranked by the number of solved instances. In case of a tie, the winner is determined by the total time spent on the solved instances. In particular, there was no need to abort a "hopeless" run early.

### 3.2 The Heuristic Track (Compute a Contraction Sequence Quickly)

In this track the solver shall compute a good solution quickly. The solver are run on each instance for 5 minutes and receive the Unix signal sigTERM afterwards. When receiving this signal, the solver has to output a correct contraction sequence immediately to the standard output and terminate. If the program does not halt in a reasonable time after receiving the signal, it will be stopped via SIGKILL and the instance is counted as time limited exceeded. The memory limit for this track is $8 G B$ as well.

For this track solutions do not have to be optimal. However, solvers that produce incorrect solution were disqualified. Fortunately, we did not need to disqualify any solver in this track either. Submissions were ranked by the geometric mean over all instances of
$100 \cdot \frac{\text { width produced by the solver }}{\text { smallest width known to the PC }}$.
Note that the "smallest width known to the PC" may not be optimal, i. e., may be larger than $\operatorname{tww}(G)$.

### 3.3 Internal Solver and the Benchmark Set

The fourth aim of the PACE challenge is to produce universally accessible libraries of implementations and repositories of benchmark instances. While the first part of this aim is exactly what we expect from the participants, it is the duty of the program committee to produce the benchmark instances. A lot can be said about how to set up a good benchmarkset, and what "good" in this context actually means. In the light of PACE, we found the following points important:
a) the benchmarkset contains instances from various domains,
b) it contains easy, medium, hard instances,
c) it remains a challenging benchmark after the challenge.

The reason for a) being that we would like to evaluate the overall performance of the approaches developed by the participants (and not the performance on, say, a specific graph class). We include b) to make the challenge interesting and fun. We wanted a benchmarkset in which every participant can solve at least a few instances, which should especially encourage student teams to participate as well. The medium instances are the ones that are meant to distinguish the quality of the various solvers, and the hard instances realize c). This last
item is included, as we did not want a benchmarkset that is "completely solved" after the competition. We expected that these hard instances are barely solvable by solvers developed in the time span of the competition and, thus, leave room for further research.

The emerging question of course is: "What is an easy, medium, or hard instance"? This question is not easy to answer, especially if barely anything is known about solving the problem. The organizers used a sat-based internal solver to answer this question (the solver was developed by André Schidler and Stefan Szeider [30], who provided the organizers with an improved version of the tool before the competition).

The base set of graphs was generated from three sources:
Random and synthetic graphs, including: Erdős-Rényi graphs, random hyperbolic graphs, random planar graphs, and graph products of various simple graph classes.
Instances from graph repositories, including: road networks, power grid graphs, graphs from the UAI competition 2014, and max-flow instances from applications in computer vision.
Instances generated by reduction from SAT, including: the instances of the SAT competition 2022 Anniversary Track, reduced to VErtex-cover and 3-coloring.

From this base set we generated an enhanced set by performing the following steps to every graph multiple times: (i) sample a random vertex, (ii) perform a BFs for $\ell$ layers to obtain a smaller subgraph, and (iii) add some noise to this subgraph by randomly (with a small probability $\epsilon$ ) add, remove, or contract edges. By varying $\ell$ and $\epsilon$, graphs of various sizes and difficulties can be generated. We ended up with an enhanced set of roughly 8000 graphs. To obtain the benchmarkset used in the competition, we let the internal solver run on every instance of the enhanced set for eight hours. We classified an instance as
Easy if the internal solver solved the instance in 30 minutes;
Medium if the internal solver solved the instance;
Hard if the internal solver did not solve the instance.
For the exact track we sampled 200 instances from this set (50 easy, 50 medium, and 100 hard). We sorted these 200 instances by size. Graphs with an odd number were used as private set to rank the participants, graphs with an even number were released in advance as public test set. Figure 4 illustrates the number of vertices (left) and number of edges (right) that the 200 instances of the exact track have. We used the same technique to derive the instances for the heuristic track, but scaled them by varying (the aforementioned parameter) $\ell$ after the classification into easy, medium, and hard. Figure 5 shows the distribution of the number of vertices and edges of the benchmarkset from the heuristic track. Of course, in the light of parameterized algorithms, not just the size of the instance, but also the actual twinwidth is important. All instances from the exact track that were solved during the competition have a twinwidth of at most 10 (see Figure 6 for the distribution). The instances used in the heuristic track have a larger twinwidth, but over $50 \%$ of the instances have a twinwidth of at most 60 (see the right plot in Figure 6). Both benchmarksets (all 200 instances per track) are publicly available at https://pacechallenge.org/2023/.

## 4 Participants and Results

There were 13 and 10 teams that officially submitted a solution to the exact and heuristic track, respectively. There were four teams that submitted solutions to both tracks. Hence, in total there were 19 distinct teams with a total number of 73 participants representing three continents and a wide range of countries, which made this the second largest PACE challenge. The results are listed below.


Distribution of the Number of Vertices.


Distribution of the Number of Edges.

Figure 4 Distribution of the number of vertices (left) and number of edges (right) of the 200 instances of the PACE 2023 exact track. A bar at index $x$ illustrates the number of instances that have at most $x$ vertices (edges), but more than the previous bar contained. That is, every instance is counted in exactly one bar.


Distribution of the Number of Vertices.


Distribution of the Number of Edges.

Figure 5 Distribution of the number of vertices (left) and number of edges (right) of the 200 instances of the PACE 2023 heuristic track. A bar at index $x$ illustrates the number of instances that have at most $x$ vertices (edges), but more than the previous bar contained. That is, every instance is counted in exactly one bar.


Figure 6 All private instances of the exact track that were solved by any solver have a twinwidth of at most 10. The left plot illustrates the twinwidth distribution these instances. The diagram shows clockwise the percentage of instances that fall below a certain twinwidth threshold. The right plot illustrates the same information for the private instances of the heuristic track (the best twinwidth found by any submission was assigned to every instance).

### 4.1 Ranking of the Exact Track

The ranking for the exact track is listed subsequently; We list the number of solved instances from the 100 private instances. Submissions marked with "ri" are student submissions after the following rules:

A student is someone who is not and has not been enrolled in a PhD program before the submission deadline. A submission is eligible for a Student Submission Award if either all its authors are students, or besides student co-author(s) there is one non-student coauthor that confirms, at the moment of submission, that a clear majority of conceptual and implementation work was done by the student co-author(s).

The first three student submissions obtained a Student Submission Award. The submission marked with " $F$ " obtained the Theory Award, details follow in Section 4.5.

Rank 1 Hydra Prime solved 36 instances in 450 minutes.

$$
\approx[16]
$$

Authors Yosuke Mizutani, David Dursteler, and Blair D. Sullivan
Affiliation University of Utah
Rank 2 GUTHMi solved 35 instances in 1257 minutes.
Authors Alexander Leonhardt, Holger Dell, Anselm Haak, Frank Kammer, Johannes Meintrup, Ulrich Meyer, and Manuel Penschuck
Affiliation Goethe University Frankfurt and THM, University of Applied Sciences Mittelhessen
Rank 3 Touiouidth solved 34 instances in 8885 minutes.
Authors Gaétan Berthe, Yoann Coudert-osmont, Alexander Dobler, Laure Morelle, Amadeus Reinald, and Mathis Rocton
Affiliation LIRMM, CNRS, Université de Montpellier and Université de Lorraine, CNRS, Inria and Algorithms and Complexity Group, TU Wien

Rank 4 UAIC Twin Width solved 34 instances in 12781 minutes.
Authors Andrei Arhire, Matei Chiriac, and Radu Timofte
Affiliation Alexandru Ioan Cuza University of Iasi, and ETH Zürich and University of Würzburg

Rank 5 Soapen solved 33 instances in 250 minutes.
Authors Christopher Weyand and Marcus Wilhelm
Affiliation KIT Karlsruhe
Rank 6 GBathie solved 31 instances in 1183 minutes.
Authors Gabriel Bathie, Jérôme Boillot, Nicolas Bousquet and Théo Pierron
Affiliation DI ENS, PSL Research University and LaBRI, Université de Bordeaux and Université Lyon

Rank 7 Zygosity solved 29 instances in 391 minutes.
Authors Emmanuel Arrighi, Petra Wolf, Pål Grønas Drange, Kenneth Langedal, Farhad Vadiee, and Martin Vatshelle
Affiliation University of Trier and University of Bergen
Rank 8 trex-ufmg solved 27 instances in 14760 minutes.
Authors Alan Cabral Trindade Prado, Emanuel Juliano Morais Silva, Guilherme de Castro Mendes Gomes, Kaio Henrique Masse Vieira and Laila Melo Vaz Lopes
Affiliation Departamento de Ciência da Computação, Universidade Federal de Minas Gerais

Rank 9 tuw solved 26 instances in 967 minutes.
Authors André Schidler and Stefan Szeider
Affiliation Algorithms and Complexity Group, TU Wien
Rank 10 HeiTwin solved 15 instances in 1187 minutes.
ํ [26]
Authors Thomas Möller, Nikita-Nick Funk, Dennis Jakob and Ernestine Großmann Affiliation Heidelberg University

Rank 11 A Simple Twin-width Searcher solved 14 instances in 1490 minutes.
Authors Alexander Meiburg
Affiliation University of California Santa Barbara
Rank 12 GOAT solved 8 instances in 1487 minutes.
Authors Adam Barla, Václav Blažej, Radovan Červený, Michal Dvořák, Dušan Knop, Josef Koleda, Jan Pokorný, Petr Štastný and Ondřej Suchý
Affiliation Faculty of Information Technology, Czech Technical University in Prague and University of Warwick
Rank 13 satwin solved 8 instances in 35833 minutes.
Authors Yinon Horev, Shiraz Shay, Sarel Cohen, Tobias Friedrich, Davis Issac, Lior Kamma, Aikaterini Niklanovits and Kirill Simonov
Affiliation School of Computer Science, The Academic College of Tel Aviv-Yaffo and Hasso Plattner Institute, University of Potsdam

### 4.2 Strategies Used in the Exact Track

We give a short overview on the ideas used by the top three solvers. The interested reader is referred to the corresponding papers published in the proceedings of IPEC 2023.

Winning Team. The winning solver, Hydra Prime, first applies a modular decomposition on the graph and then considers all of the prime graphs and the quotient graph separately. Then, a vast number of different algorithms is applied to derive upper and lower bounds for the twinwidth of the graphs by choosing from four algorithms for the lower bounds and three algorithms for the upper bound. In addition, the solver also contains an optimal solver for trees, a branch-and-bound approach, and a sat-based tool for the remaining cases. The main contributions are the timeline encoding and the hydra decomposition. The timeline encoding is a data structure that efficiently computes the width of a given contraction sequence by building up a set of red intervals representing the red edges during the contraction. The hydra decomposition is a refinement strategy that iteratively uses small vertex separators by splitting the graph into a set of heads and tails. This allows to find separators avoiding the heads, to contract the heads, and to join two hydras efficiently.

Runner-Up. The runner-up solver, GUTHMI, is based on the branch-and-bound paradigm, but drastically reduces the potentially large branching vector using a number of heuristics. The authors obtain upper bounds using a heuristic, and lower bounds by sampling carefully chosen subgraphs that are tried to be solved exactly. Finally, to order the remaining branches, the authors use a scoring method to evaluate pairs of vertices. The scoring method aims to minimize the difference between the red degrees of vertices for which a new red edge will appear when contracting the pair, and the red degrees of vertices for which a red edge will be removed. The solver also contains several low-level optimizations such as the caching of small infeasible subproblems, the reusing of scores, and the use of appropriate data structures depending on the structure of the given graph.

Third Place. The third place solver, Touiouidth, uses the first 15 minutes to find a good lower bound by considering the twinwidth of several carefully constructed induced subgraphs. Next, two different heuristics are run for five minutes to obtain upper bounds. Finally, the last ten minutes are used for a branch-and-bound algorithm. To reduce the search space, the authors use the observation that two vertices $u$ and $v$ can safely be contracted if the black neighborhood of $u$ is a subset of the black neighborhood of $v$ and, in addition, all neighbors (black and red) of $v$ are contained in the red neighborhood of $u$ (or are equal to $u$ or $v$ ). To sort the possible branches for different pairs $\{u, v\}$, the authors first compute the size of the symmetric difference in the neighborhoods of $u$ and $v$ and then perform bucket-sort.

### 4.3 Ranking of the Heuristic Track

The ranking for the heuristic track is listed subsequently; We list the score for the 100 private instances, computed as described above. The larger the score, the better. As in the exact track, submissions marked with "پ" are student submissions of which the top three obtained a Student Submission Award.

Rank 1 GUTHM got a score of 9103 in 30004 seconds.
Authors Alexander Leonhardt, Holger Dell, Anselm Haak, Frank Kammer, Johannes Meintrup, Ulrich Meyer and Manuel Penschuck
Affiliation Goethe University Frankfurt and THM, University of Applied Sciences Mittelhessen
Rank 2 Zygosity got a score of 8603 in 24924 seconds.
Authors Emmanuel Arrighi, Petra Wolf, Pål Grønas Drange, Kenneth Langedal, Farhad Vadiee, and Martin Vatshelle
Affiliation University of Trier and University of Bergen
Rank 3 Red Alert got a score of 7739 in 22924 seconds.
Authors Édouard Bonnet and Julien Duron
Affiliation Université Lyon
Rank 4 HATTER got a score of 6169 in 30003 seconds.
Authors Aman Jain, Sachin Agarwal, Talika Gupta, and Srinibas Swain
Affiliation Department of Computer Science and Engineering, IIIT Guwahati
Rank 5 HeiTwin got a score of 6165 in 30122 seconds.
Authors Thomas Möller, Nikita-Nick Funk, Dennis Jakob, and Ernestine Großmann Affiliation Heidelberg University
Rank 6 UAIC Twin Width got a score of 5937 in 28015 seconds.
Authors Andrei Arhire, Matei Chiriac, and Radu Timofte
Affiliation Alexandru Ioan Cuza University of Iasi, and ETH Zürich and University of Würzburg
Rank 7 Greetwin got a score of 5749 in 7265 seconds. ii [19]
Authors Jippe Hoogeveen
Affiliation Utrecht University
Rank 8 METATWW got a score of 4265 in 27756 seconds.
Authors William Bille Meyling
Affiliation University of Copenhagen
Rank 9 twin width fmi got a score of 3231 in 16081 seconds. ir [31]
Authors Lucian Trepteanu, Adrian Miclaus, Alexandru Enache, and Alexandru Popa
Affiliation Faculty of Mathematics and Computer Science, University of Bucharest

Rank 10 jbalasin got a score of 342 in 2345 seconds.
Authors Jonathan Balasingham, Sebastian Wild and Viktor Zamaraev
Affiliation University of Liverpool

### 4.4 Strategies Used in the Heuristic Track

In the following, we give a short overview on the ideas used in the top three solvers. We refer the interested readers to the corresponding papers in the proceedings of IPEC 2023 for more details.

Winning Team. The winning solver, GUTHM, uses three different strategies that are applied to the connected components of the graph separately. In the first strategy, a very fast heuristic is used to obtain an initial contraction sequence. This strategy greedily selects a vertex $u$ of minimal red degree and then identifies the best partner $v$ according to a scoring method. The scoring method aims to minimize the difference between the red degrees of vertices $x$, for which a new red edge will appear when contracting $u$ and $v$, and the red degrees of vertices $y$, for which a red edge will be removed. The efficiency of this approach stems from the observation that few applications of a two-level breadth-first search can compute this scoring function. Then, depending on the expected twinwidth of the components, one of two possible strategies is applied to improve this first solution. If the twinwidth is sufficiently low, the authors use a sweeping approach where all contractions that do not exceed the width of the contraction sequence beyond a given threshold are performed. This threshold is iteratively adapted by random sampling. If the twinwidth of the connected component is expected to be high, the authors either contract two vertices chosen by the above heuristic (i. e., contracting a vertex of minimal red degree) or apply MinHashing to identify near-twins of large red degree. To speed up their computation, the authors use a data structure that manages the deleted nodes via the union-find data structure.

Runner-Up. The runner-up solver, Zygosity, first contracts all twins and then contracts all trees down to a single pendant vertex connected by a red edge. The remaining time is used for multiple random contractions. Here, the quality of a contraction depends on the maximal red degree in the graph (which should be minimized) and the size of the intersection between the neighborhoods of the two chosen vertices. As the red degree is the more important measure, the intersection size is only used as tiebreaker. Instead of choosing a pair of vertices randomly, the solver chooses one vertex $u$ randomly and then performs a random walk starting from $u$. The random walk is determined by a biased coin that depends on the density of the given graph. If the graph is sparse, the random walk takes only one step, and otherwise it takes two. To optimize the running time, the authors only use arrays to avoid cache-faults when iterating over the neighborhood of a vertex.

Third Place. The third place solver, Red Alert, uses a randomized approach to generate about 10,000 possible vertex pairs for the contraction from which a certain number is chosen later. The number of chosen pairs directly depends on the remaining time: The less available, the rougher the subroutine to find the pairs. If $t$ denotes the time used in the last iteration and $T$ the remaining time, then about $n^{\prime} \cdot t / T$ pairs are chosen if the current graph contains $n^{\prime}$ vertices. To select the vertices, the authors use different approaches based on the density of the remaining graph. If the remaining graph is dense, the pair is chosen uniformly at random. In the sparse case, a first vertex is chosen uniformly at random and then one or two of its
neighbors get sampled. To evaluate a pair, the solver uses a scoring function consisting of three parts: The most crucial part measures whether the contraction decreases the maximum red degree; the second part determines whether the maximum red degree is close to the red degree of the contracted vertex; and the third parts counts the total number of red edges. If the time gets short, the authors partition the vertices of the remaining graph into equally sized buckets, which are then contracted.

### 4.5 Theory Award

To bridge the gap between theory and practice, we gave out a theory award to encourage submissions containing new theoretical insights. The theory award has been granted to the solver Hydra Prime by Yosuke Mizutani, David Dursteler, and Blair D. Sullivan (highlighted with a " $\mathcal{F}$ " in Section 4.1). The award was primarily given due to the development of two novel ideas: the timeline encoding and hydra decompositions. The timeline encoding is an innovative data structure that enables the efficient computation of the width of a contraction sequence, resulting in enhanced local search capabilities. Hydra decompositions, conversely, are a divide-and-conquer strategy that features compact vertex separators.

## 5 PACE Organization

The program comitee of PACE 2023 consisted of the co-chairs Max Bannach and Sebastian Berndt. During the competition, the members of the steering committee were:

- (since 2016) Holger Dell (Goethe University Frankfurt and IT University of Copenhagen)
- (since 2019) Johannes Fichte (Linköping University)
- (since 2019) Markus Hecher (MIT)
- (since 2016) Bart M. P. Jansen (chair) (Eindhoven University of Technology)
- (since 2020) Łukasz Kowalik (University of Warsaw)
- (since 2021) André Nichterlein (Technical University of Berlin)
- (since 2020) Marcin Pilipczuk (University of Warsaw)
- (since 2022) Christian Schulz (Heidelberg Univerity)
- (since 2020) Manuel Sorge (Technische Universität Wien)


## 6 Conclusion and Future Editions of PACE

We thank all the participants for their impressive work, vital contributions, and patience in case of technical issues. The organizers especially thank the participants who presented their work at IPEC 2023 in the poster session or during the award ceremony. We are pleased about the large number of diverse participants and hope the PACE challenge will continue to build bridges between theory and practice. We welcome anyone interested to add their name to the mailing list on the PACE website to receive updates and join the discussion.

PACE 2024. We look forward to the next edition, which will focus on ONE-SIDED CROSSING minimization and will be chaired by Philipp Kindermann. Detailed information will be posted on the website of the competition at pacechallenge.org.
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#### Abstract

This note describes our submission to the 2023 PACE Challenge on the computation of twin-width. Our solver Hydra Prime combines modular decomposition with a collection of upper- and lowerbound algorithms, which are alternatingly applied on the prime graphs resulting from the modular decomposition. We introduce two novel approaches which contributed to the solver's winning performance in the Exact Track: timeline encoding and hydra decomposition. Timeline encoding is a new data structure for computing the width of a given contraction sequence, enabling faster local search; the hydra decomposition is an iterative refinement strategy featuring a small vertex separator.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Graph algorithms analysis
Keywords and phrases Twin-width, PACE 2023
Digital Object Identifier 10.4230/LIPIcs.IPEC.2023.36
Supplementary Material Software: https://github.com/TheoryInPractice/hydraprime archived at swh:1:dir:eb6788de444b4d5277f0a400dea4a1affa0e6df7

Funding Blair D. Sullivan: This work was supported in part by the Gordon \& Betty Moore Foundation under award GBMF4560.

## 1 Introduction

The goal of the 2023 Parameterized Algorithms \& Computational Experiments (PACE) Challenge (https: //pacechallenge .org/2023/) was to compute twin-width [2], a structural graph parameter which measures how close a given graph is to a cograph - a graph which can be reduced to a single vertex by repeatedly merging (contracting) pairs of twins - vertices with identical open neighborhoods. More generally, twin-width measures the minimum number of "mistakes" made in such a process when the pairs being contracted are no longer twins. If $u$ and $v$ are being merged, we say $u y$ becomes a red edge if $y$ is a neighbor of $u$ but not $v$ (and analogously for edges $v y$ ). The width of a contraction sequence is then the maximum number of red edges incident to any vertex (red degree) at any time during the process, and the twin-width of a graph is the minimum width of all valid contraction sequences. While graphs with bounded twin-width admit many FPT algorithms, computing the parameter is NP-hard, and prior to the PACE challenge its exact computation had remained impractical even on relatively small graphs.

Most twin-width solvers naturally begin by removing twins, as all groups of twins can be collapsed without incurring any red edges, making it a safe operation. In Hydra Prime, we employ a stronger notion of this via modular decompositions [4], which decompose a graph into a hierarchy of maximal modules. A key property of these decompositions is that the twin-width of the original graph is exactly the maximum of the twin-width of the twin-free, prime quotient graphs (Theorem 3.1 from [5]). We thus begin by running a
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re-implemented linear-time modular decomposition solver based on [6], then process each prime graph separately, maintaining a global lower bound. If a prime graph is a tree, we run PrimeTreeSolver, otherwise we run a series of lower- and upper-bound algorithms (listed at the end of this section) alternatively until the bounds match, from the quickest algorithms to the slowest. Those algorithms marked with $\left(^{*}\right)$ use a SAT solver as a subroutine; the implementation submitted to PACE uses the Kissat solver [1].

## Algorithm List.

- Exact algorithms
- PrimeTreeSolver: Linear-time exact solver for trees without twins.
- BranchSolver: Brute-force solver equipped with caching mechanism and reduction rules.
- DirectSolver $\left(^{*}\right)$ : SAT-based solver implementing the relative encoding presented in [5].
- Lower-bound algorithms
= LBGreedy: Greedily removes a vertex $u$ from the graph $G$ such that $|\triangle(u, v)|$ is minimized for some $v$. Reports the maximum value of $\min _{u, v \in V(G), u \neq v}\left|\triangle_{G}(u, v)\right|$.
- LBCore (*): SAT-based algorithm to find $\max _{S \subseteq V(G)} \min _{u, v \in S, u \neq v}\left|\triangle_{G[S]}(u, v)\right|$.
- LBSample: Sampling-based algorithm. Finds a connected induced subgraph $G^{\prime}$ of $G$ by random walk and computes the exact or lower-bound twin-width of $G^{\prime}$.
- LBSeparate $\left(^{*}\right)$ : Similar to LBSample, but uses the hydra decomposition to find an induced subgraph to check for the lower-bound.
- Upper-bound algorithms
- UBGreedy: Iteratively contract a vertex pair minimizing the weak red potential.
- UBLocalSearch: Using the timeline encoding, we make small changes to the elimination ordering and the contraction tree to see if there is a better solution.
= UBSeparate $\left(^{*}\right)$ : Iterative refinement algorithm using the hydra decomposition.
In this paper we focus on two additional contributions to solving twin-width which are used in the LocalSearch and Separate algorithms implemented in Hydra Prime: "timeline encoding" and "hydra decomposition". Timeline encoding is a novel data structure which enables faster computation of twin-width by storing red "sources" and "intervals" indicating the cause and window of each red edge. In the Separate upper- and lower-bound algorithms, we introduce hydra decomposition, an iterative refinement strategy using small vertex separators. After defining necessary notation, we briefly describe these in Sections 2 and 3, respectively. Additional details are in the appendix available on the code repository.

Notation. We follow standard graph-theoretic notation (e.g. found in [3]), the original definition of twin-width [2], and terminology introduced by Schidler and Szeider [5]. Refer to [4] and [6] for the definitions of a module, modular decomposition, a prime graph, etc. We write $u \leftarrow v$ when vertex $v$ is contracted into vertex $u$. Given a trigraph $G$, the weak red potential of $u, v \in V(G), u \neq v$ is the red degree of $u$ after contraction $u \leftarrow v$. We further define the unshared neighbors of vertices $u$ and $v$, denoted by $\triangle(u, v)$ as $N(u) \triangle N(v) \backslash\{u, v\}$, where $\triangle$ denotes the symmetric difference of two sets. We write $[n]$ for $\{1, \ldots, n\}$.

## 2 Timeline Encoding

In this work we developed the timeline encoding, a data structure to compute the width of a given contraction sequence. An instance of the timeline encoding stores the following data:


Figure 1 An illustration of the timeline encoding given a graph and its contraction sequence. Vertex labels show the elimination ordering. For each time $i$ with contraction $j \leftarrow i(i<j)$, we create red sources $\{k, j\}$ for every $k \in \triangle_{>}(j, i)$, which determines red intervals $[i, \min \{k, j\})$ that will then disappear or transfer at time $\min \{k, j\}$. The red degree corresponds to the number of overlaps of red intervals aggregated by vertices, and its maximum value is the width of the contraction sequence.

- $G$ : input graph with $n$ vertices.
- $\phi: V(G) \rightarrow[n]$ : bijection that encodes an elimination ordering (vertex $v$ is eliminated at time $\phi(v)$ if $\phi(v)<n)$.
- $p:[n-1] \rightarrow[n]$ : encoding of a contraction tree. For $i<j, p(i)=j$ if vertex $\phi^{-1}(i)$ is merged into vertex $\phi^{-1}(j)$ (i.e. $j$ is the parent of $i$ in the contraction tree).

For internal data structures, we introduce a few terms. First, define $\triangle_{>}(j, i):=\{\phi(w) \mid$ $\left.w \in \triangle\left(\phi^{-1}(i), \phi^{-1}(j)\right), \phi(w)>i\right\}$. Then, the red sources at time $t$ are a set of red edges introduced at time $t$, defined as $\left\{\{p(t), k\} \mid k \in \triangle_{>}(p(t), t)\right\}$. Red sources determine the red intervals - non-overlapping, continuous intervals where an edge is red, defined as follows: for $i<j$, red source $(i, j)$ at time $t$ creates an interval $[t, i)$ (red edge $i j$ disappears at time $i$ ). If $p(i) \neq j$, then we recurse this process as if red source $\{p(i), j\}$ was created (red edge $i j$ transfers to $\{p(i), j\}$ ), as illustrated in Figure 1.

Now we aggregate red intervals by vertices. We maintain a multiset of intervals for each vertex such that a red interval of an edge accounts to its both endpoints. The maximum number of the overlaps of such intervals gives the maximum red degree at a vertex over time. Finally, we obtain the width of the contraction sequence by taking the maximum of the red degrees over all vertices.

A key observation is that we can dynamically compute the number of overlaps of a multiset of intervals efficiently with a balanced binary tree (e.g. modification in time $\mathcal{O}(\log n)$, getting the maximum number of overlaps in $\mathcal{O}(1)$, etc.). For local search, we implemented methods for modifying a contraction tree and also updating a bijection $\phi$.

## 3 Hydra Decomposition

We also implemented an iterative refinement strategy which we term hydra decomposition, based on finding a small vertex separator. A hydra is a structured trigraph which consists of a (possibly empty) set of heads and a (possibly empty) vertex set tail. Each head is a set of vertices containing one top vertex and a nonempty set of boundary vertices. The neighbors of the top vertex must be a subset of the boundary vertices. All red edges in the trigraph must be incident to one of the top vertices. Heads must be vertex-disjoint, but the tail may contain boundary vertices (but not a top vertex). A compact hydra is a hydra consisting of its tail and


Figure 2 Structure of the hydra and two examples of performing a round of hydra decomposition.
one extra vertex, with no heads. A head of a hydra $H$ can additionally be viewed as a compact hydra $C$, where the boundary vertices of $H$ are the tail of $C$. Now that we have defined the parts of a hydra, we will now show the operations performed in hydra decomposition:

1. Separate: partitions the vertices of a hydra into three parts $S, A, B$ such that $S$ separates $A$ from $B$. The part $S$ should not contain any vertices from the heads, and any tail vertices cannot be in $A$. Figure 2 shows two ways of choosing a separator $S$ of a hydra.
2. Contract: takes a hydra and contracts all vertices but its tail. The output is a contraction sequence and the resulting compact hydra.
3. Join: combines a compact hydra $C$ and another hydra $H$ such that $V(C) \cap V(H)$ is the tail of $C$. The output is the union of $C$ and $H$, where the heads and tail of $H$ remain and $C$ becomes an additional head.

We now present a description of UBSeparate. Given a graph $H$ and a target width $d$ for a contraction sequence, UBSeparate runs contract on the original graph without any heads or tails. The contract operation works as follows: If the input $H$ is small enough, or a vertex separator of size at most $d$ is not found, we directly search for a contraction sequence of width at most $d$ for all but tail vertices, which can be done by modified UBGreedy and other exact algorithms. Otherwise, we perform separate to obtain a partition $S, A, B$. We recursively call contract with $H[A \cup S]$ with $S$ being the tail. Then, we have a contraction sequence $s_{1}$ and a compact hydra $C$. Next, we join $C$ with $H[B \cup S]$ and obtain a hydra $H^{\prime}$. Notice that the tail of $C$ must be $S$. We again call contract with $H^{\prime}$ and get a contraction sequence $s_{2}$, resulting in a compact hydra $C^{\prime}$ with the original tail of $H$. Finally, $C^{\prime}$ is returned along with the concatenation of $s_{1}$ and $s_{2}$ as the result of the original contract operation.

A key observation is that since red edges reside only in heads and the size of separators are bounded by $d$, the red degree of a hydra is also upper-bounded by $d$, which helps construct a $d$-contraction sequence part by part. For $d=1$ we use a linear-time algorithm to find a vertex separator, or a cut vertex (articulation point); for $d \geq 2$, we instead call a SAT solver.
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#### Abstract

Twin-width (tww) is a parameter measuring the similarity of an undirected graph to a co-graph [3]. It is useful to analyze the parameterized complexity of various graph problems. This paper presents two algorithms to compute the twin-width and to provide a contraction sequence as witness. The two algorithms are motivated by the PACE 2023 challenge, one for the exact track and one for the heuristic track. Each algorithm produces a contraction sequence witnessing (i) the minimal twin-width admissible by the graph in the exact track (ii) an upper bound on the twin-width as tight as possible in the heuristic track.

Our heuristic algorithm relies on several greedy approaches with different performance characteristics to find and improve solutions. For large graphs we use locality sensitive hashing to approximately identify suitable contraction candidates. The exact solver follows a branch-and-bound design. It relies on the heuristic algorithm to provide initial upper bounds, and uses lower bounds via contraction sequences to show the optimality of a heuristic solution found in some branch.
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## 1 Introduction

Twin-width has been a recent focus of researchers in the field of parameterized complexity. It was first introduced by Bonnet et al. [3] in the context of model-checking, and further results by Bonnet et al. followed in a series of publications. Previously, there has been only one work on exactly computing twin-width in practice, which is based on a SAT-formulation [5].
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Figure 1 Heuristic strategies. The solver always starts with $\mathbf{P}$ to quickly upper bound a connected component's tww. It then attempts to find better solutions with $\mathbf{S}$ or $\mathbf{P}+\mathbf{L S H}$ based on the best known tww bound. Hence, the solver may only move to the right in the figure.

To our knowledge, there has been no work on heuristics for obtaining contraction sequences of low width. It is currently unknown if there exists an FPT-approximation algorithm for computing the twin-width of a graph, and it is NP-complete to decide whether the twin-width of a graph is at most four [1]. Graphs of twin-width one can be recognized in polynomial time [2], for graphs of twin-width two or three the question remains open. ${ }^{1}$

## 2 Preliminaries

A tri-graph $G=(V, B, R)$ is an undirected graph $(V, B \cup R)$ where the edge set is bi-partitioned into so-called black edges $B$ and red edges $R$. Let $N_{B}(v), N_{R}(v)$ and $N(v)$, denote the open neighborhood of $v$ in the graphs $(V, B),(V, R)$, and $(V, B \cup R)$, respectively, and $N[v]$ denote its closed neighborhood in the graph $(V, B \cup R)$. Furthermore, denote by blkDeg $(v)$ its black degree $\left|N_{B}(v)\right|$ and by $\operatorname{redDeg}(v)$ its red degree $\left|N_{R}(v)\right|$. The 2-neighborhood of $v$ is defined as the set of $v$ 's neighbors and their neighbors (excluding $v$ itself).

Given a tri-graph, the contraction of node $v$ into $u$ removes $v$ and replaces all edges incident to $u$ by the following new edges: A black edge to any node that had a black edge to both $u$ and $v$. A red edge to any node that had a red edge to either $u$ or $v$ or was only adjacent to either $u$ or $v$, but not both. Here, self-loops on $u$ are not added. Intuitively, this can be seen as merging $u$ and $v$ and coloring all differences in their incident edges red.

Given a simple and undirected graph $G=(V, E)$, a contraction sequence for $G$ is a list of $n-1$ contractions transforming the all black tri-graph $(V, E, \emptyset)$ into a tri-graph with a single node. The width of such a contraction sequence is the maximal red degree of any node in any of the intermediate graphs obtained by only applying a prefix of the sequence. The twin-width of a graph $G$ is the minimal width of any contraction sequence for $G$.

## 3 GUTHM: Greedily Unifying Twins with Hashing and More

Our heuristic solver GUTHM is greedy in nature as it repeatedly selects the locally best contractions to carry out. Based on various heuristics locally suboptimal contractions may be selected, though. Since there are $\Theta\left(|V|^{2}\right)$ possible merges to consider at each step, a naive greedy approach is prohibitively slow on large graphs.

As summarized in Figure 1, we use three strategies based on the information available to derive a contraction sequence. A strategy is only changed after the input graph has been fully contracted. Based on the information gathered either a new strategy is employed or the same strategy is used again with a different seed.

[^43]- (P) Priority based: Quickly constructs a somewhat good initial contraction sequence.
- (S) Sweeping based: Primarily used as second stage for low twin-width graphs since its runtime depends on characteristics exhibited by this kind of graphs.
- ( $\mathbf{P}+\mathbf{L S H}$ ) Priority with support for locality sensitive hashing: Primarily used as second stage for high twin-width graphs extending the greedy approach with locality sensitive hashing.

If the input is disconnected, each connected component (CC) can be processed in isolation. Then, node contractions within a CC preserve connectivity. We start by processing each CC using the solver $\mathbf{P}$. After establishing a first trivial contraction sequence, we repeatedly attempt to improve the partial solution for a CC with the currently largest twin-width bound. In the following subsections unless otherwise stated a "best" contraction always refers to a contraction minimizing the score given in Section 3.2.

### 3.1 P: Priority based solver

The priority based solver $\mathbf{P}$ always selects a node $v$ with the smallest red degree. It then identifies the best contraction partner for this node (see Section 3.2 for the scoring function). To accelerate the second step, we devised a fast method to find all nodes in the 2-neighborhood of $v$ and rank each by the similarity between its neighbors and $v$ 's neighbors:

- Observation 1. A two-level BFS can be adjusted to calculate the symmetric difference between v's neighborhood and the neighborhood of the nodes in its 2-neighborhood.

After calculating the score for all nodes in the 2-neighborhood of $v$ as depicted in Figure 2, one can calculate the cardinality of the symmetric difference of the neighborhoods of $u$ and $v$

$$
\mathrm{SD}(u, v)= \begin{cases}|N[v] \oplus N[u]|=|\operatorname{deg}(v)|+|\operatorname{deg}(u)|-2 \cdot \alpha_{u}, & \text { if } u \text { and } v \text { are adjacent } \\ |N(v) \oplus N(u)|=|\operatorname{deg}(v)|+|\operatorname{deg}(u)|-2 \cdot \alpha_{u}, & \text { otherwise },\end{cases}
$$

where $\alpha_{u}$ is the number of visited incoming edges of $u$ during a two-level BFS from $v$.

- Lemma 2. The calculation of all symmetric neighbor set differences in a graph in the 2-neighborhood of an arbitrary node $v$ is possible in time $\mathcal{O}\left(\left|E_{2-\mathrm{NB}}(v)\right|\right)$. Here, $\left|E_{2-\mathrm{NB}}(v)\right|$ is the total number of edges in the 2-neighborhood.

Proof. Every visited incoming edge of a node $u$ during a two-level BFS traversal directly corresponds to a shared neighbor with $v$. The number $\alpha_{u}$ therefore measures the number of shared neighbors between $u$ and $v$, which is $|N[u] \cap N[v]|$ for direct neighbors and $|N(u) \cap N(v)|$ otherwise. Since a shared neighbor is present in both $u$ 's and $v$ 's neighborhood, a factor of two is necessary to calculate the symmetric difference of the neighborhoods. The time to traverse all edges in a 2-neighborhood is bounded by $\mathcal{O}\left(\left|E_{2-\mathrm{NB}}(v)\right|\right)$.

- Observation 3. This approach can be extended to a tri-graph by executing it twice; once on the black induced subgraph and once on the red one. Now a single two-level BFS which only traverses the paths which consist of different colored edges, red-black and black-red, suffices to correct the overestimation provided by the sum of the first two BFS applications.

The above technique is used to find and rank all possible contraction partners by their neighbor set similarity. After finding and scoring the top- $k$ partners of $v$ a best one is selected as the next contraction partner. If the twin-width is increased due to a contraction involving $v$, the solver might postpone contracting this node to a later point in time, and, instead, selects the next best candidate.


| Node $y$ | $\alpha$ | $\|\mathrm{SD}(1, y)\|$ |
| :---: | :---: | :---: |
| 2 | 1 | 4 |
| 3 | 1 | 3 |
| 4 | 2 | 2 |
| 5 | 2 | 4 |
| 6 | 2 | 6 |
| 7 | 1 | 6 |

Figure 2 Application of BFS to order all neighbors in the 2-neighborhood by their symmetric neighbor set difference with the source node. Grey edges depict edges from BFS level $\geq 3$ while blue and magenta edges depict edges from BFS level 1 and 2 respectively.

After a successful merge involving $v$, the solver contracts the newly created leafs in the direct vicinity of $v$ (if there are multiple). If there are further "good" contractions involving node $v$, they are executed as well before selecting a new $v$. We continue until the intermediate tri-graph is sufficiently small to run an exhaustive final stage solver. The final stage solver considers all possible contractions and greedily selects the best contraction at any time.

### 3.2 Move selection

If the contractions do not increase the twin-width of the current intermediate tri-graph this heuristic is employed, otherwise the next contraction is greedily chosen as a contraction with the smallest increase in twin-width. We say the best contractions are those which minimize the following scoring function:

$$
\operatorname{score}(u, v)=\sum_{(v, x) \in R_{\mathrm{new}}}(\operatorname{redDeg}(x)+1)-\sum_{(v, y) \in R_{\mathrm{rem}}} \operatorname{redDeg}(y)
$$

where $R_{\text {new }}$ and $R_{\text {rem }}$ denote the sets of red edges the contraction of $(u, v)$ introduces and removes, respectively.

### 3.3 S: Sweeping based solver

The solver $\mathbf{S}$ sweeps over all nodes in the graph and carries out contractions that do not increase the twin-width above a certain threshold. On one hand, the threshold helps to guide the solver. On the other hand, it also speeds up the computation as it reduces the number of contraction candidates to consider. As such, we only use this strategy on graphs with a sufficiently low upper bound on the twin-width (previously established by $\mathbf{P}$ or $\mathbf{P}+\mathbf{L S H})$. On top, we employ random sampling to establish an estimate of the new threshold at the beginning of every round further curbing execution speed at the cost of accuracy. In subsequent calls to this solver the threshold and the random samples are continuously tweaked to improve accuracy at the cost of execution speed.

### 3.4 P+LSH: Priority with support for locality sensitive hashing

If the solver $\mathbf{P}$ found a contraction sequence witnessing a high twin-width graph, it is unlikely that the sweeping solver $\mathbf{S}$ can process this graph within the time budget. Therefore, we attempt to improve the solution quality of the fast solver $\mathbf{P}$ by adding global information collected via MinHashing [4].

- Local information: Just as solver $\mathbf{P}$, we initially select the next vertex $v$ based on the smallest red degree. The local information is now derived from the possible contractions involving $v$ and node $u$ selected from the 2-neighborhood of $v$.
- Global information: The local perspective, however, fails to identify near-twins with large red degrees. To overcome this restriction, we use a scheme based on MinHashing to identify "almost twins" by approximately finding a solution for the closest pair problem. From all similar pairs obtained, we order the pairs by their number of collisions in all hash tables and the maximum red degree of the nodes in the pair.

Using MinHashing, we approximately find near twins even in large graphs. Despite the obvious benefits of using MinHashing, we empirically found it is still important to retain the initial approach of selecting a vertex with the lowest red degree and considering contractions involving this vertex. This is because the performance of MinHashing strongly depends on the choice of tuning parameters, which we cannot efficiently adapt during execution due to time and memory constraints. From the ordered similar pairs we only consider the top- $k$ pairs and select a pair that minimizes the score given in Section 3.2. When the graph becomes sufficiently small, we again switch to an exhaustive final stage solver.

## Updates of MinHash-based all-pair nearest-neighbor

After a contraction of $v$ into $u$, only neighbors of the survivor $u$ need to be updated in the MinHash table. Observe that at most 2 adjacent edges are changed for any node $w$ in $N(u)=N_{B}(u) \cup N_{R}(u)$. Thus, we can preserve the data structure even for large graphs, since the probability of needing to update a neighbor is inversely proportional to its degree.

### 3.5 Graph reconstruction

Since the heuristic track requires processing of large graphs with only limited memory, we devised a data structure allowing fast reversals of previous contractions. It uses $\mathcal{O}(|V|+|E|)$ memory and has a runtime for reverting contractions proportional to the combined degree of the involved nodes for all practical purposes. As illustrated in Figure 3, any data structure keeping track of all previously existing edges requires $\Omega\left(|V|^{2}\right)$ memory in the worst case. Therefore, any algorithm trying to achieve better memory bounds has to delete previously existing edges at some point, making the reconstruction considerably harder. Other algorithms (Contraction tree based reconstruction), which trivially achieve these memory bounds, struggle to reconstruct the previous state with a good time complexity. We present a data structure achieving an acceptable memory consumption in addition to a fast reversal time.

Our data structure keeps track of any deleted node using a union-find data structure. Every red edge keeps track of the node whose removal induced the color switch to red. This value is transferred alongside the edge when it is transferred to a new node. In case of a conflict, that is, when the contracted nodes both have a red edge to the same neighbor, the red edge from the survivor is taken. Furthermore, for every contraction, we use a stack to store certain tokens that allow us to reconstruct the previous state of the graph. Upon a contraction of $v$ into $u, v$ and all incident edges are deleted. For every neighbor $w \in N(v) \cup N(u)$, let $\left(w_{u}, w_{v}\right) \in\{\emptyset, r, b\}^{2}$ describe the relationship of $u, v$ with the corresponding node $w$ with $w_{x}=\emptyset$ if $w \notin N(x), w_{x}=r$ if $w \in N_{R}(x)$, and $w_{x}=b$ otherwise.

From now on the special relationships $w^{+}=\left(w_{u}, w_{v}\right)=(\emptyset, r)$ and $w^{-}=\left(w_{u}, w_{v}\right)=(r, \emptyset)$ are distinguished from all other possible relationships. For every neighbor in $N(u) \cup N(v)$ the following case distinction is made alongside the rules to be able to revert a contraction in case of a particular relationship:


Figure 3 Depicts the $\Theta\left(|V|^{2}\right)$ different edges present during the whole lifetime of the graph even though it never exceeds $|E|=\Theta(|V|)$ edges at any point in time.

- $\left(w_{u}, w_{v}\right)=(\emptyset, b)-\operatorname{Put}\left(\tau_{-}, w\right)$ on the stack. Reverse: $N_{R}(u)=N_{R}(u) \backslash\{w\}$.
- $\left(w_{u}, w_{v}\right)=(b, \emptyset)$ - Put $\left(\tau_{+}, w\right)$ on the stack. Reverse: $N_{R}(u)=N_{R}(u) \backslash\{w\}$ and $N_{B}(u)=N_{B}(u) \cup\{w\}$.
- $\left(w_{u}, w_{v}\right)=(r, b)$ - Put $\left(\tau_{<}, w\right)$ on the stack. Reverse: $N_{B}(v)=N_{B}(v) \cup w$.
- $\left(w_{u}, w_{v}\right)=(b, r)-\operatorname{Put}\left(\tau_{>}, w\right)$ on the stack. Reverse: $N_{B}(v)=N_{B}(v) \backslash\{w\}$ and $N_{R}(v)=N_{R}(v) \cup\{w\}$.
- $\left(w_{u}, w_{v}\right)=(r, r)-\operatorname{Put}\left(\tau_{=}, w\right)$ on the stack. Reverse: $N_{R}(v)=N_{R}(v) \cup\{w\}$.

Without going further into detail, every token on the stack either corresponds to a black edge turning red (happens at most once for every black edge), or to two edges having a conflict, which necessarily deletes one edge and can therefore only happen $\mathcal{O}(|E|)$ times.

- Observation 4. The cases $w^{+}, w^{-}$correspond to cases where exactly one of the nodes is connected by a red edge to a neighbor $w$ while the other one is not. Determining the source of the red edge is equivalent to looking up the node responsible for the edge turning red in the union-find data structure, which is in the same set as one of the last contraction's nodes.

By Observation 4 the only potentially memory-wise unbounded cases left can be handled by querying the union-find data structure. Combining the case distinction and the observation above, a contraction can be reverted with the stated memory and time bounds.

- Lemma 5. There exists a data structure using $\mathcal{O}(|E|+|V|)$ memory and supporting the reversal of the last contraction up to the initial graph in $\mathcal{O}(\alpha(|V|) \cdot(\operatorname{deg}(v)+\operatorname{deg}(u)))$ expected time for the reversal of any contraction $(u, v)$ where $\alpha(\cdot)$ is the inverse Ackermann function.

Proof. The union-find data structure needs at most $\mathcal{O}(|V|)$ memory for the currently deleted nodes. Since all edges are removed from the graph upon a contraction and the number of edges cannot increase by contracting two nodes, the memory needed to store the graph never exceeds $\mathcal{O}(|V|+|E|)$. We only add an item to the stack used to distinguish the different removals from the graph, if two edges are reduced to a single edge or a black edge turns red. Therefore, this can happen at most $|E|$ times. This leads to a total memory consumption dominated by $\mathcal{O}(|V|+|E|)$. Since any reinsertion of edges can be done in linear time, the worst case is having to look up every edge in the union-find data structure. In this case, the running time is bounded by $\mathcal{O}(\alpha(|V|) \cdot(\operatorname{deg}(v)+\operatorname{deg}(u)))$.

The implementation of the heuristic solver often uses approximations of the described techniques to stay within the imposed time bounds.

## 4 GUTHMI: Germanely Unifying Twins with Hashing and Meticulous Inspection

Our exact solver GUTHMI follows the branch-and-bound paradigm. At each level of the recursion, the algorithm potentially follows $\Theta\left(|V|^{2}\right)$ branches which is prohibitively expensive even for small graphs. We use several heuristics to reduce the search space:

- Safe contraction of twins: Before processing an (intermediate) graph, we search for exact twins and contract them. For performance reasons, several rules (e.g., for multiple leaves on the same node, general twins, etc.) are dedicated to this idea.
- Upper bounds: Before engaging the exact algorithm, we obtain an upper bound from a heuristic solution. This bound may be repeatedly improved during the runtime of the exact solver. It allows us to prune branches that cannot improve the current best solution.
- Branching order: We use scoring methods similar to Section 3 to descend into most promising branches first. Thereby, we often discover improvements quite early in the process. These improved upper bounds then translate into even more aggressive pruning.
- Lower bounds: Given a graph $G=(V, E)$ and an induced subgraph $G^{\prime}$ of $G$, the twin-width of $G$ is bounded from below by the twin-width of $G^{\prime}$. Based on this, we (non-uniformly) randomly sample subgraphs and attempt to solve them exactly in the first 20 seconds of the execution. In many cases (esp. for small graphs with low twin-width), this suffices to prove the optimality of the heuristic solution. Otherwise, we compare any improved solution to the lower bound, which, upon matching allows us to terminate early.
- "Conditional lower bounds": We pass the maximum red degree of the current contraction sequence candidate down the recursion. Amongst others, this allows us to quickly prune subtrees if an improved solution is found.
- Infeasibility caching: Since the upper bound is non-increasing during an execution, a subproblem that cannot improve the upper bound at one point in time, cannot do it later. For this reason we cache small infeasible subproblems to avoid recomputing them later.
Several implementation details helped to shave-off constant factors.
- While descending into the recursion tree, we attempt to reuse as much of the metainformation (e.g., branch scoring) from the parent as possible.
- We compile dedicated solvers for different graph size ranges using meta-programming. For instance, small graphs are kept in bit matrices on stack, while larger graphs are escalated on to the heap. This way, most set operation implementations are bit-parallel.


## 5 Conclusion

We presented two solvers for approximately and exactly finding contraction sequences of small width. The solvers are able to handle arbitrary graph classes with varying success, they are generic in that sense. Further research directions might involve using the weighted Jaccard similarity such that one can directly approximate the score in Section 3.2.
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#### Abstract

We describe Touiouidth, a twin-width solver for the exact-track of the 2023 PACE Challenge: Twin Width. Our solver is based on a simple branch and bound algorithm with search space reductions and is implemented in $\mathrm{C}++$.
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## 1 Introduction

Twin-width is a graph parameter introduced in 2020 by Bonnet, Kim, Thomassé and Watrigant [3]. The PACE 2023 Exact Challenge asks to compute the exact twin-width of a dataset of 200 graphs. It is known that deciding whether a graph has twin-width 4 is NP-complete [1], and no approximation algorithms are known. On the exact front, there exists a polynomial-time algorithm for deciding whether a given graph has twin-width 1 [2], and the complexity remains open for twin-width 2 and 3 . The exact computation of twin-width has already been tackled using SAT solver methods in [4].

[^44]A trigraph $G=\left(V, E_{b}, E_{r}\right)$ consists of a vertex set $V$, a set of black edges $E_{b}$, and a set of red edges $E_{r}$. All trigraphs considered in this paper are undirected, finite, and without loops or multiple edges (red or black). Let $N_{b}^{G}(v)=\left\{x \mid\{v, x\} \in E_{b}\right\}$ be the open black neighbourhood of $v$ in $G$, and $N_{r}^{G}(v)=\left\{x \mid\{v, x\} \in E_{r}\right\}$ be its open red neighbourhood. The red degree of $v \in V$ is $\delta_{r}(v)=\left|\left\{e \in E_{r} \mid v \in e\right\}\right|$. The red degree of $G$ is $\max _{v \in V} \delta_{r}(v)$.

A contraction in a trigraph $G$ consists of merging any two vertices $u$ and $v$ into a single vertex $w$, and updating the edges of $G$ as follows. Every vertex $x \in N_{r}^{G}(u) \cup N_{r}^{G}(v) \cup$ $\left(N_{b}^{G}(u) \Delta N_{b}^{G}(v)\right)$ is linked to $w$ by a red edge, and every vertex $x \in N_{b}(u) \cap N_{b}(v)$ is linked to $w$ by a black edge. All other edges in the graph (those not incident to $u$ or $v$ ) remain unchanged. A contraction sequence $\left(G_{1}, \ldots, G_{|V|}\right)$ for $G$ is a sequence of contractions starting from $G_{1}=G$ with no red edge and ending in $G_{|V|}$ consisting of a single vertex, where $G_{i+1}$ is obtained from $G_{i}$ by performing a contraction. A $k$-contraction sequence is such a sequence in which all graphs $G_{i}$ have red degree at most $k$. Then, the twin-width of the graph is the minimal $k$ for which there exists a $k$-contraction sequence.

In the following sections we describe our algorithm finding such an optimal contraction sequence. Section 2 describes a simple reduction rule. Section 3 describes the branch and bound algorithm that is used in several parts of our final algorithm, which is described in Section 5.

## 2 Reduction Rule

The following reduction rule is a generalisation of twins for trigraphs and is applied in all parts of our algorithms.

- Reduction Rule 1. If there exist two vertices $u, v \in V$ such that
- $N_{b}^{G}(u) \subseteq N_{b}^{G}(v)$, and
- $\left(N_{r}^{G}(v) \cup N_{b}^{G}(v)\right) \subseteq\left(N_{r}^{G}(u) \cup\{u, v\}\right)$,
then contract $u$ and $v$.
The correctness of this reduction rule is immediate: Let $G^{\prime}$ be the graph after contracting $u$ and $v$. Then $G^{\prime}=G[V \backslash\{v\}]$ and the twin-width of induced trigraphs can only decrease [3]. Note that $u$ and $v$ are not symmetric in the above description of the reduction rule. But the rule as it is presented above is easier to implement.


## 3 Main Branch and Bound Algorithm

The main building block of our algorithm is a branch and bound algorithm that tries all pairs of possible contractions in each search tree node. In the following, we present a few optimizations made in our solver.

Search space reduction. Consider a search tree node $x$ of our branch and bound algorithm. Assume we contract vertices $u$ and $v$ in $G$, and recurse into child node $y$ of the search tree. We do not have to try contracting $u$ and $v$ in the search trees rooted at sibling nodes of $y$ until some contraction "touches" $N_{G}^{2}(u)$ or $N_{G}^{2}(v)$ where $N_{G}^{2}$ is the closed radius-two neighbourhood in $G$ (considering black and red edges) (see Algorithm 1). We store these so-called forbidden contractions (set $S$ in Algorithm 1) using a global vector of sets.

Algorithm 1 A sketch of the recursive branch and bound algorithm that avoids symmetries. The input is a trigraph $G$ and a set $S$ of forbidden contractions. Both are updated during the search tree.

```
SearchTree \((G, S)\) :
    for \((u, v) \in V(G) \times V(G)\) do
        if \(u<v \wedge(u, v) \notin S\) then
            \(S^{\prime} \leftarrow S \backslash\left(\left(N_{G}^{2}(u) \cup N_{G}^{2}(v)\right) \times V(G)\right) \backslash\left(V(G) \times\left(N_{G}^{2}(u) \cup N_{G}^{2}(v)\right) ;\right.\)
            SearchTree (contract \(\left.(G, u, v), S^{\prime}\right)\);
            \(S \leftarrow S \cup\{(u, v),(v, u)\} ;\)
```

Branching order. To guide the order in which we explore the search tree induced by our branch and bound algorithm, we consider all possible contractions in a search tree node in a given order. Namely, for $u, v \in V$, let $\Delta(u, v)=\left|\left(\left(N_{b}(u) \Delta N_{b}(v)\right) \cup\left(N_{r}(u) \cup N_{r}(v)\right)\right) \backslash\{u, v\}\right|$. Then we contract $u_{1}$ and $v_{1}$ before $u_{2}$ and $v_{2}$ if $\Delta\left(u_{1}, v_{1}\right)<\Delta\left(u_{2}, v_{2}\right)$. We sort all pairs using bucket sort, using one bucket for each $k=\Delta\left(u_{1}, v_{1}\right)$. This is faster than sorting all pairs using standard sorting algorithms when $k$ is small. We observed that our initial upper bounds are small for most instances, so this improved the overall runtime of our algorithm.

Optimisations. We list further optimisations that we apply during the branch and bound process.

- If the current trigraph has at most 64 vertices then a vector of unsigned long long is used to store the current adjacency lists (for red and black edges). If bit $j$ for index $i$ in this data structure is one then this indicates the presence of an edge. This allows for faster set operations on neighbourhoods of vertices.
- At each search tree node, contract twins based on Reduction Rule 1. To find these twins, we do not have to try all pairs of vertices, but only those that are in the neighbourhood of contractions.
- We use a global upper bound and local/global lower bounds to leave infeasible parts of the search tree as early as possible.


## 4 Upper Bounds

We apply two heuristics that compute contraction sequences yielding us upper bounds. The first, called Heuristic1, iteratively contracts two vertices $u, v$ such that $\Delta(u, v)$ is minimal among all pairs of vertices of the current graph. The second heuristic, called Heuristic2, uses randomness and can be executed several times. Given the current graph and an upper bound $T$, it contracts a random pair of vertices among all pairs $u, v$ such that, after the contraction of $u$ and $v$, the red degree of the trigraph does not exceed $T-1$. If Heuristic2 is able to find a contraction sequence with twin-width less than $T$ then this twin-width can be used as new upper bound for the next iteration.

## 5 The Complete Algorithm

The complete algorithm consists of three phases: computing a lower bound, computing an upper bound, and then using the branch and bound algorithm. It is run on each connected component of the graph, and each phase is given a time limit as indicated below.

Lower bound ( 15 minutes). A lower bound is computed based on the twin-width of induced subgraphs of $G$. We start with $|V|$ induced subgraphs, each containing one distinct vertex of the graph. Then, for each graph $G_{i}$, we iteratively add a vertex $v ; v$ has to be connected to $G_{i}$ and $v$ 's minimum symmetric difference of neighbourhoods (in $G$ ) with vertices in $G_{i}$ is maximal. After adding a vertex, the twin-width of the newly obtained induced subgraph is computed, and the lower bound is updated.

Upper bound heuristics (5 minutes). Next, Heuristic1 is ran once, and Heuristic2 is called multiple times in the remaining time. In a lot of instances, Heuristic2 is able to match the lower bound. So we are done and do not have to go to the next stage of the algorithm.

Exact Branch and Bound (10 minutes). The remaining time the exact branch and bound algorithm is applied to the input trigraph $G$. The upper bound obtained from the previous algorithm is used to leave infeasible parts of the search tree early. If a contraction sequence with twin-width matching the lower bound from the first phase is found, we report that contraction sequence as the solution. Otherwise, if the twin-width is larger than that lower bound, the complete search space (without infeasible parts due to the upper bound and without symmetries) is explored to find the contraction sequence with the smallest twin-width.
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# PACE Solver Description: Zygosity 

Emmanuel Arrighi $\square$ 수

University of Trier, Germany
Pål Grønås Drange $\square$ (
University of Bergen, Norway
Kenneth Langedal $\square$ (
University of Bergen, Norway
Farhad Vadiee $\square$ (
University of Bergen, Norway
Martin Vatshelle $\boxtimes$
University of Bergen, Norway
Petra Wolf $\square$ ペ (
University of Bergen, Norway


#### Abstract

The graph parameter twin-width was recently introduced by Bonnet et al. Twin-width is a parameter that measures a graph's similarity to a cograph, which is a graph that can be reduced to a single vertex by repeatedly contracting twins. This brief description introduces Zygosity, a heuristic for computing a low-width contraction sequence that achieved second place in the 2023 edition of Parameterized Algorithms and Computational Experiments Challenge (PACE). Zygosity starts by repeatedly contracting twins. Then, any attached trees are contracted down to a single pendant vertex. The remaining graph is then contracted using a randomized greedy algorithm.
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## 1 Problem description

Let $G=(V, E)$ be an undirected graph with vertex set $V$ and edge set $E$, where the edge set is partitioned into black edges $B(E)$ and red edges $R(E)$. The neighborhood of a vertex $u$ is denoted by $N(u)$, formally $N(u)=\{v \in V \mid u v \in E\}$. A neighbor $v$ of a vertex $u$ can be black or red, depending on whether $u v$ is in $B(E)$ or $R(E)$. Formally, for a vertex $u \in V$, we let $N^{r}(u)=\{v \in V \mid u v \in R(E)\}$ be the red neighborhood of $u$ and $N^{b}(u)=\{v \in V \mid u v \in B(E)\}$ be the black neighborhood of $u$. The degree of a vertex $u$ is the size of the neighborhood $|N(u)|$ and the black and red degree refers to the size of the black and red neighborhood $\left(\left|N^{b}(u)\right|\right.$ and $\left.\left|N^{r}(u)\right|\right)$, respectively.

A contraction between two vertices $u$ and $v$ is performed by removing $u$ and $v$ from $G$, and adding a new vertex $w$ as follow:

- $N^{r}(w)=N^{r}(u) \cup N^{r}(v) \cup\left(N^{b}(u) \Delta N^{b}(v)\right) \backslash\{u, v\}$ where $N^{b}(u) \Delta N^{b}(v)$ is the symmetric difference.
- $N^{b}(w)=N^{b}(u) \cap N^{b}(v)$.

A contraction sequence starts from the original graph and ends with a single vertex. This original graph starts with no red edges. The width of a contraction sequence is the highest red degree of any vertex along the way. And finally, the twin-width parameter introduced by Bonnet et al. [1] is the lowest width among all possible contraction sequences for $G$.
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## 2 Solver description

Zygosity is a randomized greedy heuristic for computing low-width contraction sequences. Before the randomized part, it performs two preprocessing steps. First, all twins are contracted. Secondly, as described by Bonnet et al. [1], trees are contracted by either contracting two leaves with the same parent or a leaf with its parent. If the whole graph is a tree, this gives a sequence with a width of at most two. Otherwise, the tree will contract down to a single pendant vertex connected by a red edge.

The remaining sequence is constructed by considering multiple random contractions at each step and selecting the best one. The exact number of contractions to consider is updated continuously during the construction. The number is updated every second based on the remaining time and the average time it takes to check one contraction. Zygosity employs two measures to evaluate the quality of a contraction.

- Red degree: This red degree refers to the highest red degree of a vertex that increased its red degree due to this contraction. The newly merged vertex is considered increased if its red degree is greater than both of the merged vertices. Intuitively, the red degree is the most important thing to keep low when constructing a low-width contraction sequence.
- Intersection size: This is the size of the intersection between the neighborhoods of the two merged vertices. This number also says how many edges will be removed due to this contraction. If an edge connects the two merged vertices, this counts one to the intersection size. The intuition for this measure is that fewer edges make for fewer problems later.

Zygosity prioritizes the smallest red degree and uses intersection size as a tiebreaker. The only exception to this rule is when both contractions being compared have a red degree lower than the current width of the sequence generated so far. In such cases, only the intersection size is taken into account.

Instead of randomly picking a pair of vertices, Zygosity randomly picks the first vertex and then does a random walk from there. The random walk performs either one or two steps, depending on a biased coin toss. The odds on this coin are decided based on the density of the input graph, favoring distance one walks on sparser graphs and distance two on dense ones.

## 3 Implementation details

For this randomized procedure, it is crucial to quickly compute the intersection and red degree of a potential contraction. Therefore, spending more time elsewhere can be beneficial if it speeds up the contraction checking. For this reason, we don't use any associative data structure but instead store the neighborhood of a vertex continuously in a single array. The black and red edges are kept separate and sorted separately. With this setup, computing the intersection and red degree can be done by scanning through the two neighborhoods in a cache-friendly manner. It is possible to make a single pass using four pointers. However, we noticed that doing a separate pass over the red neighborhoods first was faster. This pass copies the difference to a separate array. Then, a second pass over the black parts and the temporarily stored difference from the red ones. This captures every relation a vertex can have with the contraction in question, and the intersection and max degree are registered accordingly.
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#### Abstract

We present RedAlert, a heuristic solver for twin-width, submitted to the Heuristic Track of the 2023 edition of the Parameterized Algorithms and Computational Experiments (PACE) challenge.
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## 1 Twin-width and contraction sequences

To keep our description short, we refer the reader to the first two sections of [2] for the definitions and motivations behind contraction sequences and twin-width. A trigraph has two disjoint edge relations: red edges and black edges. Its total graph consists of the union of these two relations. The red degree (resp. total degree) is the degree in the graph formed by the red edges (resp. in the total graph). We aim to find a contraction sequence (that iteratively identifies two vertices and updates the color of their incident edge, until there is only one vertex left) with overall maximum red degree as low as possible.

## 2 Overview of RedAlert

In the search of contraction sequences of low width, a natural subroutine consists of finding a good pair of vertices, that is, one whose contraction results in a trigraph with maximum red degree as low as possible. An oracle providing the greedily best pair in $10^{-5} \mathrm{~S}$ would have likely won the competition. However, this is far from what is physically possible. In theory, getting a best pair within the allowed 300 s is already challenging, since the largest instances had order of $10^{7}$ vertices, and Closest Vector Pair -more or less the best pair problem when starting from a graph- (like the task of finding an orthogonal pair of 0,1 -vectors) has no truly subquadratic algorithm unless the Strong Exponential-Time Hypothesis fails [3].

We thus resolve to sampling the pairs of vertices as candidates for the next contraction. Based on the remaining time and number of vertices, we compute an integer minPairs indicating the minimum number of pairs to be contracted from the sampled pairs (to finish in time). We then contract at least minPairs candidate pairs according to a cost function detailed below. Challenging instances produce denser and denser trigraphs as we contract them. This results in a progressive increase of the time to sample and select pairs to contract. In such cases, we may resort to faster (and rougher) subroutines to finish the contraction sequences: totDegAlert and balancedScheme. We will briefly detail them.

To summarize, the main loop of RedAlert is as follows:

1. Estimation of minPairs;
2. Sampling of the candidate pairs;
3. Selection of at least minPairs most favorable pairs among the candidate pairs;
4. Contraction of these pairs;
5. If running out of time, finish with increasingly cruder heuristics.

Also see Figure 1.


Figure 1 Sketch of RedAlert. We exit the main loop when (we have a solution or) the time budget of 260 s is depleted or we would have to contract over $40 \%$ of our sampled pairs. We then call totDegAlert up to second 285 . If by then no complete contraction sequence was found, we call balancedScheme which takes less than a second to terminate.

## 3 Dense and Small vs. Sparse and Large Inputs

Before we start parsing the input graph, we decide based on its number of vertices and edges whether we want to work with adjacency matrices or adjacency lists. Typically the former shall be preferred on graphs with few vertices but high edge density, while it is simply not an option when the number of vertices becomes too large. Only the first three or four instances (below 2500 vertices) of the Heuristic Track were such that our treatment with adjacency matrices performed better. Thus we will mainly describe the part of our algorithm using adjacency lists. Nevertheless, let us mention one nice feature of using adjacency matrices: one can test the quality of a pair of vertices by sampling an appropriate number of indices, and computing the number of disagreements (potential red edges) at these indices.

In the sparse case, we represent our trigraphs with slightly-modified adjacency lists: the neighbors of a vertex are stored in a set. Each vertex has a set for its black neighbors, and a set for its red neighbors. While contracting the trigraph, we maintain other useful elements such as the remaining number of vertices, edges, maximum red degree, overall maximum red degree, list of pairs vertex/red degree, list of pairs vertex/total degree, and some arrays to keep the conversion between local labels and global labels. The contraction operation remains reasonably fast and takes a typical $10^{-4} \mathrm{~S}$ on the large instances.

## 4 Sampling candidates

### 4.1 Computing minPairs

At each iteration of the main loop, we sample around 10000 pairs of vertices, and contract minPairs pairs of them. To choose minPairs, we compute the time used in the last iteration of the loop, say $t$ and the remaining time say $T$. In the hypothesis where the next iterations will use the same time $t$, we can afford $T / t$ more iterations. In practice, not all the iterations take the same amount of time, but the changes are sufficiently gradual for the approximation to work.

If the current number of vertices of the graph is $k$, then each of those iterations should contract $\frac{k}{T / t}=t k / T$ pairs, which leads to minPairs $=t k / T$. Typical values of minPairs are 1 for the smallest instances, 30 for medium ones, and above 1000 for the largest, a problem that we tackle in Section 6. When minPairs is too small ( 1 for example) we increase the sampling size to better use our time. To achieve this, we increase it while minPairs is below 30, decrease it if later minPairs gets above 70, and reset it to its minimum of 10000 when minPairs reaches 500 .

### 4.2 Candidates distribution

In the sparse case, our distribution is biased towards pairs of vertices that are close to each other. We pick a vertex $v$ uniformly at random. Then with probability $1 / 2$, we uniformly pick a first neighbor of $v$ (in the total graph) to complete the pair, and with probability $1 / 2$, we uniformly choose a second neighbor of $v$ (still in the total graph). This performs well on the sparsest instances. As half of our sampled pairs consist of vertices at distance 2, we naturally find contractions that are decreasing the red degree of high-degree vertices.

We experimented a bit with favoring vertices $v$ with low red degree or low total degree, or adding pairs of red neighbors of a vertex with highest red degree. This did not seem to improve the overall performance of the heuristic, so we opted for this simple distribution.

In the dense case, this distribution is not helpful: most pairs of vertices are at distance 2. We thus used the uniform distribution.

## 5 Filtering candidates

We evaluate the sampled pairs based on a cost function $f$, defined as follows. If $G$ is the current trigraph, $u, v$ two vertices of $G$, and $G^{\prime}$ the resulting trigraph if $u$ and $v$ were contracted into $w$, we set $f(u, v)=(r, p, e)$ where

- $r \in\{0,1\}$, and $r=0$ iff the maximum red degree of $G^{\prime}$ is smaller than that of $G$;
- $\quad p$ is the maximum red degree among vertices of $G^{\prime}$ in the closed red neighborhood of $w$;
- $e$ is the total number of red edges in $G^{\prime}$.

When comparing two pairs of vertices, we prefer the one whose image by $f$ is lexicographically smaller. When different sampled pairs share vertices, we cannot contract both of them. In the same way, the contraction of a pair can drastically change the evaluation of another pair. To overcome those issues, we build a min-heap (according to $f$ ) of the candidates, and contract them in the following way:

- Pop the minimal candidate $c$
- If one of the vertices of $c$ does not exist anymore, we continue
- We evaluate $f(c)$ in the current trigraph
- If $f(c)$ is not worst than the previous time it was evaluated, we contract $c$
- Otherwise we add $c$ to the min-heap with the new value of $f(c)$.

And we loop until we contracted minPairs candidates. This procedure is particularly useful in the case of a path: If we did not evaluate again the candidates after one contraction, then we would contract both endpoints of the path with their neighbor, resulting in a sequence of width 2 (instead of 1 ). We found out that further contracting all pairs tying with the worst contracted pair may advantageously clear some time up, heading to an uncertain and more complicated future.

A major issue with $f$ is that computing $f(u, v)$ is linear in $d(u)+d(v)$ where $d(u)$ and $d(v)$ are the degrees of $u$ and $v$. This implies that increasing the density of the trigraph increases the time taken to evaluate $f$. In this case, we cannot afford to be as picky as before in the choice of candidate we contract, which is implemented by the augmentation of minPairs.

## 6 When time gets shorter or minPairs gets too large

It can happen that minPairs, which is computed based on the number of remaining time and vertices (or contractions), and the time spent in the previous loop iteration per performed contraction, steadily increases. This typically happens when the densification of the current trigraph accelerates. This may result in a situation when, to meet its deadline, the heuristic has to contract a large fraction of the sampled pairs, making it close to the random heuristic.

In this case, remark that the initial average degree was quite low, and as the black degree cannot increase, the densification of the trigraph come from red edges. We can deduce from this observation that the degree of a vertex is a good approximation of its red degree. We thus break out of the main loop and call a faster subroutine, totDegAlert, which greedily contracts pairs of smallest total degree. This subroutine still requires to explicitly perform contractions, which takes some time on the largest instances. It is thus possible that we run out of time even inside totDegAlert. Therefore, when we have only 15 seconds left, we call balancedScheme. This subroutine is based on the $O(\sqrt{m})$-sequence for $m$-edge graphs (see [1] for a more precise bound). It partitions the vertex set into $O(\sqrt{m})$ buckets of roughly equal sum of total degrees, plus an additional bucket with vertices of total degree $\Omega(\sqrt{m})$ (large degree), see Figure 2.


Figure 2 Partition of the trigraph in buckets yielding an $O(\sqrt{m})$-sequence.

The idea is then to contract every bucket into a single vertex, finishing with the bucket of large-degree vertices, and end the contraction sequence arbitrarily. What makes balancedScheme particularly fast is that we do not need to make these contractions explicitly. As a simple but effective optimization, we contract each bucket in such a way that the contraction tree is a balanced binary tree rather than a caterpillar. When RedAlert is about to output a solution for which it knows the actual width (i.e., without invoking balancedScheme), we first compare it to some small multiple of $\sqrt{m}$ where $m$ is the number of edges of the input graph. In some cases, indeed, running balancedScheme from scratch on the original graph gives a better contraction sequence.
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[^3]:    ${ }^{2}$ Whenever we pretend to guess something, we iterate over all possibilities and assume in the presentation that we are currently in an iteration that yields a solution.

[^4]:    ${ }^{1}$ The Hamiltonian cycle exists if there are at least three vertices in $C$. If $|C|=2$ and there is only an unsafe edge between the two vertices, then there cannot be a solution and we can return no.
    ${ }^{2}$ Note that $|Y| \leq 2 \ell$ by the same argument that shows $p \leq 2 \ell$.
    ${ }^{3}$ Note that we something like "there are three vertices $y_{1}, y_{2}, y_{3} \in Y$ and the solution contains the safe edge $\left\{u, y_{1}\right\}$ and the unsafe edges $\left\{v, y_{2}\right\},\left\{v, y_{3}\right\}$, and $\left\{w, y_{3}\right\} "$. However, we do not guess which vertex in the input graph is a vertex in $Y$. For an example, we refer to Figure 3.

[^5]:    4 Assuming that the solutions are minimal, that is, they do not contain edges whose removal yields a smaller solution.

[^6]:    ${ }^{5}$ We may assume that there is only one cyclic component in $\mathcal{P}$ as we can always merge two cyclic components in one clique into one cyclic component. We need to consider the special case where the cyclic component contains exactly two vertices with edges to vertices in $K$ as we need to ensure that there is at least one additional vertex not contained in any of the other connecting components in $\mathcal{P}$.

[^7]:    1 Throughout the proof, if we sum over pairs $\xi, \mathbf{g}$, we only sum over flow profiles that are valid for bags in $\xi$. Alternatively, we can set any invalid $X_{\xi, g}$ to 0 beforehand.

[^8]:    1 The most common notion of wall does not have the vertices of degree one which we see at the bottom left and top right corner of Figure 1. We keep these degree one vertices, for slightly easier notation.

[^9]:    1 We refer the reader to Section 2 for the relevant definitions.

[^10]:    2 the assumption that there is a $\lambda>1$ such that $n$-variable 3 -SAT cannot be solved in time $\lambda^{n} n^{O(1)}$
    ${ }^{3}$ Monadic Second-Order logic, when the second-order variables can only be vertex subsets
    ${ }^{4}$ We refer a reader who would already want a formal definition to the start of Section 3.

[^11]:    ${ }^{5}$ In a similar context in [9], the verb overlap was also used. In this paper, we will reserve overlap for intersecting intervals (actually edges) that are not nested, notion which we will later use.

[^12]:    ${ }^{1}$ Corresponding author
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[^13]:    ${ }^{2}$ It is important to note that graphs may have an exponential number of minimum $s$ - $t$-separators as otherwise the problem is trivial.
    ${ }^{3}$ The notion of tokens is intentionally kept abstract as tokens can represent any type of agents.

[^14]:    ${ }^{1}$ The existence of such a $j$ follows from the choice of $w$, and since $P_{u^{\prime} v^{\prime}} \in \mathcal{P}$

[^15]:    ${ }^{1}$ For a function $f: A \rightarrow \mathbb{R}$ and a subset of elements $C \subseteq A$, define $f(C)=\sum_{e \in C} f(e)$.

[^16]:    ${ }^{2}$ For any $k \in \mathbb{N}$ let $[k]=\{1,2, \ldots, k\}$.

[^17]:    ${ }^{3}$ We assume integral values for simplicity; our results can be generalized also for real values.

[^18]:    ${ }^{4}$ We refer the reader e.g., to [16], for the formal definition of kernels.

[^19]:    5 The algorithm of [23] can be applied also in the more general setting of $\ell$-systems. For more details on such set systems, see, e.g., [13].

[^20]:    ${ }^{1}$ There are probably faster programs to compute bicliques in practice, we compute this statistic here as a baseline.

[^21]:    ${ }^{2}$ Source code available under https://github.com/microgravitas/mantis-shrimp/

[^22]:    ${ }^{3}$ https://github.com/microgravitas/network-corpus
    ${ }^{4}$ The variance in running times was on the orders of seconds.

[^23]:    Continued on next page

[^24]:    1 As we shall see Section 3.1 the instance also needs to be further reduced under standard reduction rules.

[^25]:    ${ }^{1}$ The $\mathcal{O}^{*}$ notation hides polynomial factors in the expression.

[^26]:    ${ }^{1}$ Formal definitions are provided in Section 2.

[^27]:    ${ }^{2}$ More precisely, a fixed-parameter algorithm for either of these problems would imply FPT=W[1] (see Section 4).
    ${ }^{3}$ https://arxiv.org/abs/2308.11416

[^28]:    ${ }^{4}$ The property of being a subset is given by the implicit encoding in $\{0,1\}^{*}$, e.g., vertices in all $V\left(G_{i}\right)$ and $S$ are indexed by integers, and is defined in the same way across all instances. We thus say that $S$ could be a subset of all $V\left(G_{i}\right)$ even though, formally speaking, these are disjoint sets.

[^29]:    ${ }^{5}$ In general, the precise definition of the sought-after object can be of great importance in the context of consistency checking; this is related to the well-known fact that the selection of a hypothesis space can have a fundamental impact on PAC learnability. However, in our case the proofs provided in this section can also be used to obtain the same results for the latter variant.

[^30]:    ${ }^{6}$ We remark that all of the obtained results and proofs carry over also to the case where the maximum degree is considered to be an arbitrary fixed constant

[^31]:    ${ }^{1}$ The gap size is the maximum size of any "gap" appearing in $\lambda(v)$ for any vertex $v$, that is, $\max _{v, i}\left\{\lambda_{i+1}^{v}-\right.$ $\left.\lambda_{i}^{v}-1\right\}$ when taking $\lambda(v)=\left\{\lambda_{1}^{v}<\lambda_{2}^{v}<\ldots\right\}$.

[^32]:    ${ }^{2}$ The level of an undirected graph is the maximum over all biconnected components of the size of a smallest feedback edge set in that biconnected component.

[^33]:    ${ }^{3}$ For a proposition $P,[P]$ is defined to be 1 if $P$ holds and 0 otherwise.

[^34]:    1 A clustering can be viewed as an equivalence relation ("which vertices will end up in the same cluster?") or, equivalently, a partition of the vertex set of $G$.

[^35]:    1 Definitions of standard terms and notations used in the Introduction can be found in Section A.

[^36]:    ${ }^{1}$ We refer to the preliminaries of this paper (subsections graphs and trigraphs as well as twin-width) for an equivalent definition of twin-width which is based on merging vertices instead of vertex subsets.

[^37]:    ${ }^{2}$ That is, the pairs of vertices along which $G$ was split to obtain the triconnected components.

[^38]:    1 A third [19] approach was announced shortly before this paper went to print; it allows a polynomial-time lifting step to compute the number of solutions to the original instance from the number of solutions to the reduced instance.

[^39]:    1 The research was carried out during an extended research visit of Jannik Schestag at TU Delft.

[^40]:    ${ }^{1}$ We refer to Section 2 for notations and concepts not defined in the introduction.

[^41]:    ${ }^{1}$ We use $\mathrm{FOO}[X]$ to refer to the problem FOO parameterized by $X$.

[^42]:    2 This is not directly the definition given by Hermelin et al. [11], but an equivalent characterization.

[^43]:    ${ }^{1}$ Open problems for twin-width: http://perso.ens-lyon.fr/edouard.bonnet/openQuestions.html
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