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Abstract

We consider the problem of computing a maximal matching with a distributed algorithm in the presence of batch-dynamic changes to the graph topology. We assume that a graph of $n$ nodes is vertex-partitioned among $k$ players that communicate via message passing. Our goal is to provide an efficient algorithm that quickly updates the matching even if an adversary determines batches of $\ell$ edge insertions or deletions. We first show a lower bound of $\Omega\left(\frac{\ell \log k}{k^2 \log n}\right)$ rounds for recomputing a matching assuming an oblivious adversary who is unaware of the initial (random) vertex partition as well as the current state of the players, and a stronger lower bound of $\Omega\left(\frac{\ell k}{n \log n}\right)$ rounds against an adaptive adversary, who may choose any balanced (but not necessarily random) vertex partition initially and who knows the current state of the players. We also present a randomized algorithm that has an initialization time of $O\left(\frac{n k \log n}{k^2}\right)$ rounds, while achieving an update time that is independent of $n$: In more detail, the update time is $O\left(\left\lceil\frac{\ell}{k}\right\rceil \log k\right)$ against an oblivious adversary, who must fix all updates in advance. If we consider the stronger adaptive adversary, the update time becomes $O\left(\left\lceil\frac{\ell}{\sqrt{k}}\right\rceil \log k\right)$ rounds.

2012 ACM Subject Classification Theory of computation → Distributed algorithms

Keywords and phrases distributed graph algorithm, dynamic network, maximal matching, randomized algorithm, lower bound

Digital Object Identifier 10.4230/LIPIcs.ITCS.2024.73

Funding The work described in this paper was partially supported by a grant from the Research Grants Council of the Hong Kong Special Administrative Region, China [Project No. CityU 11213620].

1 Introduction

Designing efficient algorithms for large graphs is crucial for many applications, ranging from transportation networks to protein-interaction networks in biology. Real-world graph data sets are inherently dynamic in the sense that the nodes and edges between them may change over time. While much of the previous literature on dynamic updates in the centralized setting consider only a single update at a time, in a distributed network, each node runs an instance of a distributed algorithm and thus, if multiple updates are happening (almost) simultaneously perhaps affecting different parts of the network, it is desirable to process all of these updates in the same batch to reduce the overall time complexity. In this work, we study the fundamental problem of computing a maximal matching with a distributed algorithm under batch-dynamic edge updates. We point out that, recently, batch-dynamic parallel algorithms have received significant attention, e.g., see [1, 2, 3, 13]. A matching $M$ in a graph $G$ is a set of edges without common vertices, and we say that $M$ is a maximal matching if no matching in $G$ is a proper superset of $M$.

The $k$-Clique Message Passing Model. We assume a communication network that is a clique of $k$ players $P_1, \ldots, P_k$, each of whom is executing an instance of a distributed algorithm. The input is an $n$-vertex graph, where each vertex is labeled with a unique integer
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For technical reasons that will become clear in Section 3, we assume that $k = \Omega(\log^4 n)$, and we are mostly interested in the case where $k \ll n$, which captures the realistic setting that the amount of data exceeds the number of available processing units by far.

The players communicate via message passing over the bidirectional links of the clique network, and we assume that the computation proceeds in synchronous rounds: In every round, a player performs some local computation, which may include private random coin flips, and then sends a message of at most $O(\log n)$ bits over each one of its $k - 1$ incident communication links. Note that all messages are guaranteed to be received by the end of the same round. Since each link carries at most $O(\log n)$ bits per round, each player can receive at most $O(k \log n)$ bits per round in total from the other players. As we consider distributed algorithms, each player initially only knows part of the input. Here we consider vertex-partitioning, which means that each vertex $u$ is assigned to some player $P$. For each vertex $v$ assigned to $P$, we say that $P$ hosts vertex $v$. We use the notation $P(v)$ to denote the player hosting $v$, and use $V(P)$ to denote the set of vertices hosted by $P$. Note that vertices cannot migrate between players.

**Adversary and Input Assignment.** The input of a player $P$ consists of the IDs of its hosted vertices $V(P)$ and, for each $v \in V(P)$, player $P$ knows the IDs of $v$’s neighbors and the players to which they were assigned. In this work, we consider two adversarial models: The adaptive adversary may fix any balanced vertex partitioning, which requires each player to hold at least $\Omega(\frac{n}{k})$ and at most $O(\frac{n}{k} \log n)$ vertices in total. On the other hand, when considering the oblivious adversary, we assume random vertex partitioning, which means that each vertex is uniformly at random assigned to any player. We point out that randomly partitioning the vertices is a common assumption in real-world graph processing systems, e.g., see [12]. In expectation, each player $P$ obtains a set of $\Theta(n/k)$ vertices, and thus random vertex partitioning yields a balanced partitioning with high probability.

**Dynamic Changes, Initialization, and Output.** We model dynamical changes in this setting by considering a sequence of updates to the edges of the graph. Each update consists of a batch of at most $\ell$ edge deletions and insertions, chosen by the adversary as follows:
- The adaptive adversary may observe the local memory of the players, which includes the currently computed matching, before choosing the next batch of $\ell$ edge updates.
- The oblivious adversary must choose the entire sequence of batch updates in advance.

Since we are assuming a distributed algorithm, each player only needs to output the part of the solution relevant to its hosted vertices. In more detail, each player $P$ needs to output every edge $\{u, v\} \in M$, for which it hosts an endpoint, e.g., $u \in V(P)$.

We allow the algorithm to perform some initial computation right after the vertex partitioning and before the very first batch of updates arrives. The number of rounds required for this part defines the initialization time of the algorithm. Then, the first batch of updates takes place instantaneously, and every player that hosts a vertex $v$ incident to an added or deleted edge learns about $v$’s new neighborhood. These changes yield a modified graph $G'$. The algorithm must react by updating $M$ to yield a maximal matching for $G'$; no further changes to the graph topologies occur until the algorithm has completed its update. Subsequently, the next batch of updates arrives, and so forth.

**Update Time.** As we are considering randomized algorithms, we give probabilistic guarantees on the (worst case) time complexity measures. When saying that an event $\mathcal{E}$ holds with high probability (in $N$), for some parameter $N$, this means that $\mathcal{E}$ occurs with probability at
least $1 - 1/N^c$, where $c$ is a positive constant. If $N = n$, we simply omit $N$ and say that the $E$ happens with high probability. In particular, we say that an algorithm has an update time of $T$ with high probability in $N$, if the algorithm outputs a maximal matching following a batch of $\ell$ updates in at most $T$ rounds w.h.p. in $N$, assuming that the local states of the players correspond to a maximal matching on the graph prior to these updates. Note that for the oblivious adversary, the probability is taken over the random coin flips of the players, as well as the random vertex partitioning. Since a random partition is very likely balanced, it will be sufficient if this bound holds for all roughly balanced partitions.

Relationship to $k$-Machine Model and Congested Clique. When assuming the oblivious adversary, our model corresponds to the $k$-machine model [22, 17], which is motivated by vertex-centric graph processing frameworks such as Google Pregel [24], Apache Giraph [12], and GraphX [16]. Thus, our results for the oblivious case directly extend to this setting.

For $k = n$ players, our model is equivalent to the congested clique [23] if each player obtains exactly one vertex. Thus our approach also yields a communication-efficient dynamic algorithm for the latter model. We elaborate this point in more detail in Section 4.

Local Memory. Analogously to the congested clique and the $k$-machine model, we do not impose a restriction on the local memory of the players. Note that this stands in contrast to the popular Massively Parallel Computation (MPC) model of [21], where the memory of each machine (i.e., player) is limited, which in turn limits the amount of information any machine can receive in a single round.

We point out that our algorithm is nevertheless space-efficient, in the sense that each player $P_i$ uses at most $O(\max\{n, |G[V(P_i)]|\} \cdot \log n)$ bits of local memory, where $|G[V(P_i)]|$ is the size of the subgraph induced by $P_i$’s hosted vertices and their incident edges.

1.1 Our Contributions

We present the first bounds for maximal matching in the $k$-clique message passing model under batch-dynamic updates, where each batch consists of at most $\ell$ edge additions or deletions. We start by determining lower bounds on the necessary update time of any algorithm:

> **Theorem 1.** Consider any randomized algorithm for maximal matching in the $k$-clique message passing model that initially constructs a maximal matching (w.h.p.), and is guaranteed to recompute a maximal matching with an update time of $T$ (w.h.p.), assuming $\ell$ edge-updates per batch, for any $\ell \leq n/2k$ and $k \leq \sqrt{n}/\log n$. Then, the following hold:

1. $T = \Omega(\frac{\ell \log k}{k^2 \log n})$ rounds, against an oblivious adversary;
2. $T = \Omega(\frac{\ell}{k \log n})$ rounds, against an adaptive adversary.

These results hold for any number of initialization rounds, and even if the players have access to shared randomness.

We point out that there is a naïve way to obtain an update time of $O([\ell/k])$ rounds that applies to any problem in this setting, if we allow a prohibitively large initialization time of $O(m/k) = O(n^2/k)$ rounds, for an input graph with $m$ edges. To see why this is the case, observe that every player can learn the entire input graph within $O(m/k)$ rounds, considering that an edge fits into a message of $O(\log n)$ bits and a player can receive $O(k)$
messages per round. Then, upon any batch of \( \ell \) updates, each player simply sends all its updates to every other player, which, by using a simple information dissemination technique (see Lemma 8), takes \( O(\ell/k) \) rounds. Since every player knew the entire graph from the initialization phase and has learned about all edge-changes, all players also know the updated graph and thus can locally compute the new solution without further communication. Apart from the slow initialization time, we emphasize that this naïve approach requires each player to have \( \Omega(m) \) bits of local memory, which is unrealistic when considering large data sets.

We present a randomized algorithm that has a significantly faster initialization time of \( O(\frac{\ell}{k} \log n) \) rounds, nearly matching the bounds of Theorem 1 up to a factor of \( (k \cdot \log n) \) in the case of an oblivious adversary. For an adaptive adversary, we are able to further narrow the gap between lower and upper bound to just a \( (\sqrt{k} \cdot k \cdot \log n) \)-factor.

**Theorem 2.** Suppose that the adversary may add or delete up to \( \ell \) edges per batch. There exists a randomized dynamic algorithm for maximal matching that has an initialization time of \( O\left(\frac{\ell}{k} \log n \right) \) rounds with high probability (in \( n \)), and each player \( P_i \) uses at most \( O(\max\{n, |G[V(P_i)]|\} \cdot \log n) \) bits of local memory. The update time \( T \) is bounded as follows:

1. **Oblivious adversary:** \( T = O\left(\left\lceil \frac{\ell}{k} \right\rceil \log k \right) \) rounds w.h.p. (in \( k \)), and \( T = O\left(\left\lceil \frac{\ell}{k} \right\rceil \log n \right) \) rounds w.h.p. (in \( n \)).

2. **Adaptive adversary:** \( T = O\left(\left\lceil \frac{\ell}{\sqrt{k}} \right\rceil \log k \right) \) rounds w.h.p. (in \( n \)).

In Section 4, we show that our techniques lead to communication-efficient algorithms in the congested clique, in the sense that the message complexity is proportional to the number of updates.

### 1.2 Related Work

We start by describing prior work that considers dynamic updates in the \( k \)-machine model and the MPC model [21], as these are most closely related to our setting. While the \( k \)-machine model has been considered for a wide variety of problems such as PageRank approximation [26] and graph clustering [7], to the best of our knowledge, the only work studying dynamically-changing graphs in the \( k \)-machine model is the result of Gilbert and Lu [15] on minimum spanning trees (MSTs). The primary technique used in their work is applying Euler Tours, which facilitates updating an MST in response to edge updates. The (static) maximal matching problem has not been studied in the \( k \)-machine model. While the approach of [5] provides a way to translate existing PRAM maximal matching algorithms to the \( k \)-machine model, their work crucially relies on a balanced edge partitioning, and thus is not applicable to the \( k \)-clique message passing model, where we assume vertex partitioning.

The paper [20] initiated dynamic problems in the MPC model and presented dynamic MPC algorithms for connectivity, minimum spanning tree and several matching problems. They also explored the relationship between classical dynamic algorithms and dynamic algorithms in the MPC model. Following the dynamic connectivity algorithms in the MPC model under a batch of updates [13], Nowicki and Onak [25] further studied dynamic MPC algorithms for minimum spanning forest, 2-edge connected components, and maximal matching with batch updates.

One may find that \( k \)-machine model and the MPC model share some similarities. We should notice that the major difference between the \( k \)-machine model and the MPC model is that, in the \( k \)-machine model, the total bandwidth is \( O(k^2 \log n) \) while the MPC model
has a total bandwidth $\tilde{O}(m)$ where $m$ is the number of edges of the input graph. In the MPC model, each machine can load all its input to other machines in one round, but in the $k$-machine model, this takes at least $\Omega(S/k)$ rounds where $S$ is an upper bound on the number of edges incident to the vertices hosted by each machine. In [25], their idea to deal with a batch of updates happening on a maximal matching is to reduce it to a maximal matching problem on a graph with vertex cover size at most $O(k)$, which can be solved by static algorithms of maximal matching in [8]. Note that the total bandwidth in the $k$-clique message passing model is $O(k^2 \log n)$ bits per round, and thus it is unclear how to efficiently run dynamic algorithms designed for the MPC model in our setting.

Since the pioneering work of [10], several advancements have been made in the field of dynamic distributed models, e.g., [6, 9, 11]. Notably, [9] gave dynamic algorithms for maximal matching in the CONGEST model using $O(1)$ amortized time complexity but the worst case time complexity is $O(n)$. Recently, [14] conducted a study on dynamic problems in the CONGEST model and Congested Clique model. They demonstrated that for any problem, there exists a batch-dynamic congested clique algorithm using $O(\lceil \alpha/n \rceil)$ rounds and $O(m \log n)$ bits of auxiliary state when there are $\alpha$ edge label changes in a batch. Also [4] gave distributed dynamic algorithms for some classical symmetry breaking problems and their techniques are majorly based on dynamic algorithms in the centralized settings.

### 2 A Lower Bound for Batch-Dynamic Maximal Matching

In this section, we prove Theorem 1. We first present the proof for the oblivious adversary, which is technically more involved, due to the fact that the adversary neither controls the input partition nor has any knowledge of the current maximal matching when choosing the updates.

For both cases, oblivious and adaptive adversaries, we consider the following lower bound graph $G$, formed by $q = n/3$ disjoint line segments $L_1, \ldots, L_q$, and each $L_i$ consists of three nodes $x_{i,1}, x_{i,2},$ and $x_{i,3}$ that are connected by a path of length 2; for simplicity, we assume that $n/3$ and $n/k$ are integers. Figure 1a gives an example of this construction. If a vertex $u$ is part of the line segment $L_j$, we say that $j \in [q]$ is the index of $u$.

#### 2.1 Oblivious Adversary

Initially, the algorithm computes some maximal matching on $G$. Thus, there exists a set $S$ of $q = n/3$ unmatched vertices in total, and $S$ contains exactly one unmatched vertex per line segment. For a player $P_i$, we define $U_i \subseteq [q]$ to be the set of corresponding line segment indices of the vertices in $S$ that are hosted by $P_i$. Let $U'_i \subseteq U_i$ denote the indices of the unmatched vertices at $P_i$ such that, for every $j \in U'_i$, player $P_i$ hosts only the (single) unmatched vertex of line segment $L_j$, and neither of the other two matched vertices in $L_j$. We define the event $\text{Lrg}$ (“large”) as

$$\text{Lrg} = \bigwedge_{i=1}^{k} \left( |U'_i| \geq |U_i| - \frac{12n}{k^2} \right),$$

which captures the case when every set $U'_i$ is of sufficiently large size. We now show that $\text{Lrg}$ is very likely to occur.\(^1\)

\(^1\) Omitted proofs will appear in the full version of the paper.
\textbf{Lemma 3.} Event \( L_{rg} \) occurs with probability at least \( 1 - n^{-\Omega(1)} \).

Clearly, there must exist a player \( P_i \) that hosts a set of at least \( q/k = n/3k \) unmatched vertices after computing the initial matching, i.e., \( |U_i^1| \geq n/3k \), and this invariant remains true even when conditioning on event \( L_{rg} \). For the remainder of the proof of Theorem 1, we focus on the amount of information learned by \( P_i \) during the course of the update procedure. Define \( L_{rg(U_i^1)} \) to be the event that \( U_i^1 \) is “large”, formally,

\[
|U_i^1| \geq \frac{n}{3k} - \frac{12n}{k^2} \geq \frac{n}{6k}.
\]  

(2)

Note that the second inequality holds for sufficiently large \( n \), since \( k = \omega(1) \) and \( k = 0(n) \) by assumption. Clearly, \( L_{rg(U_i^1)} \) is implied by event \( L_{rg} \), and hence we immediately obtain the following from Lemma 3:

\textbf{Lemma 4.} Event \( L_{rg(U_i^1)} \) (see Ineq. (2)) occurs with probability at least \( 1 - n^{-\Omega(1)} \).

\textbf{Adversarial Strategy.} The adversary samples a set of indices \( I \), by independently including each \( i \in [q] \) with probability \( \frac{\ell}{n} \), i.e., \( |I| = \frac{\ell q}{n} = \ell/3 \) in expectation. If the resulting set \( I \) has a size greater than \( \ell \), the adversary simply restarts the sampling process until \( |I| \leq \ell \).

Then, for each \( i \in I \), the adversary removes one of the two edges of segment \( L_i \), chosen independently and uniformly at random.

Let \( A \subseteq I \) be the set of affected indices, which contains every index \( i \in I \), for which the adversary deletes the matched edge \( e \) of \( L_i \), i.e., \( e \) is not incident to the unmatched vertex in \( L_i \). We define \( A_1 = A \cap U_i^1 \), i.e., \( A_1 \) is the subset of indices \( i \), such that:

1. the only vertex of \( L_i \) hosted by player \( P_i \) is the unmatched vertex \( v \in L_i \), and
2. the adversary has deleted the matched edge of \( L_i \), which is not incident to \( v \).

Let \( \text{Bal}_{A_1} \) be the event that \( |A_1| \) is “balanced” with respect to \( U_i^1 \), which is true if

\[
|A_1| \in \left[ \frac{\ell}{4n} |U_i^1|, \frac{4\ell}{n} |U_i^1| \right].
\]  

(3)

\textbf{Lemma 5.} For a given \( U_i^1 \) and conditioned on \( L_{rg(U_i^1)} \), event \( \text{Bal}_{A_1} \) occurs, i.e., Eq. 3 holds, with probability at least \( 1 - n^{-\Omega(1)} \).

\textbf{Notation.} We slightly abuse notation and write “\( P_i \)” to refer to the random variable that represents the local state of player \( P_i \) after the adversary removes the edges but before any update-computation of the algorithm has taken place; we assume that the local state also includes the public random bits. We frequently compute the conditional entropy of a random variable \( X \) with respect to a random variable \( Y \) and some event \( Z = z \). To improve readability, we use the notation \( H(X \mid Y, z) \) to mean \( H(X \mid Y, Z = z) \), i.e., the conditional entropy of \( X \) with respect to random variable \( Y \) conditioned on event \( Z = z \).

\textbf{Lemma 6.} \( H(\left| A_1 \right| = a, P_1 = p_1, U_i^1 = u_i^1, \text{Bal}_{A_1}, L_{rg(U_i^1)}) = \frac{\ell}{k} \cdot \log_2 \left( \frac{n}{\ell} \right) \)

\textbf{Proof.} Define \( p(a_1) = \Pr \left[ A_1 = a_1 \mid a, p_1, u_i^1, \text{Bal}_{A_1}, L_{rg(U_i^1)} \right] \). To obtain a bound on \( p(a_1) \) that holds for any given \( a_1 \), we need to estimate the number of possible choices for \( A_1 \) under the given conditioning. Since \( A_1 \subseteq U_i^1 \) and \( |A_1| = a \), there are \( \binom{|U_i^1|}{a} \) possible ways for choosing
The input graph consists of \( q = n/3 \) line segments, each of length 2.

The thick blue edges show the maximal matching after removing the (matched) edge \( \{x_1, 2, x_1, 3\} \). Player \( P_1 \) hosts \( x_1, 1 \) and \( x_2, 1 \).

Figure 1 The lower bound graph construction. After the adversary deletes the matched edge \( \{x_1, 2, x_1, 3\} \) in the graph shown in Figure 1b, player \( P_1 \), who is unaware of this update, must learn about it from another player to know that it needs to output \( \{x_1, 1, x_1, 2\} \) as part of the matching.

A1. Recall that the adversary chooses the indices in \( A \) (and hence also \( A_1 \)) independently from the vertex partitioning, which tells us that \( A_1 \) has uniform probability over the \(|u'_1| \) possible choices. We have

\[
\log_2 \frac{1}{p(a_1)} \geq \log_2 \binom{|u'_1|}{a} \\
\text{(since } n^k \geq \binom{n}{k} \text{) } \geq a \cdot \log_2 \frac{|u'_1|}{a} \\
\text{(since } \text{Bal}_{A_1} \text{ implies } a \in [(\ell/4n)|u'_1|, (\ell/n)|u_1|]) \geq \frac{\ell}{4n} |u'_1| \cdot \log_2 \left( \frac{n}{\ell} \right) \\
\text{(since } \text{Lrg}_{U'} \text{ implies } |u'_1| \geq 6n/k) = \Omega \left( \frac{\ell}{k} \cdot \log_2 \left( \frac{n}{\ell} \right) \right).
\]

(4)

It follows that

\[
H[A_1 | a, p_1, u'_1, \text{Bal}_{A_1}, \text{Lrg}_{U'}] = \sum_{a_1} p(a_1) \cdot \log_2 \frac{1}{p(a_1)} \\
\text{(by (4))} \geq \Omega \left( \frac{\ell}{k} \log \left( \frac{n}{\ell} \right) \right) \sum_{a_1} p(a_1) = \Omega \left( \frac{\ell}{k} \log \left( \frac{n}{\ell} \right) \right).
\]

We now combine Lemmas 4, 5, and 6 to bound the initial uncertainty about the set \( A_1 \) from the point of view of player \( P_1 \). For an event \( \mathcal{E} \), we use \( 1_\mathcal{E} \) to denote the indicator random variable that is 1 if and only if \( \mathcal{E} \) occurs. Since conditioning on a random variable cannot increase the entropy, we have
\[ H[A_1 | P_1] \geq H[A_1 | P_1, U'_1, L_{rgU'_1}] \]
\[ \geq \mathbb{P}[L_{rgU'_1}] H[A_1 | P_1, U'_1, L_{rgU'_1}] \]
(by Lem. 4)
\[ \geq \frac{1}{2} H[A_1 | P_1, U'_1, L_{rgU'_1}] \]
\[ = \frac{1}{2} \sum_{u'_1} \mathbb{P}[U_1 = u'_1 \mid L_{rgU'_1}] \cdot H[A_1 | P_1, U'_1 = u'_1, L_{rgU'_1}] \]
\[ \geq \frac{1}{2} \sum_{u'_1} \left( \mathbb{P}[u'_1 \mid L_{rgU'_1}] \cdot H[A_1 | P_1, 1_{Bal_A}, u'_1, L_{rgU'_1}] \right) \cdot \mathbb{H}[A_1 | P_1, 1_{Bal_A}, u'_1, L_{rgU'_1}] \]
(by Lem. 5)
\[ \geq \frac{1}{2} \sum_{u'_1} \mathbb{P}[u'_1 \mid L_{rgU'_1}] \cdot H[A_1 | P_1, 1_{Bal_A}, u'_1, L_{rgU'_1}] \]
\[ = \frac{1}{2} \sum_{u'_1} \mathbb{P}[u'_1 \mid L_{rgU'_1}] \cdot \sum_{a,p_1} \left( \mathbb{P}[A_1 = a, P_1 = p_1 \mid Bal_A, u'_1, L_{rgU'_1}] \cdot H[A_1 \mid a, p_1, u'_1, Bal_A, L_{rgU'_1}] \right) \]
(by Lem. 6)
\[ = \Omega \left( \frac{\ell}{k} \cdot \log_2 \left( \frac{n}{\ell} \right) \right) \sum_{u'_1} \mathbb{P}[u'_1 \mid L_{rgU'_1}] \cdot \sum_{a,p_1} \mathbb{P}[a, p_1 \mid Bal_A, u'_1, L_{rgU'_1}] \]
\[ = \Omega \left( \frac{\ell}{k} \cdot \log_2 \left( \frac{n}{\ell} \right) \right) \tag{5} \]

where the final step follows because both of the sums over the probabilities evaluate to 1.

Let random variable Out be the edges that are output by \( P \) as part of the maximal matching after the update is complete, and let 1_corr be the indicator random variable that the algorithm succeeds, which equals 1 with high probability according to the premise of the theorem.

\[ \textbf{Lemma 7.} \ H[A_1 \mid \text{Out}, P_1] = O(1). \]

\[ \textbf{Proof.} \] By the chain rule of conditional entropy, we have
\[ H[A_1 \mid \text{Out}, P_1] \leq H[A_1, 1_{\text{corr}} \mid \text{Out}, P_1] \]
\[ \leq H[A_1 \mid 1_{\text{corr}}, \text{Out}, P_1] + H[1_{\text{corr}} \mid \text{Out}, P_1] \]
(since \( H[1_{\text{corr}} \mid \text{Out}, P_1] \leq 1 \))
\[ \leq H[A_1 \mid 1_{\text{corr}}, \text{Out}, P_1] + 1 \]
\[ = \mathbb{P}[1_{\text{corr}} = 1] H[A_1 \mid \text{Out}, P_1, 1_{\text{corr}} = 1] \]
\[ + \mathbb{P}[1_{\text{corr}} = 0] H[A_1 \mid \text{Out}, P_1, 1_{\text{corr}} = 0] + 1. \]
\[ \leq H[A_1 \mid \text{Out}, P_1, 1_{\text{corr}} = 1] \]
\[ + \mathbb{P}[1_{\text{corr}} = 0] H[A_1 \mid 1_{\text{corr}} = 0] + 1. \]
(since \( \mathbb{P}[1_{\text{corr}} = 0] \leq 1/n \))
\[ \leq H[A_1 \mid \text{Out}, P_1, 1_{\text{corr}} = 1] + \frac{1}{n} H[A_1 \mid 1_{\text{corr}} = 0] + 1. \]
\[ \leq H[A_1 \mid \text{Out}, P_1, 1_{\text{corr}} = 1] + O(1), \] where the final step follows since \( H[A_1 \mid 1_{\text{corr}} = 0] = O(n). \)
Conditioned on the event $1_{\text{Corr}} = 1$, player $P_1$ must output the edge incident to every previously unmatched vertex $v \in L_j$, for all $j \in A_1$; see Figure 1b on page 7 for an example. This means that $P_1$ must have learned the entire set of indices in $A_1$ by the time the algorithm completes its update, which implies that

$$H[A_1 \mid \text{Out}_1, P_1, 1_{\text{Corr}} = 1] = 0,$$

and completes the proof of Lemma 7. ◼

Let $\Pi$ be the transcript of messages received by player $P_1$ during the update. Note that $\text{Out}_1$ is a function of $\Pi$ and the local state of $P_1$, which includes the public randomness. By the data-processing inequality, it follows that

$$I[\Pi : A_1 | P_1] \geq I[\text{Out}_1 : A_1 | P_1] = H[A_1 | P_1] - H[A_1 | \text{Out}_1, P_1]$$

(by Ineq. (5) and Lem. 7) \geq \Omega\left(\frac{\ell}{k} \log \left(\frac{n}{\ell}\right)\right) - O(1)

= \Omega\left(\frac{\ell}{k} \log k\right),

(8)

where the final step follows since $\ell \leq n/2k$, according to the premise of the theorem. In each round, player $P_1$ can receive at most $c \log n$ bits over every one of its $k - 1$ communication links, for some constant $c \geq 1$. Thus there are

$$2^c \log n + 1 \leq 2^c \log n + 1$$

possible messages (including the empty message) that $P_1$ may receive from a distinct player $P_j$ in a single round. Let $M_r$ be the concatenation of the messages that $P_1$ receives in a given round $r$ from the $k - 1$ other players. By the above derivation, there are at most $2^c (k - 1) \log n + 1$ possible values for $M_r$. Let $T$ denote the worst case update time of player $P_1$, and note that $\Pi = M_1 \ldots M_T$. It follows that there are at most $2^{c(k - 1) T \log n + 1}$ possible values for $\Pi$. The entropy $H[\Pi]$ is maximized when $\Pi$ is uniformly distributed, i.e.,

$$H[\Pi] \leq \log_2 2^{c(k - 1) T \log n + 1},$$

and (8) implies that

$$c(k - 1) T \log n + 1 \geq H[\Pi] \geq I[\Pi : A_1 | P_1] = \Omega\left(\frac{\ell}{k} \log k\right).$$

This shows that $T = \Omega\left(\frac{\ell \log k}{c^2 \log n}\right)$, as required.

2.2 Extending the Proof to the Adaptive Adversary

We now consider the adaptive adversary, who not only determines the initial (balanced) vertex partitioning, but is also aware of the current state of the nodes, which, in particular includes the computed maximal matching. As before, we focus on the graph $G$ that consists of a collection of $q$ disjoint line segments $L_1, \ldots, L_q$, where each $L_i = (x_{i,1}, x_{i,2}, x_{i,3})$ forms a path of length 2 on vertices $x_{i,1}, x_{i,2}$, and $x_{i,3}$; see Figure 1a on page 7. To simplify the presentation, we assume that $\frac{1}{\sqrt{q}} = \frac{1}{\sqrt{2}}$ is an integer. Conceptually, we view the graph as an $(q \times 3)$-size checkerboard $B$ where $x_{i,j}$ is located at coordinate $(i, j)$. It is possible to tile
$\textbf{Fact 1.}$ Every player hosts at most 1 vertex per line segment.

Observe that any maximal matching must leave exactly one vertex per line segment unmatched. Similarly to the oblivious case, there must exist a player $P$ who hosts a set $S_P$ of at least $n/3k$ unmatched vertices. A crucial difference, however, is that the adaptive adversary knows $P$ and $S_P$ when selecting the edge updates. We define $I_P$ to be the set of indices of the line segments that have a vertex in $S_P$, and note that Fact 1 implies that $|I_P| \geq n/3k$.

Then, the adversary samples a set $A_P \subseteq I_P$ of size $\ell$ uniformly at random, and deletes the matched edge $e_i \in L_i$ from the graph, for each line segment $L_i$ with an index $i \in A_P$. As player $P$ hosts no vertex incident to $e_i$, it is unaware of these deletions unless it communicates with the other players. Observe that there are

$$\binom{|I_P|}{\ell} \geq \binom{n/3k}{\ell}$$

choices for $A_P$, all of which are equally likely. It follows that

$$H[A_P \mid P] \geq \log_2 \left( \frac{n/3k}{\ell} \right)^{\ell}$$

$$\geq \log_2 \left( \frac{n/3k}{\ell} \right)^{\ell}$$

$$= \ell \cdot \log_2 \left( \frac{n}{3k\ell} \right)$$

(since $\ell \leq n/2k$) = $\Omega(\ell)$.

Similarly to the analysis for the oblivious adversary we obtain that, conditioned on the output of $P$, the entropy of $A_P$ becomes close to 0. Thus it follows that player $P$ needs to learn at least $\Omega(\ell)$ bits of information while executing the update algorithm, which takes $\Omega\left( \frac{\ell}{\pi \log n} \right)$ rounds.
3 An Algorithm for Batch-Dynamic Maximal Matching

In this section, we describe an algorithm that satisfies the bounds claimed in Theorem 2, and prove its correctness.

We first describe some information dissemination tools that our algorithm makes frequent use of. In particular, the next lemma provides a technique for efficiently spreading a set of messages to all players.

Lemma 8 (Spreading). Suppose that there are $N$ tokens, each of size $\Theta(\log n)$ bits, located at arbitrary players. There exists a deterministic algorithm Spreading such that each player can receive all $N$ tokens in $O\left(\lceil \frac{N}{k} \rceil \right)$ rounds.

Proof. We describe the Spreading algorithm and argue the claimed time complexity bound. Suppose player $P_i$ holds a set of $x_i$ tokens initially, and recall that $\sum_{i=1}^{k} x_i = N$.

1. Redistribution: $P_i$ splits this set into batches of size exactly $k - 1$ (with the possible exception of the last batch). Then, in parallel for each $j \in [k - 1]$, player $P_i$ sends the $j$-th token of the first batch to the player that it is connected to via its $j$-link. Afterwards, it proceeds with the second batch and so forth. All players perform this in parallel until all of their batches of size exactly $k - 1$ have been processed. This process completes in $O\left(\frac{N}{k} \right)$ rounds.

At this point, each player $P_i$ has $x'_i \leq k - 2$ tokens left that it has not yet redistributed. Next, the players exchange the counts $x'_1, \ldots, x'_k$, which takes $O(1)$ rounds. Every player $P_a$ fixes some arbitrary order $m_1^a, \ldots, m_k^a$ of its tokens, and, for every $j \in [x'_a]$, locally computes the rank of token $m_j^a$, denoted by $r(m_j^a)$, as

$$r(m_j^a) = \sum_{i=1}^{a-1} x'_i + j.$$  

It is straightforward to verify that this results in a unique rank for all tokens of all players. Then, $P_a$ sends the token with rank $r$ to player $P_{(r \mod k) + 1}$. Since $x'_a \leq k - 2$, all remaining tokens can be sent in parallel in just a single round. This ensures that every player $P_i$ holds a set $T_i$ of at most $O\left(\frac{N}{k} \right)$ tokens locally.

2. Dissemination: $P_i$ sequentially broadcasts every token in its set $T_i$ to all players. After $O\left(\frac{N}{k} \right)$ rounds, every player is guaranteed to have received every token.

3.1 Initialization

The initialization phase of our randomized algorithm simply computes a maximal matching on the input graph. As a maximal matching in a graph $G$ is equivalent to a maximal independent set (MIS) in its line graph $L_G$, a common approach is to simulate an MIS algorithm on $L_G$. However, in contrast to the congested clique model, the overhead of sending $O(m)$ messages for simulating $L_G$ is too expensive in our setting, as the total available bandwidth in a single round is only $O(k^2 \log n)$ bits. Instead, we employ the maximal matching algorithm of Israeli and Ittai [19]. As we also leverage this algorithm for handling the updates under an oblivious adversary, we describe its implementation in the $k$-clique message passing model in more detail.

Every player keeps track of a Boolean variable $\text{matched}_u$, initialized to 0, for each of its hosted vertices $u$, which indicates if an edge incident to $u$ is included in the matching. We now describe a single iteration of the algorithm of [19]:
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1. **Edge Sampling Step:** Every player \( P \) uniformly at random chooses an incident edge \( e = \{u,v\} \), for each of its vertices \( u \), and sends a \( \langle \text{marked}, e \rangle \) message to player \( P(v) \) via Spreading. Conceptually, we consider the marked edge \( e' = \{u,v'\} \) to be a directed edge \( e'' = (u,v') \) (pointing from \( u \) to \( v' \)) and use \( \tilde{G} \) to denote the directed graph consisting of the sampled edges of all players. After this step, every player \( P \) knows the subgraph of \( \tilde{G} \) induced by the marked edges that are incident to its own vertices.

2. **Reduce In-degrees Step:** Player \( P \) chooses a random incoming edge \( e' = (v',u) \in E(\tilde{G}) \) for each of its vertices \( u \) (if any), and sends a \( \langle \text{selected}, e' \rangle \) message to player \( P(v') \) via Spreading. Let \( \bar{G} \) be the undirected graph that only consists of all edges \( e \), for which a \( \langle \text{marked}, e \rangle \) as well as a \( \langle \text{selected}, e \rangle \) message was sent.

3. **Match-up Step:** Next, each player \( P \) samples, for each of its vertices \( u \) in \( \bar{G} \), an incident edge \( e'' = \{u,v''\} \in E(\bar{G}) \) uniformly at random, and sends \( \langle \text{request}, e'' \rangle \) to \( P(v'') \). If \( P \) also receives a \( \langle \text{request}, e'' \rangle \) message from \( P(v'') \), then it sets \( \text{matched}, u \leftarrow 1 \) (and \( P(v'') \) will set \( \text{matched}, v'' \leftarrow 1 \) in turn).

4. **Pruning Step:** Consider an edge \( e = \{u,v\} \) that was matched in the previous step, and suppose that the ID of \( u \) is smaller than the ID of \( v \). We say that player \( P(u) \) is responsible for \( e \). Finally, we need to compute the residual graph that does not include any edges to already matched nodes. To this end, each player \( P \) creates a message \( \langle \text{matched}, e \rangle \), for every edge \( e \) for which it is responsible, and this message is sent to every other player via Spreading. After these exchanges, the players have learned about all edges that have at least one matched endpoint, which they discard from the graph. The players locally check whether there are any edges remaining and, if so, proceed to the next iteration. The maximal matching is simply the union over the matchings obtained in the individual phases.

The next lemma quantifies the performance of this algorithm in the \( k \)-clique message passing model:

**Lemma 9.** Consider an \( n' \)-node graph \( G' \) in which the vertices are partitioned among \( k \) players, either randomly or in a balanced manner. Then, there exists a maximal matching algorithm that terminates in \( O \left( \left\lceil \frac{n'}{k} \right\rceil \log n' \right) \) rounds with high probability (in \( n' \)).

Our algorithm ensures that the following invariant holds after the initialization phase and every time the algorithm has completed the computation of the new matching following a batch of edge updates:

**Invariant 1.** Every player knows, for each of its hosted vertices \( v \), the matched edge incident to \( v \) (if any), and, for each neighbor \( u \) of \( v \), it knows whether \( u \) is matched.

By instantiating Lemma 9 with the initial input assignment, i.e., \( n' = n \), we immediately obtain the following:

**Lemma 10.** The initialization time is \( O \left( \frac{n}{k} \log n \right) \) rounds with high probability and Invariant 1 holds.

Recall that a batch of updates may consist of \( \ell_1 \) edge deletions and \( \ell_2 \) edge insertions, where \( \ell_1 + \ell_2 \leq \ell \). Conceptually, our algorithm treats this as two separate update steps with batches of size \( \ell_1 \) and \( \ell_2 \), respectively. This allows us to assume that each batch contains only one type of edge-update in the following two subsections.

### 3.2 Edge Insertions

**Lemma 11.** If the (oblivious or adaptive) adversary inserts a batch of \( \ell \) edges, then the update time is \( O(\ell/k) \) rounds and Invariant 1 holds.
A maximal matching \(\{e_1, e_2, e_3\}\) in graph \(G\).

The adversary has deleted edges \(e_2\) and \(e_3\) from \(G\). The light orange-shaded nodes form \(V_f\), whereas \(V'\) consists of the dark green-shaded nodes.

**Figure 3** The residual graph after edge deletions.

**Proof.** If an edge is inserted between vertices \(u\) and \(v\), and one of them is already matched, there is nothing to do. Thus, assume that all edges are inserted between unmatched nodes. Every player that hosts a vertex incident to some of the inserted edges sends the IDs of the endpoints of these edges to player \(P_1\). Since this amounts to \(O(\ell \log n)\) bits in total, \(P_1\) can receive all of these messages in \(O(\ell/k)\) rounds. Then, \(P_1\) locally computes a maximal matching \(M'\) on the subgraph induced by the edges that were inserted between unmatched nodes and sends \(M'\) to every other player. Since \(|M'| = O(\ell)|\), this again takes \(O(\ell/k)\) rounds. From this information, each player learns about all newly matched edges that are incident to its own vertices, which ensures that Invariant 1 is satisfied.

3.3 Edge Deletions

We now focus on the significantly more difficult case of handling deletions of \(\ell\) edges. Since our algorithm can simply ignore deletions of non-matched edges, we assume that all removed edges were part of the current matching.

Conceptually, we split these updates into \([\ell/\beta]\) smaller mini-batches and process one mini-batch at a time. All mini-batches have a size of exactly \(\beta\), with the possible exception of the last one, which contains at most \(\beta\) updates. For the oblivious adversary, we choose a mini-batch size of \(\beta = k\), whereas, for the adaptive adversary, we set \(\beta = \lceil \sqrt{k} \rceil\).

For a given subset of vertices \(S \subseteq V(G)\), let \(G[S]\) denote the subgraph induced by \(S\). Suppose that we are given some (not necessarily maximal) matching \(M\) in \(G\). We say that a vertex is free or unmatched, if it does not have an incident edge in \(M\). We define the free degree \(f_{G,M}(u)\) of a node \(u\) to be the number of neighbors incident to \(u\) in \(G\) that are free according to the matching \(M\). For a given matching \(M'\) in \(G[S]\), we sometimes abuse notation and simply write \(f_{S,M'}(u)\) instead of \(f_{G[S],M'}(u)\); we omit the subscripts when they are clear from the context.

The next lemma captures important properties of the resulting graph obtained right after the adversary has deleted a set of edges, denoted by \(D\). We define \(V_f\) to be the set of unmatched nodes incident to edges in \(D\), and let \(V' \subseteq V(G) \setminus V_f\) be the set of unmatched vertices that have neighbors in \(V_f\). Figure 3 gives an example of these sets.

> **Lemma 12.** Suppose that Invariant 1 holds in the current graph \(G\) with maximal matching \(M\). Assume that the adversary deletes a set \(D\) of at most \(\beta\) edges, and let \(G'\) denote the resulting graph. Then:
> (a) \(|V_f| \leq 2\beta|;\)
> (b) for all \(u \in V'\) we have \(f_{G,M}(u) \leq 2\beta|;\)
> (c) \(V'\) is an independent set in \(G\) (i.e., \(G[V']\) contains no edges).
Proof. Property (a) is immediate from the fact that at most $\beta$ edges are deleted. Next, consider Property (c): Recall that every $v \in V'$ was itself unmatched in $G$. Since Invariant 1 ensures that the algorithm has computed a maximal matching on $G$, there cannot be any edge between nodes in $V'$.

Finally, for Property (b), observe that (c) implies $f_{G,M}(v) = 0$ for all $u \in V'$, and the only way that the free degree of $v$ can increase in $G'$ is if $u$ is connected to some of the nodes in $V_f$.

For simplicity, we assume that the given mini-batch of updates results in the deletion of a set $D$ of exactly $\beta$ edges from $G$ that were part of the matching $M$, yielding the graph $G'$.

3.3.1 Special Case: Updating Graphs with High Free Degree in $O(1)$ Rounds

Before we explain the details of our general update algorithm in Section 3.3.2, we first give a simple and time-optimal way of handling graphs where every node has a high free degree.

As a first step, every player sends the IDs of all its nodes that are in $V_f$ to every other player via Spreading, and hence every player learns the IDs of all nodes of $V_f$. Let $L = (v_1, v_2, \ldots, v_k\beta)$ be an ordering of the vertices in $V_f$ in increasing order of their IDs. By locally processing the vertices in $V_f$ sequentially according to $L$, each player $P$ tries to pair up every node $v_i \in V_f$ with some edge $e_i$ that connects $v_i$ to one of its unmatched neighbors $w \in V' \cap V(P)$, if available. If $P$ pairs up a free vertex $w$ with $v_i$, then it marks $w$ as taken, and does not consider it when pairing up the remaining nodes $v_{i+1}, \ldots, v_{2\beta}$. Once it has processed the entire list $L$, player $P$ sends the paired-up edges $\{v_i, w\}$ and $\{v_{i+\beta}, w'\}$ directly to $P_e$, for each $i \in [1, \beta]$; if $P$ was unable to find a suitable edge for a vertex, it simply omits the corresponding message.

Consequently, every player $P_i$ receives at most 2 edges from each of the $k - 1$ other players. Subsequently, $P_i$ performs a local “filtering” step by discarding from the received edges all but one incident edge $e_i$ for $v_i$ and an incident edge $e_{i+\beta}$ for $v_{i+\beta}$. If $e_i$ exists, then it becomes part of the matching, and we handle $e_{i+\beta}$ analogously. Then, $P_i$ broadcasts the (at most two) matched edges to all other players, and each player updates the incident matched edges of its vertices accordingly.

Lemma 13. Let $G$ be a dynamic graph where, for every vertex $u$, it holds that $f_{G,M}(u) \geq 2(k\beta + \beta) + 1$. There exists an deterministic algorithm that can update the maximal matching in constant rounds.

Proof. We first show that every node $u$ with $f_{G,M}(u) \geq 2(k\beta + \beta) + 1$ is matched: Each time that a player $P$ pairs-up a node $v_i \in V_f$, which occurs at index $i$ of the ordered list $L$, with one of its neighbors $w \in V(P) \cap V'$, this may reduce the available edges for pairing up a node $v_j$ ($j \in [i + 1, 2\beta]$) by at most one. Note that $w$ itself does not occur in $L$. According to the algorithm, there are $k$ players that are executing this pair-up process in parallel for $v_i$, and thus there are at most $2k\beta$ nodes in $V'$ that are used for pairing up. Since $v_j$ has at most $2\beta$ neighbors in $V_f$, it follows that the number of unpaired free neighbors of $v_j$ in $V'$ is at least $f_{G',M}(v_j) - 2k\beta - 2\beta$. If $v_j$ has high free degree, then $f_{G',M}(v_j) - 2k\beta - 2\beta \geq 1$, and hence there is at least one edge $e$ available for being paired up with $v_j$ at any point in this process, which will be sent to the corresponding player $P_j$. It follows that any high free degree node is guaranteed to be matched and hence has an incident edge in $A_1$. 


Next, we argue that $M_1$ forms a valid matching on $G'$: Observe that all edges used for pairing-up have one endpoint in $V_f$ and the other in $V'$. Each vertex $v \in V'$ is used at most once during this process by the player who hosts $v$. Together with the fact that each player $P_i$ discards all but one edge for $v_i$ and $v_{i+\beta}$, this ensures that no edges in $A_1$ share an endpoint.

According to the algorithm, every player broadcasts its matched edges to everyone else and thus all players learn $M_1$. Finally, we show the claimed bound on the running time: The initial spreading of the $2\beta$ IDs in $V_f$ requires $O(\beta/k) = O(1)$ rounds, according to Lemma 8. For the process of pairing up vertices with edges, each player $P_i$ receives at most two messages from every other player, which means that $P_i$ can learn about all paired-up edges for vertices $v_i$ and $v_{i+\beta}$ within $O(1)$ rounds. Subsequently, $P_i$ broadcasts at most one message for $v_i$ and $v_{i+\beta}$ to every other player, which again takes $O(1)$ rounds.

### 3.3.2 High-level Overview

In our analysis, we will show that the algorithm maintains Invariant 1 at the end of its update step. We conceptually split the update algorithm into two phases. In Phase 1, we focus on the unmatched nodes in $V_f$ that have at least $2\beta + 1$ free neighbors in $V'$. We sample a free neighbor for each of these nodes and show that this process matches a constant fraction of these nodes with high probability in each iteration, by making use of the fact that the corresponding random variables are negatively correlated. Once the remaining number of these unmatched nodes is sufficiently small (i.e., $O(\log n)$), we sample a small subgraph of their free edges that we quickly disseminate to every player, enabling us to locally compute a matching for these nodes. In Phase 2, our approach depends on the type of adversary: For the oblivious adversary, we leverage the fact that the vertices are randomly partitioned among the players, and argue that we can directly use the same matching algorithm as in the initialization step. On the other hand, for the adaptive adversary, we use the fact that the size of the mini-batch is only $O(\sqrt{\beta})$, which, together with the degree reduction achieved in Phase 1, allows us to aggregate the entire subgraph induced by the remaining unmatched nodes in $V_f$ at a single player. In the remainder of this section, we give a detailed description of these two phases.

### 3.3.3 Phase 1

Let $T \subseteq V_f$ be the subset of nodes that each have at least $2\beta + 1$ unmatched neighbors in $V'$ with respect to $M_1$, where $M_1 = M \setminus D$. In this phase, our goal is to match all vertices in $T$. Recall that, at the start of Phase 1, each player $P$ learned the IDs and name of the respective player $P(u)$ of every vertex $u \in V_f$, and hence it also knows this information for every vertex in $T$.

Let $T_P$ be the subset of $T$ hosted by player $P$. Observe that $P$ knows $T_P$ since $V_f$ and $M_1$ are known to everyone. We use the shorthand $f_{V'}(u) = f_{G'}([u] \cup V'),M_1(u)$ for the number of unmatched neighbors of $u$ that are in $V'$, and we define $f^{(i)}_{V'}(u)$ to be the number of such neighbors hosted at player $P_i$, i.e., $f^{(i)}_{V'}(u) = f_{G'}([u] \cup V',V(P_i)),M_1(u)$. Note that $P_i$ can locally compute $f_{V'}(u)$ and $f^{(i)}_{V'}(u)$ for every $j \in [k]$ and every vertex $u \in V(P_i)$ from its knowledge of $M_1$ and $V_f$.

We perform a sequence of $\Theta(\log k)$ iterations: Our goal, in a given iteration, is to ensure that a node in $T$ has a constant probability of being matched to a node that is not in $T$. Note that $\Theta(\log k)$ iterations suffice, because Lemma 12 tells us that the size of the subgraph induced by $T$ and its (unmatched) neighbors in $V'$ is at most $O(\beta^2) = O(k^2)$.
All players execute the following process in parallel: For each \( u \in T_P \), player \( P \) first samples an index \( i \) from \([k]\) according to the probability distribution \( \left( \frac{f^{(i)}_{V'}(u)}{f_{V'}(u)}, \ldots, \frac{f^{(k)}_{V'}(u)}{f_{V'}(u)} \right) \).

Then, \( P \) sends a ⟨match-up!⟩ request for \( u \) to player \( P_i \), who in turn samples an unmatched neighbor \( v \) uniformly at random from the unmatched neighbors of \( u \) in \( V(P_i) \cap V' \), and considers the ⟨match-up!⟩ message as being “received by \( u \)”. If \( P_i \) does not receive any other ⟨match-up!⟩ message for \( v \) in this iteration, then it adds the edge \( \{u, v\} \) to the matching and also informs \( P \) about this. Note that all of these messages are sent via Spreading (see Lemma 8).

After processing all ⟨match-up!⟩ requests, each player \( P \) updates its set \( T_P \) by removing all nodes for which it found a matching in this iteration, as well as those nodes whose number of free neighbors in \( V' \) has dropped below \( 2\beta + 1 \). To fulfill these requirements, we need to ensure that a player knows when the free degree of one of its vertices changes, and thus we instruct each player to broadcast its newly matched nodes to everyone via Spreading (see Lemma 8). Then, every player \( P \) sends the new value of \( |T_P| \) to \( P_i \), who locally computes the sum, i.e., the updated size \( |T| \), and broadcasts this count to everyone. As long as \( |T| \geq c_1 \log n \), for a suitable constant \( c_1 > 0 \), the players move on to the next iteration by repeating the above process.

Lemma 14. If \( |T| \geq c_1 \log n \) at the start of an iteration, then a constant fraction of the nodes in \( T \) are matched with high probability.

Proof. We start our analysis by considering the probability of finding a matching for a node \( u \in T_P \) in a given iteration. According to the algorithm, a player \( P \) randomly samples some player \( P_i \) with probability \( \frac{f^{(i)}_{V'}(u)}{f_{V'}(u)} \), who in turn uniformly samples a hosted free neighbor of \( u \) with probability \( \frac{1}{f^{(i)}_{V'}(u)} \). Since

\[
\frac{f^{(i)}_{V'}(u)}{f_{V'}(u)}, \frac{1}{f^{(i)}_{V'}(u)} = \frac{1}{f_{V'}(u)},
\]

it follows that the ⟨match-up!⟩ request for \( u \) is indeed sent to a uniformly at random sampled node among its free neighbors outside \( T \). For each \( v_j \in T \), let \( X_j \) be the indicator random variable that is 1 if and only if \( v_j \)'s ⟨match-up!⟩ request reaches the same node as the request of another node in this iteration, i.e., if \( X_j = 0 \), then \( v_j \) is matched. It follows that

\[
\Pr[X_j = 0] \geq \left( 1 - \frac{1}{f_{V'}(u)} \right)^{|T|}
\]

(since \( T \leq 2\beta \))

\[
\geq \left( 1 - \frac{1}{f_{V'}(u)} \right)^{2\beta}
\]

(since \( \forall u \in T: f_{V'}(u) \geq 2\beta + 1 \))

\[
\geq \left( 1 - \frac{1}{2\beta + 1} \right)^{2\beta}
\]

(since \( 1 - x \geq e^{-2x} \) for \( x < \frac{1}{2} \))

\[
\geq e^{-4\beta/(2\beta+1)}.
\]

Conversely, this tells us that the probability that \( u \) is not matched in this iteration is at most some constant

\[
\delta \leq 1 - e^{-3} \leq 1 - e^{-4\beta/(2\beta+1)}.
\]
A technical complication stems from the fact that $X_i$ and $X_j$ are not necessarily independent, for nodes $v_i$ and $v_j$ that share neighbors. In particular, if a node $v_i$ is not matched (i.e., $X_i = 1$), then its request reached the same free node $w \notin T$ that was also reached by the request of some other node. Conditioning on this event may skew the probability distribution of $X_j$ for some distinct node $v_j$. However, since this event fixes the destination of two request messages to the same vertex, this cannot increase the probability of $X_j = 1$. In other words, conditioning on this event, it may be less likely that another (match-up!) message collides with $v_j$’s own (match-up!) request, possibly lowering the probability of event $X_j = 1$, and hence it holds that $\Pr[X_j = 1 \mid X_i = 1] \leq \Pr[X_j = 1]$. A similar argument applies when considering a subset of vertices $\{v_1, \ldots, v_s\}$, that is,

$$
\Pr \left[ \bigwedge_{j=1}^{s} (X_j = 1) \right] = \prod_{j=1}^{s} \Pr \left[ X_j = 1 \mid \bigwedge_{r=1}^{j-1} (X_r = 1) \right] \\
\leq \prod_{j=1}^{s} \Pr[X_j = 1] \\
\leq \delta^s
$$

(10)

The bound (10) enables us to instantiate the generalization of the Chernoff Bound stated in Lemma 15 with parameters $N = |T| \geq c_1 \log n$, $\eta = 1 - e^{-\delta}$. Moreover, we recall that $\delta \leq 1 - e^{-c}$ due to (9):

\begin{lemma}[see Theorem 1.1 in (18)]
Let $X_1, \ldots, X_N$ be (not necessarily independent) Boolean random variables and suppose that, for some $\delta \in [0, 1]$, it holds that, for every index set $S \subseteq [N]$, $\Pr[\bigwedge_{i \in S} X_i] \leq \delta^{|S|}$. Then, for any $\eta \in [\delta, 1]$, we have

$$
\Pr \left[ \sum_{i=1}^{N} X_i \geq \eta N \right] \leq e^{-2N(\eta-\delta)^2}.
$$

It follows that $\Pr \left[ \sum_{j=1}^{|T|} X_j \geq (1 - e^{-c})|T| \right] \leq e^{-\Omega(\log n)} \leq n^{-\Omega(1)}$, which completes the proof of Lemma 14.
\end{lemma}

Once we have reached an iteration after which it holds that $|T| < c_1 \log n$, we sample a subgraph $S$ as follows: Each player samples uniformly at random, for each of its vertices in $T$, a subset of $c_2 \log^2 n$ incident edges connecting to free neighbors, where $c_2 > 0$ is a suitable constant. The players perform an all-to-all exchange of the sampled edges using Spreading, after which everyone knows the entire subgraph $S$. In the proof of the following Lemma 16, we show that this enables the players to locally compute a matching that is maximal for all remaining nodes in $T$ by using some fixed deterministic function $f$ that maps each possible subgraph $S$ to a set of matched edges. Note that $f$ is hard-coded into the algorithm and hence known to all players.

\begin{lemma}
If $|T| < c_1 \log n$ at the end of an iteration, then all remaining nodes in $T$ are matched in $O(1)$ additional rounds.
\end{lemma}

\begin{proof}
We first argue the bound on the time complexity. By assumption, any given player holds at most $O(\log n)$ nodes from $T$. According to the algorithm, we select $c_2 \log^2 n$ edges to unmatched neighbors for each of these nodes. Note that this is possible because every node in $T$ has a free degree of at least $2\beta + 1$ and due to the assumptions that $k = \Omega(\log^4 n)$, which means that, for both, oblivious and adaptive adversary, we have

$$
2\beta + 1 = \Omega(\sqrt{k}) = \Omega(\log^2 n).
$$

Moreover, since $|T| = O(\log n)$, the total number of messages that need to be sent is $O(\log^3 n) = O(k)$. Thus, Lemma 8 tells us that we can apply $\text{Spreading}$ to disseminate these edges to all other players in $O(1)$ rounds.

After $\text{Spreading}$ has completed, all players know the entire sampled subgraph $S$. Observe that each node in $T$ has a degree of $\Omega(\log^2 n)$ in $S$, whereas $|T| = O(\log n)$. Thus, it follows that there always exists a maximal matching in $S$ that matches every node in $T$.

The next lemma combines Lemmas 14 and 16 to show a significant reduction of the free degree of the remaining unmatched nodes in $V_f$.

$\blacktriangleright$ Lemma 17. At the end of Phase 1, every player knows the matching $M_2 = M_1 \cup N_2$, where $N_2$ denotes the set of newly matched edges, and $M_1 = M \setminus D$. Phase 1 takes $O(\log k)$ rounds with high probability, and matches every vertex in $v \in V_f$ that had a free degree of at least $4\beta + 1$, i.e., if $f_{G_1,M_1}(v) \geq 4\beta + 1$.

Proof. Recall that $T$ denotes the subset of nodes in $V_f$ that have at least $2\beta + 1$ free neighbors in $V'$. It follows that any node in $V_f$ with a free degree of at least $4\beta + 1$ must have $4\beta + 1 - 2\beta$ free neighbors in $V'$, and hence will be in set $T$. Lemma 14 tells us that $|T| \leq c_1 \log n$ (w.h.p.) after $O(\log k)$ iterations, which, together with Lemma 16, implies the sought time complexity bound.

By the description of the algorithm, all players exchange the newly matched edges after each iteration. Moreover, once $|T| < c_1 \log n$, every player uses the same function $f$ to compute the matching on the sampled subgraph $S$, which ensures that all players know $M_2$.

3.3.4 Phase 2

Let $L \subseteq V_f$ be the remaining unmatched vertices in $V_f$ after Phase 1. In Phase 2, we take care of the vertices in $L$, which we call the low free degree vertices, as Lemma 17 ensures that each of them has a free degree of at most $4\beta$. We provide two approaches for this phase, depending on the strength of the adversary.

Oblivious Adversary. We first consider the setting where the adversary must choose all updates before the vertices are randomly partitioned among the players. Let $G_L \subseteq G[V_f \cup V']$ be the subgraph induced by the free edges incident to nodes in $L$. Observe that $G_L$ contains all remaining unmatched nodes that have free neighbors. Similarly to the initialization phase, we use the algorithm of [19], for which we have described an implementation in Section 3.1. According to Lemma 17, every $u \in L$ has at most $4\beta + 1$ unmatched neighbors when considering the matching $M_2$, and we know from Lemma 12(a) that $|L| \leq |V_f| \leq 2\beta$. It follows that $G_L$ has at most $\Gamma = O(\beta)$ vertices. Since the adversary is oblivious to the random vertex partitioning, we can instantiate Lemma 9 with $n' = \Gamma = O(k)$, since $\beta = k$. This immediately implies the following lemma:

$\blacktriangleright$ Lemma 18. Phase 2 ensures Invariant 1 and takes $O(\log k)$ rounds with high probability (in $k$) against an oblivious adversary, assuming a mini-batch size of $\beta = k$ edge deletions.

Adaptive Adversary. When the adversary has full knowledge of the vertex partitioning among the players, it may happen that all nodes in $L$ are distributed among a small number of players, thus rendering the vast majority of available resources (i.e., players and bandwidth between them) useless. To avoid this pitfall, we leverage the assumption that the mini-batch
size is only $\lfloor \sqrt{k} \rfloor$. In the proof of Lemma 19, we show that we can aggregate the entire subgraph $G_L$ at a single player $P_1$, who locally computes a matching, and subsequently informs all other players of the result.

|Lemma 19.| Phase 2 ensures Invariant 1 and takes $O(1)$ rounds against an adaptive adversary, assuming a mini-batch size of $\beta = \lfloor \sqrt{k} \rfloor$.

Proof. The correctness of the computed matching is immediate from the fact that $P_1$ locally computes the solution. Since each node in $L$ has a free degree of at most $4\beta \leq 4\sqrt{k}$ and $|L| \leq 2\beta \leq 2\sqrt{k}$, it follows that $G_L$ consists of $O(k)$ edges. Thus, according to Lemma 8, player $P_1$ can receive the entire graph in just $O(1)$ rounds by executing Spreading.

3.4 Completing the Proof of Theorem 2

The bound on the initialization time follows from Lemma 10, which also tells us that Invariant 1 holds after the initialization step.

For edge insertions, Lemma 11 tells us that the update time for handling $\ell$ edge insertions is only $O\left(\frac{\ell}{k}\right)$ (for both oblivious and adaptive adversaries). Next, we derive the bound on the update time for edge deletions: Recall that we have $\ell$ updates that we split into mini-batches of size $\beta$. Lemma 17 shows that Phases 1 requires $O(\log k)$ rounds with high probability. Finally, Lemma 18 shows that under an oblivious adversary, Phase 2 takes $O(\log k)$ rounds with high probability (in $k$), for mini-batch updates of size $k$, which yields a total update time of $O\left(\frac{\ell}{\beta} \log k\right)$. Lemma 19 shows that, under an adaptive adversary, Phase 2 can be done in $O(\log k)$ rounds for mini-batch updates of size $\Theta(\sqrt{k})$, and hence the two phases take at most $O\left(\frac{\ell}{\beta} \log k\right)$ rounds in total with high probability. The claimed bounds of Theorem 2 follow by plugging in $\beta = k$ for the oblivious adversary and $\beta = \lfloor \sqrt{k} \rfloor$ for the adaptive adversary, respectively.

To see that each player $P_i$ uses at most $O(\max\{n, |G[V(P_i)]|\} \cdot \log n)$ bits of local memory, where $|G[V(P_i)]|$ is the number of edges incident to vertices hosted by $P_i$, observe that each player sends and receives at most 1 message per vertex in every step of the algorithm, which requires storing at most $O(n \log n)$ bits. Moreover, each player needs to locally maintain at most $O(\log n)$ bits for each edge incident to its hosted vertices, using at most $O(|G[V(P_i)]| \log n)$ bits.

Finally, note that Lemma 18 and Lemma 19 guarantee that Invariant 1 holds at the end of each update step, which ensures the correctness of the computed maximal matching.

4 Batch-Dynamic Maximal Matching in the Congested Clique Model

It is not surprising that our algorithm also work in the congested clique due to the equivalence between the two models when $k = n$ and if each player gets exactly one vertex (see Section 1). However, we now show that we can even get dynamic algorithms in the Congested Clique model that handle updates communication-efficiently, which means that the number of messages sent grow proportionally to the number of edge-changes. To this end, we define the update message complexity as the worst case number of messages sent following a batch of $\ell$ edge updates, assuming that the state of the nodes reflects a maximal matching prior to these updates. In the full paper, we prove the following result:
Theorem 20. Consider the congested clique and suppose the adversary may add or delete up to $\ell$ edges per batch. There exists a randomized dynamic algorithm for maximal matching that, with high probability, has an initialization time of $O(\log \log \Delta)$ rounds. With high probability, the update message complexity is $O(n)$, and the following hold:

1. The update time complexity is $O\left(\left\lceil \frac{\ell}{n}\right\rceil \log n\right)$ against an oblivious adversary.
2. The update time complexity is $O\left(\left\lceil \frac{\ell}{\sqrt{n}}\right\rceil \log n\right)$ against an adaptive adversary.

We emphasize that the message complexity of the initialization algorithm in Theorem 20 can be as large as $O(n^2)$. In fact, obtaining a message complexity of $o(n^2)$ for maximal matching in the congested clique is itself an interesting open problem to the best of our knowledge.
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